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Abstract

The WMT25 Terminology Translation Task re-
leases new resources in high-stakes domains
and investigates the capabilities of translation
systems to accurately and consistently trans-
late specialized terms. This year, we feature
new domain and language coverage over pre-
vious editions, introducing two distinct tracks:
(1) sentence-level translation in the informa-
tion technology domain for English—German,
English—Russian, and English—Spanish, and
(2) document-level translation in the finance
domain for English<+Traditional Chinese with
a document-level one-to-many dictionary. Par-
ticipants are challenged to translate texts under
three modes: no terminology, proper terminol-
ogy, and random terminology, allowing for a
causal analysis of terminology utility. Eval-
uation combines overall quality, terminology
accuracy, and terminology consistency. This
shared task attracted broad participation, with
13 teams submitting 20 systems in Track 1 and
4 teams participating in Track 2. The results
show that providing proper terminology con-
sistently boosts both overall translation quality
and term accuracy, whereas reliance on random
terminology yields smaller gains. Despite the
near-saturation of sentence-level benchmarks,
document-level finance translation still falls
short, indicating an urgent need for long-form
evaluation and more robust metrics tailored to
professional domains.

1 Introduction

Time flies. Since the 2023 edition of the WMT
Terminology Translation Task (Semenov et al.,
2023), rapid advances in machine translation (MT)
and large language models (LLMs) have achieved
near-human quality for general-domain translation
in several languages (Kocmi et al., 2024, 2025b).
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Nonetheless, it remains an open question whether
these powerful models or techniques can success-
fully address terminology translation, where the
need for accurate and consistent conversion of ter-
minologies poses extra difficulty in addition to gen-
eral translation quality.

In professional fields like finance, medicine, and
law, the correct use of specialized, agreed terms
is critical for accuracy and clarity in communica-
tions, making terminology translation a research
problem of high commercial value (Oncevay et al.,
2025b). The field has seen various efforts in mod-
eling (Hasler et al., 2018; Dinu et al., 2019), eval-
uation (Zouhar et al., 2020; Semenov and Bojar,
2022), and translator tool development (Vargas-
Sierra, 2011; Arcan et al., 2017; Lagzdin$ et al.,
2022), but recent progress seems to slow down
even for high-resourced languages. For example, at
the 2024 Conference on Machine Translation, only
two papers were dedicated to terminology transla-
tion (Kim et al., 2024; Myung et al., 2024).

It is in this context of exciting general domain
progress versus modest attention to terminology
translation that we organize the WMT25 Terminol-
ogy Translation Task. The task comes with two pri-
mary objectives: (1) to provide an understanding of
the current landscape of terminology-aware transla-
tion, and (2) to announce and release new, human-
annotated datasets to facilitate future research. We
organize two tracks covering five translation direc-
tions and both sentence- and document-level trans-
lation. Particularly, the document track features
large document-level one-to-many dictionaries that
are more realistic in production. In terms of evalu-
ation, we run multiple metrics that target different
facets of terminology conversion, all while taking
into account the general quality. Moreover, to esti-
mate the added value (causal effect) of a provided
terminology dictionary, systems are evaluated in
three translation conditions: without a dictionary,
with a proper terminology dictionary, and with a
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dictionary of random words.
The main findings from the WMT 2025 Termi-
nology Translation Task across submissions are:

% Most systems involve an LLLM in some way.
Top systems achieve close to perfect terminol-
ogy accuracy in the sentence-level track, indi-
cating LLM’s suitability for the task, and a sat-
uration in the sentence benchmark. We need to
move to document-level benchmarking, which
is also more aligned with the practical use.

% Contrary to the expectations based on previ-
ous research, there is little trade-off between
general translation ability and terminology ac-
curacy for most participating systems.

% Incorporating some terminologies always ben-
efits overall translation quality; using proper
terms is more useful than random terms for top-
performing systems.

2 Task Description

Our task is organized into two tracks, each focused
on different domains and input sizes (of both texts
and dictionaries), with a unified evaluation protocol.
This allows this edition of the terminology shared
task to cover wider scope of fields and input types
(contrary to (Alam et al., 2021), where only medi-
cal domain and sentence-level data were provided),
as well as tackling the domains in a more controlled
manner (contrary to (Semenov et al., 2023), where
every translation direction had its own domain of
texts, from NLP abstracts to web novels).

2.1 Tracks and Domains

Track 1: Sentence-level translation

* Domain: Information Technology (IT), SAP

* Translation direction: English—German, En-
glish —Russian, and English—Spanish

* Setup: Participants are provided with sentence
segments, each with a small terminology dictio-
nary containing only the terms present in the
segment, usually 1-2 entries.

Track 2: Document-Level Translation

* Domain: Hong Kong finance

+ Translation direction: English«>Chinese'

* Setup: Participants are given documents, each
accompanied by a large (up to 1K entries)
document-level terminology dictionary. English
input documents are capped at 2K words; for
Chinese—English, the Chinese input is truncated

'Traditional; henceforth only “Chinese” for brevity.

to correspond to the English output of up to 2K
words.

Terminology constraints differ by direction:
for English—Chinese, terms are one-to-one
mapped, same as in Track 1; for Chinese— En-
glish, terms may be one-to-many mapped, for in-
stance, the target can have both full entity names
and acronyms. This track tests terminology ac-
curacy and consistency in long-form translation,
reflecting real-world professional needs.

2.2 Terminology Modes

To enable a causal analysis of terminology utility
and translation quality, each system is requested to
translate our tests under three modes separately:

* No Terminology (No Term): The system trans-
lates the input text without a terminology dictio-
nary.

* Proper Terminology (Proper Term): The sys-
tem is provided with a dictionary of domain-
specific terms; relevant to the input.

¢ Random Terminology (Random Term): The
system receives a dictionary of randomly selected
source words and their aligned translations from
the references (the random pool excludes the
proper terms).

The use of Random Term mode allows for mea-
suring if improvements in translation quality stem
from incorporating terminologies or from simply
seeing part of the correct translation (Zouhar, 2023;
Semenov et al., 2023).

3 Data

The data for both tracks? is provided in the jsonl
format, where each instance has the following en-
tries. See Table 1 for an example.

 Text in language 1

* Text in language 2

* Real terminology mapping dictionary (Proper)

* Random word mapping dictionary (Random)

* Dummy empty dictionary (NoTerm)

3.1 Track 1: Sentence-level IT Documentation

Data source. Our sentence-level data was pro-
duced by SAP to investigate ambiguous termi-
nology in the IT business domain (Berger et al.,
2025).% The data originates from their online help
2github.com/wmt-conference/wmt25-
terminology/tree/main/ranking/references

3github.com/SAP/software-documentation-data-set-for-
machine-translation
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{

"en"”: "Open the consumption model containing
the measures and attributes you want to
include in your perspective, and click
the Perspectives tab.",

"de": "Offnen Sie das Verbrauchsmodell mit
den Kennzahlen und Attribute, die Sie in

Ihre Perspektive aufnehmen mochten, un
wechseln Sie zur Registerkarte
Perspektiven."”,

"proper”: {

"consumption model”: "Verbrauchsmodell”

})

"random”: {

"include"”: "aufnehmen”,
"want"”: "mochten”
})
"noterm”: {3}
}

Table 1: An English—German example from Track 1.

portal. Pages on the help portal are written in En-
glish, and translations are produced by post-editing
machine translations to ensure proper terminology
usage and adherence to corporate style guides.

Terminologies. SAP additionally maintains a
one-to-many terminology dictionary across all of
its production languages called SAPTerm.* Source
and target terms were fuzzy-matched in the source
and post-edited segments, with additional filtering
performed to ensure post-edits made corrections
of terminology usage. We make available a termi-
nology dictionary for each segment pair, usually
containing one or two entries.

The random terms were retrieved automatically
by the following procedure: For every sentence pair
(given input and reference translation), the pool
of possible random terms is formed by all source
sentence words except the terms and the stopwords
(based on NLTK?2024 stopword lists). Out of this
pool, we sample as many words as there are in
the corresponding proper dictionary. Then, we
prompt ChatGPT to retrieve its translations from
the reference sentence. We run an exact match
search to ensure that the translation of the word is
in the reference. The instruction for ChatGPT is
provided in Appendix B.

Test set release. We select the English— {Ger-
man, Russian, Spanish} translation directions for
the sentence track in our shared task. Per language
pair, 1000 instances that contain terminology were
sampled, and we split the 1000 segments into de-
velopment and test sets consisting of 500 instances

4sapterm.com

each. Each instance is accompanied by a terminol-
ogy dictionary containing entries for that instance
only. All test references are only made publicly
available after the shared task submission deadline.

3.2 Track 2: Document-Level Finance

Data source. Our document track test data are
sourced from the public annual reports on the offi-
cial website of the Hong Kong Monetary Authority
(HKMA), available in English and Traditional Chi-
nese.’ Each annual report contains multiple chap-
ters, and each chapter is available to download as a
standalone PDF file. In this task, we define such a
chapter as a document. We collect all English and
Traditional Chinese annual reports from 2015 to
2024. An annual report yields the same number of
chapters (documents) in English and Chinese, and
corresponding chapters are parallel to each other.

Document processing. We convert the chapter
PDFs into markdown using MinerU (Wang et al.,
2024), with table recognition, formula recognition,
and optical character recognition disabled. We drop
tables and formulae because they consist mostly
of numbers without text, and are difficult to trans-
late or evaluate. We then truncate each chapter to
2000 whitespace-delimited English words to keep
the documents at a reasonable length for partici-
pants. Then, three authors, who are native Chinese
speakers fluent in English, manually inspected and
processed the markdown files. This includes trun-
cating the Chinese side and re-aligning Chinese
and English at the paragraph level in order to fix
errors as a result of the automatic processing of the
chapter PDFs, which are in a two-column format.
As a result, each chapter (document) pair has the
same number of lines in both languages.

Terminology extraction and mapping. We ex-
tract terms specific to Hong Kong finance from
the source and target documents and establish a
mapping via two stages. First, we prompt GPT-4.1
with a pair of source and target documents to au-
tomatically identify and align terminologies in the
two languages, producing a preliminary mapping.
Second, two authors independently review the gen-
erated mapping and correct it as necessary. Most
revisions are removals of relatively generic named
entities (e.g., Hong Kong and US dollar) that al-
ready have standard translations. The prompt used

>www.hkma.gov.hk/gb_chi/data-publications-and-

research/publications/annual-report/

556


http://sapterm.com
https://www.hkma.gov.hk/gb_chi/data-publications-and-research/publications/annual-report/
https://www.hkma.gov.hk/gb_chi/data-publications-and-research/publications/annual-report/

in this first stage is provided in Appendix A for ref-
erence. To extract a word mapping for the Random
Term mode, we reuse the same technique from the
sentence-level Track 1. To better approximate a
real-world scenario, we merge the extracted map-
pings from the chapters (documents) within the
same report and generate report-level mappings for
both Proper and Random Term modes.

It is worth noting that the HKMA website pro-
vides a glossary for Chinese and English sepa-
rately.® However, we did not use it because the
Chinese and English lists are independently or-
dered, are not index-aligned, and contain different
numbers of entries. Consequently, it is difficult to
construct positional correspondence between en-
tries in the two languages. This can be explored by
future work.

Test set release. We release all document-level
data we have prepared as the test set for this year’s
shared task. To avoid temporal bias and to ensure
balanced representation of the translation direc-
tions, we partitioned the data so that translation
direction alternates by year. Reports from odd-
numbered years (2015, 2017, 2019, 2021, 2023)
are used for English—Chinese tests, whereas those
from even-numbered years (2016, 2018, 2020,
2022, 2024) are used for Chinese—English tests.
We release each document as a single string, but
paragraphs are delimited by \n\n, allowing partic-
ipants to make their own chunking choices. With
each test document, a large terminology dictio-
nary is provided, containing mappings for all ter-
minologies in the whole report (i.e., the dictionary
is shared between all documents within the report).

4 Metrics and Evaluation

For both tracks, we run reference-based evaluation
using gold translations and corresponding terminol-
ogy dictionaries. We use three types of metrics in
our shared task evaluation: overall quality (string
match using BLEU and chrF2++; document-level
MQM with LLM-as-a-judge), terminology accu-
racy, and terminology consistency.

This choice of metrics is motivated by two fac-
tors: (1) we wish to measure different aspects in
translating terminologies, and (2) modern auto-
mated metrics can be less robust than a simple
string-matching chrF, especially in domains that

®E.g. www.hkma.gov.hk/eng/data-publications-and-
research/guide-to-monetary-banking-and-financial-terms/

were not part of the metrics’ training data (Lavie
et al., 2025; Zouhar et al., 2024a,b).

New this year, we rank submissions based on
the Pareto efficiency measured by the quality met-
ric and the terminology. We provide terminol-
ogy consistency scores as an analysis, and use the
document-level AutoMQM scores for a separate
ranking in Track 2, as this is not fully empirically
validated.

4.1 Opverall Translation Quality

BLEU and chrF2++. As an indication of overall
quality, we run two reference-based metrics, BLEU
(Papineni et al., 2002) and chrF2++ (Popovié,
2017), as implemented in sacrebleu (Post, 2018)
with default settings.”-® In the main paper we report
chrF2++ which is tokenization-insensitive, allow-
ing for consistent evaluation of German, Russian,
Spanish, English, and Traditional Chinese outputs.
Specifically to run the metrics in the document
translation track, we treat each entire translation
and reference document as a single string (O’Brien
et al., 2025).

Doc-level AutoMQM. For document-level trans-
lation quality assessment, we use an LLM-as-a-
judge: LLMs are prompted to identify translation
error spans and assign severity levels, from which
the final score is computed. This evaluation method
is well interpretable and has been shown to corre-
late well with human judgment (Kocmi and Fe-
dermann, 2023; Freitag et al., 2023, 2024). An
extension to the document level is focus-sentence
prompting (FSP), which evaluates documents sen-
tence by sentence (Domhan and Zhu, 2025). In FSP,
the judge model is provided with the full source and
translation as context, along with the specific target
sentence to be evaluated. To evaluate document-
level translation in Track 2, we use GPT-40 and
GPT-5 as judge models, applying the FSP prompt
with two modifications: (1) we evaluate three con-
secutive sentences at a time to improve efficiency;
and (2) we provide the judge model with a termi-
nology mapping to better assess translation quality.
Details of the judge prompt are provided in Ap-
pendix C. Once the model outputs the errors and
their severities, we compute the final MQM score
for each annual report as a weighted average over
the severity levels. We define three categories of
severity: minor, major, and critical, with weights

"BLEUI#: 1Ic:mixedle:noltok: { 13a,zh}Is:explv:2.4.1
8 chrF2+-+1#: 1lc:mixedle:yesinc:6lnw:2ls:nolv:2.4.1
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1: count™° « 0, count" < 0

2: for src;, tgt,;,d; € X do
3:  for term', term;gt € d; do

4 if term}™ € src; then

5: count®° < count®° + 1
6: if term’®" € tgt, then

7: count®®® « count®s® + 1
8: if count® > 0O then

9:  return count"®* /count®*®
10: else
11:  return 0

Algorithm 1: Terminology Accuracy (Track 1: sentence-
level). Input X is a list of source, translation, terminol-
ogy dictionary triplets ((srcy, tgty,d1), .. .).

I: A+ () # accuracy for individual terms
2: for src;, tgt,,d; € X do

3:  for term$™, Telrms;gt € d; do

4: if term}™ € src; then

5 count™ ¢ src;.COUNT(term5™)

6: count'®* <+ 0

7: for term;’g]z € Terms*" do

8: count“gt<—counttgt+tgti.COUNT(termfi)
9: A.APPEND (MIN( 222245 1 0))
10: if | A| # O then
11:  return %‘Tf“
12: else

13:  return 0

Algorithm 2: Terminology Accuracy (Track 2:
document-level). Input X is a list of source, translation,
terminology dictionary triplets {(srcy, tgty,dy1),...).

of 1, 5, and 10, respectively. For example, an MT
system receives an MQM score of 25 if it produces
three major errors and one critical error.

4.2 Terminology Accuracy

We also evaluate how accurately translation sys-
tems can convert terms based on a given dictionary.
We reckon that a source term usually occurs only
once in a sentence input, but is more likely to ap-
pear multiple times in a document. Thus, we use
different implementations for the two tracks as de-
tailed below.

In the sentence track, for each source term ap-
pearing in the input text, we check if its correspond-
ing target term appears in the translation, yielding a
binary score. The accuracy is then computed as the
sum of successful conversions divided by the total
number of source words across all input instances.
The algorithm is illustrated in Algorithm 1.

At the document level, the accuracy measure is
modified to account for: (1) a source word can
appear multiple times and thus a target word is ex-
pected as many times; (2) potential one-to-many

mappings in a dictionary. The metric moves from
a binary check to a percentage score. For each
source term present in the source document, we
calculate a ratio determined by the total number
of appearances of all its possible target terms in
the translation, divided by the total number of ap-
pearances of the source term itself. This ratio for
each term is capped at 1 to avoid false positives,
and the final document-level terminology accuracy
is the average of all individual ratios across all
source terms across all documents. The algorithm
is shown in Algorithm 2.

The main difficulty of checking terminology ac-
curacy lies in the terminology dictionary usually
containing source and target entries in their stem
form, but for many languages, we need to capture
the inflected forms of the entries too. Hence, when
we need to check whether a word is in a segment or
count the number of appearances of the word, we
always employ a two-pronged matching strategy.
First, we run a direct surface-form match between
the word and the segment. Second, to account for
morphological variations, we check the lowercased
lemmatized word against the lowercased lemma-
tized segment.’ The final result is the higher value
resulting from the two matching strategies—this
applies to both binary outcomes or counts.

4.3 Terminology Consistency

We use the framework for the term consistency
metric suggested by Semenov and Bojar (2022).
The framework allows for automated (and more
interpretable than LL.M-as-a-judge) evaluation on
how consistent the models are when choosing the
translation of specialized terms. The modular struc-
ture of the framework allows for different levels of
strictness in evaluation, so for the current shared
task, we focused on two versions of the metric
based on term frequency and the dictionary. As
illustrated in Algorithm 3, the evaluation consists
of the following steps:

* Preprocessing: This step requires sentence-level
or paragraph-level alignments. Track 1 data al-
ready meets this; for Track 2, since the input
texts have clear separation between paragraphs
(double newline characters), we split the system
outputs into segments accordingly.'®

%github.com/stanfordnlp/stanza for lemmatization.

!0For most systems, this simple preprocessing allowed for
consistent alignment. The only exception was that for STITCH
outputs, we additionally applied LaBSE embeddings (Feng
et al., 2022) to align the split segments.
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* Source term selection: At this step, we retrieved
the subsets of terms present in a given segment.
For Track 1, terminology dictionaries already
meet the requirement. For Track 2, we filter the
document-level dictionary to construct a segment-
level dictionary for each segment using a sub-
string match for Chinese and an exact match over
lemmatized text for other languages.

¢ Term translation alignment: We then locate the
exact part of the output that is a translation of the
source term. The most effective way appeared to
be few-shot prompting ChatGPT with additional
post-processing, with details in Appendix E. We
refer to the aligned term translations as “candi-
dates”.

* Pseudo-reference choice: To estimate the con-
sistency of a system, we need to define “pseudo-
references”: translations against which we com-
pare candidates. For the main analysis, we
choose a frequency criterion: For each source
term type, we order the candidate types by their
frequency, and define the most frequent one as a
pseudo-reference. Notably, this choice is insensi-
tive to the term accuracy: the pseudo-reference
may not be the best translation, but it should
be used stably over the whole text. In an ad-
ditional experiment in Appendix F, we also try
another pseudo-reference option based on the
Proper Term dictionary.

» Evaluation: For each term occurrence in each
text segment, we check whether the observed
translation candidate differs from the pseudo-
reference. The final score is formalized as a
multi-class accuracy: for each source term type
(class), we count the percentage of the candidates
matching the pseudo-reference in the submitted
texts and run macro-averaging over the class per-
centages. As a result, we get a score within a
range of 0 to 1, which shows the percentage of
occurrences of the term translation that are con-
sistent with the chosen pseudo-reference.

5 Participants and System Descriptions

This year, apart from our baseline, we see 20 sys-
tems in Track 1 and 4 systems in Track 2. Their
descriptions are provided below. For an easier nav-
igation over the variety of approaches, we label
them with the main features and components of
particular submissions, namely:

: for src;, tgt, € X do  # Source term selection & align.
for term; € SRCTERMSELECT(src;) do
cand; < ALIGNER(src;, tgt,, term;)
CandDiCttermj ,cand FcandDiCttermJ ,cand +1
AlgDict; o, < cand;

: PseudRefDict <+ {}

: for term;, € CandDict do
PseudRefDictierm,, «—ASSIGNPSEUDOREF(termy,)
: for src;, tgt,;, AlgDict, € X do
10:  for term; € AlgDict, do

11: hit; j < 1[term; = PseudRefDictierm;]

. > hitg
12: return 37, oo aremict Thity|

# Pseudo-reference choice

PR DAY

Nel

# Scoring

# Macro-average

Algorithm 3: Terminology Consistency (Track 1: sen-
tence level) with pseudo-reference initialization of the
most frequent terms. Input X is a list of source-
translation pairs {(srcy, tgty), .. .).

* models used:
NMT NMT model (encoder-decoder)
LLM LLM (decoder-only model)
=== multiple models (agents, preprocess-
ing+postprocessing, etc.)
* training data:
DatAug data augmentation
DatCur) data curation (filtering big corpora, en-
riching training data with annotation, etc.)
* model update techniques:
*FT  fine-tuning, continuous pre-training, su-
pervised fine-tuning, etc.
*PQ) various types of preference optimization:
GRPO, PPO, DPO, etc.
* inference-time strategies:
#%  code-switched prompts
ICL in-context learning, few-shot prompts, etc.
“»7) multi-metric decoding (using both general

quality and term accuracy for sequence choice)
term injection (for NMT models)

o3-term-guide (LLM The participant put termi-
nology constraints in the form of explanatory state-
ments and presumably prompted 03 from OpenAl

DuTerm NMT LLM (= ) DatAug (*FT

This is a two-stage algorithm for terminology trans-
lation (Jaswal, 2025). It uses a terminology-aware
NMT model fine-tuned from NLLB 3.3B (Costa-
Jussa et al., 2022), and prompts GPT-40 for post-
editing. To construct the NMT training data, they
first extract bilingual terminology dictionaries from
WMT?25 dev sets, which are then supplemented
with terminologies generated by the LLM. Then
they use an LLLM to synthesize parallel sentences
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containing one or more terminologies. Specifi-
cally, the terms in both source and target sentences
are bounded with special tags for identification.
After filtering the training data for quality with
COMET-QE and other rules, the NMT undergoes
terminology-aware fine-tuning. Given the source,
the NMT’s translation and term pairs, they prompt
GPT-4o0 to refine the translation for better fluency
while keeping the constraints.

Erlendur (LLM (==2) (ICL Ing6lfsdoéttir et al.
(2025) presented an LLM-based translation system
using a pipeline approach that combines prompt-
ing with modular preprocessing and postprocess-
ing components. In a preparatory stage, the LLM
analyzes the source text to extract key terms and
idioms, which are then matched with entries from
bilingual dictionaries; user-provided glossaries can
also be incorporated to enforce consistent terminol-
ogy. After translation, additional post-processing
steps may be applied. For example, a custom
seq2seq grammatical error correction model is used
to improve Icelandic translations. The system par-
ticipated in both terminology tracks: for Track 1,
it employed its standard pipeline with terminology
mapping, while for Track 2, the backbone model
was switched from Claude 3.5 to GPT-4.1, as the
former refused to translate some test examples.

ISMT-TiU (TiUTerm-V0, TiUTerm-V1) (LLM

ICL The team submitted two systems, both re-
lying on in-context learning of LLMs, with few-
shot examples retrieved with BM25 from the dev
set. TiUTerm-VO is Llama-3-8B (Grattafiori et al.,
2024) with 10 in-context examples; TiUTerm-V1 is
XGLM-7.5B (Lin et al., 2022) with 12 in-context
examples.

Barcelona Supercomputing Center (tower,
salamandrata) (LLM  (DatCur) (¥*PO) Garcia Gi-
labert et al. (2025) submitted two models: Tower
based on Llama2-7B (Touvron et al., 2023) and
salamandrata based on Salamandra-7B (Gonzalez-
Agirre et al., 2025). They use a novel approach of
fine-tuning terminology translation using GRPO
(Shao et al., 2024). Specifically, they introduce
a terminology adherence reward, which penalizes
outputs that do not contain the correct terminology.
The training data are based on pseudo-terminology
mined heuristically using named entities, noun
phrases, and adverbial constructions. The reward
during training is joined with a general MT quality
reward using a quality estimation model.

IRB-MT (MeGuMa) (LLM (===) €>.7) The
submitted system, named MeGuMa, uses LLM
agents with terminology-aware translation prompts,
in combination with two MT metrics for per-
translation-unit solution selection: = MetricX
(Juraska et al., 2023) and a custom approximation
of terminology accuracy which uses an explicit
alignment system by Steingrimsson et al. (2023) be-
yond surface mapping of lemmatized terms. Trans-
lation is done in two phases: translation and revi-
sion. Models used for translation are taken from
three families: Gemma 3 (27B and 12B) by Team
et al. (2025), Qwen3 (14B-thinking, 8B-thinking,
14B, 8B) by Yang et al. (2025), and EuroLLM (9B)
by (Martins et al., 2025). In the second phase, three
models are used to revise all translations: Gemma
3 27B with thinking, Gemma 3 12B with thinking,
and Qwen 3 14B with thinking. While Qwen 3
supports thinking natively but not Gemma 3, all of
the revision models were prompt-induced to first
think and then produce the final solution. The fi-
nal translation is selected from all of the generated
solutions, both initial and revised. The selection
criterion is an arithmetic mean of the arithmetic, ge-
ometric, and harmonic means of MetricX (Juraska
et al., 2024) and terminology accuracy.

CommandA-WMT LLM (DatCur (*PO
Kocmi et al. (2025a) submitted a post-trained
version of Command A from Cohere. The
data contains a mix of the languages the model
was originally trained on, as well as machine
translation data in new languages. The data was
heavily filtered for quality. This was followed
by preference tuning with a bespoke MTExpert
dataset for all languages.

BIT (LLM (*PO) Based on Qwen3-8B-Instruct,
the participants used the PPO algorithm to perform
reinforcement learning according to the terminol-
ogy accuracy of the model’s outputs without using
any Dev Data.

Laniqo (LLM (DatCur) *FT @ & ) ICL

Guttmann et al. (2025) use the EuroLLM-9B-
Instruct model (Martins et al., 2025) as a founda-
tion. Given an explicit dictionary, the terms in the
source sentence in a prompt are substituted with the
target language translations of it, creating a code-
switched sentence. Additional prompt engineering
analysis showed that two-shot prompts were the
most efficient. The second modification was fine-
tuning on augmented data from OPUS (Tiedemann
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and Nygaard, 2004), where the randomly selected
source text nouns and verbs were aligned with their
translations, and were replaced with them in the
same way as the prompts for the LLM. Fine-tuning
was conducted with LoRA (Hu et al., 2022). The
decoding is done with constraints: inspired by our
announced metrics, the Pareto frontier between
overall quality and term accuracy, they used ep-
silon sampling of 100 sentences, followed by multi-
dimensional ranking by various QE metrics and
term accuracy of a given segment. This approach
was named Pareto-Optimal Decoding. The abla-
tion experiments showed that the best scores were
achieved by combining a fine-tuned model together
with a modified prompt and few-shot examples.

Lingua Custodia (LC-primary, LC-2, LC-3)
LLM (DatCur ‘*FT (*PO> Liu et al. (2025)
submitted three systems in total: LC-primary, LC-
2, and LC-3. They first filtered bilingual data from
Common Crawl and WMT25 using LaBSE and
applied an unsupervised terminology extraction
approach, developed in their 2023 terminology
task submission (Liu et al., 2023), to create ter-
minology mappings. They then fine-tuned open-
weight and efficient LLMs, Qwen3-4B (Yang et al.,
2025) (with thinking mode disabled) and Gemma-
3-4b-it (Team et al., 2025). They conducted super-
vised fine-tuning in the first stage and then applied
GRPO in the second stage, using a sentence-level
BLEU reward for overall quality and a constraint-
following reward for terminology adherence.

CurTermNLLB NMT DatCup *FT
Gonzalez-Gomez (2025)’s system is based on
LoRA (Hu et al., 2022) fine-tuning of NLLB 200M
(Costa-Jussa et al., 2022) on the consumer-grade
Apple M3 with an automated pipeline for creating
terminology containing data similar to the Track 1
dataset. They select data from OPUS (Tiedemann
and Nygaard, 2004), specifically data from the
GNOME, KDE4, and WikiMatrix projects. Sentence
pairs from this subset of data were embedded with
all-mpnet-base-v2 in Sentence-Transformers
(Reimers and Gurevych, 2019), and cosine
similarity to Track 1 dev set sentence pairs was
computed for filtering together with filtering
based on part-of-speech. Source terminology
was then aligned to target sentences to create a
term dictionary; relevant dictionary entries were
provided to the NLLB model as additional input.

UW-BENMT (ContextTerm) NMT (DatCur
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Pong (2025) submitted a system named Context-
Term, a Transformer-based NMT model (roughly
Transformer-base size) with terminology-aware
data augmentation. The system identifies termi-
nology constraints by selecting source—target align-
ments whose source words are judged most “im-
portant” by the encoder (measured via the norm
of their hidden-state vectors) rather than merely
low-frequency ones. Training data combined the
IT-specific parallel corpora selected with Cross-
Entropy Difference filtering and 30k synthetic En-
glish sentences generated using Aya-Expanse-8b
(Dang et al., 2024), with inline soft constraints ap-
plied to 10% of the data.

Multitan (Systran-ft, EuroLLM-ft, MarianMT-
ft)y (LLM NMT DatAug (*FT The partic-
ipants submitted three systems. The general
approach was fine-tuning on in-domain data.
Specifically, for Systran-ft, the authors used
Systran Model Studio Lite to fine-tune Systran’s
baseline model with augmented in-domain data.
For EuroLLM-ft, EuroLLM was updated with
in-domain aligned segments and glossary by using
LoRA (Hu et al., 2022). For the third system,
MarianMT-ft, the team used two fine-tuning
strategies: in No Term mode, using the dev set
and other in-domain aligned segments; in Proper
Term mode, in addition to fine-tuning the model
with in-domain segments, they used a glossary for
hard-forced training.

TranssionMT (*#FET  €72%) This participant used
training constraints and post-processing constraints
to improve terminology translation accuracy.

STITCH (LLM (ICL The participants aimed at
solving a recently highlighted problem of adding
overly large context into prompts. The proposed
method is named STITCH, which stands for Struc-
tured Terminology Integration for Translation with
Context Handling. STITCH makes use of the ob-
servation that long-form documents are coarsely
aligned on a paragraph-level and injects local ter-
minology context in-flight during generation, while
removing already integrated terminology informa-
tion from the prompt. The approach leads to a
task decomposition, allowing the model to perform
document-level translation while being guided by
local terminology information.

Baselinel (GPT-4.1-nano) (LLM The organizers
prepared a baseline approach by querying GPT-4.1-
nano (2025-04-14) with a long prompt containing
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Figure 1: Tradeoff between quality (chrF++) and termi-
nology accuracy in the proper terminology mode, aver-
aged across three directions in Track 1. Top-performing
systems are labelled as rank 1+, rank 2+, and rank 3%
according to Pareto optimality.

the input sentence or document and the entire ter-
minology dictionary, when applicable.

6 Shared Task Results

Main results are presented in Table 2 for the
sentence-level IT documentation and Table 3 for
financial documents. For all three dictionary modes
(Proper Term, Random Term, and No Term), the
terminology accuracy is always measured with re-
spect to the proper terminology dictionary. In ad-
dition to chrF++ and terminology accuracy used
for system ranking, we also supply terminology
consistency, which measures the consistency of the
translated terminologies.

6.1 Ranking

We rank all systems in each track by a Pareto ef-
ficiency between translation quality (chrF++) and
terminology accuracy in the Proper Term mode,
where the systems translate real terminologies. For
both Track 1 and Track 2, we average chrF++ and
term accuracy across all directions for comparison.

Figure 1 visualizes the two-dimensional results
for Track 1 systems. In total, there are 5 top-
performing systems labelled by ¥%’s, namely, rank
1 (03-term-guide and laniqo), rank 2 (duterm),
and rank 3 (Erlendur and MeGuMa), according
to Pareto optimality. In Track 2, among the 4 par-
ticipants, Erlendur and CommandA wyr are at
the frontier.

6.2 Translation Quality and Terminology
Accuracy

In both tracks, the quality differences between
top systems are marginal, as indicated by chrF++
scores, which are usually within 1 chrF++ differ-
ence. Terminology handling exhibits sharper con-
trasts across the two tracks. In the sentence-level
Track 1, strong systems achieve very high terminol-
ogy accuracy of above 97%, implying that state-of-
the-art translators can almost perfectly adhere to a
few terminology constraints at the sentence level.
This also implies that sentence-level terminology
translation, as a rather artificial task, lacks difficulty
for modern systems. By contrast, the document-
level Track 2 exposes the harder challenge, as we
observe that accuracy scores drop to the 70-80%
range. When many terms need to be translated
throughout longer contexts, systems frequently fall
short.

Terminology accuracy is not uniform across
translation directions. In Track 1, the best systems
have similar (and very high) terminology accuracy
for the three languages, but a few other systems
show some divergence. Our GPT-4.1-nano baseline
attains good accuracy when translating into Span-
ish, but not German or Russian. CommandAwwmr
and CurTermNLLB show markedly lower accuracy
for Russian terminologies compared to Spanish and
German. In Track 2, Erlendur delivers better qual-
ity and accuracy for English—Chinese, whereas
CommandAwwmr leads in Chinese—English.

The four systems that entered both tracks (Er-
lendur, MeGuMa, CommandAwyr, and our base-
line GPT-4.1-nano) enable us to compare termi-
nology handling under different input lengths and
terminology constraint loads. Given longer docu-
ments and more terminologies, we expect termi-
nology accuracy to be lower in Track 2. However,
CommandAwpt maintains accuracy comparable
to, if not better than, its Track 1 results. More-
over, MeGuMa’s accuracy is stable across the three
languages in Track 1 but shows a dramatic gap
of over 30 points between English—Chinese and
Chinese—English in Track 2. Nonetheless, we
note that the domain and translation direction also
changed, which may cause the observed pattern.

Finally, as shown in Figure 1 earlier, there is no
clear quality-accuracy tradeoff for many systems;
chrF++ and terminology accuracy tend to rise (or
drop) together. Outliers such as MeGuMa, tower,
BIT, and laniqo lean towards optimizing for termi-
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Proper, ChrF  Proper, Acc. Proper, Cons. | Random, ChrF Random, Acc. | NoTerm, ChrF
System AVg Es De Ru AVZ Es De Ru AVZ Es De Ru| AVZ Es De Ru AVZ Es De Ru| AVE Es De Ru
o3-term-guide  71.0 759 716 656 99.1 99.1 99.1 9.0 87.7 867 86.1 90.4|  68.1 724 69.4 624 [49.2 507 523 44.6| | 63.6 69.5 64.7 566
duterm 70.1 761 707 636 98.2 987 982 97.6 87.3 860 863 895|  66.4 72.1 672 598 | 46.6| 488 484 424| 61.6 670 626 553
Erlendur 69.3 748 699 633 92.9 944 932 912 86.7 833 863 900|  66.4 716 676 598 444 471 471 389| 62.6 68.1 64.0 556
TiUTermV1 68.9 77.1 657 638 87.6 894 873 861 86.7 857 859 885|  66.8 712 644 618 54.6| 592 567 479| 64.4 724 619 589
GPT-4.1-nanoM  67.4 724 674 623 90.7 952 890 880 87.5 863 86.3 900
salamandrata 67.3 720 696 604 91.3 927 917 894 87.4 873 864 s86| | 64.7 693 662 585 48.2| 531 4s.1 434 62.0 672 64.0 547
MeGuMa 67.2 7120 617 619 97.4 970 963 983 88.6 869 886 902| 64.5 703 642 590 46.7| 531 464 405| 58.9 652 504 52.1
tower 66.0 740 659 58.11 93.7 950 948 912 88.4 876 868 907| | 63.8 712 630 571 44.3| 486 457 385| 60.9 686 612 530
CommandAwmt 65.9 707 676 5931 79.9 819 869 707 86.6 s4.5 87.5 87.8|  63.7 68.4 650 57.6 | 45.8 493 48.1 40.1| 60.7 655 622 544
BIT 63.7 698 624 589 97.0 963 930 967 87.8 868 869 898|  65.7 672 663 635 80.5 475 974 965| 66.5 698 663 635
TiUTermVO 62.7 69.0 610 583 14.4752 711 768 86.4 850 856 886| | 61.0 68.1 591 558 49.6| 542 499 448| 60.2 680 579 546
laniqo 61.7 685 598 569 99.3 937 99.4 9.6 87.6 856 893 87.9|  60.2 663 595 548 42.7 469 435 37.7| | 55.0 60.3 555 494
LC-primary 61.4 689 612 542 70.2 74.1 707 658 85.4 836 858 87.0| 61.0 68.1 507 552 38.6 438 37.4 346| | 57.5 650 569 50.5
LC-2 60.8 67.7 61.0 537 70.0| 736 707 656 85.8 854 857 862| | 60.5 67.1 595 549 38.5| 434 37.4 306  56.9 641 568 499
LC-3 60.8 67.7 61.0 53.7[ 70.0| 736 707 656 86.0 856 857 86.7| | 60.5 67.1 595 549 38.5| 434 374 346 56.9 641 568 499
CurTermNLLB ' 60.1 69.1 603 510/ 63.4 765 790 346 88.0 875 87.6 ss8| | 58.8 67.4 580 508 | 36.1| 241 317 326  55.6 656 52.8 484
ContexTerm 48.5 537 402 515 12.0 685 799 676 81.9 756 858 saa| [ 48.2 520 407 517 24.6 205 186 348| 45.7 502 37.4 494
Systran-ft 711 44.1 88.1 71.1 44.1 71.1
MarianMT-ft 65.6 175 54.1 68.9 4838 68.9
EuroLLM-ft 63.5 389 825 63.5 389 63.5
TranssionMT 478 332 90.1 4738 332 47.8

Table 2: Main results for Track 1: sentence-level IT documentation terminology-informed translation.

Proper, ChrF  Proper, Acc. Proper, Cons. | Random, ChrF Random, Acc.| NoTerm, ChrF
System AVg Enzh zhEn AVE Enzh ZheEn AVE Enzh ZhEn| AVE@ EnZh Zhen AVE Enzh ZhEn| AVE@ EnZh ZhEn
Erlendur 60.2 461 742 787 ss4 719 92.0 916 93| [ 57.9 a5 70 [ 649 c01 696 | 574 40s 740
CommandAwwmr  59.6 436 755 | 83.6 789 883 91.5 901 930 56.7 398 737 | 58.8 521 654 | 549 369 729
MeGuMa 54.3 391 694  19.5 966 624 90.8 933 ss3 | | 484 316 652 (47T 139 s15 | 51.0 337 683
STITCH 534 315 63 72.8 709 748 874 s12 76|  49.9 311 ess 469 395 s44 | 475 315 631
GPT-4.1-nanoM  47.9 316 oc11 547 s16 519 81.9 s03 35| [46.5 201 9 [43.8 376 s00 | 46.1 286 637

Table 3: Main results for Track 2: document-level finance terminology-informed translation.

nology accuracy, at variable costs in chrF++. A pos-
sible explanation for that, at least for MeGuMa and
laniqo, can be that the multi-metric optimization
used by the authors tends to favor the terminology-
specific metrics.

6.3 Terminology Consistency

Tables 2 and 3 show that, contrary to the general
MT quality and success rate scores, the spreads of
the consistency scores in the Proper Term mode are
relatively small, ranging from 0.81 to 0.92. This
shows that the models are quite stable in choosing
the translations of the specific terms. The perfor-
mance of the models in Track 2 is overall higher
than that of Track 1: the score of 0.87 is among
the highest for sentence-level translation and the
lowest for document-level translation. A possible
reason for that can be the contextual dependency
of the generated terms: in a document-level setup,
a system attends to previously generated text, and
it can be more prone to copying already gener-
ated sequences, while each occurrence of a term in
a sentence-level setup is translated independently.
This is indirectly supported by the observation of

another version of the consistency metric: with the
“first-seen” pseudo-reference choice. The absolute
scores in both versions of the metrics, as well as
their rankings, behave in a surprisingly similar man-
ner: the absolute scores of the “first-seen” pseudo-
reference initialization are stably lower compared
to the “most frequent” initialization by 0.02 on av-
erage. This suggests that the first translation of the
term would tend to be the most frequent over the
document.

Another observation is that, in stark contrast to
the terminology accuracy, the system scores are rel-
atively robust to different types (and presence) of
explicit terminology. Yet, as was noted for the two
main metrics, the difference in consistency between
the proper terminology and the two other modes
becomes more pronounced in the higher-scoring
systems. Such a trend, however, has exceptions:
while it is true for English to Russian, German
(sentence level), and Chinese (document level) sen-
tence pairs, the English to Spanish and Chinese to
English outputs do not show much difference over
the whole range of the systems.

Finally, we should note that if the pseudo-

563



72

o03-term-guide
70 A duterm
Erl ur
TiUTermV1
68 -
+ salamafedtidglsnanol MeGUMa
+
[J;:: 66 CommandAwmt tower
<
© 64 - BIT
TiUTérmV0
6%6 pfimary laniqo
LG2C3
00 1 CurTerinNLLB

85% 86% 86% 87% 87% 88% 88%
Terminology Consistency

Figure 2: Relationship between quality (chrF++) and ter-
minology consistency in the proper terminology mode,
averaged across three directions in Track 1. Top-ranking
systems are labelled as in Figure 1.

references are initiated according to the proper ter-
minology dictionaries, the absolute scores drop sig-
nificantly (resulting in the range of 0.5 to 0.8), and
the effect of the terminology mode becomes more
pronounced. This is demonstrated in Appendix F,
where the scores for each system in Random Term
and No Term modes range between 0.2 and 0.4,
while the proper terminology lies in a span of
0.5-0.8. Moreover, the difference between modes
becomes more pronounced in higher-scoring sys-
tems. We conclude that the variant of the metric
with dictionary-based pseudo-reference initializa-
tion may be more informative for the task of ter-
minology translation, as it correlates with other
metrics better and distinguishes between systems
more clearly.

7 Analysis

Apart from reporting general translation quality, ter-

minology accuracy, and terminology consistency,

we analyze the terminology incorporation and met-

rics, hoping to provide insights to the community:

* A causal analysis of the impact of incorporating
terminology on translation quality.

* A document-level AutoMQM using LL.M-as-a-
judge, all while considering a large terminology
dictionary for Track 2.

* A study of the correlation between different met-
rics for Track 1.

7.1 Effect of Terminology Incorporation

We investigate the impact of incorporating termi-
nologies on translation quality. Since providing
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Figure 3: Effect of terminology mode on performance
(measured by ChrF++) in Track 1. Legend: x denotes
No Term, R denotes Random Term, and % denotes
Proper Term.

a proper dictionary adds extra target-side infor-
mation compared to using no dictionary, we also
request participants to translate under a Random
Term mode to enable a causal analysis. We plot the
chrF++ scores under the three terminology modes
on a vertical bar in Figure 3 for each participant
in the sentence-level Track 1. This helps us easily
inspect the quality gap between systems translating
under different modes. It is clear that using a dic-
tionary, either random or proper, consistently helps
systems’ translation quality. For top-performing
systems, the benefit of using proper dictionary en-
tries outweighs that of using a random dictionary,
but for systems with a lower translation quality,
there is no clear difference.

7.2 Doc-Level MQM Results

Table 4 presents the weighted MQM scores for each
LLM judge, while Figures 4 and 6 visualize the
distribution of error types and severities across the
submitted systems in both the No Term and Proper
Term settings for GPT-5 and GPT-4o, respectively.

Both LLM judges yield broadly consistent rank-
ings among the top systems, with CommandAwwmT
and Erlendur generally outperforming MeGuMa
and STITCH in terms of overall MQM scores.
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Weighted MQM score
GPT-40 GPT-5
System Avg  Enzh ZhEn AVg  EnZh ZhEn
Proper
Erlendur 7577 154 160 292 375 195

CommandAwmt 812 776 848 377 410 345

STITCH 1744 1856 1634 572 658 487
MeGuMa 166.8 1512 1822 85.1 695 1005
Random

Erlendur 76.0 812 710 35.0 494 208

CommandAwwmr 85.2 889 815 56.1 677 447
STITCH 90.5 89.6 913 744 833 658

MeGuMa 2174 1602 2791 186.5 1644 2082
NoTerm
Erlendur 740 146 135 33.1 444 221

CommandAwmr 84.8 862 835 56.0 622 499
STITCH 104.9 1104 995 904 1033 778
MeGuMa 133.1 12510 1410 1160 1173 1147

Table 4: Weighted MQM scores (lower is better, sorted
ascending by GPT-5 Proper Avg), averaged over all,
EnZh, and ZhEn documents in Track 2. Detailed
counts for different error severities are presented in Ap-
pendix D.

Lower scores for the leading systems indicate fewer
and less severe errors. However, while the over-
all patterns are similar, the judges diverge in the
final ranking of the lower-performing systems in
the Proper mode. Notably, GPT-5 tends to be more
conservative, flagging fewer errors overall, whereas
GPT-4o is stricter in its error identification.

Examining the error type distribution, Figure 4
(GPT-5) shows that most errors are classified as
minor or major, with critical errors being relatively
rare. The most frequent error types across all sever-
ity levels are accuracy, mistranslation, and termi-
nology. The Proper terminology mode consistently
reduces the number of terminology-related errors
compared to the No Term mode, confirming the
utility of providing domain-specific dictionaries.

This trend, however, is not consistently observed
with GPT-40 (see Appendix Figure 6). Manual
inspection revealed that GPT-40 occasionally pro-
duces false positives for terminology mismatch er-
rors, sometimes flagging even exact matches as
errors. As a result, we place greater reliance on
the GPT-5 results for these outcomes. For future
shared tasks, it may be beneficial to combine au-
tomated MQM with targeted manual review, or to
further refine judge prompts to better accommodate
acceptable variation in terminology use.

B Erlendur @ CommandAwmr STITCH M MeGuMa

NoTerm - Minor Severity

Proper - Minor Severity

Total Number of Errors

NoTerm - Major Severity Proper - Major Severity

Total Number of Errors

Proper - Critical Severity

Total Number of Errors

Figure 4: Distribution of error types and severities in No
Term and Proper settings using GPT-5 as a judge. Total
error counts indicate the number of errors each system
made on the complete Task 2 test sets, comprising 10
annual reports across two translation directions. Error
types with fewer than 100 occurrences across all severity
levels and systems are omitted for clarity. “awk. phr.”
denotes awkward phrasing.

7.3 Ranking Correlation

One of the reasons for the slow progress in the
field of terminology-aware translation is the lack
of clarity on the best evaluation protocol(s) due
to it being a multifaceted problem. We suggested
several types of metrics—general quality, accuracy,
and consistency—which differ significantly in the
intended focus on the hypothesis and in their im-
plementation. In this section, we analyze how dif-
ferently or similarly those metrics rank the partici-
pating systems alone. This will give insights into
the optimal choice of metric(s) in the future.

The comparison of the system ranking by dif-
ferent metrics was conducted using Kendall’s 7
(Kendall, 1938). We ran the correlation study only
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Figure 5: Kendall’s 7 correlation between various met-
rics used in the analysis, Track 1. Comparisons with
p < 0.05 are marked with *.

for Track 1, since for Track 2, there are only 4
data points, so the 7 scores will never surpass the
thresholds of statistical significance. We visualize
the correlation scores in Figure 5.

We can see two areas of high correlation. The
first is well-known, between BLEU and ChrF++.
Moreover, terminology accuracy and terminol-
ogy consistency with dictionary-based pseudo-
references display a near-perfect correlation. The
reasons for this are clear: both metrics rely heav-
ily on terminology dictionaries; therefore, they are
aimed at finding and grouping the proper term oc-
currences in the system outputs. A surface-level
(although lemmatized) match of translated terms
is a good approximation of a more tailored system
of term alignment between the input and output se-
quences. Therefore, considering the computational
cost of running terminology consistency, future re-
search could rely more on terminology accuracy, as
it does not require any external alignment method.

The rest of the metrics show considerably weak
positive correlation, in descending order: different
types of consistency against term accuracy; and
chrF++ against consistency and term accuracy. Al-
though the correlation between the general quality
and term-specific metrics is statistically significant,
we still conclude that, as shown in Figures 1 and 2,
the three types of metrics show different trends. For
example, there is a 10 chrF++ gap between the best
and second best system in terminology accuracy
(Figure 1); top-ranking systems by chrF++ and
terminology accuracy do not achieve the best termi-
nology consistency. Therefore, using term-specific
metrics is an important aspect of the evaluation of
terminology-aware machine translation.

8 Related Work

Past shared tasks. Alam et al. (2021) introduced
the first WMT shared task on MT using termi-

nologies, focusing on the medical domain (includ-
ing COVID-19 terminology) across five language
pairs: English to French, Chinese, Russian, and
Korean, as well as Czech to German. This pioneer-
ing effort established the foundation for system-
atic evaluation of terminology translation quality
and consistency, with terminologies mined semi-
automatically from parallel corpora. Building on
this, Semenov et al. (2023) organized the second
iteration in 2023, which expanded the range of do-
mains (apart from medical texts, it included CL ab-
stracts and web novels), while narrowing down the
scope of translation directions: Chinese<«>English,
English<+Czech, and German<+English. Similar
to the previous edition, their terminologies were
mined semi-automatically, and they extended this
line of work by contrasting random and proper
terminologies. Their findings revealed that while
incorporating terminology dictionaries led to im-
provements in translation quality, incorporating
equivalent amounts of information from reference
translations yielded similar results, challenging the
prevailing assumption about terminologies being
the crux of meaning in translation. Complemen-
tarily, Conia et al. (2025) organized the SemEval-
2025 Task 2 on Entity-Aware Machine Transla-
tion, which focused on translating text containing
complex named entities such as culture-specific ti-
tles, location names, and food names across 10 lan-
guage pairs, introducing the XC-Translate bench-
mark with over 50K manually-translated sentences
with entities that can deviate significantly from
word-to-word translations.

Terminology translation test release. To the
best of our knowledge, this shared task is among
the few that release a high-quality terminology for
translation in high-stakes domains such as IT and
finance, with the exception of past shared tasks and
a contemporary work (Oncevay et al., 2025a).

9 Conclusions

We now conclude the third iteration of the WMT
Terminology Translation Task. In comparison to
the 2021 and 2023 editions, this time we featured
both sentence and document translation tracks with
brand new data and domains. The former track en-
sured continuity, while the latter approximated real-
life use cases better. We introduced an LLM-based
document-level AutoMQM and used Pareto opti-
mality to rank participants, but we kept the three
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inference modes from 2023 for a causal analysis.

We attracted more than 20 submissions, three
times more than the previous edition. The over-
whelming majority used LLM-based solutions with
different types of training techniques. This goes
in line with a general trend in the machine transla-
tion field towards LLM-based solutions highlighted
by Kocmi et al. (2024). Top-scoring systems in
the sentence-level track reached good overall trans-
lation quality and nearly perfect term accuracy;
the document track remains a more challenging
task with respect to both metrics. The term con-
sistency, on the contrary, shows a more stable be-
havior in both tracks, with overall higher scores
for document-level MT. In terms of the inference
modes, better systems benefit more from proper ter-
minologies, while lower-scoring systems are less
sensitive to dictionaries. Finally, we see high cor-
relations between term-based metrics, but not be-
tween them and the overall quality, which high-
lights the necessity to keep at least one terminology-
specific metric for this task.

Outlook. The lessons from the shared task also
hint at the possible directions for its future itera-
tions:

 Data: continue with document-level terminology
translation evaluation

» Metrics: investigate suitable ranking measures
and the trade-off between informativeness and
computational costs of term-oriented metrics.

* Human evaluation: run human judgment on ter-
minology translations and analyse its correlation
with automatic scores. This, to our knowledge,
has not been explored before.

* Language: extend the task to more, especially
lower-resourced languages, while preventing con-
tamination.

We are open to collaborations, and we especially
welcome resources that can be used towards test
sets or human evaluation. Stay tuned!

Limitations

The sentence-level test sets have been used in line
with their original translation directions; for the
document track, we are unsure of the original trans-
lation direction, so one of the two directions has
the potential problem of translating translated/post-
edited text back to its original language.

In terms of evaluation, while we have used sev-
eral best metrics we can design, there could be
some room for considerations and improvements:
1) document-level AutoMQM, especially with ter-
minologies, has not been validated against human
judgment; 2) although our terminology match runs
lowercasing and lemmatization before string match-
ing, it may not capture all occurrences of an in-
tended word; and 3) certain correlation exists be-
tween metrics, e.g. surface string match and termi-
nology match, so they are not fully orthogonal.

Finally, we used a quality-terminology tradeoff
to rank participating systems, but as LLMs are
more often deployed in practice, cost-effectiveness
has become another important aspect.
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A Automatic Terminology Extraction

We prompt GPT-4.1 (gpt-4.1-2025-04-14) to au-
tomatically extract terminology from the source
text and align it with the terminology used in the
reference translation. Our prompt is shown in Ta-
ble 5. Extraction and mapping are performed at
the document level. The mappings of documents
from the same annual report are then merged into
a single terminology mapping for the entire report.
In the data release, each source document is accom-
panied by this report-level terminology mapping,
simulating realistic scenarios in which terminology
mappings are predefined for a specific domain or
task. In such cases, the predefined terms may or
may not appear in the source document requiring
translation.

B Automatic Random Terminology
Alignment

The random terms were aligned with the help of
GPT-40. First, we randomly sample the words
from the sentence that are not in the set of the
proper terms, then we prompt GPT-40 with the text
demonstrated in Table 7. To avoid hallucinations,
we post-check the target sentence on whether it
contains a highlighted word.

C Focus-Segments Prompting (FSP)

Focus-Sentence Prompting (FSP) was originally
proposed by Domhan and Zhu (2025) as a method
for using LLMs as judges in long-form translation
evaluation while mitigating length bias, which is
the tendency of LLMs to underreport errors when
evaluating an entire long translation in a single
pass. Their approach evaluates one sentence at
a time while still providing the entire source and
target documents as context. Although effective,
the original FSP is costly because it requires many
inference calls. To reduce this cost, we introduce
Focus-Segments Prompting, in which a segment
of three sentences is evaluated at once. This mod-
ification reduces the computational cost of FSP
by approximately a factor of three. In our meta-
evaluation on the WMT’24 Metrics Shared Task
data, Focus-Segments Prompting performed com-
parably to the original FSP.

Another modification we introduced is adapting
FSP to better suit our terminology-focused task.
We consider accurate terminology translation a key
quality dimension that the LLM judge should eval-
uate. However, even an LLM judge may not always

know the correct translations of certain terms. To
address this, we provide the judge with a ground-
truth terminology mapping for reference. Recall
that our original mapping was report-level and in-
cluded many terms that might not appear in the
segment under evaluation. To avoid unnecessary
distraction for the judge, we tailor the mapping
so that it only retains terms present in the source
segment. Furthermore, the judge is explicitly in-
structed to evaluate terminology usage. Note that
providing the mapping means our metric is not en-
tirely reference-free and may correlate more with
other terminology-focused metrics. To study this
effect, we also tested a standard FSP prompt with-
out access to the terminology mapping across all
submissions and settings. We found that the sys-
tem rankings remained unchanged with the stan-
dard FSP prompt, suggesting that the inclusion of
the terminology mapping primarily improves the
interpretability and focus of the evaluation without
fundamentally altering its outcomes.

Our terminology-aware FSP prompt is presented
in Table 6.

D MQM Error Count

The output of the MQM judges using the FSP
prompt is a list of errors. Each error is assigned a
severity of minor, major, or critical. Table 8 reports
the number and severity of errors produced by each
submitted system, averaged across all documents
in Track 2.

E Automatic Term Alignment in the
Output Texts

The initial edition of the consistency metric (Se-
menov and Bojar, 2022) suggested that for term
translation, specialized word alignment methods
would be used. However, our preliminary analy-
sis shows that both popular solutions, FastAlign
by Dyer et al. (2013) and AwesomeAlign by Dou
and Neubig (2021) show a lack of robustness with
respect to morphological variation of the words,
as well as casing and punctuation. Therefore, we
used GPT-4o to retrieve the aligned terms from the
system outputs. Our experiments showed that few-
shot prompting was helpful for the quality of the
term retrieval; therefore, we used 20-shot prompts.
An example of the alignment prompt can be found
in Table 9. For Track 2, we first split the documents
into smaller paragraphs and retrieved the subsets of
the terms for each segment, i.e., applied the same
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TASK:
You are an expert linguist and terminologist.

Your job is to:
named entities, etc.).
3. Output the result as a Python dictionary in the format:

"source_term_1": "translated_term_1",
"source_term_2": "translated_term_2",

}
RULES:

links. Ignore such elements.
- Follow Python dict syntax strictly.

- 'x40}}
SOURCE DOCUMENT :

{{ source_document }}
{{'-"x40}}

TRANSLATED DOCUMENT :

{{ translated_document }}
{{'-"x40}}

OUTPUT:
(Please provide only the Python dictionary below)

1. Analyze the source document and identify all domain-specific terminology and key terms (e.g. technical terms, product names,

2. Find the corresponding translations in the translated document.

- Both source and translated documents are in Markdown format and may include image paths (e.g. ![image](path/to/image.png)) or

- Only extract relevant terminology — avoid common words, function words, and markdown/control elements.
- If a translation is ambiguous or missing, set the value to null.

- Do NOT include explanations or extra text — only output the Python dictionary.

Table 5: Prompt used for automatic terminology extraction in Track 2.

preprocessing schema as described in Section 4.3.
To avoid hallucinations, every output is compared
to a system output (by simple substring search).
We noticed that, while being able to correctly
identify the part of the sentence containing a

on the other side, is significantly larger than in
case of most frequent pseudoreference initializa-
tion. We also observe the increasing deltas between
the proper terminology mode and two other modes
in the best scoring systems.

term translation, GPT-4o tends to return an overly
long string (for example, if the ground truth term
correspondence for English-Spanish sentence is
“predefined”-“predeterminado”, GPT, given a sen-
tence “Es el valor predeterminado.” would return
the phrase “valor predeterminado” (lit. “predefined
value”. To overcome this, we used the following
post-processing schema: each GPT output is com-
pared against the reference term translation. If
the number of words in the aligned term is more
than it is in the reference translation, we run Awe-
someAlign (Dou and Neubig, 2021) on the sen-
tence pair and retrieve the word mappings of each
word. Then, we check if the words selected by
GPT (lemmatized) indeed correspond to the (lem-
matized) source sentence tokens. If not, we cut
these words out and leave only the part that corre-
sponds to the exact term translation.

F Consistency Scores with
Dictionary-Defined Pseudo-References

Figures 7 and 8 show the term consistency scores
of the submitted systems with respect to pseudoref-
erence initialization based on terminology dictio-
naries. We see that, firstly, the difference between
the proper terminology mode, on one side, and
random terminology and no terminology modes,
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Figure 6: Distribution of error types and severities in No

Term and Proper settings using GPT-40 as a judge. Total
error counts indicate the number of errors each system

made on the complete Task 2 test sets, comprising 10

annual reports across two translation directions. Error
types with fewer than 50 occurrences across all severity

—
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levels and systems are omitted for clarity. “awk. phr.”

denotes awkward phrasing.
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Figure 8: Effect of terminology mode on performance

(measured by consistency score with dictionary-defined
pseudo-references); Track 2. The legend is identical to

that of the Figure 7.
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You are an annotator for the quality of machine translation. Your task is to identify errors and assess the quality of the

translation using MQM. Based on the source text (in <source></source> tags) and the machine translation (surrounded by
<translation></translation> tags), identify error types in the translation and classify them.

The categories of errors are:

- accuracy (addition, mistranslation, omission, untranslated text, wrong language)

- fluency (character encoding, grammar, inconsistency, punctuation, register, spelling)
- style (awkward phrasing)

- terminology (see subcategories below)

- other

Each error, including omissions or untranslated content, is classified as one of three categories:

- Critical: Errors that make the text incomprehensible or misleading.

- Major: Errors that disrupt flow or distort meaning, but the text is still understandable.

- Minor: Errors that do not affect comprehension but are grammatically, stylistically, or formally incorrect.

The source text must be fully covered, and any omissions should be annotated as errors.
If the error is an omission (missing translation), set "error_span”: "" and describe the missing content in "explanation”.
Only include spans with errors; exclude correct text.

You will be given a full document and its translations. Only score the sentence in <target_segment></target_segment>, but use the
rest of the document for context. Consistency issues may be flagged per segment, even if similar issues are repeated in other
segments.

Terminology use (if <terminology> is provided; it will be a dictionary and may be empty “{3}7):
- Treat <terminology> as a useful reference, not an absolute rule. Prefer its entries when appropriate, but do not penalize
natural, domain-correct alternatives.
- Ignore very minor variations such as capitalization, plural/singular, or the presence/absence of articles (*~a,'' ~“the'')
unless they clearly change the meaning and/or cause translation errors.
- If an entry in <terminology> seems implausible or clearly incorrect in context, do not enforce it.
- Terminology error subcategories:
+ terminology_mismatch: a correct entry exists in <terminology> for the context, but the translation uses a meaningfully
different wording that diverges from the provided or established term.
+ terminology_omitted: a source term with a required translation is left untranslated.

Please respond in JSON following this schema:

"type”: "object”,
"properties”: {

"errors”: {
"type": "array”,
"items": {
"type": "object”,

"properties”: {
"error_span": {
"type": "string",
"description”: "The portion of the translation containing the error. If the error is an omission, use an empty string.”

3,

"explanation”: {
"type": "string"”,
"description”: "A brief explanation of the error and its impact; reference document context and/or <terminology> only
if necessary.”

,
"error_category”: {
"type": "string",
"enum": ["accuracy”, "fluency”, "style"”, "terminology”, "other"],
"description”: "The main category of the error.”

,
"error_type": {
"type": "string”,
"description”: "The specific type of error (e.g., omission, mistranslation, punctuation, terminology_mismatch,
terminology_omitted)."”

Y,
"severity"”: {
"type": "string”,

"enum”: ["critical”, "major”, "minor"],
"description”: "Critical: incomprehensible or misleading. Major: distorts meaning but is understandable. Minor: does
not affect comprehension but is incorrect.”
}
1,
"required”: ["error_span”, "explanation”, "error_category"”, "error_type"”, "severity"]

3,

"quality_score”: {
"type": "integer”,
"description”: "Overall quality score of the translation for the target segment. Use any integer between @ and 100.
Guidance: @ = No meaning preserved, nearly all information is lost. 33 = Some meaning preserved but significant parts are
missing or garbled; hard to follow. 66 = Most meaning preserved, with only minor grammar/fluency issues; understandable
overall. 100 = Perfect meaning and grammar, fluent and natural.”

}

3
"required”: ["errors”, "quality_score"]

Please score the following input: <input>
<source_language>{{ src_lang }}</source_language>
<source>{{ src }}</source>

<target_language>{{ tgt_lang }}</target_language>
<translation>{{ output_seq }}</translation>
<target_segment>{{ target_segment }}</target_segment>
<terminology>{{ terminology_dict }}</terminology>
</input>

Output requirements:
- Respond with valid JSON only (no text before or after the JSON).
- Produce strings as plain text without Markdown formatting.

Table 6: The FSP prompt used to identify MQM errors in the translation.
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You are a professional translator from {{ source_language }} to {{ target_language }}. You need to help the user with finding the
corresponding words in the {{ target_language }} sentence translated from {{ source_language }}.

Below you are given the {{ source_language }} sentence and its translation, and a list of words to which you need to find the
corresponding words.

You need to return the words and their translations in the form of the Python dictionary, where keys are {{ source_language }}
words and values are their translations, for example, {{ 4-shot example dictionary }}.
DO NOT PRETTIFY THE DICTIONARY, return the raw dictionary in one string.

Source sentence: {{ source sentence }}

Target sentence: {{ target sentence }}

Words that need correspondence: {{ randomly selected words }}
Dictionary of correspondences:

Table 7: Prompt for automatically mapping randomly selected words from the source text to the target text.

MQM Judge: GPT-40 MQM Judge: GPT-5

# Minor # Major # Critical # Minor # Major # Critical
System AVg Enzh ZhEn AVg EnZh ZhEn AVE EnZh ZhEn AVE EnZh ZhEn AVE EnZh ZhEn AVE EnZh ZhEn
Proper
Erlendur 21.1 190 231 102 109 95 04 o2 o6 79 79 80 3.8 52 21 02 03 o1
CommandAwmt 19.8 209 188 11.6 108 123 04 03 o4 7.8 108 50 39 54 24 1.1 03 18
STITCH 37.1 374 368 25.0 281 219 12 o8 17 92 103 82 6.7 86 48 15 13 17
MeGuMa 29.6 283 308 247 22 271 14 12 16 10.8 92 123 95 83 107 2.7 19 35
Random
Erlendur 247 260 234 10.0 108 91 0.1 o1 o2 11.1 139 83 45 67 24 0.1 o2 o1
CommandAwmt 26.4 278 251 10.6 112 100 0.6 o5 o6 130 160 1000 68 91 45 09 o6 12
STITCH 257 252 261 11.5 118 112 0.7 o5 o9 142 146 139 92 n2 73 14 13 15
MeGuMa 274 312 232 223 240 204 79 09 154 149 154 143 189 208 170 7.7 45 109
NoTerm
Erlendur 245 258 233 95 95 95 02 o1 03 11.0 133 88 41 57 25 02 o2 o1
CommandAwwmr 27.9 312 245 10.1 104 98 0.7 03 10 13.8 174 103 66 84 48 09 03 15
STITCH 27.2 304 241 142 153 131 0.7 o4 10 147 164 131 114 141 89 1.9 16 20
MeGuMa 254 269 240 20.0 189 200 0.8 04 12 137 138 137 134 146 122 3.5 30 40

Table 8: Mean number of errors at each severity level (lower is better). Systems are sorted in ascending order,
consistent with Table 4. Results are shown overall across 111 documents (Avg) and separately for the EnZh and
ZhEn subsets.

You are a professional {{ source_language }}-{{ target_language }} translator, teaching the students the course on technical
translation. You are checking a student's translation of a sentence that contains a technical term. You are given an {{
source_language }} term (it can be a word or an expression), a source {{ source_language }} sentence containing this term (it may
be cased differently or contain additional punctuation), and a student's {{ target_language }} translation. You need to find how
the student has translated the term in question in {{ target_language }}, and return only that term.

Important: do not change the translated term anyhow, copy it straight from the sentence! For example, keep the casing and the
grammar form of the translated term as is.

When completing the task, follow the examples below:

{{ source_language }} sentence: {{ sentence in source language }}
{{ source_language }} term: {{ source language term }}

{{ target_language }} translation: {{ reference translation }}
Translated term: {{ reference term translation }}

{{ source_language }} sentence: {{ sentence in source language }}
{{ source_language }} term: {{ source language term }}

{{ target_language }} translation: {{ reference translation }}
Translated term:

Table 9: Prompt used for automatic terminology alignment. Only one shot of 20 examples was shown explicitly.
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