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Abstract

This year, we focus exclusively on using the
uncertainty quantification as a proxy for trans-
lation quality. While this has traditionally been
regarded as a form of unsupervised quality es-
timation, such signals have been overlooked in
the design of the current metric models—we
show their value in the context of LLMs. More
specifically, in contrast to conventional unsuper-
vised QE methods, we apply recent calibration
technology (Wu et al., 2025b) to adjust trans-
lation likelihoods to better align with quality
signals, and we use the single resulting model
to participate in both the general translation and
QE tracks at WMT25.

Our offline experiments show some advantages:
1) uncertainty signals extracted from LLMs,
like Tower or Gemma-3, provide accurate qual-
ity predictions; and 2) calibration technology
further improves this QE performance, some-
times even surpassing certain metric models
that were trained with human annotations, such
as CometKiwi. We therefore argue that uncer-
tainty quantification (confidence), especially
from LLMs, can serve as a strong and comple-
mentary signal for the metric design, particu-
larly when human-annotated data are lacking.
However, we also identify limitations, i.e., its
tendency to assign disproportionately higher
scores to hypotheses generated by the model
itself.

1 Introduction

In this paper, we describe the details of our submis-
sion to the WMT 2025 MT evaluation subtask-1,
i.e., segment-level Quality Estimation (QE), which
includes 16 translation directions. This year, we
focus exclusively on using the uncertainty quan-
tification as a proxy for translation quality. While
this has traditionally been regarded as a form of
unsupervised quality estimation (Fomicheva et al.,
2020), such signals have been overlooked in recent
designs of metric models. In this competition, we

aim to examine the strengths and weaknesses of
this signal.

Previous unsupervised quality estimation fo-
cused on using the model’s internal information to
quantify the confidence/certainty of a given trans-
lation sentence pair, e.g., using likelihood, entropy,
or uncertainty signals under a Monte Carlo (MC)
dropout framework (Fomicheva et al., 2020). No-
tably, they are relying on signals derived from the
model itself and are mostly training-free.

We apply recent calibration technology (Wu
et al., 2025b) for this year’s competition. Unlike
traditional unsupervised QE, this method aims to
calibrate translation likelihood with quality during
training time.

By extensive experiments, several key advan-
tages of calibrated models can be shown as follows:

• Translation quality can be substantially improved
with limited training, e.g., 2K instances for
each translation direction, and the effectiveness
of maximum a posterior decoding, like beam
search, can be better realized, showing strong
promise for real-world use;

• At the same time, it provides a unified view for
optimizing translation quality and estimation,
which matches our goal in this competition,
i.e., using the model’s confidence as a proxy
for translation quality.

Our offline experiments show that the resulting
model’s QE ability sometimes even surpasses some
accurate metric models, like cometkiwi-22 (Rei
et al., 2022)1, without using any human-annotated
data. We therefore argue that uncertainty quan-
tification, especially from LLMs, can serve as a
strong and complementary signal for the metric de-
sign, particularly when human-annotated data are
lacking.

1https://huggingface.co/Unbabel/wmt22-cometkiwi-da
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However, our preliminary tests on this year’s
WMT25 test set also reveal limitations in using un-
certainty signals for quality estimation—notably,
they tend to assign significantly higher scores to
hypotheses generated by the model itself—a pat-
tern that is, to some extent, consistent with recent
findings that LLM-as-a-judge systems tend to favor
their own outputs (Panickssery et al., 2024).

In the next sections, we will briefly describe:
1) the framework of calibration, 2) offline experi-
ments for both translation performance and our QE
strategy by using the calibration approach, 3) the
implementation for our submission at the WMT25-
QE track, and 4) a discussion of the strengths and
limitations of using model confidence for quality
estimation.

2 Calibration Method

In this section, we briefly describe the calibration
method to keep the paper self-contained; please
refer to (Wu et al., 2025b) for details.

Formally, given a parameterized auto-regressive
language model pθ and a translation instruction
x, the log-likelihood of a translation hypothesis
yi is denoted as zθ(yi|x) = log pθ(yi|x). Mean-
while, the quality of this translation can be defined
as q(yi|x) where q represents any external quality
evaluation model. When sampling hypotheses y
from pθ conditioned on x, both zθ(y|x) and q(y|x)
can be viewed as random variables defined over the
output space. This method is to calibrate the like-
lihoods of generated hypotheses with their quality
to maximize the correlation between zθ(y|x) and
q(y|x).

The calibration method uses the statistic, Pear-
son correlation coefficient ρ(a, b), to quantify the
correlation. Let a, b : Y → R be two real-valued
functions defined over a domain Y . The corre-
sponding Pearson score between a and b is given
by

ρ(a, b) =
Ey∼p [(a(y)− µa) (b(y)− µb)]

σaσb
, (1)

where µa, µb and σa, σb denote expectations and
standard deviations, respectively. This formulation
computes the correlation by normalizing the ex-
pected product of their centered values. Due to its
scale-invariance and ability to capture trend consis-
tency, the Pearson correlation coefficient is widely
used in translation metric meta-evaluation.

The calibration method calculates and optimizes
ρ with respect to the likelihood of hypotheses

zθ(y|x) and the quality score q(y|x). Practically,
given the intractably large decoding space, it em-
ploys Monte Carlo sampling for approximation.
For each source sentence x, we generate k hypothe-
ses yi (i ∈ {1, . . . , k}) by repeatedly prompting a
large language model θ with nucleus sampling, and
compute the corresponding zθ(yi|x) and q(yi|x),
and estimate the corresponding µz , µq and σz , σq.
Accordingly, we define the Pearson-based loss us-
ing estimates under the nucleus-induced distribu-
tion p̃ as follows:

Lp = − 1
k

k∑

i=1
yi∼p̃θ(·|x)

zθ(yi|x)− µz

σz
· q(yi|x)− µq

σq
.

(2)
It additionally introduces a supervised fine-

tuning (SFT) term on the highest-scoring samples
as a regularizer to ensure that the model’s likeli-
hood distribution remains grounded in high-quality
translations, since the Pearson objective alone en-
forces correlation but does not constrain the abso-
lute scale. The final loss for calibration is formu-
lated as Lcal = Lp + Lsft.

An off-policy formulation can be obtained by
trivially replacing the current model pθ with an
external model pθ∗ for sampling. Overall, by min-
imizing Lcal, we encourage the Pearson score be-
tween z and q to increase. In practice, we use a
gradient-based optimizer, Adam, to optimize θ for
this goal, with gradients propagated through zθ, µz ,
and σz . Despite its simplicity, several important
characteristics are captured in this formulation:

• It models hypothesis qualities from a holistic
view, enabling the model to make finer-grained
distinctions in translation quality within the de-
coding space.

• It considers the value of translation quality by
the metric function q(·|x), which is ignored in
virtually all existing methods based on Bradley-
Terry and Plackett-Luce, such as CPO.

• Pearson’s correlation inherently applies normal-
ization to a group of both likelihood and quality
points. This normalization makes the objective
invariant to scale and shift, thereby promoting
stable and robust optimization across diverse in-
put distributions.

• The objective, i.e., the Pearson’s score itself,
is inherently shared with that of translation
metric meta-evaluation, offering a unified per-
spective for both quality optimization and es-
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timation. Meanwhile, unlike other statistics like
Spearman’s or Kendall’s scores, Pearson’s co-
efficient is differentiable and thus suitable for
gradient-based optimization frameworks.

3 Offline Evaluation

In this section, we demonstrate the effectiveness of
the calibration method by applying it to the strong
LLM-based translation system, i.e., Tower (Rei
et al., 2024). We briefly show this method’s capa-
bilities in both (1) translation quality optimization
and (2) quality estimation optimization.

Note that our online submission system is based
on Gemma-3-12B (see Section 4), as it covers more
languages for WMT25 than Tower.

3.1 Experimental Setups

Base model. We conduct experiments on Tower-
7B, Tower-13B, and TowerMistral-7B models.

Calibration dataset. For the training set, we
firstly merge all English sentences from the Flores-
200 dataset (Costa-Jussà et al., 2022) in dev and
devtest splits and use them as the source, consisting
of 2,009 samples. We focus on off-policy experi-
ments, where we use these sentences to construct
translation prompts for each direction by calling an
external strong translation model, rather than sam-
pling from the base model itself. Here, we query
gpt-4o-mini2 16 times per prompt, employing nu-
cleus sampling with a temperature of 1.0 and a top-
p of 0.98. The resulting bitexts are evaluated using
CometKiwi-XXL to reflect corresponding quality
scores. In this study, we only use this small-scale
dataset to post-train our model. This is motivated
by recent studies (Xu et al., 2023; Wu et al., 2024)
showing that a few high-quality samples with a
strong base model can significantly enhance the
system’s performance.

Training setups. For all experiments, we train
models using LoRA (Hu et al., 2022) with rank 8,
setting α to 32 and dropout to 0.05. Training uses a
batch size of 32, gradient accumulation of 8 steps,
and sequences capped at 512 tokens. To ensure
robust results, we experiment with learning rates
ranging from 1e-5 to 1e-4, reporting the best results
for all settings. Adam (Kingma and Ba, 2014) is
used as an optimizer. All experiments use H100

2Recent study (Wu et al., 2025a) shows that GPT-4o-mini
can already serve as a strong translation system.

GPUs, with 7B models trained on one GPU and
13B models trained on two GPUs.

3.2 Translation Quality Results

Table 1 presents the results for the Tower series un-
der an off-policy setting, measured by CometKiwi-
XL and XCOMET. Except for closed-source mod-
els, all results are decoded by beam search with
a beam size of 5. TowerInstruct-7B/-13B, and
TowerInstruct-Mistral-7B are official implemen-
tations (Rei et al., 2024), supervised fine-tuned
(SFT) on the corresponding base models using
TowerBlock. We also conducted SFT on the Tower-
Base series using 2K Best-of-N samples per direc-
tion, selected from our calibration dataset (§3.1)
based on the highest CometKiwi-XXL scores. The
resulting performance is comparable to the official
instruction models.

When applying our calibration approach, very
strong improvements can be observed across all
directions, metrics, and base models. First, it
leads to an average improvement of +2.8 points
in KIWI-XL and +2.7 points in XCOMET over
TowerInstruct-Mistral-7B. Additionally, Table 2
shows gains of +3.6 points in KIWI-XXL and +1.2
points in COMET, respectively. Second, this per-
formance is comparable to that of the current top-
performing system, that is Tower-70B-v2 equipped
with 100-time-sampling MBR/TRR3, while being
approximately 200 times faster4.

We also compare our approach with CPO (Xu
et al., 2024), a widely used preference optimiza-
tion method for translation. Following its original
setup, we select the highest- and lowest-scoring
candidates as accepted and rejected samples, re-
spectively, and achieve consistent, substantial im-
provements over CPO.

3.3 Quality Estimation Results

As detailed in §2, we shared the objective for
translation quality optimization and estimation, al-
though supervisions are from machine annotations
instead of human annotations. If optimized effec-
tively, the resulting model should inherently ac-
quire the ability to assess translation quality using

3TRR (Rei et al., 2024) denotes an ensemble strategy that
applies reranking based on multiple metric model to select
the best candidate from multiple sampled hypotheses. They
report TRR results when it surpasses MBR.

4We roughly estimate the latency of the Tower-70B-v2
model to be 10 times that of the Tower-Mistral-7B model.
Meanwhile, the former employs 100× sampling, while the
latter uses beam search with a beam size of 5.
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en→de en→es en→ru en→zh en→fr

Models KIWI-XL XCOMET KIWI-XL XCOMET KIWI-XL XCOMET KIWI-XL XCOMET KIWI-XL XCOMET

C
lo

se
d

GPT-4o-mini 68.3 91.7 70.2 87.0 68.1 81.6 69.0 79.7 65.6 83.0
GPT-4o 68.6 92.6 70.6 87.7 69.1 83.4 69.9 81.3 66.0 83.9
Tower-70B-v2 – – – – – – – – – –
Tower-70B-v2 + MBR/TRR 72.3 – 74.5 – 74.2 – 72.6 – – –

TowerInstruct-7B 69.0 91.7 70.8 86.9 69.0 81.5 68.5 78.7 67.9 84.1
TowerBase-7B – – – – – – – – – –

+ SFT on BoN data 70.0 92.0 70.8 86.5 69.6 81.6 68.4 77.9 68.0 83.7
+ CPO 71.1 93.1 72.0 87.6 71.6 83.8 70.4 80.9 69.3 85.8
+ Calibration (ours) 71.6 93.6 73.5 89.0 72.4 84.8 70.4 81.0 70.0 86.8

TowerInstruct-13B 69.9 92.5 71.8 87.7 70.6 83.3 70.1 80.8 68.1 85.1
TowerBase-13B – – – – – – – – – –

+ SFT on BoN data 71.1 92.7 71.8 87.5 71.3 82.8 70.1 80.0 68.0 84.4
+ CPO 70.5 92.2 72.0 87.7 71.9 84.0 70.3 81.4 68.8 85.5
+ Calibration (ours) 72.5 94.2 73.8 90.0 73.6 86.4 72.1 83.6 70.8 87.5

TowerInstruct-Mistral-7B 70.0 92.6 71.9 87.5 70.3 83.3 69.6 80.4 68.3 84.7
+ SFT on BoN data 70.7 92.7 71.8 87.1 70.8 82.9 70.5 80.4 68.5 84.4
+ CPO 71.2 93.0 73.1 89.0 72.3 85.1 71.8 83.6 70.0 86.9
+ Calibration (ours) 72.4 94.0 73.9 89.9 73.6 86.1 72.6 83.7 70.8 87.4

en→nl en→it en→pt en→ko Avg.

Models KIWI-XL XCOMET KIWI-XL XCOMET KIWI-XL XCOMET KIWI-XL XCOMET KIWI-XL XCOMET

C
lo

se
d

GPT-4o-mini 69.4 88.9 68.1 83.7 71.2 87.6 73.2 84.2 69.2 85.3
GPT-4o 70.6 90.5 68.7 85.7 71.5 88.5 73.7 85.6 69.8 86.6
Tower-70B-v2 – – – – – – – – – –
Tower-70B-v2 + MBR/TRR – – – – – – – – – –

TowerInstruct-7B 71.5 90.9 71.1 86.1 71.1 86.8 73.6 82.8 70.3 85.5
TowerBase-7B – – – – – – – – – –

+ SFT on BoN data 71.5 89.6 70.8 85.4 72.5 87.6 75.7 84.1 70.8 85.4
+ CPO 71.9 90.9 72.2 86.7 73.4 88.7 76.1 87.2 72.0 87.2
+ Calibration (ours) 73.3 91.9 73.5 88.1 74.8 89.9 76.8 87.2 72.9 88.0

TowerInstruct-13B 71.7 91.0 71.1 87.3 72.1 88.2 75.4 84.8 71.2 86.7
TowerBase-13B – – – – – – – – – –

+ SFT on BoN data 71.7 90.4 71.6 86.1 73.0 88.1 76.2 85.2 71.6 86.4
+ CPO 72.3 90.8 72.5 87.4 72.2 86.9 76.9 87.9 71.9 87.1
+ Calibration (ours) 73.9 92.6 73.9 89.3 75.2 90.4 78.0 89.5 73.8 89.3

TowerInstruct-Mistral-7B 71.9 91.1 71.6 87.2 72.1 88.0 74.2 85.6 71.1 86.7
+ SFT on BoN data 72.3 90.7 71.6 86.2 72.7 87.9 76.2 86.0 71.7 86.5
+ CPO 73.3 92.3 73.1 88.5 74.0 89.7 77.4 89.3 72.9 88.6
+ Calibration (ours) 74.2 93.2 74.1 89.6 75.1 90.7 78.1 89.7 73.9 89.4

Table 1: en→xx translation qualities on WMT24 measured by CometKiwi-XL and XCOMET. Note that the
Tower-v2 models, including Tower-70B-v2, have not been publicly released. We report their best results as
published by Rei et al. (2024). For GPT-4o and GPT-4o-mini, we use the prompts following (Hendy et al., 2023).
Results in other metrics can be found in Appendix A. Notably, according to Kocmi et al. (2024), improvements
of ≥ 1.99 in XCOMET or ≥ 0.94 in COMET scores correspond to at least 90% estimated accuracy in human
judgment—both of which are achieved by our method.

the hypothesis log-likelihood as a metric. In this
section, we evaluate how effectively calibration can
elicit this capability.

We use the WMT22 metric meta-evaluation
dataset (Zerva et al., 2022) and follow the official
practice to assess quality estimation ability using
Spearman’s and Kendall’s correlation. We evaluate
all training directions on Tower that overlap with
the WMT dataset, namely, en→de and en→ru.

Figure 1 depicts the Spearman score (metric per-
formance) and the corresponding translation per-
formance under different settings for Tower-7B
and Tower-13B, including: (1) supervised fine-
tuning using varying amounts of best-of-N samples
(400/800/1200/1600/2000 samples per direction),
(2) scaling the base model size from 7B to 13B,
and (3) applying our calibration method. It shows
that:

(1) As more Best-of-N samples are included
in SFT, translation performance progressively im-
proves. Interestingly, the quality estimation ability
(Spearman scores) increases from around 51.5 to
54.0 points. We attribute this to the fact that the
model assigns higher likelihoods to better hypothe-

ses. However, these improvements are limited and
not general across languages, see Appendix B.

(2) Examining the effects of scaling, we observe
that: (i) scaling up from 7B to 13B generally im-
proves translation performance for both the original
TowerInstruct models and the fine-tuned models;
(ii) however, its impact on calibration, i.e., quality
estimation ability, remains minimal.

(3) Our calibration method manifests very strong
improvements in both translation and quality esti-
mation. For example, when applying our method
to TowerBase-13B, the resulting model surpasses
some state-of-the-art systems in both translation
performance and quality estimation ability, i.e.,
Tower-70B-v2+MBR/TRR and CometKiwi, at the
same time.

Similar trends can be found in Figure 2 when
we use the Kendall coefficient to measure the cor-
relation. Results for en→ru are provided in Ap-
pendix B.

Overall, we observe a clear, albeit sometimes
non-linear, correlation between the models’ transla-
tion performance and their quality estimation abil-
ity. These results suggest—to some extent—a uni-
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Figure 1: The Spearman coefficient and the corresponding translation performance in en→de direction under
different settings for the Tower series models. The color gradients of ▼ and •, from lighter to darker shades,
indicate the results of fine-tuning with varying amounts of Best-of-N data, from 400 to 2000 samples. ★ denotes the
application of our calibration method, which simultaneously surpasses both the state-of-the-art translation system
and the widely used quality estimation model.
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Figure 2: The Kendall coefficient and the corresponding translation performance in en→de direction under different
settings for the Tower series models. The color gradients of ▼ and •, from lighter to darker shades, indicate the
results of fine-tuning with varying amounts of Best-of-N data, from 400 to 2000 samples. ★ and ★ denote the
application of our calibration method on 13B and 7B models, respectively.

fied perspective: a well-performing translation sys-
tem should inherently ‘know’ what constitutes a
good translation. In turn, we also suggest opti-
mizing translation quality by improving calibration
on LLMs, rather than relying solely on extreme
scaling or supervised fine-tuning, as the latter ap-
proaches show relatively limited effectiveness.

4 Implementation of Our WMT25
Submission

In this section, we describe the implementation of
our QE system for WMT25. To cover more lan-
guages, we use Gemma-3-12B as the base model
instead of Tower, as noted in Section 3.1.

To construct the calibration dataset, similar to

that in Section 3.1, we feed the source segments in
the WMT25 general translation test set into GPT-
4o-mini, using the prompts provided with the offi-
cial test set5, to generate 16 hypotheses per sample.
Note that we use the WMT25 blind test sets rather
than Flores. This choice is motivated by (1) better
alignment with the domain used in testing and (2)
consistency with WMT25’s paragraph-level data
format.

Following that in Section 3.1, the corresponding
hypotheses are decoded using nucleus sampling
with a top-p of 0.98 and a temperature of 1.0. Each
sample is at the paragraph level, where “\n" re-

5Official prompts can be found here.
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mains in the original data as a separator. We also
use CometKiwi-XXL to score each one-to-many
translation pair in our synthetic dataset.

We apply the calibration method (Wu et al.,
2025b), as we mentioned in Section 2, as the only
post-training method on Gemma-3-12B.

Finally, the resulting model, trained on synthetic
data derived from the WMT25 general translation
test set, is used as a quality estimation model here.
For each sample in the WMT25 QE dataset, we
feed the source and target segments into our model
(with the corresponding prompt) and directly use
the average log-likelihood of the target segments
as the quality assessment scores for submission.

For the performance of our system on the
WMT25-QE track, please refer to this year’s find-
ings paper, which has not yet been officially re-
leased at the time of this submission.

5 On the Limitation of Using Uncertainty
as a Proxy for Translation Quality

Although we demonstrate the effectiveness of using
LLM uncertainty as a proxy for translation qual-
ity in Section 3.3, we also identify an important
limitation—this method will give significantly
higher scores for translations that are from it-
self—it favors its own output when it uses maxi-
mum a posteriori as the decoding rule.

This issue was not identified by (Wu et al.,
2025b), as their QE testing set lacks such special
conditions and does not include the model’s own
translation outputs during QE evaluation.

Meanwhile, we argue that this issue is likely to
be a general limitation of most metrics based on
translation uncertainty. More broadly, it to some
extent aligns with observations about LLM-as-a-
judge (Panickssery et al., 2024), where LLMs tend
to favor their own generations.

Lastly, we anticipate that the official WMT25
QE test set will be particularly challenging for our
metric. As noted above, we use a single cal-
ibrated model to participate in both the gen-
eral translation and quality estimation tasks at
WMT25. Therefore, if any hypotheses generated
by our system appear in this year’s QE test set, it is
likely to assign them the highest scores. We have
found indications of this, although we cannot con-
firm it because the official description of the test
set has not yet been released.
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A Results based on Tower in KIWI-XXL
and COMET

Table 2 shows off-policy results measured by two
other metrics, i.e., CometKiwi-XXL (abbreviated
as KIWI-XXL) and COMET-22 (abbreviated as
COMET). Very strong average performance im-
provements can be observed. For instance, +3.6
and +1.1 points of KIWI-XXL and COMET aver-
age gains are shown over TowerInstruct-Mistral-
7B.

B Results on En→Ru Direction

In this appendix, we provide additional results in
en→ru, complementing Section 3.3 of the main
text.

Figure 3 shows the Spearman coefficient and
the corresponding translation performance in the
en→ru direction. Meanwhile, Figure 4 present
the results using Kendall’s τ for en→ru direction.
It is clear that the main findings, as mentioned in
Section 3.3, hold across language directions and
statistics.
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en→de en→es en→ru en→zh en→fr

Models KIWI-XXL COMET KIWI-XXL COMET KIWI-XXL COMET KIWI-XXL COMET KIWI-XXL COMET

C
lo

se
d

GPT-4o-mini 76.4 82.7 76.3 83.8 75.5 82.5 75.8 84.6 74.7 81.5
GPT-4o 77.7 82.5 77.3 83.8 77.6 82.8 77.6 84.5 76.2 81.7
Tower-70B-v2 – – – – – – – – – –
Tower-70B-v2 + MBR/TRR – – – – – – – – – –

TowerInstruct-7B 76.5 81.2 76.3 82.8 75.9 81.1 74.8 83.1 76.7 81.2
TowerBase-7B – – – – – – – – – –

+ SFT on BoN data 77.2 81.3 75.8 82.4 76.2 80.9 74.4 82.4 76.2 81.0
+ CPO 78.9 82.2 78.0 83.2 78.8 82.2 77.8 83.4 78.7 81.2
+ Calibration 79.5 82.8 79.8 83.7 80.4 82.9 78.0 83.2 80.2 81.7

TowerInstruct-13B 78.1 82.3 77.6 83.5 78.2 82.1 76.9 83.8 77.4 81.6
TowerBase-13B – – – – – – – – – –

+ SFT on BoN data 79.0 82.3 77.0 83.1 78.4 82.0 76.8 83.8 77.2 81.5
+ CPO 79.1 82.1 78.6 82.5 80.3 82.6 78.0 83.4 79.3 81.5
+ Calibration 81.3 83.4 80.9 84.1 82.3 83.8 80.4 84.5 81.5 82.2

TowerInstruct-Mistral-7B 78.1 82.0 77.9 83.0 77.9 81.8 76.6 83.8 77.6 81.5
+ SFT on BoN data 78.3 82.0 77.5 82.9 78.3 81.5 77.3 84.0 77.3 81.4
+ CPO 79.6 82.2 79.9 83.3 80.5 82.7 79.7 84.8 79.9 81.8
+ Calibration 80.7 83.1 80.6 83.9 82.0 83.6 80.4 84.9 80.8 82.1

en→nl en→it en→pt en→ko Avg.

Models KIWI-XXL COMET KIWI-XXL COMET KIWI-XXL COMET KIWI-XXL COMET KIWI-XXL COMET

C
lo

se
d

GPT-4o-mini 78.3 84.6 74.1 83.6 77.9 81.9 81.2 86.2 76.7 83.5
GPT-4o 80.7 84.6 76.0 83.8 79.1 81.9 82.3 86.2 78.3 83.5
Tower-70B-v2 – – – – – – – – – –
Tower-70B-v2 + MBR/TRR – – – – – – – – – –

TowerInstruct-7B 81.1 84.4 77.7 83.7 77.9 81.8 80.0 84.7 77.4 82.7
TowerBase-7B – – – – – – – – – –

+ SFT on BoN data 80.5 83.5 76.9 83.4 78.6 81.5 82.3 85.3 77.6 82.4
+ CPO 81.9 83.8 79.4 83.7 80.5 81.8 83.7 85.8 79.7 83.0
+ Calibration 83.6 84.8 81.0 84.3 81.9 82.7 84.6 86.1 81.0 83.6

TowerInstruct-13B 81.4 84.6 78.4 84.2 79.1 82.5 82.9 85.5 78.9 83.4
TowerBase-13B – – – – – – – – – –

+ SFT on BoN data 80.8 84.3 77.9 83.8 79.5 81.7 83.6 85.7 78.9 83.1
+ CPO 82.5 84.2 80.2 83.8 79.2 80.7 85.0 86.5 80.2 83.0
+ Calibration 84.5 85.1 82.1 84.6 82.8 82.7 86.2 87.1 82.4 84.2

TowerInstruct-Mistral-7B 81.5 84.6 79.0 84.0 79.3 82.2 81.7 85.3 78.8 83.1
+ SFT on BoN data 81.4 84.2 78.4 83.7 79.6 81.7 83.8 86.1 79.1 83.0
+ CPO 83.9 84.8 80.7 84.0 81.9 82.2 85.9 86.9 81.3 83.6
+ Calibration 84.6 85.2 82.3 84.8 83.2 83.0 86.9 87.3 82.4 84.2

Table 2: Evaluation of en→xx translation on WMT24 using CometKiwi-XXL and COMET. Results are reported
for all languages covered during Tower-v1 pretraining. Note that the Tower-v2 models, including Tower-70B-v2,
have not been publicly released. For GPT-4o and GPT-4o-mini, we use the prompts following (Hendy et al., 2023).
Notably, according to Kocmi et al. (2024), improvements of ≥ 1.99 in XCOMET or ≥ 0.94 in COMET scores
correspond to at least 90% estimated accuracy in human judgment — both of which are achieved by our method.
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Figure 3: The Spearman coefficient and the corresponding translation performance in en→ru direction under
different settings for the Tower series models. The color gradients of ▼ and •, from lighter to darker shades, indicate
the results of fine-tuning with varying amounts of Best-of-N data, from 400 to 2000 samples. ★ and ★ denote the
application of our calibration method on 13B and 7B models, respectively.
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Figure 4: The Kendall coefficient and the corresponding translation performance in en→ru direction under different
settings for the Tower series models. The color gradients of ▼ and •, from lighter to darker shades, indicate the
results of fine-tuning with varying amounts of Best-of-N data, from 400 to 2000 samples. ★ and ★ denote the
application of our calibration method on 13B and 7B models, respectively.
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