
Proceedings of the Tenth Conference on Machine Translation, pages 1061–1071
November 8-9, 2025 ©2025 Association for Computational Linguistics

Bringing Ladin to FLORES+

Samuel Frontull1, Thomas Ströhle1, Carlo Zoli2,
Werner Pescosta3, Ulrike Frenademez3, Matteo Ruggeri3, Daria Valentin3,
Karin Comploj3, Gabriel Perathoner3, Silvia Liotto3, Paolo Anvidalfarei3

1Department of Computer Science, University of Innsbruck, Austria
2Faculty of Education, Free University of Bozen-Bolzano, Italy

3Ladin Cultural Institute "Micurá de Rü", San Martin de Tor, Italy
Correspondence: samuel.frontull@uibk.ac.at

Abstract

Recent advances in neural machine translation
(NMT) have opened new possibilities for de-
veloping translation systems also for smaller,
so-called low-resource, languages. The rise
of large language models (LLMs) has further
revolutionized machine translation by enabling
more flexible and context-aware generation.
However, many challenges remain for low-
resource languages, and the availability of high-
quality, validated test data is essential to sup-
port meaningful development, evaluation, and
comparison of translation systems. In this
work, we present an extension of the FLORES+
dataset for two Ladin variants, Val Badia and
Gherdëina, as a submission to the Open Lan-
guage Data Initiative Shared Task 2025. To
complement existing resources, we additionally
release two parallel datasets for Gherdëina–Val
Badia and Gherdëina–Italian. We validate these
datasets by evaluating state-of-the-art LLMs
and NMT systems on this test data, both with
and without leveraging the newly released par-
allel data for fine-tuning and prompting. The
results highlight the considerable potential for
improving translation quality in Ladin, while
also underscoring the need for further research
and resource development, for which this con-
tribution provides a basis.

1 Introduction

In recent years, the field of machine translation
(MT) and natural language processing has ad-
vanced rapidly and the transformer-based models
played a key role in this development (Vaswani
et al., 2023; Aharoni et al., 2019). This paradigm
shift has enabled the development of high-quality
MT systems for major languages as well as the
adaptation of such systems to low-resource lan-
guages by leveraging pre-trained knowledge (Zoph
et al., 2016; Kocmi and Bojar, 2018). Earlier rule-
based and statistical MT approaches lacked this
capability as they depended on large, clean, and
domain-specific parallel corpora, thus limiting the
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Figure 1: The five Ladin-speaking valleys located across
three provinces in northern Italy: Val Badia (blue) and
Gherdëina (yellow) in the Autonomous Province of
Bolzano/Bozen South Tyrol, Fascia (red) in the Au-
tonomous Province of Trento, Fodom (purple) and An-
pezo (green) in the Province of Belluno.

availability of these technologies for most low-
resource languages. The release of large-scale mul-
tilingual systems, such as No Language Left Be-
hind (NLLB) (NLLB Team et al., 2024), has demon-
strated that scalable and accurate translation is pos-
sible even for smaller languages.

Essentially, developing machine translation sys-
tems has actually become easier as it is no longer
just about language expertise. Instead, the general-
izability capabilities of language models are being
exploited, and the limitations now lie more in pro-
viding training data and infrastructure. However,
its development depends on reliable and extensive
test data, which is essential for consistent evalua-
tion, model comparison, and tracking progress over
time. The FLORES+ dataset provides such a bench-
mark and covers more than 200 languages (NLLB
Team et al., 2024). It is widely used in research on
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low-resource languages because of its broad lan-
guage coverage and its ability to support evaluation
across more than 19,900 language pairs.

With this in mind, we release the FLORES+
translations for the Ladin language. Ladin is a
Rhaeto-Romance language that originated from
Vulgar Latin during the Roman conquest of the
Alps. It evolved in isolated Alpine valleys, leading
to the diverse regional varieties spoken today in
Northern Italy (Bauer, 2022). As a result of the
fragmented development over centuries there is no
single, unified spoken variety for Ladin that is char-
acterised by its internal linguistic diversity, with
five main regional variants depicted in Figure 1: Val
Badia, Gherdëina, Fassa, Fodom, and Anpezo. In
this work, we extend FLORES+ with translations
for Val Badia and Gherdëina. Both variants are spo-
ken in South Tyrol and together representing the
largest portion of Ladin speakers. The dataset trans-
lation was carried out by professionals at the Ladin
Cultural Institute "Micurá de Rü", the primary in-
stitution dedicated to preserving and supporting the
development of the language.

Moreover, we release parallel datasets for Val
Badia–Gherdëina and Gherdëina–Italian that can
be used for fine-tuning or retrieval-augmented
prompting for this language. These two datasets
enables to provide an overview of the perfor-
mance of NLLB and state-of-the-art Large Language
Models (LLMs), including GPT-3.5, GPT-4o,
Llama-3.3, and DeepSeek-R1 on Ladin (Val Ba-
dia and Gherdëina).

In summary, the contributions of our work are:

1. We submit the FLORES+ translations for Val
Badia Ladin (full) and Gherdëina Ladin (dev
split)

2. We release two parallel datasets of approxi-
mately 18,000 sentence pairs for Gherdëina–
Italian and Gherdëina–Val Badia.

3. We benchmark state-of-the-art machine trans-
lation systems and LLMs on this dataset, iden-
tifying current limitations and outlining op-
portunities for advancing MT for Ladin.

With this, we aim to increase the visibility of
Ladin within the MT research community, high-
light the ongoing need for focused research on this
language, and provide resources that empower re-
searchers and developers worldwide to advance
Ladin machine translation.

2 The Ladin Language

Ladin should not be confused with Ladino (lad),
a Judeo-Spanish language. This confusion is com-
mon, especially in Italian where Ladino can refer
to both; to avoid ambiguity, the term Ladino delle
Dolomiti (Dolomite Ladin) is often used. Ladin is
identified by the ISO 639-3 code lld.

For a comprehensive treatment of the language’s
history, dialectal variation, and sociolinguistic con-
text, we refer the reader to Pescosta (2015); Vides-
ott et al. (2020); Bauer (2022). For a recent contri-
bution discussing the state of the Ladin language in
the Dolomite region, we refer to Videsott (2023);
Colcuc (2024).

2.1 Historical Development

Ladin is a Romance language that is traditionally
associated with Romansh of the Grisons in Switzer-
land and Friulian of north-eastern Italy within the
Rhaeto-Romance group (Videsott et al., 2020). It
traces its origins to the Vulgar Latin introduced
during the Roman conquest of the Alpine region
around 15 BC. Over time, the native populations
gradually adopted this Latin, which absorbed ele-
ments of pre-Roman languages such as Celtic and
Raetic. With the fall of the Western Roman Em-
pire, the evolving Romance dialects began to di-
verge, influenced by the surrounding Germanic lan-
guages and political fragmentation. As Germanic
tribes advanced, the speakers of early Ladin were
pushed into isolated Alpine valleys, where the lan-
guage continued to evolve separately from other
Romance varieties. This geographic and historical
isolation laid the foundation for the internal diver-
sity of Ladin seen today in the Dolomite region
of Northern Italy where each variant reflects the
unique historical trajectory and degree of contact
with neighbouring languages.

The internal linguistic diversity of Ladin has not
only historical roots but has also been reinforced by
political-administrative fragmentation in the 20th
century. Following the annexation of South Tyrol
by Italy after the Treaty of Saint-Germain (1919)
and the Italianisation policies introduced under the
Fascist regime, Ladin-speaking territories were di-
vided among three different provinces: Val Badia
and Gherdëina became part of the autonomous
province of Bolzano (South Tyrol), Fassa was inte-
grated into the province of Trento, and Fodom and
Anpezo were assigned to the province of Belluno
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in the Veneto region (see Figure 11). This fragmen-
tation led to differing levels of legal recognition,
educational support, and public visibility for Ladin
communities depending on the province.

2.2 Contemporary Situation
The degree of institutional support and practical
implementation of Ladin varies among the differ-
ent regions. In South Tyrol, Ladin enjoys strong
official recognition and robust backing in admin-
istration, education, and media. According to the
2024 South Tyrol census2, approximately 4.41%
(19.853) of South Tyroleans declared themselves
as belonging to the Ladin language group. The
highest proportions of Ladin speakers are found
in Val Badia, where 97% of the population, and in
Val Gardena, where 85% of the population, iden-
tify as Ladin-speaking. This corresponds to around
20,000 people Ladin speakers in South Tyrol.

In the Trentino (Fassa Valley), Ladin is also offi-
cially recognized but coexists with a stronger pres-
ence of Italian, resulting in comparatively less insti-
tutional support and daily use. Based on the 2021
census3, 2.9% (15.775) of residents identified as
Ladin speakers in Trentino.

Meanwhile, in the Veneto valleys of Livinal-
longo and Ampezzo, its status is more limited,
and the language faces greater challenges regard-
ing vitality and institutional presence. The pre-
cise number of native Ladin speakers in the tradi-
tional (formerly Austrian) Dolomites Ladin area
of Veneto (namely Fodom and Anpezo valleys) is
not available, but can be estimated to be around
4-6,0004. Together, these figures amount to an esti-
mated 40.000 Ladin speakers.

Three cultural institutes, set up as public bodies
in the three different Provinces, with a total staff
of around 20 people5 work on standardisation, the
creation of digital tools, and the promotion of the
social status of the language, following the three
traditional axes of language policy for minority lan-
guages (status-, corpus- and acquisition planning;
see Iannaccaro and Dell’Aquila (2004) for further

1An interactive map is available at https:
//atlantilinguistici.smallcodes.com/ladinia.html

2https://astat.provinz.bz.it/de/publikationen/
ergebnisse-sprachgruppenzahlung-2024

3http://www.statistica.provincia.tn.it/
binary/pat_statistica_new/popolazione/Sintesi_
Rilevazione_minoranze_2021.1651135663.pdf

4a conservative estimate informed by anecdotal evidence,
calculated for a total population of 7,000

5a comparatively large number given the size of the popu-
lation

details). Moreover, a Chair of Ladin Language and
Culture Studies has been established at the Free
University of Bolzano (Université Lieida de Bul-
san)6.

2.3 Linguistic and MT Research on Ladin

Linguistic research on Ladin has a long tradition
and remains very active, notably through the jour-
nal Ladinia7, which has appeared 49 times since
its inception in 1977. Another journal devoted to
Ladin studies is Mondo Ladino8, also founded in
1977.

While few published parallel datasets exist for
Ladin, existing experiments indicate that state-
of-the-art machine translation techniques can be
adapted to this low-resource language. Frontull and
Moser (2024b) developed an NMT system for Val
Badia Ladin and compared it to rule-based and sta-
tistical systems; Frontull and Moser (2024a) stud-
ied back-translation using GPT-3.5; and Valer et al.
(2024) created a bidirectional system for Fassa
Ladin using multilingual training and knowledge
transfer, comparing it to GPT-4o. However, the
test data used in these studies was limited in scope,
preventing broader comparability of results and
restricting evaluation to Ladin–Italian translation.
There is still much potential to explore how to make
even better use of the available resources.

2.4 Ladin of Val Badia and Gherdëina

Although ISO 639-3 assigns a single code (lld) to
Ladin, it may be more accurate to consider lld
as a macrolanguage encompassing at least five
standardized written variants: Ladin of Val Ba-
dia, Gherdëina, Fascian, Fodom, and Anpezan.
In this work, we focus on and provide transla-
tions for the two written standards of Val Badia
Ladin and Gherdëina Ladin, which can be specif-
ically identified using the IETF BCP 47 language
tags9 lld_valbadia and lld_gherd respectively.
These correspond to Glottolog code gard124110

for Gherdëina. For Val Badia, there is no exact
correspondence, as the spelling unifies badi1244

6https://www.unibz.it/
7https://www.micura.it/de/ativites-2/ladinia,

ISSN 1124-1004
8https://www.istladin.net/en/pubblicazioni,

ISSN 1121-1121
9https://www.iana.org/assignments/

language-subtag-registry
10https://glottolog.org/resource/languoid/id/

gard1241
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English The walls and roofs of ice caves can collapse and cracks can get closed.
Italian Le pareti e il soffitto delle caverne di ghiaccio sono soggetti a crolli e le crepe possono richiudersi.

Val Badia I parëis y le sössot di andri da dlacia pó tomé ite y les sfësses pó se stlüje pro.
Gherdëina I parëies y i plafons dla ciavernes tla dlacia possa tumé ite y la sfëntes possa se stlù.

Table 1: Example translations from the FLORES+ dev split.

and mare1258, with badi124411 being the more
appropriate mapping.

Linguistic Features Socio-linguistically, in Gar-
dena and Badia valleys Ladin is in contact both
with German (in the local dialectal form and in
the standard official form) and Italian, in the re-
maining valleys Italian is the dominant contact
language (Videsott et al., 2020). Being Ladin a
romance language, standard Italian is in any case a
natural point of comparison to highlight important
linguistic differences that affect machine transla-
tion. Ladin differs from Italian in several ways
that are relevant for MT. In the following, we sum-
marize key differences taken from (Bauer, 2022)
Phonologically, Ladin features voicing of intervo-
calic stops (e.g., Latin p, t, k become voiced be-
tween vowels), retention of final -s to mark plurals,
and palatalisation of c, g before a. These sound
changes are consistently reflected in Ladin spelling,
which means the written forms differ systematically
from Italian. Morphologically, Ladin has a com-
plex pattern of plural endings (-s, -i, other form of
palatised consontant) that Italian lacks. Addition-
ally, Ladin has a high number of loanwords from
Germanic languages due to long-standing contact
(especially for northern varieties), with southern
varieties borrowing mainly from Italian, resulting
in significant lexical variation even within Ladin
written and oral varieties. These phonological, mor-
phological, and lexical differences shape the vocab-
ulary and structure that MT systems must handle,
making their accurate representation essential for
building effective Ladin machine translation mod-
els and a compelling case for natural language pro-
cessing research.

To give an intution on the similarity between
the two variants and Italian and on the difficulty of
the translation task, we computed the BLEU score
obtained by leaving the text untranslated, which
resulted in a score of 5.0 for Italian–Val Badia,
4.3 for Italian–Gherdëina and 12.9 for Val Badia–
Gherdëina. Table 1 presents a sample translation

11https://glottolog.org/resource/languoid/id/
badi1244

of the English sentence "The walls and roofs of
ice caves can collapse and cracks can get closed."
into Val Badia and Gherdëina, as found in the sub-
mitted dev split of FLORES+, illustrating these
similarities.

Relevant Resources Although relatively little
previous research has focused on machine trans-
lation for Ladin, significant and valuable work has
been carried out in the development of the lan-
guage itself. Comprehensive dictionaries have been
compiled, alongside essential language reference
materials, including books detailing grammar and
spelling rules. In the following we list relevant
resources for the variants in focus in this work de-
veloped by the Ladin Cultural Institute "Micurá de
Rü":

• Grafia nöia - Ladin scrit dla Val Badia (Mis-
chí et al., 2015) is a practical guide to the
standardized orthography of Ladin as used in
Val Badia which was reformed in 2015.

• La ortografia dl ladin de Gherdëina (Forni,
2019b) is a practical guide to the standardized
orthography of Ladin as used in Val Gardena.

• Dizionario italiano - ladino Val Badia (Mol-
ing et al., 2016) is a bilingual dictionary pub-
lished in 2016. The dictionary includes 30,829
Italian lemmas and 32,701 Ladin lemmas,
along with 18,120 phraseological expressions.
It offers morphological and encyclopedic in-
formation.

• Dizionario italiano - ladino gardenese (Forni,
2013) is a bilingual dictionary published in
2013. Authored by Marco Forni, this work is
an essential resource for the Ladin language
as spoken in Val Gardena (Gherdëina). This
extensive bilingual dictionary, contains over
67,000 entries and nearly 20,000 phraseolog-
ical expressions, provides detailed lexical in-
formation along with contextual examples.

• Gramatica Ladin Gherdëina (Forni, 2019a),
authored by Marco Forni and published in
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2019. Covering phonetics, morphology, and
syntax, it is a comprehensive grammatical ref-
erence for the Ladin language as spoken in
Val Gardena.

• Several technical and domain-specific glos-
saries are available for Ladin, including, for
example, mobile phone interfaces fully trans-
lated in collaboration with Motorola (Oliveira
et al., 2024) and terminology in pedagogy12.
Glossaries in other domains, such as music,
animals and plants, history, and historiogra-
phy, are currently under elaboration.

• Spellchecker: online tools13 as well as Fire-
fox Add-ons are available for Val Badia14 and
Gherdëina. 15

• set of 18k parallel sentences for Ladin Val
Badia–Italian, as used in (Frontull and Moser,
2024a), available at HuggingFace16

We leveraged the existing dictionaries to imple-
ment spelling correction and extracted the parallel
sentences contained in the datasets we release these
resources.

3 Data collection

The translation of the FLORES+ dataset into Ladin
was carried out in close collaboration with the
Ladin Cultural Institute "Micurá de Rü"17. In this
section, we provide an overview of the translators
involved, the tools used, the procedures followed
for the different Ladin variants, and the quality
assurance measures implemented.

Translators The translation team consisted of
five translators for Val Badia and two translators for
Gherdëina. All translators involved in this process
are (or were at the time of the project) employed by
the Ladin Cultural Institute, where they work pro-
fessionally with Ladin and therefore have extensive
experience using the language in both spoken and
written forms. They are native speakers of Ladin
and hold a C1-level certification in Ladin, obtained

12https://pedagogia.ladinternet.it/glossary
13https://www.micura.it/en/online-services/

spellchecker
14https://addons.thunderbird.net/de/

thunderbird/addon/lld-valbadia/
15https://addons.thunderbird.net/de/

thunderbird/addon/lld-gherd/
16https://huggingface.co/datasets/sfrontull/

lld_valbadia-ita
17https://micura.it

through the official language exams18 regulated
by the Autonomous Province of Bolzano/Bozen,
making them highly valuable collaborators, whose
contributions ensure reliable, high-quality work.
All translators also have a good understanding of
English (though not formally certified) and are flu-
ent at C1 level in both German and Italian. Prior
to beginning the task, all translators were asked to
carefully read and acknowledge the OLDI transla-
tion guidelines19, which explicitly require human
translation, prohibit the use of machine transla-
tion systems and provide detailed instructions on
tone, consistency, fidelity to the source, and the
handling of named entities. In accordance with
these guidelines, translators were instructed to base
their work primarily on the English source texts.
However, due to their proficiency in German and
Italian, these translations were also provided as
additional references. Due to the linguistic similar-
ities between Ladin and Friulian, these texts were
also included as reference texts.

Translation Assignment Tool The work was di-
vided into kits of 25 sentences. To manage and
assign the translation work, a dedicated web-based
platform was set up. This tool allowed kits to be
assigned to specific translators and the progress
of the translation to be monitored, eliminating the
need to distribute and manage separate text files.
The tool displays the original English text along
with reference translations into German, Italian,
Friulian, and, for Gherdëina, also the translation
into Val Badia. Translators can enter their Ladin
translation directly into an input field. The tool
also has a built-in spell checker that highlights un-
known or potentially misspelled words and helps
users identify and correct typos. Figure 2 shows a
screenshot of the user interface for a sentence to be
translated, with the English source text, reference
translations, and the input field for the Ladin trans-
lation. Sentences can also be skipped and revisited
later.

Val Badia Translations In a first phase, the sen-
tences were translated into the Ladin Val Badia.
Each translator received two kits per week, a work-

18The exams include listening, writing, speaking, and read-
ing comprehension and are offered in both the Gherdëina
and Val Badia varieties. This certification is a prerequi-
site for a permanent employment at the Ladin Cultural In-
stitute in South Tyrol. For more information we refer
to https://zweisprachigkeitspruefungen.provinz.bz.
it/de/ladinischpruefung

19https://oldi.org/guidelines
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Figure 2: Screenshot of the tool developed for the translation of FLORES+.

load that proved manageable alongside daily tasks.
This modular approach ensured an even distribu-
tion of work, allowed careful review of each unit,
and maintained a sustainable pace. Overall, the
team was able to complete the work within four
months.

Gherdëina Translations Building on the Val Ba-
dia translations, we began translating into Ladin
Gherdëina, using the Val Badia translations as an
additional reference. This sequential approach was
practical, as adapting an existing Ladin text is more
efficient than translating from scratch, particularly
with limited personnel. This second translation cy-
cle also served as an implicit revision of the Val
Badia texts, during which minor errors were iden-
tified and corrected. Given the smaller number of
translators, the project timeline has been adjusted
to ensure careful and thorough completion (work
is still in progress).

Quality Assurance The first author, also a na-
tive Ladin speaker, continuously reviewed a sample
of the generated translations and extracted all un-
known words detected with a variant-specific spell
checker. These were compiled into a shared docu-
ment, where translators were asked to review and
confirm or correct the entries. Words requiring con-
cordance across variants were fed back to the group,
ensuring consistency. This collaborative monitor-
ing helped to identify and resolve potential errors.
Concerns about the use of external machine trans-

lation systems (e.g., Google Translate or ChatGPT)
do not apply in this setting. Major MT systems
do not support Ladin, nor its specific variants, and
ChatGPT performs poorly on Ladin (as evidenced
in our evaluation results below). Any attempt to use
such tools would have been immediately detectable,
as they are incapable of generating variant-specific
vocabulary and would trigger numerous alerts in
the spell checker.

Neologisms The translation activity was accom-
panied by intensive collaboration among the trans-
lators. This collaborative process not only helped
resolve stylistic and terminological questions but
also led to the creation of new words that had not
previously existed in the respective variety. As
such, the project contributed to the lexical develop-
ment of the Ladin language. In total, around 500
new words were created. Examples of such words
are: codificades (encoded), dejabilité (disability),
surafolamënt (overcrowding) or triceratop.

4 Experimental Validation

In this section, we provide an overview of the
results achieved with a NMT system and differ-
ent state-of-the-art LLMs on the manually created
FLORES+ translations. The aim is to assess the
current capabilities of these models in translating
between Val Badia, Gherdëina and Italian, both in
off-the-shelf zero-shot settings and using the ac-
companying parallel data as fine-tuning training

1066



data for the NMT system and as retrieval data for
the LLMs. Moreover, this serves as validation of
the quality of the submitted datasets.

Training and Retrieval Corpora For Italian–
Val Badia, a dataset is already available20 consist-
ing of word usage example sentences extracted
from the Italiano–Ladin Val Badia dictionary (Mol-
ing et al., 2016). To create training and retrieval re-
sources for Gherdëina, we extracted the word usage
example sentences contained in the Italiano–Ladin
Gherdëina dictionary (Forni, 2013). Since the two
dictionaries are based on a common foundation and
were largely coordinated with each other, they con-
tain many common example sentences. This over-
lap allowed us to construct a Val Badia–Gherdëina
parallel dataset by aligning identical Italian sen-
tences. This yielded the following datasets for
training (for NLLB) and retrieval (for LLMs):

• 18, 140 sentences for Val Badia–Italian,

• 19, 971 sentences for Gherdëina–Italian, and

• 14, 953 sentences for Val Badia–Gherdëina.

Note that, given their purpose of illustrating word
usage, the sentences in these corpora are relatively
short and simple, with an average length of approxi-
mately 25 characters. We make both the Gherdëina–
Italian21 and Val Badia–Gherdëina22 datasets pub-
licly available under a CC BY-NC-SA 4.023 license.

4.1 Neural Machine Translation Models
For this evaluation, we tested the perfor-
mance of the multilingual NMT system
facebook/nllb-200-distilled-600M (NLLB
Team et al., 2024). We evaluated this system
off-the-shelf (without any fine-tuning) from Ladin
to Italian and after being fine-tuned with the
parallel datasets available for Val Badia–Italian,
Gherdëina–Italian and Val Badia–Gherdëina
mentioned above. We trained a single model
covering all translation directions simultaneously
using the transformers framework for 10 epochs
with a batch size of 16 (which corresponded to
approximately 101,930 optimization steps) and
a maximum sequence length of 196 tokens. The

20https://doi.org/10.57967/hf/1878
21https://huggingface.co/datasets/sfrontull/

lld_gherd-ita
22https://huggingface.co/datasets/sfrontull/

lld_valbadia-lld_gherd
23https://creativecommons.org/licenses/

by-nc-sa/4.0

validation loss steadily improved throughout
training. Training was completed in 7 hours and
42 minutes on an NVIDIA RTX 4090 GPU.

4.2 Large Language Models

LLMs are proving to be increasingly valuable trans-
lators. A key advantage of LLMs is their flexibility
in adapting to different specifications and contexts,
which enables more targeted, application-specific
use. Several techniques have also been studied
for machine translation in low-resource languages,
showing that LLMs can perform well in these set-
tings and can often be further improved by pro-
viding additional data (Agrawal et al., 2023; Tang
et al., 2024). Motivated by this, we evaluated dif-
ferent LLMs on Ladin to gain an overview of their
performance and the results they can achieve. We
evaluate the following four LLMs: (i) GPT-3.5 is
a general-purpose language model from OpenAI’s
GPT-3 series with 175B parameters, released in
2022 (Brown et al., 2020). (ii) GPT-4o a model by
OpenAI, introduced in 2023, with 200B parame-
ters and enhanced reasoning capabilities designed
for complex problem-solving (Hurst et al., 2024).
(iii) Llama-3.3 is a text-only model by Meta AI,
released in December 2024, featuring 70B param-
eters (Touvron et al., 2023). (iv) DeepSeek-R1
is a reasoning-focused model by DeepSeek AI,
introduced in January 2025, with 658B param-
eters (DeepSeek-AI et al., 2025). The models
were prompted using the API services: OpenAI
API24 for GPT-3.5 and GPT-4o, DeepSeek API25

for DeepSeek-R1, and Together Inference API26

for Llama-3.3. The hyperparameters were config-
ured according to the default settings provided by
each service.

Due to the very limited amount of machine-
readable data available for Ladin it is likely that
LLMs have minimal exposure to Ladin and are
unaware of its internal variation.

4.2.1 Prompting Techniques
We applied two prompting methodologies in our
experiments: zero-shot and BM25-Retrieval. The
zero-shot method (Robinson et al., 2023; Gao et al.,
2024; Hendy et al., 2023; Bawden and Yvon, 2023)
relies solely on the model’s pre-existing knowledge.
The prompt directly instructs the model to translate
sentence into the target, without providing explicit

24https://platform.openai.com
25https://www.deepseek.ai/api
26https://www.together.ai
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low- to high-resource high- to low-resource low- to low-resource
Model VB→IT GH→IT IT→VB IT→GH VB→GH GH→VB

zero-shot / base model

GPT-3.5 19.35±2.09 18.52±2.04 4.91±1.23 6.73±1.18 10.52±1.41 10.73±1.53
GPT-4o 22.90±2.11 23.03±2.09 5.70±1.40 5.53±1.20 11.15±1.61 11.17±1.37

Llama-3.3 20.31±2.10 21.02±2.12 6.46±1.29 9.50±1.35 15.01±1.69 12.46±1.53
DeepSeek-R1 22.47±2.04 23.02±1.96 6.31±1.24 8.77±1.30 13.11±1.52 10.19±1.34

NLLB BM 14.86 12.49 - - - -

BM25-Retrieval / fine-tuned

GPT-3.5 26.68±2.03 20.95±1.69 9.64±1.27 8.22±1.19 15.95±1.49 16.00±1.68
GPT-4o 29.47±2.25 23.51±2.16 14.49±1.55 11.62±1.41 22.72±1.97 19.58±2.00

Llama-3.3 27.20±2.04 22.33±1.98 15.50±1.77 13.20±1.51 24.35±1.89 21.22±1.98
DeepSeek-R1 28.91±1.93 22.30±1.83 16.06±1.66 14.07±1.46 24.81±1.78 22.49±2.08

NLLB FT 21.73 17.80 18.06 14.48 29.63 31.15

Table 2: BLEU mean scores and confidence intervals for each model across six translation directions, split by
method (zero-shot and BM25-Retrieval / fine-tuned).

Model IT→VB IT→GH VB→GH GH→VB

reference 78% 80% 80% 78%

GPT-3.5 53% 52% 55% 58%
GPT-4o 58% 58% 64% 65%
Llama-3.3 60% 62% 68% 66%
DeepSeek-R1 63% 64% 67% 68%

NLLB FT 76% 73% 76% 79%

Table 3: Average proportion of words in manually cre-
ated ladin translations and those generated with BM25-
Retrieval/fine-tuned NLLB model passing spellcheck.

translation examples or lexical guidance. This base-
line approach tests the model’s intrinsic understand-
ing of Ladin syntax and vocabulary. To enhance
translation quality beyond zero-shot capabilities,
we employ BM25-Retrieval to provide the model
with relevant in-context examples based on lexi-
cal similarity. BM25 (Robertson et al., 1995) is a
probabilistic ranking method that estimates the rel-
evance of documents to a given search query. This
sparse retrieval method ranks examples based on
lexical-level overlap with the input sentence, aim-
ing to offer relevant in-context examples grounded
in lexical similarity. It has been shown to be highly
effective also for retrieving examples for MT with
LLMs (Agrawal et al., 2023; Tang et al., 2024). We
implemented this method using the bm25s Python
package27 (Lù, 2024) to select 30 translation exam-

27https://github.com/xhluca/bm25s

ples from the corresponding retrieval corpus that
we included in the prompt.

5 Results

Table 2 presents the BLEU scores for the six transla-
tion directions between Val Badia (VB), Gherdëina
(GH), and Italian (IT). The upper half of the ta-
ble reports results obtained with the models "off-
the-shelf," that is, using zero-shot prompting for
GPT-3.5, GPT-4o, Llama-3.3, and DeepSeek-R1,
as well as the NLLB base model (BM). The lower half
shows the results obtained when exploiting addi-
tional parallel data as retrieval data and to fine-tune
the NLLB model (FT). Since the LLMs were eval-
uated on a subset of 175 sentences, we report the
average BLEU (Post, 2018) scores together with
the standard deviation28 to provide a confidence
interval for the results. The best score in each trans-
lation direction, when comparing the LLMs with
NLLB, is highlighted in bold. In Table 3, we report
the average portion of words in the generated trans-
lations that pass spellcheck. This should give an
idea of the general lexical quality of the transla-
tions.29 Also in this table we highlighted the best
scores (LLMs vs. fine-tuned NLLB model) in bold.

28Computed with sacrebleu (Post, 2018)
29Note that the reference translations do not achieve 100%

spellcheck accuracy primarily because many named entities
are absent from the dictionary and thus flagged as invalid.
Therefore, this metric serves mainly as an expectation indica-
tor rather than an absolute measure of correctness.
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Interestingly, concerning the fine-tuned NLLB
model, the relatively simple training datasets
proved to be effective, especially considering that
the benchmark data is substantially more complex.
Despite the brevity and simplicity of the training
samples, the model generated complete transla-
tions of the test samples. One peculiarity we ob-
served is that the generated translations usually
start with lowercase letters, reflecting the format of
the training examples. Another limitation is that
the model struggles with morphological variations:
since most training examples contained words in
their infinitive form (e.g., "I go home" and never
"he went home"), the model is unable to generate
correct inflections or conjugations. LLMs are less
influenced by the simple translation examples and
do not "compromise" their fluency when translat-
ing into Italian. For example, they also use the
correct capitalization at the beginning of the sen-
tence. When translating from Italian into Ladin,
however, LLMs often lack the appropriate vocab-
ulary, whereas the fine-tuned NLLB model adapts
the vocabulary more effectively (see Table 3). In
contrast, translation between Ladin variants is an
easier task, as it mainly involves adapting the vo-
cabulary. Here, the NLLB model already deliv-
ers satisfactory results and the difference between
NLLB and LLMs is more pronounced, highlight-
ing the challenge LLMs face in accurately adapting
vocabulary.

From these results, three main observations can
be drawn: (i) current LLMs exhibit limited cover-
age of Ladin variants, with translation into Ladin
remaining a clear challenge; (ii) incorporating the
parallel data released in this work yields substantial
improvements in translation quality across models,
but limitations remain in fluency and morphologi-
cal variation due to the simplicity of the training ex-
amples; (iii) the relative advantage of the systems
depends on the translation direction: when trans-
lating from a low-resource to a high-resource lan-
guage, LLMs enhanced with retrieval-augmented
generation achieve the best results, whereas for
high-to-low-resource translation, the fine-tuned
NLLB model performs better. This conclusion is
further supported by a significantly higher propor-
tion of valid words in its generated translations.
The incorporation additional data (e.g. through
back-translation) would yield better results; how-
ever, the primary focus here is on validating the
quality of the provided datasets. Overall, these

findings underscore both the potential and the ne-
cessity of advancing machine translation research
for Ladin, as well as the value of the datasets we
contribute.

6 Conclusion

In this work, we present our submission to the
OLDI shared task 2025, providing FLORES+ trans-
lations for Ladin (Val Badia and Gherdëina) and
provide an evaluation of several LLMs and the
NLLB model on this test set, covering six transla-
tion directions between Val Badia, Gherdëina, and
Italian.

Our results show significant performance gains
from the additional parallel datasets released with
this work, validating the quality of the datasets and
highlighting a promising direction for future re-
search. Beyond fine-tuning neural MT models or re-
lying on basic BM25-Retrieval, our datasets opens
the door to more advanced retrieval-augmented
prompting strategies, where semantically or syntac-
tically similar sentence pairs are selected to guide
translations (Kumar et al., 2023; Merx et al., 2024;
Tang et al., 2024; Zebaze et al., 2025).

A central question going forward is whether such
carefully designed retrieval and prompting methods
could not only provide a more lightweight alterna-
tive to fine-tuning for low-resource languages like
Ladin, but in some cases even surpass it in trans-
lation quality. It would be highly valuable if, in
future work, this effort could be extended to the An-
pezo, Fassa, and Fodom Ladin variants, enabling
their inclusion in the FLORES+ dataset and thus
fully representing the Ladin language and accu-
rately reflecting its internal diversity. We hope this
work will inspire and encourage further research
on Ladin in machine translation, helping to bring
the language into sharper focus within the MT com-
munity.
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