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Abstract

Multilingual machine translation in the medical
domain presents critical challenges due to lim-
ited parallel data, domain-specific terminology,
and the high stakes associated with translation
accuracy. In this paper, we explore the poten-
tial of in-context learning (ICL) with general-
purpose large language models (LLMs) as an
alternative to fine-tuning. Focusing on the med-
ical domain and low-resource languages, we
evaluate an instruction-tuned LLLM on a trans-
lation task across 16 languages. We address
four research questions centered on prompt de-
sign, examining the impact of the number of
examples, the domain and register of examples,
and the example selection strategy. Our results
show that prompting with one to three exam-
ples from the same register and domain as the
test input leads to the largest improvements in
translation quality, as measured by automatic
metrics, while translation quality gains plateau
with an increased number of examples. Further-
more, we find that example selection methods
— lexical and embedding based — do not yield
significant benefits over random selection if the
register of selected examples does not match
that of the test input.

1 Introduction

Multilingual communication in clinical settings
is often hindered by the lack of quality transla-
tion tools for low-resource languages (Zappatore
and Ruggieri, 2024). Building machine translation
(MT) systems in the medical domain is challenging:
parallel corpora is scarce and mistakes can lead to
disastrous outcome (Chan et al., 2024). This chal-
lenge is intensified when translating into or from
low-resource languages (Phan et al., 2023). Tradi-
tional neural MT models require supervised train-
ing on domain-specific data, which is not feasible
for many low-resource language pairs. On the other
hand, large language models (LLMs) possess broad
world knowledge through pre-training and can be

instructed to perform various tasks. Yet, general-
purpose LLMs, when translating only with instruc-
tions (in zero-shot setting), often fail to produce ad-
equate translations for specialized domains (Neves
et al., 2024; Hu et al., 2024).

In-Context Learning (ICL) offers a way to guide
LLMs at inference time by providing a few input-
output pairs examples as part of the prompt (Brown
et al., 2020). Unlike fine-tuning, ICL does not up-
date model parameters; instead, the model learns
from examples on the fly. This approach has gained
popularity for low-resource scenarios (Zebaze et al.,
2025), since only a handful of examples (as few
as 1-5) can significantly improve performances
on a given task. Prior studies have explored vari-
ous strategies to optimize ICL for MT (Vilar et al.,
2023). For instance, selection of examples that are
similar to the test input yields better translation out-
put. Similarity can be defined lexically (word over-
lap) or semantically (vector distance), and there is
ongoing debate on which is more effective (Zebaze
et al., 2025). Recent work has also examined the
impact of the number of examples: some found
that using up to 5 examples is beneficial (Zhu et al.,
2024a), while others observed improvements up to
8 examples before performance plateau (Zhu et al.,
2024b). Additionally, domain match is believed to
be important: examples from the same domain as
the task can guide the model’s lexical and stylistic
choices (Agrawal et al., 2023; Aycock and Bawden,
2024). However, to the best of our knowledge, ICL
for MT in the medical domain is yet to be explored.

Our work aims to provide an evaluation of in-
context learning for low-resource medical text
translation. In particular, our goal is to quantify
the impact of three key factors that may influence
translation quality: the number of in-context ex-
amples, the register of those examples, and the
strategy used to select them. We evaluate how
each factor affects translation quality using two au-
tomatic metrics, namely ChrF++ (Popovié, 2015)
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and COMET (Rei et al., 2020). More precisely, we
seek answers to the following research questions
(RQ1, RQ2, RQ3 and RQ4):

RQ1: Effect of Number of Examples — Does in-
creasing the number of in-context examples im-
prove translation quality?

RQ2: Effect of Register — Do examples with
matching registers yield better translations than
mismatched ones?

RQ3: Effect of Selection Strategy — Does semantic
similarity (content-based) versus lexical similarity
(form-based) selection of examples impact transla-
tion quality?

RQ4: Effect of Linguistic Characteristics - Which
linguistic characteristics of the in-context examples
(corpus- and prompt-level) most strongly influence
translation quality?

Our contributions include: (1) an extensive em-
pirical evaluation on 16 diverse languages (cover-
ing African, European and Asian languages and
dialects) in a medical setting (Section 4), (2) a sta-
tistical analysis of the different factors, individually
and in combination, that contribute to translation
quality (3) a linguistic analysis of how corpus and
prompts characteristics affect translation quality
measured by automatic metrics (Section 5).

2 Related Work

Low-resource MT A low-resource language is
typically defined as a language for which limited
annotated data, such as parallel corpora or mono-
lingual text, is available for training data-driven
NLP models. The lack of resources may apply
to text quantity, domain coverage, or availability
of evaluation benchmarks (Joshi et al., 2020). In
MT research, a low-resource language pair refers
to a translation direction where parallel corpora
are insufficient to train reliable MT systems. This
limitation may reflect the absolute size (e.g., <1M
sentence pairs), the domain (e.g., biomedical), or
the bilingual coverage (Koehn and Knowles, 2017).
In (bio)medical machine translation, even high-
resource languages can become low-resource in-
domain, due to the scarcity of domain-specific
aligned corpora (e.g., medical records, Cochrane
reviews, or medical dialogues) (Neves et al., 2024).

ICL for MT Early work on prompting LLMs for
MT showed that models like GPT-3 can perform
translation tasks without fine-tuning, particularly
for high-resource languages (Brown et al., 2020).
However, for low-resource languages and special-

ized domains, zero-shot performance is often weak,
motivating research into few-shot prompting tech-
niques (Hendy et al., 2023). One factor shown
to influence translation quality is the number of
examples. For instance, Peng et al. (2023) found
improvements up to about five examples, while Zhu
et al. (2024c) reported gains up to eight exam-
ples before saturation (translation quality scores
plateau). These differences suggest that task- or
model-specific characteristics can affect translation
quality. This research direction allows us to answer
RQI.

Few-shot selection The example selection strat-
egy for ICL is another impacting factor for MT,
which has produced mixed results. Vilar et al.
(2023) did not observe significant differences be-
tween random examples and lexically similar ex-
amples in some setups. In contrast, Zebaze et al.
(2025) found that a semantic or lexical selection of
examples based on the similarity with the source
text to be translated improves translation qual-
ity. Moslem et al. (2023) proposed a more fine-
grained approach, identifying which source words
contribute most to guide example selection. More
recently, Zebaze et al. (2025) showed that a small
number of similar examples can yield large gains
in translation quality for low-resource languages,
even if the impact is limited for high-resource
pairs where the LLM is already strong. We con-
tribute to this debate by comparing form-based
and meaning-based retrieval (answering RQ3), us-
ing BM25 (Robertson and Zaragoza, 2009) and
LASER (Artetxe and Schwenk, 2019), respectively.
This comparison has not been extensively explored
in a multilingual medical setting.

Domain, Register and MT Domain is another
influencing factor in MT quality. Farajian et al.
(2017) observed that domain-matching data be-
tween training and testing leads to MT improve-
ment, which motivates our experiments on few-
shot selection from various sample pools, includ-
ing in- and out-of-domain corpora. Following these
ideas, Agrawal et al. (2023); Sia and Duh (2023);
Aycock and Bawden (2024) showed that using ICL
for MT, using in-domain data (e.g., medical or le-
gal) as examples helps the model to produce ap-
propriate terminology and style. In this work, we
examine not only the domain but also the regis-
ter (Lecorvé et al., 2023) of the texts (RQ2), as both
can influence translation quality — an aspect that
has received little attention in prior work. While
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domain refers to the subject matter of a text, such
as medicine, law, or education, register describes
how language is used in a specific situation within
that domain, shaped by factors like the relationship
between speakers, the communication channel, and
the purpose of the interaction. For example, both
a doctor—patient dialogue and a medical research
paper belong to the medical domain while being in
different registers and thus exhibit different styles,
choices in vocabulary, and overall communicative
intent.

3 Methodology

3.1 Test Data

Our evaluation spans 16 languages: Albanian, Mod-
ern Standard Arabic, Moroccan Arabic, Tunisian
Arabic, Dari, Farsi (Persian), Russian, Roma-
nian, Ukrainian, English, French, Spanish, Ger-
man, Polish, Czech and Tigrinya. These include
low-resource languages/dialects (e.g. Moroccan,
Tunisian and Tigrinya) as well as higher-resource
ones (French, Spanish). We consider translation
between all pairs and translation directions among
these languages.

We evaluate various prompt engineering settings
on three test sets in the medical domain that differ
in register. These test sets are n-way parallel-each
sentence translated into multiple languages—thus
allowing us to assess: i) cross-linguistic variations,
ii) differences in style and iii) communicative pur-
poses within medical texts.

Cochrane is an internationally recognized source
of evidence-based clinical research, providing re-
views that synthesize medical studies to inform clin-
ical practice!. The language used in Cochrane doc-
uments is formal, technical, and structured, making
it representative of technical biomedical content.
The content of this article is aimed at medical pro-
fessionals, particularly researchers in the medical
field.

NHS24 consists in publicly available health arti-
cles from Scotland’s national telehealth service .
These articles are designed for the general public
and provide accessible medical information, symp-

tom explanations, and healthcare guidance. The

'An example can be found at https://pmc.ncbi.nlm.
nih.gov/articles/PMC7045447/

ZFor instance, https://www.nhsinform.
scot/healthy-living/preventing-falls/
falls-and-dementia/

language used in this article aims to be understand-
able, non-technical, and oriented toward patient
comprehension, distinguishing it from more techni-
cal registers such as Cochrane. This corpus repre-
sents a patient-facing, health communication reg-
ister, in a scenario where translation clarity and
simplicity are critical.

Medical Dialogues is a set of medical question-
and-instruction sentences from Bouillon et al.
(2021). This corpus has never been released pub-
licly, thus constitute an annotated no-leakage eval-
uation set never seen by LLMs. Sentences in
this corpus are characterised by short, directive,
and information-seeking utterances typical of clini-
cian—patient interactions (e.g., asking about symp-
toms, giving instructions for treatment, etc.). The
sentences were translated from French.?

An important characteristic of our medical di-
alogue data is that the translators were instructed
to generate target-oriented translation that read as
if originally written in the target language. They
were also asked to take the communicative context
and audience into account (e.g., patient vs. clini-
cian) and allowed freedom of reformulation rather
than adhering to the source structure. As a result,
the dataset avoids many of the typical artifacts of
translationese — such as literal lexical choices, un-
natural word order, or oversimplification — while
still maintaining terminological accuracy (Gerlach
et al., 2018). An example of the translations is
shown in Table 2. For the other datasets, we ac-
knowledge the potential influence of translationese,
but because both training and evaluation rely on
the same language pairs (including artificial test
pairs), the artifacts introduced by translationese is
expected to be consistent across sets and therefore
less likely to distort automatic scores (Ni et al.,
2022).

3.2 Register and Domain Selection

To assess the effect of test and n-shot source mis-
match, various datasets are used as sources for few-
shot sampling: datasets described in Section 3.1, as
well as a general-domain corpus: FLORES+ (Team
et al., 2022). In our experiments, we control for all
other factors (model, language pair, test sentence,
prompt length, and evaluation metric) and vary
only the source of the in-context examples, allow-

3The dataset is available in
huggingface.co/datasets/jonathanmutal/
Medical-Questionnaire-Multilingual-Translation

https://
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ing us to compare matched vs. mismatched domain
and register. We follow the standard dataset splits
for Cochrane and NHS24 (Haddow, 2015) and for
FLORES+ (Team et al., 2022). For the Medical
Dialogues set, we randomly extracted 1,000 seg-
ments. The number of n-way parallel segments for
each dataset is shown in Tablel.

Dataset Split ‘ #Sentences
Cochrane iizitn ggg
weu
Medical Dialogues Ezitn ?8(1)(1)
FLORES+ Train 997

Table 1: Number of sentences for each dataset and split.

3.3 In-Context Example Selection

To address RQ3, we consider three example selec-
tion strategies:

Random: We randomly sample n examples from
the available pool of parallel data. This acts as a
baseline and helps quantify variance. To ensure
fairness, the same set of random examples (for a
given n) is used across different languages when
evaluating the number of examples. This way, any
observed differences are not due to content varia-
tions across languages.

Lexical Similarity (BM25): We retrieve exam-
ples that are lexically similar to the input, using
the BM25 (Robertson and Zaragoza, 2009) rank-
ing function. BM?25 scores examples based on
overlapping words (with term-frequency and length
normalization). This method prioritizes examples
containing similar medical terms or phrases, rein-
forcing consistent terminology.

Semantic Similarity (LASER): We use multi-
lingual LASER embeddings (Artetxe and Schwenk,
2019) to find examples with high cosine similarity
to the input sentence. This can retrieve examples
that are paraphrases or semantically related, even if
they do not share keywords. The goal is to help the
model generalize to similar meanings expressed
using various surface forms.

For both BM25 and LASER, we retrieve the top
n examples from each dataset individually. We also

h
COMET

Selection Method -+ BM25 = LASER = Random

Figure 1: Effect of the number of in-context exam-
ples on ChrF scores across datasets and selection meth-
ods. ChrF performance is plotted for three datasets —
Cochrane, Medical Dialogues, and NHS24— using three
selection strategies: BM25 (red), LASER (green), and
Random (blue). Scores are averaged across all lan-
guages. The dashed horizontal lines represent zero-shot
performance.

follow a specific ordering when placing examples
in the prompt: we sort the retrieved examples by
descending similarity to the input (most similar last,
closest to the input). This ordering, suggested by
prior work (Chitale et al., 2024), may maximize
the utility of the demonstration closest to the test

query.
3.4 Experimental Settings

We use Mistral-7B-Instruct* with a fixed JSON-
based prompt format to ensure systematic outputs
and isolate the effect of example content on trans-
lation quality (cf. Appendix B for more details).
We vary the number of in-context examples n from
0 (zero-shot, only instruction) up to 10 to address
RQI1. Each configuration (defined by the number
of examples n, the selection method, and the do-
main of the selected examples) is applied to all test
sentences. For stochastic settings (random selec-
tion), we repeat each test 30 times with different
random seeds and average the results. This yields
robust estimates of performance by smoothing the
results obtained with random sampling and allows
for significance testing.

We evaluate translation quality with two auto-
matic metrics:

* ChrF++: Character n-gram F-score, which
correlates well with adequacy especially for
morphologically rich languages (Popovié,
2015).

* COMET: A learned metric that predicts hu-
man judgment scores using multilingual em-

4https://huggingface.co/mistralai/
Mistral-7B-Instruct-vo.3
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Figure 2: Effect of example domain on translation quality across selection methods. ChrF and COMET scores
are shown for in-context examples drawn from different domains using three selection methods (BM25, LASER,

RANDOM).

beddings; effective for capturing semantic ad-
equacy (Rei et al., 2020).

All metrics are computed against reference trans-
lations. We conduct significance testing Factorial
Analysis of Variance (Factorial ANOVA, Ross and
Willson, 2017) to understand the effect of each
factor (number of examples, register and selection
strategy) on the translation quality, and also under-
stand the effect of multiple factors on translation
quality. This analysis allows us to understand, for
example, the effect of the number of examples and
selection strategy on the translation quality. We
used eta squared (%) test (Adams and Conway,
2014) to quantify the effect size in analysis of vari-
ance and determine which factor has the largest
effect on translation quality according to automatic
metrics.

4 Effect of Factors in Translation Quality

In this section, we describe the results collected
during our experiments. We divide the results fol-
lowing the RQ1, RQ2 and RQ3 from Section 1
before comparing the effects of all factors on trans-
lation quality.

4.1 Results

Number of Examples: Figure 1 illustrates the
effect of the number of examples on translation
quality. We observe that increasing the number of
in-context examples improves translation quality
for all test sets, but differences are observed in
terms of n-shot configuration.

With no translation examples in the prompt (0-
shot, the dashed line in Figure 1), the LLM reaches
the lowest scores on the medical dialogues test
set. With just a single example, automatic scores
more than doubled (from 20.01 to 48.20 ChrF us-
ing BM25). For the best selection method on this
test set (medical dialogues), there are diminishing
returns above 4 to 5-shot configuration.

For Cochrane and NHS24, the difference be-
tween 0-shot and n-shot is smaller based on ChrF
(51.25 vs. 55.21 for Cochrane, 45.23 vs. 53.25
for NHS24). For these particular test sets, most
gains are obtained with 2 to 3 examples, followed
by a plateau with no significant improvement when
increasing the number of shots. This may be due
to the fact that the Cochrane and NHS24 datasets
are publicly available and may have been seen by
the LLM during pre-training, whereas this is not
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Figure 3: Effect of selection method on translation quality across different test datasets. ChrF and COMET scores
are shown for in-context examples drawn from different selection methods (BM25, LASER, RANDOM) on the
different domain examples. Statistical significance among results is indicated by *** when p < 0.001, ** when

p < 0.01 and * when p < 0.05.

the case for Medical Dialogues.

To answer RQ1, these results show that increas-
ing the number of examples has an effect on trans-
lation scores measured by automatic metrics. How-
ever, a plateau is quickly reached on all test sets
(max. with a 5-shot prompt), and adding more ex-
amples does not lead to significant improvements.
This is observed when examples are retrieved based
on their similarity with the source using BM25 and
LASER.

Source of Examples: Figure 2 shows translation
results on our test sets when various sample pools
are used to build the prompt.

Matching-domain exemplars (n-shot and test
sentences sampled from the same corpus) result
in significant score gains for all selection methods.
The figures show that sampling from FLORES+
consistently underperforms compared to sampling
from in-domain datasets. We also observe that ran-
dom sampling from in-domain data outperforms a
selection strategy using an out-of-domain dataset,
showing that the domain of the data have a strong
effect on translation quality.

Additionally, results show that matching regis-

ters yields the highest scores. However, unlike do-
main mismatch, we found that using a non-random
selection method with Cochrane on the NHS24
test set yields higher ChrF scores compared to ran-
domly sampling from the same register (sampling
from NHS24), although the difference is not sta-
tistically significant according to COMET. This
may be due to the content of the NHS24 corpus,
written for patients and thus using less technical
vocabulary compared to Cochrane.

To answer RQ?2, the results show that register
and domain have a significant effect on translation
quality.

Example Selection Method: We compare lex-
ical vs. semantic retrieval (BM25 vs. LASER,
respectively) against random examples selection
to address RQ3. Figure 3 illustrates the box plot
for the different test data with the n-shot retrieval
methods. Overall, BM25 and LASER yield nearly
identically scores on automatic metrics. BM25
had a slight higher automatic scores (but not sta-
tistically significant). We found that when using
BM2S5 for lower-resource languages seems to be
more beneficial (we refer to Figure 10 for these
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(b) Partial n? for the same domain and different registers.

Figure 4: Heatmap of partial n? values indicating the percentage of variance explained by each factor and interaction
in the model. Darker shades represent greater effect on translation quality. Register and Selection method show the
highest effects, while all interactions involving Number examples contribute minimally. Note that partial eta-squared

values are not additive and do not sum to 100%.

results).

BM25 and LASER achieve higher translation
quality, as measured by the automatic metrics, com-
pared to random sampling when the domain and
register match those of the test data. However,
when using data from a different domain or regis-
ter, the selection methods do not yield significant
improvements compared to random sampling. This
provides further evidence of n-shot domain and reg-
ister impact on translation quality, adding support
to the findings for RQ2. We can therefore answer
RQ3: there is an effect of selection strategy when
the examples match the register. Otherwise, there
is no statistical difference between BM24, LASER
and random selection.

Comparing Effects: We conducted a factorial
ANOVA to quantify the contribution of each factor
to the variance in translation quality, as measured
by ChrF and COMET, illustrated by Figure 4a.

Using common benchmarks for partial n? (~ .01
small, ~ .06 medium, ~ .14 1arge)5, this analysis
reveals that register and domain shows the largest
effect (n? = 0.53), suggesting the highest variance
in translation quality is associated with whether the
train and test are sampled from the same dataset.
The selection method (n? = 0.18) has also a large
impact on translation quality. However, the inter-
action between the selection method and matching
dataset effects on translation quality is higher (n?
= .36), indicating that the selection method has a
larger impact only when accompanied by matching
n-shot register and domain.

5ht’cps ://resources.nu.edu/statsresources/eta

On the other hand, increasing the number of
examples in the prompt does not seem to have a
strong impact (> = .0028) compared to the other
factors, i.e. domain and register. This supports the
importance of the data source for n-shot selection.
Increasing the number of examples provided as
prompt to the LLM shows small additional variance
on translation quality (above 1-shot).

When measuring translation quality variance
within the medical domain, the main drivers are the
selection method (772 = 0.699) and its interaction
with the register (7> = 0.795). Number of exam-
ples is modest (% = 0.063), and other interactions
are small. Within the same domain, the choice of
example selection strategy have a strong influence
on both ChrF and COMET scores (?> = 0.795 and
n? = 0.739 respectively), with its impact varying
across registers. Figure 4b illustrates this values in
a heatmap figure.

These results confirm our findings of the most
important factor of translation quality: register and
domain of the examples. To understand the causes,
we carry out a lingistic evaluation in the following
section.

5 Linguistic Analysis

Based on the previous results, which showed that
the domain and register of the examples have the
strongest impact on translation quality, we conduct
a linguistic evaluation to determine which linguistic
characteristics from the examples have the most
influence on translation quality (RQ4). Because our
goal is to assess how domain and register alignment
shape translation quality, we select three corpus-
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Figure 5: Scatterplots showing the relationship between corpus-level similarity metrics and average translation
quality (ChrF and COMET). Each plot corresponds to one of the following corpus-level measurements: Jaccard
Similarity (lexical overlap), POS Distance (cosine distance between part-of-speech distributions), and Semantic
Alignment (average of sentence cosine similarity between corpus). Spearman’s p is shown for each metric,

indicating the strength and direction of correlation.

level metrics that capture complementary aspects
of similarity in texts:

* Lexical overlap (using (Jaccard similarity
Jaccard, 1901) for corpus-level analysis and
token overlap for prompt-level analysis): it
measures vocabulary overlap across examples
to capture whether they share key medical
terms, and thus belong to the same domain
and register. High overlap indicates coherence
in subject matter.

* Structural similarity (cosine difference of
part-of-speech distributions) (Liu et al., 2021):
Part-of-speech distributions reflect grammat-
ical choices; their cosine difference approxi-
mates whether examples adopt similar inter-
personal stances and modes of medical com-
munication.

* Semantic alignment (cosine similarity of sen-
tence embeddings): Compares sentence em-
beddings to assess whether the overall mean-
ing of the examples aligns. We used a differ-
ent sentence embedding model from that used
in the selection method, specifically the one
proposed by (Reimers and Gurevych, 2019).

To perform this analysis, we included additional
corpora for n-shot sampling to provide more data
for corpus-level analysis: translations of docu-
ments related to public health and disease preven-
tion across different languages within the Euro-
pean Union (ECDC, European Centre for Disease
Prevention and Control, Greer, 2012); diverse
datasets created during the COVID-19 period, in-
cluding a set of Wikipedia documents related to
health (Wikipedia Health); a database containing
European Union law and other public documents
generated during COVID-19%; and TICO-19 for
non-European languages (Anastasopoulos et al.,
2020). Finally, we included a general-domain cor-
pus, Tatoeba’. While several of these texts share
the same domain (medical), they differ in register,
ranging from policy documents (EU public doc-
uments) to encyclopedic health texts and public
health advisories. All corpora were extracted using
the OPUS platform (Tiedemann, 2012).

We first examine corpus-level characteristics to
understand how to select sample pools for ICL and
to determine which aspects of domain and register
are the most impactful when choosing a sample

®Extracted from https://elrc-share.eu/
"https://tatoeba.org/en/
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Figure 6: Scatterplots showing the relationship between prompt-level similarity metrics and average translation
quality. Each plot corresponds to one of the following prompt-level measurement for Vocabulary Overlap (lexical
overlap). Spearman’s p is shown for each metric, indicating the strength and direction of correlation.

pool. We then analysed prompt-level examples® to
evaluate the effect of their linguistic characteristics
on translation quality. To identify which aspects of
register matter most, we examined the relationship
between linguistic features and evaluation scores,
checking how strongly each feature—such as vocab-
ulary overlap, grammatical similarity, and semantic
similarity—correlated with ChrF and COMET using
Spearman rank correlation.

We selected language pairs in which POS tag-
ging and embedding-based metrics for the source
language were supported and for which the necce-
sary corpora were available. Specifically, we
used English paired with six languages: two high-
resource languages (French and Czech) and four
low-resource languages (Tigrinya, Albanian, Mo-
roccan Arabic, and Dari), selected based on the
availability of medical corpora.’

$When multiple examples were provided for in-context
learning, we calculated the mean; maximum scores were also
tested but showed lower correlation with translation quality
according to Pearson’s p.

® According to the OPUS platform, English-Tigrinya has
6,142 sentences in the COVID medical domain; English-Dari
has 3,071; English—Albanian has 389; and English—-Moroccan
Arabic has none.

In the next section, we describe the results col-
lected during our experiences to answer RQ4, di-
vided by corpus and prompt levels of analysis.

5.1 Results

Corpus-level Analysis At the corpus level, the
similarity measures (lexical, syntactic, semantic)
are the same for all sentences within a given sam-
pling and test dataset, as they are calculated over
the full example set, while translation quality varies
between prompts. To avoid inflating the number of
independent observations, we averaged the trans-
lation quality scores for all sentences in the same
sampling and test dataset configuration and used
these aggregated values in the analysis. This en-
sures that each configuration is counted once, and
the results reflect real differences between config-
urations rather than repetition of identical feature
values.

Figure 5 illustrates the corpus-level analysis be-
tween the translation automatic scores and the
corpus-level metrics for lexical overlap. The results
show that lexical overlap strongly correlates with
COMET (p = 0.698), but not with ChrF, suggest-
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ing that COMET is more sensitive to lexical content
alignment. POS distance shows negative correla-
tions with both metrics, especially with COMET,
indicating that structural divergence between exam-
ples and test sets degrades ICL performance. Se-
mantic alignment correlates moderately with both
ChrF (p = 0.294) and COMET (p = 0.247), con-
firming that semantically coherent prompts are ben-
eficial, although their predictive power is lower
than the lexical alignment for COMET.

Prompt-level Analysis To assess the effect of
samples register and domain from the prompt on
translation quality, we first calculated the Spear-
man’s p correlation between the translation quality
scores and the linguistic features between the sam-
ples and the input sentence — vocabulary overlap,
grammatical similarity, and semantic similarity.

Figures 6, 11, 12 show that translation quality—
measured by ChrF and COMET-correlates with
lexical, syntactic, and semantic similarity between
the input and the selected examples. Spearman cor-
relations indicate that low-resource languages such
as Tigrinya, Dari, Moroccan Arabic, and Albanian
exhibit the strongest correlations across all three
similarity types, while higher-resource languages
display more selective patterns. The ANOVA anal-
ysis, which includes the number of examples and
the selection method as fixed effects, confirm these
trends, with semantic similarity often producing the
largest effect in translation quality for low-resource
languages, and syntactic similarity dominating in
Czech. n? analysis further reveals the unique contri-
bution of each feature: semantic similarity explains
the largest share of variance in most low-resource
languages (e.g., 4-10% in Albanian and Moroc-
can Arabic), whereas in French lexical similarity
accounts for 13—15% and in Czech syntactic sim-
ilarity explains up to 21.7% of variance in ChrF.
Together, these results show that the relative impor-
tance of lexical, syntactic, and semantic alignment
is language-dependent.'”

6 Conclusions

This study shows that, in multilingual medical ma-
chine translation, the domain and register of in-
context examples are the most influential factors
affecting translation quality. Partial 72 analysis
confirms that aligning the n-shot register and do-

10Type—token ratio was negatively correlated with both met-
rics in nearly all languages, suggesting that higher lexical
diversity in prompts tends to reduce translation quality.

main with the test input yields substantially greater
improvements than increasing the number of ex-
amples. In practice, a small, well-chosen set of
domain-relevant shots often yields higher transla-
tion quality scores than a larger set of examples
sampled from other domains or registers.

Sentence-level analysis of lexical, syntactic, and
semantic similarity confirms that the most predic-
tive features vary by language. In low-resource
language pairs, all three similarity types correlate
strongly with translation quality, while in higher-
resource languages pairs such as English to Czech
and French, syntactic and semantic similarity dom-
inate. Semantic similarity is the most consistent
predictor across languages.

These results suggest that prompt engineering
for ICL should prioritise register and domain align-
ment, and adapt exemplar selection criteria to the
characteristics of the language pair rather than ap-
plying the same similarity heuristics.
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Limitations

This study has several limitations. First, all ex-
periments were conducted using a single LLM,
which constrains the generalisability of the find-
ings to other model families, training paradigms
and sizes. We hypothesize that larger models could
reach better translation quality, which we leave
for future work. Second, the linguistic similarity
features—Ilexical, syntactic, and semantic—were
computed using specific operationalisations (e.g.,
Jaccard similarity, POS distribution cosine dis-
tance, sentence embedding cosine similarity). They
represent only one way of quantifying similarity,
and alternative feature definitions or embeddings
might yield different rankings of predictive impor-
tance. Moreover, corpus-level features were con-
stant within each configuration, which required
aggregation to avoid artificially statistical signif-
icance; this design limits the granularity of the
corpus-level analysis. The linguistic evaluation
was limited to a fixed set of high- and low-resource
languages in the medical domain, meaning that
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results may not generalise to other languages. Fi-
nally, while ChrF and COMET provide comple-
mentary perspectives on translation quality, incor-
porating human evaluation for adequacy and flu-
ency would strengthen the validity of the results.
Furthermore, the evidence gathered in this work
provides practical insights into the factors influenc-
ing translation quality as measured by automatic
metrics. However, these findings do not indicate
whether the translations are sufficiently accurate
for practical use without introducing potential risks.
Future work will involve evaluating clinical risks,
following the approach of Mehandru et al. (2023).
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A Example Translation Corpora

Table 2 illustrates a typical sentence from our
medical dialogue dataset in French, English, and
Spanish. As seen in the example, the transla-
tions are target-oriented and adapted to the com-
municative context: the English version uses an
idiomatic rendering (“ringing noise in your ears”),
while the Spanish version employs an equivalent
(“zumbidos”) rather than a literal calque of the
French source term. This reflects the dataset’s de-
sign guidelines, which emphasized the audience
awareness and freedom of reformulation.

Language Sentence

French Pendant combien de jours avez-vous pris des médicaments contre
les acouphénes ?

English How many days did you take medicine to help with the ringing
noise in your ears for?

Spanish (Durante cudntos dias ha estado tomando medicamentos contra

los zumbidos?

Table 2: Example of a medical dialogue sentence in
three languages.

B Settings
B.1 Model Prompt and Design

Can you transate from English to French ?
Return the resultin JSON format with the following schema:
i

"translation": {{

"type": "string"

}
B

Generate the translation for the text that appears after <<<>>>.
Do not provit or additional YYou can return only one variation.

it
Here are some examples:

English: | will give you a prescription for cortisone
French JSON: {'translation': 'je vais vous prescrire de la cortisone'}

English: | will give you a prescription for medicine with cortisone in it
French JSON: {‘translation’: je vais vous prescrire des médicaments a base de cortisone'}

English: | will give you a prescription for steroids
French JSON: {‘translation’: je vais vous prescrire des stéroides’}

English: | will give you a prescription for a cream
French JSON: {'translation': 'je vais vous prescrire une creme’}

#ith
<<<
English: | will give you a prescription for a cortisone cream. Cortisone is a steroid that helps stop swelling.
>>>

Figure 7: Prompt structure for in-context learning, il-
lustrated for English-to-French text translation. The
prompt provides an instruction with output schema, a
few example input-output pairs in JSON format, and
then the test input demarcated by special tokens.

We use Mistral-7B-Instruct v0.3, a 7-billion
parameter decoder-only LLM, as the backbone.
This model was chosen because at the time
of experimentation it was one of the stronger
openly-available instruction-tuned models. No-
tably, Mistral-Instruct is predominantly trained on
English and lacks dedicated support for many of

our languages (e.g. Tigrinya), making it a good
stress-test for ICL. We access the model via Hug-
gingFace Transformers, running in half-precision
(fp16) with FlashAttention optimization for effi-
ciency. Generation is done greedily (no sampling)
to ensure deterministic outputs for a given prompt.

We construct a prompt template that includes
an instruction section, a few example translation
pairs, and then the input to translate. The instruc-
tion defines the task (e.g., “Translate from language
X to language Y and output in a JSON format”).
We enforce a JSON output schema to ensure the
model’s output is structured correctly. An exam-
ple prompt (for English-to-French translation) is
shown in Figure 7. The prompt begins with a task
description and output schema specification (the
schema indicates that the output should be a JSON
with a “translation” field containing a string). It
then says: “Here are some examples:” followed by
N example pairs. Each example is formatted as:

[source language]: [source text example]

[target language] JSON: "translation": "[target
text example]"

After listing the N examples, the prompt has a
separator and then the actual input to be translated,
marked clearly (e.g., by <<< >>>). The model
is expected to produce only the JSON translation
for the input without additional commentary. We
found that including the language names (as in
the figure) helps the model produce the output in
the correct language, especially since the model is
multi-lingual only through prompting. This prompt
format was kept consistent in all experiments to fo-
cus on the content of examples rather than prompt
wording.

C Effect of Factors on Translation
Quality

Figures 9, 8 and 10 show the detailed results for the
effect of the number of examples and the selection
method across test sets by langauge. Each subfig-
ure presents ChrF scores for examples drawn from
different registers (BM25, LASER, RANDOM).
Statistical significance between registers is indi-
cated in the plots. These results complement the
main findings in Section 4.1, providing per-dataset
and per-method breakdowns that were summarised
in the main text.
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Figure 8: Effect of selection method on translation qual-
ity across different test datasets tested in NHS24. ChrF
and COMET scores are shown for in-context exam-
ples drawn from different selection methods (BM25,
LASER, RANDOM) on the different domain examples.
Statistical significance among results is indicated by
*** when p < 0.001, ** when p < 0.01 and * when
p < 0.05.

D Linguistic Evaluation

Figures 11 and 12 present the full scatterplots for
the relationship between prompt-level similarity
metrics and average translation quality. Each figure
corresponds to one similarity feature:

* Figure 11: POS Distance (cosine distance
between part-of-speech distributions).

* Figure 12: Semantic Alignment (cosine sim-
ilarity between sentence embeddings).

Spearman’s p is shown for each plot, indicating
both the strength and direction of the correlation.
These figures provide the complete visual evidence
underlying the correlation values reported in Sec-
tion 5.
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Figure 9: Effect of number of examples and selection method per test data. ChrF scores are shown for in-context
examples drawn from different registers using three selection methods (BM25, LASER, RANDOM). Statistical
significance between registers is indicated.
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Figure 10: Effect of number of examples and selection method per test data. ChrF scores are shown for in-context
examples drawn from different registers using three selection methods (BM25, LASER, RANDOM). Statistical
significance between registers is indicated.
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Figure 11: Scatterplots showing the relationship between prompt-level similarity metrics and average translation
quality. Each plot corresponds to one of the following prompt-level measurements POS Distance (cosine distance
between part-of-speech distributions). Spearman’s p is shown for each metric, indicating the strength and direction
of correlation.
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Figure 12: Scatterplots showing the relationship between prompt-level similarity metrics and average translation
quality. Each plot corresponds to one of the following prompt-level measurements for Semantic Alignment (cosine
similarity between sentence embeddings). Spearman’s p is shown for each metric, indicating the strength and
direction of correlation.
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