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1 Research interests
My research interests lie in human-agent collabora-
tion and user adaptation, with a particular emphasis
on adaptation in real-time collaborative environments.
The field of collaborative systems aims to support human
teams in completing complex tasks efficiently while en-
suring natural and adaptive interaction experiences. I in-
vestigate how AI agents can function as effective partners
by adapting to their human collaborators. A central fo-
cus of my research is the personalization of agent behav-
ior based on user proficiency. This includes methods for
adapting the agent’s communication strategies according
to the user’s skill level and task experience.

To pursue this goal, I collected and analyzed a multi-
modal dataset of human-human interaction using the real-
time collaborative cooking game environment (Wu et al.,
2021; Liu et al., 2024). The chosen environment is char-
acterized by its complex task mechanics and strict time
constraints, which necessitate seamless coordination and
elicit dynamic, natural collaborative behaviors such as
role negotiation and error recovery. Through this anal-
ysis, I investigated how partners with different levels of
task proficiency communicate and coordinate effectively.
Based on the findings, I proposed practical design guide-
lines for future adaptive AI agents, enabling them to ad-
just their level of guidance and initiative in response to
the user’s proficiency.

1.1 Collaborative Dialogue Games
Several dialogue-based collaborative game environments
have been developed to investigate how humans and
agents coordinate via language. For example, in
a Minecraft-based environment (Narayan-Chen et al.,
2019), two players assigned the roles of architect and
builder, collaborate via text chat, with one player (the ar-
chitect) responsible for instructing the other. These sce-
narios commonly involve fixed asymmetric roles, where
one participant leads and the other follows, which struc-
tures the interaction around instruction and compliance.

More recent work has shifted toward environments
without fixed roles, where participants collaborate more
symmetrically (Ichikawa and Higashinaka, 2023; Jeknic
et al., 2024). In these settings, the absence of strict time
constraints and the reduced need for immediate decision-
making often make it easier to infer a partner’s intentions
and coordinate effectively. This shift facilitates research

into more natural and flexible forms of collaborative dia-
logue.

1.2 Human-AI Collaboration

Collaborative task environments such as Overcooked
have become widely used benchmarks for studying
human-AI coordination. Among them, Overcooked-AI
(Carroll et al., 2019) has received particular attention. It
has become a standard platform for reinforcement learn-
ing research on multi-agent cooperation (Charakorn et al.,
2020; Sarkar et al., 2022; Wang et al., 2024), due in part
to its simplicity and emphasis on coordination through
actions. However, Overcooked-AI employs significantly
simplified task mechanics. For instance, actions like
chopping and mixing ingredients are absent, and only
a single cooking method is available. I observed that,
due to the low task complexity, dialogue between human
players in this environment often results in shallow and
repetitive interaction patterns.

To analyze richer and more dynamic collaborative be-
haviors that emerge under complex, time-pressured con-
ditions, my study instead employs another Overcooked-
style environment (Wu et al., 2021; Liu et al., 2024). This
environment introduces more complex task mechanics
and enforces strict time constraints, enabling the study
of natural and dynamic coordination behaviors such as
role negotiation and recovery from errors. Such an envi-
ronment serves as a rich testbed for exploring human-AI
collaboration challenges that arise in fluid, real-time in-
teractions rather than strict turn-taking scenarios.

1.3 User Adaptation

User adaptation plays a key role in effective collabora-
tion, especially in real-time settings where diverse user
strategies must be handled under time constraints (Puig
et al., 2021; Zhang et al., 2024). Recent approaches have
begun to address this by developing agents with sophis-
ticated adaptation mechanisms. For example, the DPT-
Agent framework (Zhang et al., 2025) combines fast, in-
tuitive actions with deliberate reasoning, using a Theory
of Mind (ToM) module to infer a partner’s behavioral pat-
terns and dynamically adapt its own collaborative style.

However, while there has been some progress in build-
ing cooperative agents, prior work has often assumed a
uniform level of user proficiency, overlooking how col-
laboration dynamics change with varying skill levels. To
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address this gap, my research focuses on adaptively im-
proving human-AI collaboration by accounting for the
user’s task proficiency.

2 Spoken dialogue system (SDS) research

I expect that future Spoken Dialogue Systems (SDSs)
will evolve from simple assistants into effective collab-
orative partners, capable of engaging in real-time, hands-
on tasks alongside humans. A key driver of this evolution
will be the shift from text-based to voice-based communi-
cation. In visually demanding, high-pressure tasks such
as the cooking game environment used in my research,
text-based chat can increase the user’s cognitive and vi-
sual load, forcing them to divert attention away from
the task itself. Voice interaction frees the user’s visual
channel, allowing them to maintain focus on the shared
workspace. This more natural communication modality
can also foster a stronger sense of presence and engage-
ment, making the AI feel more like a true partner.

However, to realize this potential, the field must ad-
dress the critical challenge of real-time responsiveness.
While speaking is a fast and natural input method for
humans, the SDS must perform a complex pipeline of
speech recognition, intention understanding, planning,
and response generation, all within a fraction of a sec-
ond to keep pace with the collaborative task. The infer-
ence latency inherent in today’s large-scale models poses
a significant obstacle to achieving this fluidity. Therefore,
I believe a crucial research direction for the next gener-
ation of researchers is to develop novel SDS architec-
tures that balance advanced reasoning capabilities with
the stringent low-latency requirements of simultaneous
human-AI collaboration.

3 Suggested topics for discussion

I suggest discussing the following topics:

• How should the "quality" of human-AI collaboration
be evaluated?

• What kind of information is most crucial for person-
alizing dialogue systems in collaborative tasks?

• How can prosody, timing, or disfluency be used by
dialogue systems to enhance user engagement in
collaborative tasks?
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