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1 Research interests

My ultimate goal is to develop human-like dialogue sys-
tems capable of expressing emotions through multimodal
communication, incorporating not only spoken responses
but also non-verbal cues such as facial expressions and
physiological signal visualizations.

My current research interests lie in the areas of
multimodal emotion recognition and non-verbal cue
generation, with a focus on emotion-enriched human-
computer interaction.

1.1 Multimodal emotion recognition

My current research involves multimodal emotion recog-
nition in face-to-face conversations.

In face-to-face human interactions, people convey
emotions and intentions through a combination of verbal
cues and non-verbal cues, including facial expressions,
gaze, gestures, and physiological responses. Capturing
these multimodal cues is essential for building effective
emotion recognition systems, and the development of
such systems demands high-quality multimodal dialogue
datasets that reflect the complexity of natural human in-
teraction. However, existing multimodal datasets such as
IEMOCAP (Busso et al., 2008), Hazumi (Komatani and
Okada, 2021), and EEVR (Singh et al., 2024) present cer-
tain limitations, such as limited sensor modalities, con-
strained diversity of emotional expressions, and the ab-
sence of spontaneous dialogue scenarios that reflect ev-
eryday conversations. To address these limitations, my
colleagues and I have constructed a Japanese multimodal
dialogue dataset that captures a wide range of modali-
ties in dyadic face-to-face conversations. This dataset in-
cludes synchronized recordings of textual transcriptions,
speech, facial video, physiological signals, body move-
ment, and self-assessments of emotional valence (Jiang
et al., 2024).

Leveraging this dataset, I developed a multimodal
emotional valence recognition model that performs bi-
nary valence classification (high vs. low) on 15-second
conversational segments (Jiang et al., 2025). The model
integrates modality-specific representations: textual em-

beddings extracted using Japanese BERT1, speech repre-
sentations obtained through Japanese HuBERT (Sawada
et al., 2024), and physiological signals including elec-
trodermal activity (EDA), blood volume pulse (BVP),
photoplethysmography (PPG), and pupil diameter, which
are encoded into time-series embeddings using the self-
supervised Ts2Vec encoder (Yue et al., 2022). Experi-
mental results demonstrate that the multimodal fusion ap-
proach achieves superior classification performance com-
pared with single-modality baselines.

My future research will leverage additional modalities,
such as visual and motion information, to enhance the
performance of emotional valence recognition.

1.2 Non-verbal cue generation

Additionally, to enable more comprehensive and emo-
tionally expressive human-computer interactions, I am
working on the generation of non-verbal cues, including
observable non-verbal behaviors and internal physiologi-
cal signals for embodied conversational agents (ECAs).

Observable non-verbal behaviors, including facial ex-
pressions, gestures, and gaze, play crucial roles in nat-
ural human communication. Incorporating these cues
into the ECA design would enhance users’ perception
of social presence and improve human-computer interac-
tion quality. Current methodologies include two primary
approaches: rule-based systems that use hand-crafted
rules to generate specific behaviors (Cassell et al., 1994)
and data-driven approaches that utilize machine learn-
ing techniques to learn expressive behaviors from mul-
timodal data (Admoni and Scassellati, 2014). Recent
advances have achieved remarkable progress in audio-
driven talking face generation, particularly in producing
realistic lip synchronization with precise temporal accu-
racy (Prajwal et al., 2020; Xing et al., 2023; Kim et al.,
2025).

Physiological signals, including heart rate (HR),
breathing rate (BR), and EDA, provide rich insights into
humans’ internal and emotional states. Recent studies
have demonstrated that visualizing users’ physiological

1https://github.com/cl-tohoku/
bert-japanese
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signals through virtual agents, such as with dynamic 3D
heart icons that change size and pulse rate based on HR
and animated breath bubble icons representing BR cy-
cles, enhances expressiveness and fosters empathy and
communication (Lee et al., 2022; Sasikumar et al., 2024).
Building upon these findings, I am particularly interested
in the generation and visualization of physiological sig-
nals that reflect emotional states for ECAs, seeking to de-
velop systems that can generate appropriate physiological
responses to create more human-like emotional interac-
tions.

My future research aims to explore techniques for
achieving natural and empathetic generation of non-
verbal cues in ECAs, including emotion-to-behavior
mapping algorithms and real-time visualization algo-
rithms.

2 Spoken dialogue system (SDS) research

Regarding the future vision for SDSs, recent break-
throughs in SDS research have demonstrated the poten-
tial for real-time, simultaneous bidirectional communica-
tion that more closely mimics natural human conversa-
tion patterns (Défossez et al., 2024; Ohashi et al., 2025).
These advances represent a significant leap from tradi-
tional turn-based dialogue systems by enabling contin-
uous, overlapping speech interactions with minimal la-
tency.

Looking toward the near future, full-duplex SDSs are
expected to expand into multimodal interaction. Fu-
ture systems will likely integrate multiple communica-
tion channels, including speech, visual cues, and phys-
iological signals. By combining these modalities, next-
generation SDSs will be capable of delivering immer-
sive and emotionally expressive conversational experi-
ences. Ultimately, these systems will not only interpret
users’ multimodal inputs but also generate appropriate re-
sponses across multiple modalities simultaneously.

3 Suggested topics for discussion

• What novel architectural approaches show the most
promise for developing more efficient and scalable
multimodal encoders and decoders?

• How can we establish standardized protocols for
multimodal dialogue data collection, annotation,
and sharing to ensure reproducibility and compara-
bility across different datasets?

• Compared to industry, what unique advantages does
academia have in SDS research, and on which as-
pects of research should academia focus more?
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