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1 Research interests

My research focuses on developing methods to guide
response generation in LLLM-based dialogue systems.
One approach involves learning dialogue policies through
reinforcement learning, where reward signals from a user
simulator influence the system’s output behavior. An-
other approach investigates how dialogue flows repre-
sented as graph structures can be used to explicitly con-
strain system output. The system’s behavior can be struc-
tured along predefined paths of system and user actions,
with the goal to improve reliability.

Beyond dialogue control, I also work on Retrieval-
Augmented Generation (RAG) (Lewis et al., 2021) with
knowledge graphs to ground responses. I have eval-
uated how GraphRAG (Edge et al., 2025) performs on
dialogue data and contributed to a method for retrieving
compact and relevant subgraphs to improve answer qual-
ity (Walker et al., 2025).

Finally, I explore how emotion-aware dialogue sys-
tems can be used to adapt their behavior based on the
user’s emotional state. I examined how using detected
user emotion to influence response generation affects user
perception in human-robot interaction, and compared dif-
ferent approaches to emotion classification in dialogue.

1.1 Controllability of Dialogue Generation

Large Language Models (LLMs) offer powerful capabil-
ities for dialogue systems but often lack controllability in
how responses are generated. I am investigating ways to
introduce explicit control through a reinforcement learn-
ing approach, where a dialogue policy is trained based on
reward signals from a user simulator. In parallel, within
the research group, we are working on modeling dialogue
flow as graph structures that encode possible system and
user actions. These graphs are external to the LLM and
help constrain its outputs to follow coherent and goal-
oriented interaction patterns.

1.2 Retrieval-Augmented Generation with
Knowledge Graphs

To address the limitations of unguided LLM responses,
I explore RAG techniques that incorporate structured
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background knowledge. Specifically, I have evaluated
the GraphRAG (Edge et al., 2025) framework on dia-
logue data to assess how well it supports contextually
appropriate generation. We also developed subgraph re-
trieval strategies tailored to dialogue settings, aiming to
maximize relevance while minimizing extraneous con-
tent (Walker et al., 2025). These approaches enhance
grounding and allow the system to draw on precise and
verifiable information during generation.

1.3 Emotion in Dialogue Systems

My research explores how emotion awareness can en-
hance interaction quality in dialogue systems. In a
human-robot interaction study, it was examined how re-
sponses influenced by user emotion—automatically de-
tected via the robot’s perception system—affect user
perception. I also investigate emotion recognition in
human-human dialogue using both prompt-based and
transformer-based methods. These insights can help
build more adaptive and emotionally responsive dialogue
agents that are sensitive to user state and context.

2 Spoken dialogue system (SDS) research

Dialogue Systems, especially those powered by Large
Language Models, are increasingly becoming part of ev-
eryday workflows and decision-making processes. Their
natural language interface lowers the barrier to access,
allowing people of all backgrounds to interact with com-
plex systems. However, this naturalness can also be mis-
leading: when LLMs produce fluent but incorrect out-
puts, users may struggle to recognize inaccuracies (Ji
et al., 2023). This highlights the need for better control
mechanisms—such as dialogue policies, retrieval mod-
ules, or knowledge graph integration—to guide system
behavior.

Researchers today are well-equipped to address these
challenges. With both the technical understanding to im-
prove these systems and the awareness to do so respon-
sibly, we can design Dialogue Systems that are safe, fair,
and useful in practice.

One central challenge is to reliably infer during the in-
teraction what users want, especially in open-ended or

The 21th Annual Meeting of the Young Researchers’ Roundtable on Spoken Dialogue Systems, pages 18—19
Aug 28-29, 2025. ©2025 Association for Computational Linguistics



ambiguous scenarios. As Dialogue Systems take on the
role of interfaces to systems that used to require expert
knowledge, they must be robust enough to handle diverse
users and use cases. Addressing this challenge is essential
for building dialogue systems that are inclusive, trustwor-
thy, and effective.

3 Suggested topics for discussion

1. Controlling LLM-based Dialogue Systems: How
far can structure guide generation? As LLMs
replace traditional pipelines, how can we reintro-
duce controllability? What are effective meth-
ods—dialogue policies, graph structures, dialogue
flow induction, or other approaches—that can be
practically integrated into LLM-based Dialogue
Systems?

2. Retrieval-Augmented Dialogue Systems: How to
retrieve meaningfully? RAG approaches are pow-
erful, but retrieving useful context can remain a key
challenge. How can we improve retrieval strate-
gies—such as using knowledge graphs or a subgraph
selection—to ensure the context is both relevant and
informative, especially in task-oriented settings?

3. Emotion in Dialogue: How can emotional cues
guide system behavior? What role should emotion
recognition play in dialogue systems? Beyond de-
tecting emotion, how can it meaningfully guide sys-
tem responses—and what are the ethical and design
implications in human-robot and human-agent inter-
actions?
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