




Figure 2: The detailed instructions of Par4Sim, which are displayed at the beginning of the task and
hidden afterwards. The worker can display the instruction when required.

For this experiment, we have used parts of the dataset fromYimam et al. (2017), which already contains
manually identified complex phrases (CP). In this dataset, the complex phrases are manually identified
by 10 native and 10 non-native English speakers. The dataset has been already used for the complex
word identification (CWI) shared task 20181. Please refer Yimam et al. (2017) for the details of the
dataset. We purposely used the manually identified and verified CPs because 1) we do not want to mix
the identification and the simplification tasks, and 2) we want to test the adaptive learning approach in a
controlled setting.
We have generated candidate suggestions from different paraphrase resources. The following resources

are used to generate candidate suggestions:

• Lexical and Distributional resources: We useWordNet (Miller, 1995) and distributional thesaurus
(Biemann et al., 2013) to produce candidate results for CPs. We apply lemmatization to reduce the
CPs into their base forms and retrieve the top 10 synonyms respectively the top 10 similar words
from the lexical resources.

• PPDB 2.0 and Simple PPDB: PPDB (Pavlick et al., 2015) is the largest paraphrase resource to date.
The recently released simple PPDB (Pavlick and Callison-Burch, 2016) is a particularly relevant
resource for the task of text simplification. For each CPs (source entry in PPDB), we retrieve the
top 10 candidates (target entry in PPDB).

• Phrase2Vec: We have trained a Phrase2Vec model (Mikolov et al., 2013) using English Wikipedia
and the AQUAINT corpus of English news text (Graff, 2002). Mikolov et al. (2013) pointed out that
it is possible to extend the word-based model to a phrase-based model using a data-driven approach
where each phrase or multi-word expressions are considered as individual tokens during the training
process. We have used a total of 79,349 multiword expression and phrase resources, which are
obtained from the work of Yimam et al. (2016b). We trained the Phrase2Vec embeddings with 200

1https://sites.google.com/view/cwisharedtask2018/ (Yimam et al., 2018)
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dimensions using skip-gram training and a window size of 5. We retrieve the top 10 similar words
to the CPs as candidates.

Obviously, the number of candidate suggestions obtained from these different resources is enormous
and we should limit the size before providing to the ranker model. The candidates are ordered by a
languagemodel score. We trained a tri-gram language-model (Pauls andKlein, 2011) using theWikipedia
articles. The number of candidates is limited to 10; these are re-ranked using the learning-to-rank model.
For each HIT, we provide between 5 and 10 sentences for simplification. A HIT is then assigned to

10 workers as we need a graded relevance to train the learning-to-rank model (see Section 5). In the
experiment, we make sure that a HIT is submitted only in one iteration and most importantly, during the
evaluation of the ranking model performance, we make sure that the training data from previous iterations
should not contain HITs from the current iteration.
In this experiment, a total of 18,036 training instances have been collected. Figure 3 shows how the

training instances collected from the usage data looks like. The number at the end of the simplified
sentence shows the number of workers provided the same simplified sentence.

Figure 3: Examples of usage data as training instances. Here affiliated is a CP and associated, merged,
aligned, and partnered are the simpler options provided by 6, 2, 1, and 1 workers respectively.

More detailed statistics are shown in Table 1. From Table 1, we see that around 70% of the workers
(mainly from India and the US) have successfully completed the task.

#workers #visitors
instances 18036 10758
workers 164 71
countries 11 3

Table 1: Statistics of workers and simplification instances collected during all 9 iterations in the experi-
ment. The column #workers shows the number of workers who have accepted and submitted the result
while the column #visitors shows the number of workers who did not submit their results.

5 Learning-to-Rank

Learning-to-rank refers to a machine learning technique for training a model based on existing labels or
user feedback for ranking task in areas like information retrieval, natural language processing, and data
mining (Li, 2014). Learning-to-rank consists of a learning and ranking system. The system is trained
by providing pairs of requests/queries and a target/ideal ranking for retrieved items. The learning model
then constructs a ranking model on the basis of the training data ranking lists.
Ranklib2, a well-known learning-to-rank library in Java from the Lemur Project is used to build the

ranking models. Specifically, we have used the LambdaMART algorithm to train our learning and rank-
ing models. LambdaMART combines LambdaRank and MART (Multiple Additive Regression Trees)
(Burges, 2010; Donmez et al., 2009). While MART uses gradient boosted decision trees for prediction
tasks, LambdaMART uses gradient boosted decision trees using a cost function based on NDCG for
solving a ranking task.

2https://sourceforge.net/p/lemur/wiki/RankLib/

https://sourceforge.net/p/lemur/wiki/RankLib/
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Normalized Discounted Cumulative Gain (NDCG) (Järvelin and Kekäläinen, 2002; Wang et al., 2013)
is a family of ranking measures such as mean average precision (MAP) and Precision at K. NDCG is well-
suited for our experiment for its capability of incorporating graded judgments. The graded judgments are
obtained from the number of workers suggesting the candidate for the given CP target.

5.1 Features
To train the learning-to-rank model, we have designed a set of features that are important for text simplifi-
cation. Based on the works of (Yimam et al., 2017; Horn et al., 2014), we have implemented the following
list of features for the ranking model, which are partially derived from the candidate generating resources.

• Frequency and length: Due to the common use of these features in selecting the most simple lexical
substitution candidate (Bott et al., 2012), we use three length features specifically the number of
vowels, syllables, and characters and three frequency features: the frequency of the word in Simple
Wikipedia, the frequency of the word in the document, and the frequency of the word in the Google
Web 1T 5-Grams.

• Lexical and distributional thesaurus resources: We also use the number of similar words to the
CPs and candidate suggestion based on lexical resources such as WordNet and distributional the-
saurus as possible features. The features are normalized and scaled using the featran’s3 min-max
scaler tool.

• PPDB 2.0 and simple PPDB: From the PPDB 2.0 and simple PPDB resources (cf. Sect. 4), we
use associated scores as given by the resource, i.e.: ppdb2score, ppdb1score, paraphraseScore, and
simplificationScore.

• Word embeddings feature: We use the Phrase2Vec embeddings as described in Section 4 to obtain
vector representations for targets (CPs) and candidates. The cosine similarity of the candidates with
the whole sentences as well as the cosine similarity of the candidates with the tri-gram words (one
word to the left and one word to the right of the target CP) are used as features. The vector repre-
sentations of the sentences and the tri-grams are the average of the individual vector representations
of words in the sentences and the tri-grams.

6 Experiments

6.1 Baseline system
Our baseline system is built using a general purpose paraphrasing dataset from Yimam et al. (2016b).
The dataset is based on essay sentences from the ANC4 and BAWE corpora (Alsop and Nesi, 2009). We
use the same feature extraction approach (see Section 5) for the development of the baseline model.
As it can be seen in Table 2, the results from each iteration are compared with the baseline system. We

noted that the generic paraphrase datasets do not quite fit the task of text simplification as the need of the
task is different. The lower performance on the baseline system can be attributed to the fact that the texts
for the baseline system are collected from a different genre (essay sentences). We have to make clear that
the first and all the subsequent iterations in the adaptive process do not use the baseline system.

6.2 Adaptive systems
We start with an empty ranking model (iteration 1), where candidates obtained from the resources are
provided to the workers without an implied ranking. After collecting enough usage data from iteration
1, we trained a ranking model, which is used to re-rank candidates for the texts in the next iteration
(iteration 2). Texts in iteration 2, which are exclusively different from those in iteration 1 are provided
to the workers. Once workers completed the simplification task at iteration 2, we re-evaluate the ranking
of candidates in iteration 2 based on the usage data (using NDCG@10 metric). An NDCG@10 score of

3https://github.com/spotify/featran
4http://www.anc.org/

https://github.com/spotify/featran
http://www.anc.org/
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Testing NDCG@10
Training instances on previous iterations

#sentences baseline 1 ≤ 2 ≤3 ≤4 ≤5 ≤6 ≤7 ≤8
1 115 - - - - - - - - -
2 214 60.66 62.88 - - - - - - -
3 207 61.05 63.39 65.52 - - - - - -
4 210 58.21 60.73 65.93 67.46 - - - - -
5 233 56.10 62.53 65.66 66.00 70.72 - - - -
6 215 62.18 61.05 66.51 67.86 69.88 72.36 - - -
7 213 57.00 62.07 64.02 64.88 67.28 69.27 74.14 - -
8 195 56.56 59.53 62.11 63.03 64.54 67.40 71.05 75.83 -
9 224 56.14 63.48 65.58 65.87 69.18 69.51 71.31 71.40 75.70

Table 2: NDCG@10 results for each iteration of the testing instances using training instances from the
previous iteration. For example, for testing at iteration 2, the NDCG@10 result using training data from
the previous iteration, i.e. iteration 1, is 62.88. The baseline column shows the performance in each
iteration using the generic paraphrasing dataset used to train the baseline ranking model.

Iteration 2 Iteration 3 Iteration 4
Workers Instances (#) positive (%) NDCG score Instances (#) positive (%) NDCG score Instances (#) positive (%) NDCG score
AXXXL5 950 10.21 51.35 2661 10.11 55.87 2771 9.78 56.57
AXXX3N 1591 10.31 45.45 3130 10.29 48.72 5367 10.23 47.98
AXXXMY 1117 10.12 55.15 2753 10.10 61.35 4809 10.13 63.76
AXXXI7 70 10.00 49.33 2162 10.59 64.10 3988 10.38 66.82
AXXX56 1190 10.42 54.63 2468 10.29 56.24 4477 10.27 58.79
AXXXS1 824 10.19 54.45 1845 10.24 55.28 3045 10.15 58.78
AXXXM9 448 10.04 55.25 896 10.04 56.00 2669 11.09 58.61
AXXXAM 1594 10.16 60.59 2999 10.17 61.96 4611 10.13 63.28
AXXX3E 615 10.73 59.44 1038 10.69 59.51 3451 10.66 62.59
AXXXGI 100 24.00 45.05 1979 11.22 56.72 3160 10.79 57.35

Table 3: TheNDCG result for 10 different workers. Instances shows the total number of training instances
used form the previous iteration while positive shows the total number of positive feedback provided by
the user. The workers ID are obscured to protect their privacy.

62.88 is obtained (see Table 2), which is already better than using the baseline system (60.66). Figure 4
shows the learning curve over the different iterations conducted in the experiment.
Similarly, training instances collected from iteration 1 and iteration 2 are used to train a ranking model,

which is used to re-rank candidates for texts in the next iteration (iteration 3). We continued the experi-
ment for nine iterations and we record the performance at each iteration.
We have observed that the ranking model substantially improves on every iteration based on the

NDCG@10 ranking evaluation measure. Table 2 also shows that if we test the performance on each
of the models from the earlier iterations, the performance of the system declines, thus the system can
make good use of more usage data if available. For example, on iteration 6, testing on a ranking model
that is trained based on training instances from iteration 1 up to iteration 5 (≤5) produces an NDCG@10
score of 72.36 while testing on the ranking model trained based on training instances from iteration 1 up
to iteration 4 (≤4) produces an NDCG@10 score of 69.88.
Furthermore, we have explored the effect of the adaptive system for individual workers. In this case,

we have built simulated unique models for the 10 top workers, who have participated in at least 4 different
batches (iterations) of the task. We use the first iteration the worker has participated as an initial model,
and start using the model for the subsequent iterations. As we can see from Table 3 and Figure 5, the
NDCG scores improve consistently over the iterations. The results also revealed that text simplification
can be modeled differently based on the user needs (personalization).
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Figure 4: Learning curve showing the increase of NDCG@10 score over 9 iterations.

Figure 5: The increase of NDCG@10 score over 3 iterations for the top 10 workers ordered by their
productiveness (who have have completed most HITs over several iterations).
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7 Discussion

Most text simplification systems, and for that matter, most NLP models, are based on a traditional collect
and train approach where first all the required training data are annotated , then training and evaluation
is carried out after the data collection. To our knowledge, this experiment is the first scientific work to
conduct an adaptive approach for text simplification where signals from usage data are collected in an
interactive and iterative approach to improve the model of an NLP component.
We have demonstrated that our approach is noble in many aspects: 1) the adaptive learning model is

integrated in the real-world NLP application (live-usage – RQ1), 2) the performance of the integrated
adaptive model improves through usage data of the NLP application (adaptability – RQ3), 3) the in-
tegrated learning model potentially adapts to the needs of the user or user groups through usage data
(personalized NLP –RQ3), and 4) we also have shown that adaptive systems can be evaluated incremen-
tally, by comparing the system’s suggestions by the ranking model to the actual ranking provided by the
users (incremental evaluation – RQ2) .
In this research, we also have showcased how to perform web-scaled and real-time adaptive data col-

lection using the Amazon MTurk crowdsourcing platform. The MTurk crowdsourcing platform has been
mainly used to collect datasets for tasks that are not complex and difficult to complete such as identify-
ing named entities or biomedical entities in a text, categorizing texts for spam, labeling an image with
appropriate captions and so on. Using MTurk’s external HIT, we are able to show that the MTurk crowd-
sourcing platform can be successfully used for complex NLP applications such as text simplification with
a writing aid tool, which normally is limited to a lab-based experiment.

8 Conclusion and Future Directions

In this work, we have shown that the integration of an adaptive paraphrase ranking model effectively
improves the performance of text simplification task. We have designed a full-fledged, web-scale based
text simplification system where we have integrated an adaptive paraphrase ranking model into the tool.
Our tool is integrated with the Amazon Mechanical Turk crowdsourcing platform to collect usage data

for text simplification.
To evaluate the performance of the adaptive system on the collected usage data, we have evaluated

ranking model performance in an iterative way. In every iteration, we use the usage data exclusively
from the previous iterations (except the first iteration that is used solely as a training data and we do not
evaluate it) to training the learning-to-rank model. The result shows that, in every iteration, there is a
large increase in performance based on the NDCG@10 evaluation metric.
We believe that this experiment is a showcase on how to develop a personalized NLP application.

Using a similar approach, one can effectively deploy Par4Sim for a different purpose such as to write
technical documents. The research also sheds light on a domain or task adaptions. One can use datasets
collected for general purpose domains and it is possible to adapt the model based on the usage data over
a period of time. This is a much cheaper alternative than collecting labeled datasets anew.
In the future, we would like to run a long-turn study with arbitrary users and arbitrary texts using a

freely available online tool. Specifically for text simplification, the approach can be employed to pro-
vided graded complexity level of texts, as it is done for instance in the Newsela instructional content
platform5. We also envision further possible tasks where adaptive learning helps, such as collaborative
text composing and recommender systems.
The software is openly available under ASL 2.0 license and the resources and datasets used in this

paper are released under CC-BY6. The demo of the tool as it was used inside the MTurk browser can be
accessed online.7

5https://newsela.com/data/
6https://uhh-lt.github.io/par4sim/
7https://ltmaggie.informatik.uni-hamburg.de/par4sim/

https://newsela.com/data/
https://uhh-lt.github.io/par4sim/
https://ltmaggie.informatik.uni-hamburg.de/par4sim/
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