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Introduction

Our workshop focuses on machine reading for question answering (MRQA), which has become an
important testbed for evaluating how computer systems understand natural language, as well as a crucial
technology for applications such as search engines and dialog systems. In recent years, research
community has showed rapid progress on both datasets and models. Many large-scale datasets are
proposed and the development of more accurate and more efficient question answering systems followed.
Despite recent progress, yet there is much to be desired about these datasets and systems, such as
model interpretability, ability to abstain from answering when there is no adequate answer, and adequate
modeling of inference (e.g., entailment and multi-sentence reasoning).

This year, we focus on generalization of QA systems and present a new shared task on the topic. Our
shared task addresses the following research question: how can one build a robust question answering
system that can perform well questions from unseen domains? Train and test datasets may differ in
passage distribution (from different sources (e.g., science, news, novels, medical abstracts, etc) with
pronounced syntactic and lexical differences), question distribution (different styles (e.g., entity-centric,
relational, other tasks reformulated as QA, etc) from different sources (e.g., crowdworkers, domain
experts, exam writers, etc.)), as well as joint question-answering distribution (e.g., question collected
independent vs. dependent of evidence).

For this task, we adapted and unified 18 distinct question answering datasets into the same format. We
focus on extractive question answering. That is, given a question and context passage, systems must
find a segment of text, or span in the document that best answers the question. While this format is
somewhat restrictive, it allows us to leverage many existing datasets, and its simplicity helps us focus
on out-of-domain generalization, instead of other important but orthogonal challenges. We released six
larger datasets as training, and another six datasets for development. The rest six datasets were hidden
from shared task participants until the final evaluation. Nine teams submitted to our shared task and
the winning system achieved an average F1 score of 72.5 on the held-out datasets, 10.7 absolute points
higher than our initial baseline based on BERT large.

This proceeding includes our report on the findings from this shared task as well as six system description
papers from the shared task participants.

Similar to last year, we also sought research track submissions. We have received 39 paper submissions
to the research track after the withdrawls, almost double the submission from last year. Out of this,
twenty two papers are accepted and presented in this proceedings, and two papers are selected for the
best paper award.

In the workshop program, we also include four cross submissions of work presented in other venues
already.

The program features 22 new research track papers, six shared track papers and four cross-submissions
from related areas, to be presented as either posters and talks. We are also excited to host remarkable
invited speakers, including Mohit Bansal, Antoine Bordes, Jordan Boyd-Graber and Matt Gardner.

We thank the program committee, the EMNLP workshop chairs, the invited speakers, our sponsors
Baidu, Facebook and NAVER and our steering committee: Jonathan Berant, Percy Liang, Luke
Zettlemoyer.
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