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ABSTRACT 

We in t roduce  severa l  genera l  no t ions  concerning 
the texts and the particularities of text proces- 
sing on a computer support, in relation to some 
problems which are specific to M(A)T. And we 
present the solution we have proposed for the 
duration of the EUROTRA project. 

INTRODUCTION 

The i n p u t / o u t p u t  modules are very impor tan t  
f o r  a machine (a ided)  t r a n s l a t i o n  system (M(A)T), 
which must be i n t e g r a t e d  i n t o  some environment 
( t r a n s l a t i o n  o f f i c e ,  t echn i ca l  data base, e t c . ) .  

From an ex te rna l  po in t  o f  v iew,  the support  o f  
a text is either paper with figures, formulas, 
tables and typographical conventions, or a magnetic 
support containing, in addition, formatting and 
page-setting commands for a special text processing 
system. 

Within all modern M(A)T systems, including 
EUROTRA (now in the specification phase), a text 
is viewed, from an ~IJt~point of view, as a 
set of decorated nodes, organized according to a 
particular geometrical distribution (often a tree 
structure, as in ARIANE-78 (Boitet et al., 1982)). 

Our objective in proposing some representations 
of texts for EUROTRA has been to define an internal 
structure recognized by the EUROTRA software 
systems, and carrying all information necessary for 
the translation model and for the restitution of 
the preceding information at output time. 

TEXT PROCESSING IN GENERAL 

Each t e x t  (whether o r  not on computer suppor t )  
i s  considered from three po in ts  of  v iew,  i . e .  : 

IThis work has been carried out as part of a 
contracCwith the Commission of the European 
Communities (in the framework of the EUROTRA 
Research and Development programme) and the CNRS 
(Centre National de la Recherche Scientifique). 
The ideas and proposals in this paper are those of 
the authors and not necessarily shared or supported 
by the Commission, nor are they to be interpreted 
as part of the EUROTRA design. We are grateful to 
the Commission and the CNRS for agreement to 
publish this paper. 
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The Fopu~ is everything related to the particu- 
Lar external aspect of a text on paper. E.g., the 
fact that it is written in one or several columns, 
single or double spaced, printed recto or recto/ 
verso, following a special convention for the 
numbering of chapters and sections, etc. 

The ~>¢JC~p.~j¢¢E is the logical division of the 
text into hierarchically related pieces such as 
volume, part, chapter, section, sub-section, 
paragraph, sub-paragraph, sentence, numbered or 
non-numbered lists, figures, tables, diagrams, 
etc. This depends on the kind of text : when pro- 
cessing plays, getting rid or their devision into 
acts and scenes is out of the question. When 
poetry is processed, the delimitation of each line 
cannot be left out. 

The structure can be externally represented 
by using various po~E forms. In the context 
of M(A)T, th~ advantages of taking into account 
the structure of the text are twofold : 

- the text can be decomposed if only part of it is 
to be translated ; 

- it is easy to retrieve a piece of text (e.g. 
when the translation of a long text has failed 
on one sentence). 

The ConJ~JIJ~is the "text" considered as a 
sequence of "words" carrying some information. 
Words in different languages may appear, written 
with special characters, in upper/lower case, 
diacritics, punctuation marks, stress, etc. 

These three notions are interrelated. The 
content of a text can, for example, refer to a 
page number, which belongs rather to its form. 
Often, the length of tb~ original text is not 
maintained in the translation, and this, 
therefore, modifies the form. 

In text processing systems, a coding 
(either visible or invisible to the user) enables 
to express the three above-mentioned characteris- 
tics of the text. We will call ~o~a~L~ the codes 
related to the form, and ~epoJ~¢~o~ the codes 
related to the structure. We distinguish four main 
features of the formattors (some examples can be 
found in (Furuta et al., 1982 ; Chamberlin et al., 
1981 ; Goldfarb, 1981 ; IBM, 1981, 1983 ; 
Stallman, 1981 ; Thacker et al., 1979). 



I. dP.~JZy~.z~/~J~£JJ~JZJt~ : in the delayed case, there 
is no interaction with the author and any local 
modification of the document can only be carried 
out after a complete reformatting of the text. 
In the immediate case, the author can immedia- 
tely see the effect of any modification on the 
formatting of the document. 

2. ~ O lC t . y /~J3~  OJ~tP.Xt : systems able to 
process pictures and text are associated with 
"addressable dot printers" or with photocompo- 
sition machines. 

3. ~mll0PJt~Lt,~ve/dP.~.t~(~t~v¢ ~ in an imperative 
system, the user uses formatting commands 
written in a low-level language (".sp 2;" to 
skip two blanks,...). In a declarative system, 
a high-level language enables the "typing" of 
the different parts of the text, without 
bothering about the specific result obtained on 
a specific physical support. 

4. iJ~q~£~3~q~/~e ~ : depending on the system, 
several objects can represent a text. When 
structure and content are "mixed" in each 
object, the coding is called integrated, other- 
wise it is called separated. 

Let us take the following text as an example : 

I ml 

.sp 2 
• U S  on 
Avant -dern ier  exempLe: 
• us off 
<~)~ est-il! ~ Je ne sais pas. -- Par, i, 
tout ~ fait? 
-- Non... enfin je ne trois pas... -- Bon, 
dit-il. Il a raison. >> (Oh. Rochefort) 

In that case, the format,or is of delayed, 
text only, imperative, and integrated type. The 
form depends on the formats and on their parame- 
ters (.sp 2, .us on/off). The structure depends on 
the punctuation ("!", "...", "--"...), and on some 
formats. 

In the context of M(A)T systems, some 
decisions must be taken, as to : 

- how a text is "decomposed" at input time (into 
segments, units, words, separators, punctuation, 
etc.) ; 

To create this structure (and carry out the 
decomposition of the text) in a system with 
integrated coding, it suffices to introduce spe- 
cial codes (or to use existing codes, like 
end-of-text, formats...) to mark the text and to 
generate the object "structure" automatically 
from their interpretation. 

In order to do so, the system must know the 
list of separators as well as their hierarchical 
ordering ; 

- how the formats for page-setting are handled. 
These formats are almost always linguistically 
relevant. For example, titles form a particular 
sublanguage. Hence, a "title" format may be used 

by the analyzer to use an appropriate subgramma~ 

- how alphabetical transcriptions are carried out. 
No coding standards exist for all language~ 
although ISO codes and transcriptions (ISO, 1983) 
have been defined ; 

- how the " p l a t e s "  are handled. F igures,  formulas,  
e t c . ,  may be complete ly  Lef t  ou t ,  or replaced by 
spec ia l  "words" ,  or l e f t  in  the t e x t .  This Last 
method imp l ies  the use of some formal language 
fo r  f i g u r e  d e s c r i p t i o n ,  which must be handled by 
t h e l i n g u i s t i c  processor.  

WHAT COULD BE DONE IN EUROTRA ? 

Our proposals are based on our exper ience wi th 
GETA's ARIANE-78 system (Bo i t e t  et aL . ,  1982), but 
a lso on some others approaches (Mor in,  1978 ; 
Bennett et a l . ,  1984 ; Hawes, 1983 ; Hundt, 1982). 

We have proposed that taLL along the t ransLa-  
t i o n  process, a given t ex t  is  kept together  wi th  
the a t t r i b u t e s  d e f i n i n g  i t s  three aspects : 
content ,  form and s t r u c t u r e .  

This s o l u t i o n  seems more i n t e r e s t i n g ,  because 
a l l  i n fo rma t ion  re l a ted  to the tex t  is  kept .  
Hence, i t  i s  poss ib le  to w r i t e  l i n g u i s t i c  
processes in  such a way tha t  the output  t ex t  w i l l  
present the same ~ o ~  as the input  t e x t .  No 
complex (and o f ten  not good enough) r e s t i t u t i o n  
program is  necessary. Moreover, many codes 
( formats ,  s e p a r a t o r s . . . )  have a l i n g u i s t i c  r e l e -  
vance which the L ingu is ts  might wish to put to 
profit. 

The second idea is to choose a unique and 
unambiguous internal representation for each 
character : each symbol of each processed language 
(including the special symbols such as "/", 
"%" .o.) should be represented by a unique internal 
code. This obviously has great advantages, for 
example the ease of transfer of linguistic 
applications. 

One of the basic principles underlying this 
proposal is, therefore, ~ (~zp~X:o X:h~ 
£J~V~/LOrlm£tl,t~. We wish to work directly on real 
texts, without being obliged to put them in some 
form or other prior to process them into the 
system. Manual pre-editing will be reduced to a 
minimum. 

We wish to access objects in a way which 
allows to indicate the text processing system used 
(for the definition of formats and separators), 
and the input/output device used for entering the 
text. The proposed solution calls for ~:hJc~e 
~ ,  the content and use of which we will now 
descr ibe .  

These tab les  (not necessar i l y  d i s j o i n t )  
correspond to the three Levels of form, s t ruc tu re  
and content .  The order in  which they are descr ibed 
corresponds to the advised order of  use. 
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The tab les  should be used to d r i ve  the 
so -ca l l ed  i npu t /ou tpu t  module (or conversion 
module). 

Transcription 

The transcription table allows the conversion 
of a text entered on any device whatsoever, into 
an equivalent text (in the same language). This 
table, therefore, would depend on the input/output 
device used. 

For reasons of  g e n e r a l i t y  and p o r t a b i l i t y ,  
the ISO code seems to be the best choice fo r  the 
i n t e r n a l  code. 

Each alphabet would be ident i f ied in a 
unambiguous way by a corresponding escape sequence. 
In a d d i t i o n ,  we propose : 

- to assign to each alphabet a language code ; 

- to  de f ine  two escape codes fo r  the two poss ib le  
modes of represent ing a character  : 2 bytes and 
1 byte.  

We th ink  i t  would be best to choose fo r  each 
Language a standard which respects i t s  a l p h a b e t i -  
cal o rder .  At the Level of  the i n t e r n a l  code, the 
t r a n s l i t e r a t i o n  problem does not e x i s t  as t h i s  
code is  supposed to conta in a l l  the symbols used. 

However, we propose to use f a c t o r i z a t i o n  o f  
the alphabet code only  fo r  storage and to keep 
the 2 bytes code dur ing the whole processing.  

This conversion can e a s i l y  b e ' c a r r i e d  out wi th  
the use of an "equ iva lence"  tab le  ca l l ed  
XY t~p~ :~onX~zbZE .  In genera l ,  there w i l l  be one 
tab le  fo r  each inpu t /ou tpu t  device and fo r  each 
language. 

The table would function as follows (at input 
time) : in the first column, recognition of the 
current sy~ol of the text, and transformation of 
this symbol into the corresponding element (in 
accordance with the storage mode, i.e. adding or 
not the language code), in the second column. 

This tab le  enables us to un i f y  the w r i t i n g  
conventions of  the tex t  and, in  a more general  
way, would be used f o r  a l l  ( i npu t / ou tpu t )  commu- 
n i c a t i o n  between the system and a human pa r tne r .  

In t h i s  t a b l e ,  we also i nd i ca te  the alphabe- 
t i c a l  order of  each Language. Each Language has 
i t s  own c h a r a c t e r i s t i c s  ; in  French, fo r  example, 
d i c t i o n a r i e s  are sorted according to the Let ters 
of the a lphabet ,  and then according to the 
d i a c r i t i c s .  In order to take a l l  these p o s s i b i l i -  
t i es  i n t o  account, we propose to add a ser ies of  
columns to t h i s  t r a n s c r i p t i o n  tab le  : so r t i ng  
would be car r ied  out in  severa l  phases chosen in  
advance. 

Let us assume that  French tex t  is entered on 
an Engl ish keyboard : the absence of  d i a c r i t i c s  
ob l i ge  to de f ine  t r a n s c r i p t i o n  ru les .  

The table of transcription would be as follows 
(the codes are fictitious) : 

Human Internal ALphabetic Diacr i t ic 
transcription code order order 

e 
e$1 
e$2 
u$I 

• i 
i 
i 
j 

-1 
2 
3 
2 

Formats 

We attempt to define a means of specifying 
all the characteristics necessary for the 
recognition of formats on a wide range of 
formattors and text processing systems. But we 
may assume that, independently of the formattor 
chosen, there will be a codification standard for 
texts which limits the number of possibilities 
and simplifies entry. 

In general, this stage will have three phases 
(the first phase is strictly computational, the 
next two are of a linguistic nature), each of 
which is the object of different information data, 
stored in the table of formats : 

- recognition of the format : features of formats 
must be coded in some fields of the table ; 

- initialization of associated decorations 
(properties and values), which will characterize 
it all along the linguistic processing. The 
linguist should envisage its definition and its 
use in a way which is coherent with the 
linguistic models. Freedom of choice of proper- 
ties and values to be assigned to each format 
should be Left to him. 

- transformation of the recognized format in a 
string. The interest of this string lies in the 
fact that it can serve to mark different 
formatting orders which express the same action, 
in a way which is unique. Similar formats will, 
then, be unified by one single convention which 
is defined by the linguist. The model (grammars 
and dictionaries) would not depend on a 
particular formatting system. A change of 
formattor would, therefore, not be felt at the 
level of the linguistic data. 
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For the example given above, the table would be as follows : 

Prefix 

. sp  

.US on 

.us off 

Search Zone 
C.Begin C.End 

1 1 
1 1 
1 1 

End o f  f o rma t  
Leng. Stop chr  End Line 

< 133 ; YES 
< 133 ; YES 
< 133 ; YES 

o e .  

Param 

YES 
NO 
NO 

Occurrence 
type (format) string 

PARAGRAPH 
BEG UNDERLINED underscore 
END UNDERLINED 

a g e  

Structural separators 

Once the text is in EUROTRA code and 
decomposed into formats and "non-formats", we 
identify its structure. To that end, we use a 
table of structural separators. A 6Ephor is a 
string of characters to be found either in the 
formats or in the other occurrences. It can 
correspond to a punctuation sign, a word-separator 
(not necessarily blank or space !), etc. For a 
format, it is proposed to use its characteristics, 
as given by the properties and values assigned in 
the previous table and not the string of 
characters which enabled its recognition. 

In this table, the separators should have a 
hierarchical order. Therefore, both the LEv~ of 
a separator is defined and its place in the 
hierarchy, the highest possible level being 1. 
The formats not found in the table will be taken 
by default as separators of the lowest level. 

For the example given in the first part, we 
can define the below table (the ~ represents a 
blank or a space. The transcriptions are not 
taken into account). 

The fact that certain symbols are followed by 
one or two blanks in order to distinguish their 
level, could give the impression that this is the 
result of pre-editing. But this is not the case ! 
In this example, we have only use a text which 
follows precise and strict conventions in typo- 
graphy, as is the case for a great number of real 
texts. Our proposal can also apply to the proces- 
sing of texts which have no precise conventions. 
It suffices to define the tables in an 
appropriate way. 

Format s e p a r a t o r  Leve l  

yes no 

PARAGRAPH 1 NO 
i 2 NO 
? 2 NO 
.~ 2 NO 
:~ 3 NO 

4 NO 
5 NO 

;i" 5 No 
<< 6 YES 
( 6 YES 

>> 6 NO 
) 6 NO 

BEG UNDERLI. 7 YES 
END UNDERLZ. 7 NO 

8 NO 
- 9 NO 
.~ 9 NO 

a a a  

Nesting (format) 

start yes no 

END UNDERLI. 

) 

OCCURRENCE 

DELETE TYPE(CONTENT) 

NO 
NO 
NO 
NO 
NO 
NO 
NO 
NO 
NO 
NO 
NO 
NO 
NO 
NO 
YES 
NO 
NO 

EXCLAMATION 
QUESTION 
SENTENCE 
COLON 
HYPHEN 
WORD 
WORD 
B ZNVERTED COMMAS 
B--PARENTHESES 
E--INVERTED COMMAS 
E--PARENTHESES 

m 

WORD" 
HYPHEN 
FULL STOP 

As f o r  the  f o r m a t s ,  we propose to  add t o  t h i s  
t a b l e  p r o p e r t i e s  and va lues  f o r  the  r ecogn i zed  
s e p a r a t o r s .  We shou ld  be ab le  to  d e f i n e  the  
p r o p e r t i e s  and va lues  to  be ass igned  t o  the  
s imp le  occu r rences  not  found in  the  t a b l e  and to  
i n d i c a t e  whe ther  the  s e p a r a t o r ,  once i t  i s  r e c o -  
g n i z e d ,  shou ld  be kept  o r  no t  ( b l a n k s ,  f o r  
examp le ) .  

The nex t  t r e e  i s  the  r e s u l t  o f  the a p p l i c a -  
t i o n  o f  the  t h r e e  t a b l e s  g i ven  above t o  our  
example t e x t .  Each Leaf c a r r i e s  the  p r o p e r t i e s  
and va lues  g i ven  by the  t a b l e s .  The p r o p e r t y  
OCCURRENCE c o n t a i n s  the  c h a r a c t e r  s t r i n g  i n d i c a -  
t e d .  The TYPE o f  the  nodes 2,  5 and 14 i s  
FORMAT. The t ype  o f  a l l  o t h e r  Leaves i s  CONTENT. 
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We have the choice between building up the 
tree considered, and building up a list of nodes 
each of which correspond to a Leaf of the tree. 
Maybe the linguist should be able to choose by 
means of a parameter. In the build-up of a tree, 
it would be interesting to assign the properties 
and values of the highest priority separator found 
amongs its daughters to the internal nodes. 
Node 1 would thus have the value PARAGRAPH and 
node 17 the value EXCLAMATION. 

(1) ............................. >(2) 
+-(3)-- (4) >(5) 

- -  ( 6 ) - -  ( 7 ) - -  (8) . . . . . . . .  > ( 9 )  

I I . . . . . . . .  > ( l O )  
+ -  . . . . . . .  > ( 1 1 )  

+ -  . . . . . . . . . . . .  > ( 1 2 )  
- - > ( 1 3 )  

................ >(14) 
• --- (15) ....... >(16) 

+ - - - ( 7 7 )  
--(!9) 

+ 

--(17)-(18) ......... >(19) 
+--(20) ........ >(21) 

I -->(22) 
+-- ....... >(23) 

+ .... >(24) 
--(25)--(26) --->(27) 

+--(28) ...... >(29) 
...... >(30) 
........ >(31) 

+- ....... >(32) 
+ . . . .  > ( 3 3 )  

- - ( 3 4 ) - - ( 3 5 )  - 7  . . . . . . .  > ( 3 6 )  
+--(37) .... > ( 3 8 )  

I ...... >(39) 
+ - - ( 4 0 )  . . . .  > ( 4 1 )  

I . . . .  >(42) 
+-- .... >(43) 

+ .... > ( 4 4 )  
--(45) --->(46) 

+--(47)--(48) ..... >(49) 
I + >(50) 
+----(51)--(52)-->(53) 

---->(54) 
---->(55) 
---->(56) 

+ . . . .  > ( 5 7 )  
+ > ( 5 8 )  

--(59)--(60) >(61) 
+--(62) ...... >(63) 

I .......... >(64) 
+--(65) .... >(66) 

I . . . . . .  > ( 6 7 )  
+- .... >(68) 

>(69) 
--(7o)--(71) >(72) 

[ I >(73) 
- > ( 7 4 )  

+ > ( 7 5 )  
> ( 7 6 )  

..... > ( 7 8 )  
.... >(80) 
--->(81) 

.... >(82) 
- > ( 8 3 )  

.sp 2 

.US o n  

A v a n t  

dernier 
exemple 

.us off 
<< 

OQ 
est 

il 
! 
m- 

Je 
ne 
s a i s  
pas  
. ~  

Patti 

tout 

fait 
? 

Non 
mm. 

enfin 
je 
ne 

crois 
pas 
em. 

Bon 

dit 

il 
.~ 

II 
a 

raison 
.~ 
>> 
( 

Ch 

Rochefort 
) 

CONCLUSION 

The creation of the tables will be carried 
out mainly by a computer scientist, who is 
supposed to know the hardware, the internal code, 
the formatting and the structuration conventions 
of the texts... The linguists should, however, be 
consulted for the introduction of the conventions 
they have adopted (names of properties and values, 
of types of occurrences, of strings...). The 
information of a linguistic nature is exclusively 
meant for the unification of data having different 
sources. The introduction of purely linguistic 
knowledge is left to a next module in the 
translation process. 

The result of the conversion could be 
submitted to human revision. This depends on the 
power of the mechanism using the tables, and on 
the content of the tables. 

The problem of automatic recognition of 
formulas and plates in general has not been 
treated. Its solution depends on the text 
processing system which is chosen and its level 
of difficulty is highly variables. 

The advantages of this solutions are : 

- the independ nce with particular peripheral 
device and text processor ; 

• - the flexibility of the representation ; 

- the general applicability : the EUROTRA machine 
can be used for processings other than 
translation. 
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