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drawing it on the graphics unit with the ght pen or by entering a
list of time and pitch coordinates on the teletype to a subroutine that
interpolates linearly between them. Of course, the sentence can also
be synthesized using the natural pitch contour retrieved from the
original analysis data.

After saving several syntehsized senténces, one can listen to
a 1list of sentences with any di sired pause between them using a multiple
listening progrdm called MULTIL. MULTIL can receive its control input
from either the teletype or from a data file. This option allowed us to
create a control file with the regular editing facilities of the
operating system and then instruct MULTIL to read it, creating the

evaluation test tape in one continuous recording session without any

tipe splicing.
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APPENDIX D

MORE DETAILS ON THE EVALUATION

This appendix contains the following information:

An edited version of the evaluation response form givenm to the
subjects and thenfour tables showing all responses. Note that
the parts of the response form are numbered YA, IB, ITA and
IIB. This edited response form shows which versions were used
throughout the test but does not contain certain unnecessary
detalls present in the actual response form used. Each version
is identified by a code consisting of a number (1-8), a letlter

(a-e), a letter (N, R, M or H) and possibly another number (1-4).

The first two characters identify the sentence and reading

as follows:

(1

(2)

a. John drove to the store.

b. John drove to the store.

c. John drove to the store.
d. John drove to the store.

e. John drove to the store?

a. Did John or Mary come? (falling at end)

b. Did John or Mary come? (rising at end).
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(3) a. The boys who study get good grades.
b. The boys who study get good grades.

c. The hoys who study get good grades.

(4) a. They are eating apples.

b. They are eating apples.

\~) a. I have omne.

b., I. have one.
(6) a. John, Joe ahd Fred buy rice.
(7) a. The cat that the dog chased got away.

(8) a. John buys rice.
b. John buys rice.
c. John buys rice.
d. John buys rice.

e. John buys rite?

The next character ldentifies the naturé of the pitch contour as follows:

N = Natural
R = Rule (generated by rule,.
M = Monotone (constant fundamental frequency)

H = Hapnd (manually specified)

If a number follows the H it indlcates which hand made contour was used.
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RESPONSE FORM

Date

Name Age Sex

Occupation

I. NATURALNESS OF INTONATION

A. Below are two lists of the same 34 sentences. You will
hear the first list with a % second pause after each sentence. Just
listen and don't write anything. Then 10 secqnds later, you will hear
the second list with a 3 second pause after each sentence. This time,
during the pauses, rate each sentence by writing down a number after.
it. The rating scale is 1 to S. Remember that the evaluation criterion
is intonation only.

So please do not let your judgements be influenced by crackles or pops
or hisses.
A rating of 1 means the intonation sounded mechanical or ummatural, for
example, monotone or the way computers talk in cartoons. A rating of
5 means the intonation sounded natural, that is, you can imagine the
sentence was produced by a human spedker speaking carefully. Please
try to distribute your scores over the entire range from 1 to 5.

Before you begin, please read over the entire test to become

familiar with it, because you will have only a few seconds to respond
to each question.

The test will last 17 minutes.

(The following four pages are an edited, abbreviated form of the rest
of the response sheets. 7The codes in parentheses were not on the
actual response sheets. By consulting the key on the previous pages of

this appendix, the reader can determine from the codes which version

was used for each question.)



1. I have one.

2. The cat thdat the dog chased

3. Did John or Mary come?

33. The cat that the dog chased

34.

SECOND TIME THROUGH:

etc.

1. I have one.

2. The cat that the

3. Did

4 (2bN)
10(5bN)
16(6aN)
22(1laR)
28 (5bN)

34,

1 B.

John

John or Mary

5 (3bR)
1T (3bR)
17 (2aR)
23(3bH2)

29(6aR)

drove to

Pair Number

1. Did John or Mary come?.

2. wvid John or Mary come?.

John drove to the store.

6 (3bH2)

12(1aR)
18 (7aR)
24 (1aN)

30(3bN)

the store

Rate each

dog chased

come?.

*» - - -

sentence

got away.

got away.

- -

got away.

. - -

The rest of part IA will be shown in
abbreviated form.

7 (7aB4) 8(laM)

13(3bN)
19(2bM)
25(1aM)

31(2bM)

-

14 (7aN)
20(7aN)
26 (2aR)

32(2bR)

61

(1)Mechanical to
(5)Natural

(5bR)

(7aR)

9 (5bR)
15(2bN)
21 (6aR)

27 (6aN)

(2bR)

33(7aH4)

l1st sounded
more natural

(1aN)

2nd more

natural
v v
(2aN) (2aR)
(2aHl) (2aH2)




3. Did John or Mary come?.

Questions 4-~12 deal with

sentence 2a using various
pitch contours.

4 (H2,N)

9 (R,H2)

Questions 13-24 deal with

5 (H2,R)

10(H1,R)

6 (H2,R)

11 (H1,N)

sentence 7a using various
piteh contours.

13(R,N) 14 (H1,N)

18 (R,H1) 19(H4,R)

23 (H1,H4) 24(N,R)

IT A.

1. John buys rice
a. John buys
b. John buys
c. John buys
d. John buys
e. John buys

2. Did John or Mary come

15(H1,R)

20(H4,HY1)

(8dR)

rice

rice.

rice.

rice.

rice?

(2aN)

Did John or Mary come?

Did John or Mary come?

The rest of part IIA will
in abbreviated form.

a.

b.
1 (8dR)
6 (4aR)
11 (2bN)
16 (2aR)

2 (2aN)
7 (3BbR)
12 (2aN)

17 (5bR)

3

8

13

18

(1bR)
(1bR)
(5aR)

(3¢N)

14

19

.

7 (R,H1)

12(R,N)

16 (R,H4)

21 (H4,N)

be shown

(2bN)
(1aR)
(1aR)

(8dR)

10

15

20
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(2aR) (2aN)

8 (N,H2)

17 (N,H4)

22(R,N)

(2bR)
(5aN)
(4bBN}

(3bR)
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26

31

36

41

46

IT

(2bR)
(3aR)
(3bN)
(5bR)
(4bBR)

(1aN)

B.

22

27

32

37

42

47

(5bN)
(8eR)
(4aN)
(5bN)
(2aR)

(3cR)

23
28
33
38
43

48

(4aR)
(8eN)
(8eR)
(1cR)
(4bN)

(5aN)

24

29

34

39

44

They are eating apples (4aR)!

(3bN)
(3aR)
(3cR)
(5aR)

(4bR)

25
30
35
40

45

(laN)
(4aN)
(3cN)
(8eN)

(1lcR)

a. They are in the process of eating apples.

b. These apples are a variety good for eating as

opposed to baking.

They boys who study get good grades (3bN)

a. Neutral

b. But the
C. But the

Did John or

a. Somebody came.

Mary come (2aR)

Was it John or was it Marw?

b. Several people came.

or Mary?

John drove to the store (1bR)

a. In
b. In
C. In
d. In

e. To

response
respqQnse
response

respomnse

ask for verification of what was said.

to:

to:

to:

to:

"What happened?"

"Who drove to the store?"

boys who play around get bad grades.

girls who study don't get good grades.

Did the group include John
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"How did John get to the store?"

"Where did John drive?"
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T have one (5bN)
a. But you have three.
b. But you don't.

John drove to the store (1lcR)

a. In response to: "What happened?"

b. In response tqg< "Who drove to the store?”

c. In response to: "How did John get to the store?"
d. In response to: "Where did John drive?"

e. To ask for verification of what was said.

Did John or Mary come (2bN)

a. Somebody came. Was it John or was it Mary?

. Several people came. Did the group iuclude John
or Mary?

They are eating apples (4DbN)

a. They are in the process of eating apples.

b. These apples are a variety good for eagting as
opposed to baking.

The boys who study get good grades. (3cR)

a. Neutral

b. But the boys who play around get bad grades.

c. But the girls who study don't get good grades.

I have one (5aR)

a. But you have three.

b. But you don't.
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Table D-1

9 10 11 12 13 14~15 16 17

8

Q#

NNANMHANNd AT TOTNOOHNTHIHNNNANONNT AN
MM T IAN.E M NN TN N MM N INS N nnn;nannin
NAANTNNTHNNANIITNITNTIONHTOTONAINITORNEOON
N FTNANRTATIINATNNAHINT AN TIETITITAHNITNT N AOT N
M TN TAIINONITTONINOHNITNITNHOIINITOANITN
3,4A432n431;4:J19L3q74?:331;4q34cg41L3,45q34q44.44
MTF T FNAARNINTINOONTETHINTNNHINO TN AN
NI NTOANANHINNIITNTNTI LI ANOTONAMINNT I NN
MNANMMIANNITIIINNNNNFATNONNHNNINNINSHNSSWN
NNNMNTAITHNINTIOVNONNNNMAISIANSTOANOMNANN S ONn
MINTNNRINITIHININININTITONTIO AN ITNMONAHNNNSTOATON
G TA TN HANMNITIINITNINITHNININVNNAITNINITIINHININS
G ITNTITITITALTTIITINNONINITANNHTOTANIFINONNT TN
TN NT TN HINANNNONLIITIHANAHONITANAMNMAN AN
NMINFTAMMNINNINITITITNINNANNHNANTNITHNANNI I HOOA
Nt FTNTITNHTINMINNATOONALTOONTANTINAN ST
NT TN NINHINNNINININNININT AN NINININAITNINIT N T TN
<
(42

HNMNATINONOND A NMT 2
— 3

NOVONONO ANMNMET N O~ oo
o e B Mo NN NN NN NN N oM

The responses for part IA.

Each row gives the response

A zero

response means the subject left that question blank.

of subject 1 through 17 to a particular question.
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9 10 11 12 13 14 15 16 17

Table D-2
8

Qi

Q o
HANNHHMAAMMNSNSNNNNNNMAAAASNNSNA KRy .
TN o ~
) )
HANNHMAMAANNNNNSNNNANANNNN 0 # o0
0w 4 «
O e~ o
HrHNHMNRNANNNNANNNANNN AN A o R
U B}
o b
HONNHHHHHANNNNNNAHNNNANNNN A u g )
U o o
o U
HAaNNMmMMHMASNNNNNANANNANNN - O o
Mo Iy o}
=
NNANMHmMNANHNNNNNHNHNNS AN A sm ™
|
v o
n421L11L21110¢20420410429L11;1q42042 Ko .t
P! o -
¢ -
HNNHMMHNNNNNNNNHNAAANNNA w o D
£ o o g
o B = O
HEaNNNMFHAMAARSaaSNSNNANAASN A A ) ﬂ
g o
~ v b5
NANHmMeANR"NaNNNNSNNNAAANNNNNA s =c v 5
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log X e
HNNHHMHMNNNNNNNNAHAANNNNN “ . 8
o-l A L4
o Iw ]
HENNMHHGNMMNNNNNMARNANNHAHNHANNNAN - o It m
oo v § o}
HeHNNNHNANANASNNHNNNANHNNNHA b H oo (=8
o W o 0 0
oo a3 ]
MNNHANNANNNNAAMNNNA AN A o
SIS rEI|""
o & -
HAaNNHHMHHRaNNSAaANNNANAAAASN N A w O W Hes === R
sm R R
NaNHHNHRNNNNNNANANNNNFAANN U — o E R RAERA
‘ n o O B R B
o g UoouUouw
HANHMMAMRAMHNENNNT™NNNHMANNNNN ™ o W o E B EHEEH
o o
0 M Snnnnnn
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9 10 11 12 13 14 15 16 17

Table D-3
8

Qi

412221224121122123/421212215511215132231521223131
413111223121112223122212115511215132231521223211

1412211221121112123422212115511215131231521213111

412221221121112223&.22212212001215332231521203231

1412221._22112111222342221211551-12123322314.21223231
14122113411,211311231111.._12135512215131231211211221

1412221221111112123122211115511215232231521223131

1412221221121112223422212215511215132231521223211
4122212211211121234222121155112151322315.21223131

4122002221.._21112123422211215511215332231521223231

412211222121112223422212215521215332231522213211

1412211221121112123422212215511215332231521213131
112211211121212223112212113211011332231412223211
I412221221,121112123422212215511213131231521223231
/q12211121121112123&.22212215411215231231511213231
1412211221121112123422212115521215132231521213111

412211221121112123122212115511215132231522223231

HNNONTNONDODOROHNMITIND COOHMNMNMINONOAOHNNITINONDOOHANMT N0
o B M e B e B MHEANNNNNNNNNNOONNMNMOMNOMNNT T T s T T T
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Table D-—-4

9 10 11 12 13 14 15 16 17

8

Q#

NN

NN

- N N

NN

= N~ N

N N

— N~ N

NN

NN

—~ N~ N

— NN

~ NN N

NN

- NN N

— N N

—~ ooy N

NN

- NI

MM NNM

NN NANMm -

N NN~

N NN

N NN~

N NAHN

N NN

NN NN

N NN

NN A

NMMANNM -

N NN

NITNNHA

N NN

NN~

(Same format as Table D-3.)

Responses for part IIB.
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JUNCTION THEORY AS A BASE
FOR

DYNAMIC PHONOLOGICAL REPRESENTATION

Orientation

MacNeilage has pointed up the difficulty of mediating between abstract
unitary phonological representations and the continuous nature of the
dynamic speech chain, suggesting that unitary phonological representations
are analogous to a sequence of eggs conveyed to the wringer of a washing
machine, while the scrambled mess that emerges from the wringer is what
must actually be dealt with by those engaged in computer analysis and
synthesis of voice.1 The question, as he states it, is:

Given that there is a discrete linguistic input to the

mechanism of speech production at some state, and given

that the mechanism that transmits this input is incapable

of discrete units of output, what is the nature of the

transforma&ion, at the peripheral stage, of one form to
the other.

Lieberman likewise notes a relative neglect of the phonetic level of
speech, conclueding that a quantitative and explicit phonetic theory has
yet to be developed, and suggesting that a successful attempt to ‘construct
such a theory should be structured in terms of the apatoms z, physiologic,
and neural mechanisms of speech production and perception.

Onn, similarly motivated by the notion that speech ought to be

described in the context of the organic mechanisms responsible for it,
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suggests, that:

It may be argued that an abstract representation may be

regarded as instructions for particular types of behavior

of the speech-generating mechanism. When these instructions

are carried out, the various reactions occurring between
d}fferent physiological structures will yield a quasi-
continuous gesture in which the discrete instructions initiating
the gesture are no longer always observable as distinct
compouents. Finally, the exeaution of these instructions
produces the acoustic signal.

The purpose of the present paper is to outline briefly a new systenm
of phonological description currently being used as a basis for voice
synthesis at BYU which attempts to satisfy the criteria suggested by
MacNeilage, Lieberman, and Onn referenced above. The descriptive system
in question is based on the Junction Grammar Model of language developed by
myself and my colleagues over the past eight years.5 It is a model

specifically structured in terms of speech-related organs, either as they

are known o: hypothesized.

An Overview of the Junction Grammar Model

A fundamental tenet of junction theory is that linguistic description
must involve not simply multiple stages of derivation, but multiple types
of data and data processing required to simulate the functions of different
body organs. (See Figure 1.) Thus, the semantic components of the grammar
are designed to process data structured for specific semantic tracts, as it
were; the articulatory component is designed to process data structured for
the vocal tract, the audio component is designed to process data stfuctured
for the auditory tract, and so on. Of course, such a model requires distinct

rule systems and procedures to operate on the different data types in the

various tracts.
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SEMANTIC DATA

OPTICAL W

DATA
.

ARTIC
ULATORY
DATA

)

AUDIO
(ACOUSTIC)
DATA

.

Figure 1.
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A further tenet of junction theory is that data types may not be
intermingled, To dq so would, for example, be tantamount to feeding
instructions for both the heart and diaphragm to the diaphragm. Of
course, semantic instructions could not be executed by a voecal tract,
nor could articulatory instructions be executed by a semantic tract. This

means, in effect, that a "deep structure" is not transférmed (in the usual

sense of the word) into a surface structure, but rather that semantic data
must be used to stimulate articulatory instructions, orthogrdaphic instructions,
motor instructions required to produce gestures, to make one blush, etc.
Thus, in JG semantic representations there are no lexical items, since
these are considered to be articulatory instructions. Similarly, there

is no semantic informdtion in phonological representations, since these are
a different data type. The various data types are considered to be symbol-
izations of each other, not transtorms or derivations of each other. Data
stimulation between the various tracts or components of the system is
accomplished by context sensitive coding/decoding procedures, which are
intended to simulate the neural interfaces which coordinate the function
'0of body organs invelved in speech production.

Junction Grammar takes its name from Junction Rules (J-rules). (See
Figure 2.) J-rules structure data to be processed by the various components
of the grammar. The essential ingredients of every. J-rule are two or more
operands, an operation specifying huw the operands are tu be joined, and
a labelling operation which assigns a category to the operands taken as
a unit. Thus, in junction grammar not only do rules for conjunction require

an operation symbol (vis. the phrase structure rule S—>8 & S). but all J-rules,

regardless of their specialization.



junction operation

\

X (]
/ﬂ
primary
operand
JUNCTION
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labelling operation

4

Y

secondary
operand

FORMULA WITH LABELLED PARTS

Figure 2.

L.

s.\\cat:o:-:gox:y of the
resultant
constituent
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A schematic of the model in its present form is given in Figure 3.
Basic semantic data is presumed to reside in the form of an information net.
Drawing upon information in the net, J-rules organlze and structure information
pragmatically, i.e. for use in specific utterances in specific discourse
environments. Fillmore's arguments for semantic case relate specifically
to the need to distinguish between basic semantic relations and pragmatically
motivated grammatical relations, The semantic junction trees (J-trees)
generated by J-rules then serve ag the basis for coding up articulatory
instructions, instructions to the arm and hand for writing, or motor
instructions of sundry types necessary to produce body language.

Incoming information, on the other hand, is decoded to obtain the
pragmatic J-tree which stimulated it, and then each junction in the tree
is executed by a semantic processor, resultirg in additions to or changes
in the information net.

Junction trees occur in both semantic and articulatory data. However,
the gperands and operations are of a totally different nature from type to
type, since in the semantic component they constitute complexes of instructions
to be executed by the semantic processor, while in the articulatory component
they constitute complexes of instructions to be executed by the vocal tract.
The operands of semantic trees are sememes, i.e. units which define locations
and states in the information net; the operands of articulation trees are
articulemes, i.e. units which relate to locations and states of the vocal tract.
Figures 4 and 5 are the semantic and articulation trees, respectively, for the

utterance [Hwayﬁa iyt]. Notice, specifically, that while Why did you are not

immediate semantic constituents, they are immediate drticulatory constituents:
The point again, of course, is that while articulatory structure and semantic

structure are symbolically related, they are not the same and shduld not be

confused or intermingled.
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Semantic tree for Why did you eat?

sV v
/#\v SA
d
v N SA/.*.\A
BV, % BV 5
did

/Sv\
K
d
N
yo

PV .*x PV it ///Eﬁ;\\\
PA * PA
¢ d
A -+ N Ad +
/\ ¢ Why'?
\' * A
¢d eat

Words represent sememas., There is no lexical data in

semantic trees.

Figure 4.
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Articulation tree for [ Hwayza iyt ]

7N

////’E\\\\\\
H * V3 V3 H K V3
Bu ////\\\\\\ ////A\\\\\\ ///n‘"‘“-~‘~‘\‘
(stressed) Vo + //ﬁ\\\J//Q\\ 4 V2 V2 + G
+ V1 G * C * (C Vi + C + V1 G * C
R,
/C\cay d S S

C

$ i y t
C
H w

Segmentals and suprasegmentals represent
articulatory units. There is no semantic
data in A-trees.

Figuyre 5.
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Basic Junction Types

Junction theory posits three basic junction operations and numerous
subtypes depending upon the data tvpe being described.

(1) Adjunction results in the formation of certain nuclear units

which serve as a skeleton to which other elements may attach. In semantic
trees, predicates and predications are formed via adjunction. In articu-

lation trees, semi-syllables and syllables are formed via adjunction.

(2) Subjunction results in overlapping constituents of contrasting
rank, i.e. where one is in some sense subordinate to the other. In semantic
trees, modifiers in all their variety are subjoined. In articulation trees,
clustered consonants are subjoined, as well as adjacent syllables having
different degrees of stress. Segmental structures are also subjoined to
prosodic constituents to account for the supra-segmental aspects of

articulation.

(3" Conjunctipn results in the formation of compounds consisting

of units of the same category and rank. In semantic trees, compounds
based on and, or, and but are formed via conjunction. In A-trees, con-
junctjon yields evenly spaced non—overlapping units having the same degree
of stress.

Now, in the context of this rather general introduction to the subject,

let us consider dynamic phonological representations corresponding to the

articulatory structure of syllables, words, and phrases.

The Syllable

The ipmtuitive articulatory unit of which words consist is the syllable,
which 1s in turn composed of phonemes. Generally speaking, syllables have
as thelr nuclear component a continuous phoneme with vocalic properties.

This nuclear phoneme may be delimited both initially and finally by a



80

phoneme having consonantal properties. Hence, we observe syllables of the
following string types:
D = delimiter; W =mucleus; @ is null

DWD

DWW

@wD

pwe
If, however, we invoke the concept of a null delimiter $§, then these four
syllable patterns can be reduced to a single type, DWD, where D may be
either null or non-null. The use of the null delimiter $ is actually more

than a simplifying assumption, since in many cases non-null segmentals

replace $ in the articulation stream either as full geminates or partials

of neighboring delimiters.

Articulatory Adjunction

As noted above, junction theory attributes to adjunction those kernel
configurations upon which all else is built up. Since syllables are the
intuitive units from which words and phrases are formed, we attribute them
to adjunction.

There are two basic syllable types, corresponding to whether the

syllabic nucleus is joined to the initial or final delimiter. The two

cases are i1llustrated in Figure 6.

(A) 3 (B) 3
W2 + D D + /2\
1/+\ w Wl + D
NUCLEAR-INITIAL SYLLABLE NUCLEAR-FINAL SYLLABLE

Figure 6. Two basic syllable types.
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Recent research provides useful criteria for deciding when to use each
type. Bell-Berti and Harris report that:
The effects of the terminal consonant on the midpoint of the
stressed vowel are not as large as those of the initial con-

sonant. In other words, the carryover effect of the first

consonant on the stregsed vowel 1s larger than the anticipatory
effect on the second.

For the purposes of this discussion, let us assume that stressed
syllables and syllables with strong vowels are nuclear-initial and that
other syllables are nuclear~final. It is possible, of course, to formulate
junction rules which are not binary, so that a third syllable type whose
nucleus was equally joined to both initial ahd final delimiters could be
used. We avoid this formal complication, however, until forced to intro-
duce 1t by empirical considerations.

Notice that the use of structure to represent syllables makes it
unnecessary to use a feature such as [tsyllabic]. In comparing the use of
this feature to that of the structural notation proposed, we note that each
appears to make distinct claims about the notion syllable. Specifically, the
feature asserts that a vowel is syllabic, whereas the tree claims that

specific sequences of segmentals constitute syllables whose nuclear element

is a particular segment.

Node Labels

Turning now to the matter of node labels, we observe that in practice
it is desirable to further subcategorize D and W in terms of more specific
articulation classes. We therefore define D to include obstruent consonants

(C), liquids (L), glides (G), and null ($). For W, vowels (V) and liquids (L)
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are indicated, and perhaps in some cases even continuant obstruents, assuming
that expressions such as vocative "pssst" are to be analyzed as syllables
also. We note parenthetically that glides (G) are suspect, since they appear

to be functional variants of vowels, i.e, vowels functioning delimitively.

This, however, is not a problem, since the use of J-rules to represent
articulatory structures makes it just as feasible to consonantalize a vowel
by rule as it is in the semantic component to nominalize a verb by rule.
In short, the %e of junction trees to represent articulatory structure
brings a great deal of descriptive power to bear, should we need it.

Thus we supplant D and W with more descriptively specific node labels

and append to them some element of their respective vocabularies as terminal

units, as illustrated by Figure 7.

D = {c, L, G, 3}
W {v, L}

V3

N\

+
w2 2 ———>cat

+ Vi

= O
B

Figure 7.

The significance of V2 and V3 as non-terminal labels is that of
semi-syllable and syllable, respectively. Bear in mind that the operation
symbols appearing between operands are representative of the articulatory
junctions (transitions) between them. Hence non-terminal nodes symbolize

articulatory sequences consisting of the phonemes they dominate plus the
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transitions necessary to account for continuous movement from one distinctive
vocal tract state to the next. This signifies, in effect, that glven a
junction instruction of the form X ° Y = Z, there exists a transition

T = °(X,Y), such that iﬂ§ﬁ§ is a continuous articulatory sequence Z con-
sisting of the distinctive units X and Y mediated by transitional T. This
aspect of the formulation is advanced as an attempt to satisfy the need for
phonological notation potentially capable of explicating both the discrete
segmental elements of which the speech chain is composed, and the co-
articulatory transitions which connect them in live speech. The practical
effect: of the formulation is that one's attention is drawn not to a yelatively
limited set of radical phonological changes, but to the co-articulatory
effect of every junction on its operands, regardless of its subtlety. This

is important if high quality synthetic speech is to be achieved.

Delimiting Clusters

Both initial and final syllable delimiters frequently consist of
clusters of segments rather than discrete segments. An analysis of such
clusters shows that notable assimilative forces are involved. We view
this as a form of articulatory subordination, and, consequently, use
subjunction as the basic junction type for treating such clusters. The
fact that articulation trees are capable of showing a variety of compositional
arrangements makes it possible to give whatever internal structure for
such clusters as seems to be operative. Thus for strand, where tr seem to

be more closely associated than st, this can be explicitly represented.

(See Figure 8.)
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Articulation tree for strand

V2 + L

AN
ANF

C
8 ////\\\\
C * C
o r
Figure 8.

Multi-syllable Words

Let us now consider how multi-syllable words may be given in the form
of articulation trees. The procedure, briefly, is as follows, using

Bambi and Donna as the words to be diagrammed:

(1) The syllables are identified. BAM-BI [baem - bi]
DON~-NA [da - na)

(2) The syllables are diagrammed using the approprdate adjunction type.

aN A
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(3) An interjunction is constructed using syllable-final and syllable-

initial constituents. (The label node is given as C since b seems
to exert assimilative force over m.)

/C\
L * C
m b

(4) The label node of the subjunction attaches to the more heavily-
stressed syllable.

V3

V2 +
/////\\\\\ N
C + V1 * C
B a m b

(5) The initial delimiter of the more weakly-stressed syllable becomes the
intersect node.

Banbi Donna

Subordinate
Main Syllab%s)>
Syllable —> V3 3

vz/+\c NZ/Z-\S v2/+\ L \Y% Subordinate
SN N AN /%Syllable
C + VI L * + Vi + V1 § =% + 2
b ae m b i

V3 * Main Syllable

C

d a n ,/)L\\\
Vi + §
o

An interesting result of the not.tion is that stress is no longer

a property of vowels, but of entire syllables, i.e. the delimiters and the

vowel, TFurther, stress reflects a relation between constituents, so that

no features expressing stress values are pecessary.



86

Phrases

Phrases are diagrammed by iIntroducing prosodic constituents (H) to
which word-trees are subordinated. (Refer to Figure 5.) The ranking syllable,
i.e. the one receiving primary stress, joins to the prosodic constituent,

The notation is intended to reflect the simultaneous execution cf segmental
and supra-segmental units during the articulatory process, in a way com-
parable to the multitudinous internal manipulations of an engine as one

turns a crank. The crank of the articulatory apparatus is the diaphragm

and other musculature which provide energy and assume other symbol cally
significant states at certain intervals during the executioh of the sesmentals.
Prosodic constituents result in the specific intonational contours we hear
superimposed over syllables, words, and phrases.

While both segmental and supra-segmental constituents are coded in
the context of semantic data, we emphasize again that A-trees contain only
articulatory data. Thus, 1f A-trees are compared to the customary
representations of generative phonology, as typified by those given by
Chomsky and Halle9 (compare Figures 5 and 9), it will be noted that the
syntacto-semantic superstructure of the regular trees are replaced by an
articulatory ssperstructure in the A-trees, The rationale for this
departure from standard practice is mot only motivated by the requirement
impesed by the theory (that data types not be intermingled), but also by
the observation that the regular trees tend to neglect prosodic articulatory
phenomena. When information relating to these phenomena is incorporated irto
articulation trees, it replaces the usual supérstructure of S's, NP‘s,
and other similar lables in a natural way. The prosodic constituents thus
introduced are comparable in their function to the intonation contours

associated by rule with segmental sequences in the system proposed by Lehen.10
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Figure 9.
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unctional Versus Categorial Information

The proposed system of phonological description makes possible am
Interesting hypothesis regarding many of the features used in current
jescriptions. Specifically, if A-trees are in some sense a reflection of
actual articulatory processes, then phonological representations which do
not use trees will consist of an intermixture of functional and categorial
lables (features). For example, 1f trees are used to represent the relations
between subject, verb, and object, it is not necessary to label the subject
as such or the object as such, since structural relations make these notions
explicit. If trees were not used to represent sentence structure, however,
functional labels would have tp be used.

Similarly, it follows that if trees are an appropriate medium for
phonological description, but have not been used, then functional and
categorial information are intetrmingled in current descriptions, If this is
true, then it should be possible to abstract functional information away
(and consequently not write it in feature form) by elaborating A-tree
notation,

While the proposed system is still in its infancy, so to speak, some
interesting initial observations in this regard can be made at this time.
First, major category features become node labels in a natural way, thus
suggesting why the formal il}lusion exists that a change, for example, of
[+cons] = [-cons] is equal in magnitude to a change of [+voice]~> [-voice]
Second, [tsyllabic] ([tconsonantal] and [tvocalic] are also used in some
systems) are functional labels and need not be written if syllables are
given as tree structures. Third, stress at the segmental level and un-

marked pitch at the prosodic level become implicit in structure in terms



89

of the rank of operands in articulak¥ory subjunction and need not be
specified by feature, While it is beyond the scopé of this paper to
elaborate this point further, it is without doubt the most interesting

and provocative consequence of the research to date.
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