








































































































6.3 PRODUCTION IBTHOD 

6.3.1 RESPONDING TO INPUT NOT UNDERSTOOD 

When the  input is not understood o r  no answer has been found i n  memory, 

enough information should be returned s o  t h a t  the  person knows why he d id  

not  receive the expected response. The procedure t h a t  is used to  de tec t  

tha t  s i t u a t i o n  and produce a response current ly  worm as follows: 

1. I f  input was not parsed, respond with "1 DON'T UNDERSTAND 
THAT." Then p r i n t  a l l  undefined words i n  the form: I DON'T 
KNOW IdliAT word1 (OR trord2 OR w r d 3  . . . ) IIISANS . " For example, 
the input "DOES BRANDT RIDE A BICYCLE?" would generate the  
response "I DON'T UUDERSTAND THAT. I DON'T KNOW WHAT RIDE OR 
BICYCLE I W J S  ." 
2. I f  the  input i s  parsed, but there  was a poor, o r  no, memory 
match, then check the  'GENERIC node f o r  the  ACT to  s e e  i f  we 
respond with "YES", "EIO", "I DON'T KNOW" o r  some "canned" 
response. What is searched f o r  is an a t t r i b u t e  which is some- 
times present i n  ACT nodes and i s  t h e  answer t o  be given when 
no match i s  found with kCMORY. An example is the. ACT "KNOW". 
I f  the  program i s  asked "DO YOU KNOW x?" and x is not  i n  
MEtlORY, then the response w i l l  be "NO." r a the r  than "I DON'T 
KNOW. 

I f  the input  is parsed and the re  is a good memory match then the  

following s t e p s  w i l t  be executed. 

3. Check the  OBJECT. I f  the re  i s n o n e  and one i s ' r e q u i r e d  
by this  ACT then, i f  the re  a r e  undefined words, p r i n t  
"I DON'T UNDERSTAND THAT." plus t h e  undefined words. I f  
the re  a re  no undefined words, p r i n t  "I DON'T UNDERSTAND YOUR 
USE OF act." Subs t i tu te  the  current  ACT i n  the  output f o r  
"act" . 
4. Check the  ACTUK. If i t  is not  d i r e c t l y  r e la ted  t o  the  in- 
put ACTOR but is a member of the  same s e t  Ci.e., ~ r :  was 
se lec ted  during the  memory search for  producing a c t o r s  a s  
given i n  sect ion 5.2.3), p r i n t  "I DON'T KNOW." Iiowever, i n  
t h i s  case, do not terminate the output production here. Pass 
the  good memory match s t r u c t u r e  involving t h i s  a c t o r  on t o  
the  next procedure t o  be used t o  produce more output,  As an 
example, the  inpu t  "DOES BILL IIAVE A BOOR?" would generate 
the  response "I DON'T KNOW. BRAlJllT U S  A RED BOOK." 

5. Check the  ACT. I f  i t  does not  match, p r i n t  "I DON'T KNOW." 
p l u s  the undefined words, f f any. 



6.3.2 DETERMINING MODE OF RESPONSE 

The answer t o  a DO-question h a s  an o p t i o n a l  i n t e r j e c t i o n  o f  YES o r  

NO which precedes t h e  answer and is determined a s  follows: 

1. S e t  t h e  mode t o  YES un less  t h e  MEMORY ACTOR i s  a subse t  
of t h e  inpu t  ACTOR. I n  t h a t  case ,  t h e  response slrould not  
have e i t h e r  YES o r  'NO. This w i l l  occur when s p e c i f i c  d a t a  
a r e  being used t o  answer a ques t ion  of a genera l  nature .  
For example, the  inpu t  "DO PEOPLE OWN TlIIIJGS?" would be 
answered by "RRANDT OlnqS A RED BOOK." The YES is omitted 
s i n c e  tilc ques t ion  I ~ a s  not  been answered i n  genera l .  Do 
not  cont inue examination of  the  match f o r  c o n t r a d i c t i o n  
when t h i s  occurs.  

2. Search t h e  memory match s t r u c t u r e  looking f o r  contra-  
d i c t o r y  d a t a  t h a t  would change t h e  mode from YES t o  NO. I f  
t h c  inpu t  ACT matched an antonym, s e t  t h e  mode t o  NO. 

3. Check t h e  f i r s t  l e v e l  modi f i e r s  o f  t h e  ACT. Look f o r  
c o n t r a d i c t i o n ,  i .e.,  modi f i e r s  from t h e  same s e t  t h a t  a r e  
mutually exclus ive .  I f  any a r e  found, r e v e r s e  t h e  s e t t i n g  
of t h e  mode. For example, t h e  inpu t  "DID LIRANDT PLAY OUTSIDE?" 
which would match t h e  MEMORY node, {'BRANDT PLAYED INSIDE." 
would have a nega t ive  mode since INSIDE and OUTSIDE a r e  
mutually exclus ive .  

4. Check t h e  OBJECT f o r  c o n f l i c t i n g  modif iers .  Also change 
mode i f  t h e  OBJECT is  no t  d i r e c t l y  r e l a t e d  t o  t h e  inpu t  
OBJECT bu t  is an element from t h e  same s e t  as t h e  input  
OBJECT. Th i s  w i l l  be t h e  c a s e  when matching o b j e c t s  such as 
GFEEN I300K wi th  YELLOW BOOK o r  OLD BOOK wi th  NEW BOOK. 

5. F i n a l l y  check a l l  s i n g l e  word modi f i e r s  of t h e  ACT t h a t  
were p resen t  only i n  the  inpu t  or IMblORY looking f o r  nega t ive  
modif iers .  These would be  words l i k e  NOT, NEVER, e t c .  

6.3.3 PRODUCING A NORMAL NiSWER 

A t  t h e  top l e v e l  i n  t h i s  procedure is  t h e  d e c i s i o n  of how much 

of t h e  answer t o  p r i n t .  The r u l e s  used are :  a)  i f  t h e  answer is an 

e x a c t  match of t h e  i n p u t  wi th  r e s p e c t  t o  t h e  three .  major components, 

don' t  p r i n t  anything except f o r  t h e  YES o r  NO, b) i f  t h e  answer is  an- 

exact match except  f o r  t h e  OBJECT, then p r i n t  only  the ~ B J E C T  o r  C) i.f 

t h e  ACTOR o r  ACT does n o t  match, then p r i n t  the- whole MEMORY node given 

by t h e  memory match s t r u c t u r e .  



The list elements r e p r e s e n t i n g  t h e  output  t o  be p r i n t e d  f o r  t h e  

ACTOR o r  OBJECT a r e  generated by t h e  fol lowing procedure. 

1. Add t h e m n e r i c  node f o r  t h e  ACTOR (OBJECT) t o  t h e  end 
of t h e  ou tpu t  production list. S e t  i ts  func t ion  type t o  
SUBJECT (OBJECT). 

2. Put  t h e  modif iers  i n t o  tlie l i s t  inunediately i n  f r o n t  o f  
tile ADTOR (OBJECT). Use only  modi f i e r s  t h a t  were presen t  i n  
the'blEMORY node o r  t h a t  rnatched between MEMORY and inpu t .  
These modif iers  a r e  conta ined i n  t h e  l i n k e d  l i s t  a t t ached  t o  
the  memory match structure f o r  t h e  ACTOR (OBJECT). 

3. Put an a r t i c l e  b e f o r e  t h e  modi f i e r s ,  i f  required.  

4 .  Add p r e p o s i t i o n a l  modif icat ion o f  t h e  ACTOR (OBJECT) a t  
t h e  end of t h e  list. Thi$ i s  accomplished by adding t h e  
p repos i t ion  followed by t h e  p r e p o s i t i o n a l  ob jec t .  Then t h e  
modif icat ion on t h e  p r e p p s i t i o n a l  o b j e c t  i s  added be,tween 
t h e  two. 

5. I f  t h e  ACTOR (OBJECT) is t h e  same f o r  both  i n p u t  and 
lfE3fORY but  some Input-only modif icat ion e x i s t s ,  then add "BUT 
NOT" p lus  t h e  inpu t  node and t h e  input-only modif iers .  An 
example of t h i s  is  where "A BLUE BOOK BUT NOT NU ANIMAL BOOK" 
i s  given i n  response t o  "DO I HAVE A BLUE ANIMAL BOOR?" 

6.3.4 EWCIBG OUTPUT GRhEalATICAL 

The procedure used t o  f i x  up t h e  ou tpu t  examines t h e  elements of 

t h e  output  l ist  and, using t h e  word f u n c t i o n s  a s  s p e c i f i e d  i n  those  

elements and t h e  p r o p e r t i e s  given i n  t h e  words' GENERIC nodes, a t t empts  

t o  apply the. four  r u l e s  beluw: 

1. JIbIMY3 and t h e  person 's  name g e t  t r a n s l a t e d  t o  the 
pronouns "I" ind "YOU". A t  t h i s  s t a g e ,  t h e  form of t h e  
pronoun may b e  wrong. 

2. G e t  person ahd number of t h e  pronouns t o  agree  wi th  t h e  
ACT (main verb).  Change a pronoun t o  its possess ive  form i f  
i t  is used as a modi f i e r  o f  another  sentence element,  

3. S e t  t h e  proper ve rb  tense.  

4. Convert the o b j e c t s  i n  t h e  sen tence  (main OBJECT and 
p r e p o s i t i o n a l  o b j e c t s )  t o  ob j e c r i v e  case.  
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A s t e p  i n  making the  output grammatical t h a t  was g i w n  before was 

the  generation of an a r t i c l e  a s  a modifier. An i n d e f i n i t e  a r t i c le  

(A o r  AN) is always used; tlie one t o  be se lec ted  is given by the follow'fng 

r u l e s  : 

1. uon't use an a r t i c l e  i f  t he  word modified is a pronoun or  
a proper name. 

2.  Otherwise, s e l e c t  A o r  AN according t o  t h e  f i r s t  l e t t e r  
of the  word i t  w i l l  precgde. 

Following the  completion of t h i s  operation the  output is pr in ted .  

7. DISCUSSION 

7.1 1USITLTS 

7.1.1 OUJECTIVES MET 

The ob jec t ives  of t h i s  research,  a s  r e s ta ted  from sect ion 1, a r e  

the  development of th ree  components a b l e  to  carry  on a "natural" dialogue 

with humans: an extefidible memory model, procedures f o r  determinine t h e  

meaning of the input and procedures t o  allow t h e  model t o  converse 

"naturally" with a human. 

The current  design of memory, although a s t a r t  i n  the r igl i t  d i rec t ion,  

is f a r  from complete. Thexe i s  mucll t h a t  cannot now be represented with 

the  s t r u c t u r e s  avai lable .  However, t h e  design of memory is f l ex ib le .  

Extensions can be added t o  represent more complex surface  s t r u c t u r e s  v i a  

INSTANCE nodes and a l s o  t o  capture more of the  underlying s t r u c t u r e  of the  

word meanings themselves i n  terms of GENERIC nodes. 

Other f ea tu res  t h a t  an extended memory model v i l l  need are the  

c a p a b i l i t i e s  f o r  supporting more e laborate  question answering, t h e  

probessing of imperatives and t h e  in tegra t ion  of new information i n t o  the 
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ex i s t ing  s t ruc tu res .  We be l i eve  tha t  the  current  design w i l l  allow such 

procedures t o  he developed. 

The parser  now implemented does a reasonably good job -on the  

r e s t r i c t e d  input glven i t .  The bas ic  parsing philosophy, i .e . ,  the 

se lec t ion  of one of severa l  poss ible  networks based on semantic densi ty ,  

is believed to  be a sound way t o  approach the problem of  determining 

meaning. 

The development of output generation procedures has j u s t  s t a r t e d .  

The current ly  implemented procedures a r e  not general o r  powerful enough 

t b  handle more than a few. specia l ized s i tua t ions .  Work is  required i n  

t h i s  area  t o  f i r s t  develop a l a r g e  number of s p e c i f i c  r u l e s  from which 

more general  r u l e s  can be deduced. 

We have i d e n t i f i e d  t en  fea tu res  which charac te r i ze  "natural" language 

understanding processes. Speci f ica l ly ,  they are the  a b i l i t y .  to: 

(1) Work with p a r t i a l  i n £  ormation ( t o  make p laus ib le  inferences  
about missing information, e.g., defau l t  values from frames), 

(2)  Work with overlapping and conf l i c t ing  information (not t o  
r e j e c t  i t  out of hand, o r  seek only consis tent  information, o r  
t o  ass ign a l l  t r u t h  value F, but t o  s i f t  through i t  t o  r e j e c t  
t h a t  which - based on experience o r  knowledge - is implausible 
o r  to  temporarily suspend judgement), 

(3) Retain ambiguity u n t i l  disambituation is  absolute ly  ca l l ed  f o r ,  

(4) Perform "short" chains of deduct ions ,  

(5) Engage i n  common sense reasoning (i .e . ,  t he re  is knowledge of 
the  proper t ies  of commonplace ob jec t s ,  events,  e t c  .), 

(6) Pose questions i n  order  t o  confirm expecta t ions  o r  t o  e l i c i t  
more information about some subjact  mat ter  of personal  i n t e r e s t ,  

(71 Construct, modify and e x t r a c t  information from a model of the 
in ten t ions ,  i n t e r e s t s ,  s k i l l s *  motiyations,  e t c . ,  of t h e  o the r  p a r t y ,  
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(8) Interrogate  and update a s imi lar  model of the  a t t i t u d e s ,  be l i e f s ,  
a b i l i t i e s ,  goals, etc.,  of i t s e l f ,  

(9) Be sens i t ive  t o  the p l a u s i b i l i t y  of information received (see 
Norman's "Charles' Sickens" problem, discussed l a t e r ) ,  

(10) Be aware of the  context i n  which the conversation is occurring 
(~lonnan's "Empire S ta te  Building" problem, discussed below, i d e n t i f i e s  
one kind of con-text; the r o l e s  of the  p a r t i e s  involved, e.g., parent- 
chi ld ,  teacher-student, superior-subordinate; bureaucratic o f f i c i a l -  
c l i e a ,  is a second context; other context types a re  no doubt   resent), 

With JIEIMY3 we have only begun t o  address t h i s  list of a t t r ibu tes .  In  pa r t i -  

cular ,  JIElMY3 i l l u s t r a t e s  one approach to  coping with items 12 and #3. 

Other prograpes pose avenues of a t t a d  f o r  o ther  items of the list (e.g., #I, 

84, #5), but the  extendabil i ty of tlmse programs t o  other fea tures  l i s t e d  i s  

questionable - a s  i t  is fo r  JIMMY3. However, by grappling with what we 

consider t o  be the fundamental problem of designing the  system from the 

s t a r t  t o  be extendable, we believe JIlIMY3 can be grown t o  cope wi th  other 

f ea tu res  on t h a t  list, and thus approach being a "natural" language 

understanding system. 

7.1.2 DOES THE PROGRAM REALLY UNDERSTAND? 

The answer t o  t h i s  questidn is  plrbbably no. In the more res t r i c t ed  

sense of ,  can the program r e l a t e  the input t o  something i t  already knows, 

the answer is yes. A l l  input surface s t ruc tu res  are matched during the 

question answering phase to  slrnilar s t ruc tu res  i n  memory. However, given 

a s ing le  i i p u t  i n  i so la t ion ,  the program does not understand what i t  means. 

It has no de f in i t ions  f o r  individual  words. I t  i s  t rue  athat there  are 

re la t ionships  between words v ia  t h e  chains and hierarchies  but t h i s  is  not 

enough. Knowing tha t  BRANDT (158) PERSON does not help a t  a l l  i n  under- 

standing, i f  the  model does not what a PERSON is,  
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7.2 LIMITATIONS 

A majori ty of the  model's general  l i m i t a t i o n s  a re  the  r e s u l t  of 

def ic ienciee  i n  the  memory s t ructure .  For instance,  c e r t a i n  types af 

input cannbt be parsed because of inadequate s t r u c t u r a l  building u n i t  

of membry . 
7.2.1 MEMORY MODEL 

I f  the  current  philosophy of what i s  t o  beas to red  i n  memory i s  

mainrainmd, i .e . ,  only surface  s t r u c t u r e s  a r e  t o  be represented,  then the  

most ser ious  l imi ta t ion  is  the  i n a b i l i t y  t o  represent  more kinds of s t r i n g s  

of English. Nothing more complex than simple (ACTOR ACT OBJECT) f a c t s  r;au 

now be recorded. I n  genefal ,  thexe is no way of r e l a t i n g  d i f fexen t  f a c t s  

t o  show causation, r e s u l t ,  presupposition, e t c .  

I f  w e  look a t  memory as more than a place i n  which surface  s t r i n g s  a r e  

stored, then there  a r e  many shortcomings. Nowhere i n  the current  s t r u c t u r e  

a r e  words given def tn i t ions .  A s  Por ACTs, the  o r i g i n a l  design ca l l ed  f o r  

the building of h ie ra rch ies  of ACTS i n  a manner s i m i l a r  t o  h ie ra rch ies  of 

"thin&$". Instead ACTS could be broken down to  some b a s i c  pr imi t ives  of 

action.  Dif ferent  ACT5 can then be compared, not  by looking a t  t h e i r  h le r -  

archies  , but  by comparing t h e i r  common pr imi t ive  ac t ions .  

7.2.2 PARSER 

The s ing le  major l i m i t a t i o n  of the  current  parser  i s  i t s  i n a b i l i t y  t o  

parse anything other  than simple DO-questions and statements. This is not  

a theore t i ca l  shortcoming; i t  simply a question of implementation e f f o r t .  

Hodeuef, there  a r e  problems ,with f m p a r s e r  Zrrespective of t h i s  major 

l imi ta t ion.  These problems a r e  qu i t e  o f t e n  re la ted  t o  de f i c ienc ies  i n  the  

memory s t ructure .  



The p a r s e r  w i l l  c u r r e n t l y  f a i l  i f  i t  does n o t  f i n d  a semant ical ly  

accep tab le  parse. I n  cases  such as t h i s ,  i t  should be allowed t o  f ind ,  

ins tead~ ,  a s y n t a c t i c a l l y  acceptable  pa rse  t h a t  would be marked as a 

semantic anomaly. 

Undefined words a r e  now ignored. The a b i l i t y  t o  make reasonable 

p r e d i c t i o n s  about t h e  funct ion and meaning of u n d e f i ~ e d  words would be 

des i rab le .  

7.2.3 OUTPUT PRODUCTION 

The most s e r i o u s  l i m i t a t i o n  i n  t h e  production of output  has  been 

t h e  l ack  of time t o  develop more extensive  procedures. Examples of new 

r u l e s  t h a t  a r e  n o t  y e t  implemented t h a t  could be used t o  produce answers 

a r e  t h e  following: 

1. Use more than one memory match s t r u c t u r e  t o  produce t h e  
answer. Currept ly  only  t h e  b e s t  one is  used. For example, 
t h e  quest ion "DOES ANYONE HAVE A RED TOY?" could be answered 
by combining t h e  two memory matches, "BRANDT IUVE RED BOOK" 
and "JENA HAVE RED BALL," t o  g e t  "YES. JENA HAS A RED BALL AND 
BRANDT HAS A RED  BOOK,^^ 

2. Several  equal ly  good memory matches could be combined t o  
produce a s i n g l e  answer t~ l l i ch  conta ins  a compound a c t o r  o r  
ob jec t .  The quest ion "DOES BIUNDT HAVE A BOOK?" matches two 
memory s t r u c t u r e s  equal ly  wel l .  These two matches, "BRANDT 
IlAVE, RED BOOK" and "BTLANDT HAVE BLUE BOOK," could be combined 
t o  form t h e  response "YES. HE 1US A RED ONE AND A BLUE ONE." 
Note t h a t  work a l s o  needs t o  be done wi th  respec t  t o  pronoun 
s u b s t i t u t i  ~n ( i .  e., ONE f o r  BOOK) befose  t h e  above response 
could be produced. 

3. I f  t h e  memory search f a i l s  and t h e r e  was no a c t o r  i n  memory, 
t h i s  should be  repor ted e x p l i c i t l y  r a t h e r  than saying "I IXN'T 
KMW." For example, consider  t h e  quest ion "DOES RILL MAXWELL 
HAVE A SON?" I f  BILL@MN(WI?LL is no t  p resen t  i n  MEMORY, r e p o r t  
"I DON'T KNOtJ BILL MAXJELL .I1 However, i f  t h e  memory match 
procedures were success fu l  i n  f ind ing  gener ic  information such 
as "bEN HAVE SONS" then t h e  phrase  "BUT IIE COULD HAVE A SON." 
could a l s o  be generated. 
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Other l imi ta t ions  a r e  t h e  i n a b i l i t y  t o  handle d e f i n i t e  a r t i c l e s  o r  

t o  a t tach modifying c lauses  o r  phrases t o  help  dis t inguis l l  p a r t s  of 

output. The production procedures allow only s u p e r f i c i a l  treatment of 

the  ACT. 

Typical of simple questions t h a t  current ly  cannot be answered is 

"DOES BRANDT 11AV13 TWO BOOKS?''. There is no mechanism f o r  counting o r  com- 

paring occurrences of re levant  f a c t s  i n  memory during t h e  search process. 

nor of using them i n  t h e  output production phase. 

7.3 IGNORED PROBLEEIS 

7.3.1 INTENTIONS AND MOTIVATIONS 

The most ser ious  problem is t h e  lack of any modelling of in ten t ions  

and motivations of t h e  person ta lking wi th  JIIIMY3 (or of J I M 3  i t s e l f ) .  

In order f o r  a dialog t o  be sustained f o r  any length of time with a sense  

of continuity,  models of t h e  person and of JIIMY3 a r e  requtred. Two 

psychological models should be maintained by t h e  program t o  ind ica te  

1) what the  program thinks about i t s e l f  and the  person and 2) what t h e  

program thinks the  person thinks about himself and the  program. A t  a l l  

times during the  conversation, information i n  the  models w i l l  speci fy  f o r  

both the  person and the  pragram what each a) van t s  t o  know, b) wants t o  

t e l l ,  c) already knows, d)  f e e l s ,  e )  believes, etc., with respect  t o  t h e  

context of t h e  conversatian up t o  t h a t  point .  Also required w i l l  be 

information about t h e  motives and physical  and mental a t t r i b u t e s  and 

c w b i l i t i e s  of each par t i c ipan t  from each po in t  of view. In tegra t ion  of 

these models i n t o  the  workings of the  parsing,  memory searching and output 
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production phases of the program will be a necessary step towards more 

complete natural language understanding, 

For example, to continue that hypothetical dialogue of section 1, 

one would like to be able to see sohe exchanges such as: 

H: Was the window expensive to repair? 
NCP: Why do you ask? 

H: Why do you want to know? 
NCP: I fear I may be responsible for the debt. 

H: I thought that might be the casq. 
NCP: You mean I do owe you money? 

H: No, it's just that I regret making you feel uncomfortable. 
NCP: Then why did you ask if the window was expensive to repair? 

H: To test your power of deduction. 
NCP: You really don't seem to understand me. 

Computer analysis of such complex interchanges is dependent upon the existence 

of psychological models of both parties. Successful realization is probably 

many years off. 

7.3.2 NORMlU?"S PROBLEMS 

With respect to answering capabilities in language understanding 

understanding models, Norman [I)] has presented several basic problems that 

should be considered. These are illustrated as: 1) the telephone number 

problem, 2) the three drugstores p'roblem and 3) the Empire State Building 

problem. 

The first problem concerns the appropriate response to the question: 

"What is Charles Dickens' phone number?" The normal human response of 

"That's a stupid question." or "Phones weren't invented then. requires 

the action of a plausibility check on the question before an attempt is 

made to find an answer. 
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The t h r e e  drugotor* problem considers  ww t h e  co r rec t  r eac t ion  

should be t o  t h e  statement: "I went t o  t h r e e  drugstores." This is  

r e a l l y  a problem of integraking current  wi th  pas t  knowledge and of 

determining presuppositions t o  t h e  new da ta .  FOK ins tance ,  t he  program 

should note  (or  ask) Why, didn' t  t he  o the r  two drugstores have what you 

were looking fo r?  

The~Empire S t a t e  Building probfem r e f e r s  t o  the  context  and scope 

of any p a r t i c u l a r  question. The quest ion,  "Where is the  Empire S t a t e  

Building?" requi res  d i f f e r e n t  answers depending on the  context  of t he  

conversation. To paraphrase Norman's response: I f  asked t h e  quest ion i n  

Russia, t he  answer most l i k e l y  would be "In the  United States."; i f  asked 

by an a d u l t  i n  Europe, "In New York City."; i f  asked by someone i n  

New York City,  then "On 34th Street." would be appropriate .  

From these  examples, i t  is obvious t h a t  much more is  involved i n  

developing a language understanding system t h a t  answers quest ions "natural ly" 

than j u s t  t he  a b i l i t y  t o  pa r se  input  co r rec t ly ,  look up an answer and 

report  it. We hope w e  have more c lea r ly  i d e n t i f i e d  some of t h e  des i r ab le  

cha rac t e r i s t i c s ,  and we hope we have i l l u s t r a t e d  some progress toward t h e  

u l t imate  goal. If  JIMMY3 allows o the r  problems from our list t o  be addressed 

a lso ,  we s h a l l  f e e l  for tunate ,  indeed. 
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G. Brown and W .  A. Woods 

Bi -d i rec t iona l  Parsing With  ATN Grammars 

The S y n t a c t i c  component o f  HWIM, t h e  BBN Speech 
Understanfing ___ _ -- w, is a  middle-out , b i -d i r  e c t i o n a l  pa r se r  f o r  
Augmented Trarls i t ion NetworK grammars. Severa l  o f  t h e  HWIM 
c o n t r o l  s t r a t e g i e s  r e q u i r e  a  pa r se r  t h a t  can e v a l u a t e  an i s o l a t e d  
sequence of  words ( c a l l e d  an " i s l a n d n )  somewhere i n  t h e  middle o f  
an u t t e r a n c e  t o  determine whether it is  a  p o s s i b l e  fragment o f  a  
complete sentence .  I f  s o ,  t h e  pa r se r  is required  t o  make 
p r e d i c t i o n s  f b r  a l l  o f  t h e  p o s s i b l e  words t h a t  could be used t o  
extend the  fragment i n  each d i r e c t i o n .  In t h i s  t a l k  we w i l l  
d e s c r i b e  a  pa r s ing  a lgor i thm which e f f i c i e n t l y  achieves  t h e s e  
c a p a b i l i t i e s .  

The HWIM parse r  can be viewed as a b i - d i r e c t i o n a l  
g e n e r a l i z a t i o n  of  Ear ley  s algor i thm extended t o  handle 
c o n t e x t - s e n s i t i v e  , ATN grammars. The a lgor i thm s t o r e s  the  
computations i n  "segment" and " i s l a n d "  c o n f i g u r a t i o n s  indexed by 
end s t a t e s  and boundaries.  ( A  segment is a  p a r t i a l  pa r se  t h a t  is 
conta ined comple t r ry  wi th in  one l e v e l  o f  t h e  t r a n s i t i o n  network 
grammar .) Organizing t h e  computation i n t o  segment and i s l and  
c o n f i g u r a t i o n s  el iminate 's  t h e  need f o r  a  s t a c k ,  t h u s  so lv ing a  
d i f f i c u l t  problem in middle-out pars ing .  

In the  usual  ATN formalism, the  grammar i s  w r i t t e n  a s  
i f  t o  be processed from l e f t  t o  r i g h t ,  and i n  genera l  some of t h e  
a r c  a c t i o n s  w i l l  be dependent on o the r  a c t i o n s  t o  t h e i r  l e f t  i n  
t h e  grammar. To insure  t h e  c o r r e c t  handling of such 
context-dependent a r c  a c t i o n s  by t h e  b i - d i r e c t i o n a l  p a r s e r ,  t h e  
grammar wr i t e r  mu$t s p e c i f y  t h e  "scope" o f  any such a c t i o n .  
Except for  the  e x p l i c i t  d e c l a r a t i o n  o f  scopes f o r  
context-dependent a c t i o n s ,  a  b i - d i r e c t i o n a l  ATN grammar i s  
e x a c t l y  l i k e  an o rd ina ry  ATN, and l e f t - t o - r i g h t  ATN grammars can 
be converted t o  b i - d i r e c t i o m l  opera t ion  simply by adding scope 
s t a t ements .  

Although developed i n  the  c o n t e x t  of  a speech 
under s tanding a p p l i c a t i o n  we f e e l  t h a t  t h e  b i - d i r e c t i o n a l  , 
middle-out pars ing  a lgor i thm a l s o  has a p p l i c a t i o n s  i n  t e x t  
pa r s ing  f o r  problems such a s  e r r o r  c o r r e c t i o n ,  p a r t i a l  
i n t e r p r e t a t i o n  o f  sentence  fragments,  and management of 
combinator i c s  i n  long sentences .  
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R. J. Bobrow and M. Bates 

THE EFFICIENT INTEGRATION OF SYNTACTIC PROCESSING 
WITH CASE-ORIENTED SEMANTIC INTERPRETATION 

It has lon been the goal  of those wr i t ing  na tu ra l  langua e  
processing sysfems t o  express syn tac t i c  c o n s t r a i n t s  i n  broa%. 
general  way while usinrz t i ~ h t  scmantlc c o n s t r a i n t s  t o  ulde the  
parsing and t o  i n t e r p r e t  the  r e s u l t i n g  s t r u c t u r e s .  ?he system 
described here uses an a ~ ~ m e n t e d  t r a n s i t i o n  network grammar 
t o  e the r  w i t h  a case-oriented dic t ionary  t o  achieve a  c lose  and 
e f f i c i e n t  in teqra t ion  o r  the  syn tac t i c  processin with the  case 
s t r u c t u r e s  (which include semantic and p roper t i e s  of 
ob jec t s )  . 

The ATN def ines ,  using normal s n t a c t i c  c a t e  o r i e s ,  a very 
general  surface  s t ruc tu re  of aboue the  capab l l f ty  of the  LUNAR 
and GSP systems. If case s t r u c t u r e s  and semantic inf'ornation 
(including in te rp re ta t lon  r u l e s )  a r e  omitted from the d i c t i o n a r  

r e la ted  "deep s t ructures"  f o r  syn tac t i c  paraphrases. 
I the  grammar functions a s  a  standard pa r se r ,  producin3 c lose  y 

The system provides mechanisms fo r  users  t o  def ine  semantic 
in te rp re ta t ion  r u l e s  and case  frame checks which a r e  t o  be 
applied a t  various points  i n  t h e  pa r s ins  process. Thus 
const i tuents  may be In terpre ted a s  soon a s  they a r e  parsed,  and 
the s t r u c t u r e  of the semantic i n t e r p r e t a t i o n s  thus produced may 
be checked when, f i l l i n g  the  case  frames f o r  higher s t r u c t u r e s .  
Since the "most l l k e l y  l o c a l  i n t e r p r e t a t i o n  may not f i t  the  case 
requirements of contaming s t r u c t u r e s ,  the  system provides a 
general  coercion mechanism t o  r e i n t e r p r e t  a cons t i tuen t  i n  l i g h t  
of its context  when necessary. To f a c i l i t a t e  r e i n t e r p r e t a t i o n ,  
as  well a s  c e r t a i n  anaphoric references ,  the  o r i g l n a l  s y n t a c t i c  
s t r u c t u r e  is maintained throughout the parsing together with any 
semantic interpretations. 

The present system i s  being used a s  the na tu ra l  language 
front-end f o r  a sophis t ica ted  message processing and f i l i n g  
system. Ultimately, we hope t o  have a  general  system which can 
be adapted t o  o the r  na tu ra l  language input s stems by 
new dic t ionary  e n t r i e s  and aamantic in te rp reea t ion  lunct!K:ifdinq 
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W Buttelman 

SOME PROPERTIES OF ARBITRARY PHRASE STRUCTURE LANGUAGES AND TRANSLATION 

DERIVED USING A FORELAL MODEL OF PIRASE STRUCTURE SYNTAX AND SEM.ilNTICS 

Abstract 

The notion of a phrase structure linguistic description is introduced -- 
a pair, D = ((1,s) where G is an arbitrary phrase structure grammar and S is a 
formal semantics (defined in the paper). S may be either context free or con- 
text sensitive. S models the following notion of meaning: the meaningful units 
of language are phrases; the meaning of a phrase is a function of its syntactic 
structure and of the meanings of its constituents and of its semantic context. 
This concept is a generalization of semantic notions due to Tarski, later suggested 
by Thompson and by Katz and Fodor, and recently popularized for programming lan- 
guages in Knuth's synthesized attributes and for natural languages by Montague. 
The (phrase structure) language of D, L(D), is the set of ordered pairs (w,m) 
where w i s  a sentence of G and m is a meaning assigned to w by S. 

We prove the following results: The set of phrase structure languages is 
just the set of products of r.e. sets. Every phrase structure language has a 
description using a regular grammar and a context free semantics. For every 
description D with an qnrestricted grammar and context sensitive semantics there 
is a description D' using a context free grammar and context free semantics such 
that L(D) = L(D'). Furthermore, D and Q are "strongly equivalent" in the sense 
that the phrase trees assigned by Dl to each sentence are just the skeleton trees 
of the phrase structures assigned by D to the sentence. The notions of "weak" 
and "strong equivalence" are extended to semantics (if two descriptions are 
strongly equivalent in a semantic sense, then the structure of their semantic 
functions is identical -- in a programming sense, the same programs can be used 
to compute the meanings of the same ~"entencesj. In this sense, D and D' are not 
strongly equivalent. However, if D has a context: free semantics, then D and D' 
are semantically strongly equivalent. Also, we prove that there is a description 
Dm' for L(D) using a context sensitive semantics which is strongly equivalent to 
D in both the syntactic and semantic senses, 

Next we define translation on phrase structure languages and consider a par- 
ticularly appealing strategy for translation, which we call "syntax-controlled" 
translation. (I have avoided the term "syntax-directed" because it has had 
differing uses in t11e li~erature.) We prove the following results: Eveiy com- 
putable translation is definable as a syntax-controlled translation. For two 
arbitrary descriptions D and D', it is undecidable whether any syntax-controlled 
translation from L(D) to L(D1) exists. We give an algorithm which, given two 
arbitrary descriptions D and D', will halt and produce the definition (program) 
of a syntax-controlled translation from L(D) to L(D1)  if and only if such a 
translation definable by D and D' exists. 

Syntax-controlled translation requires no semantic computation at translate 
time (for which one pays a dear price in the time required to generate syntax- 
controlled translators). For a syntax-controlled translation which produces a 
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single target  sentence having a meaning i n  common with the source sentence, the 
time complexity is 0 (ptw) where p is parsing time and w is the weight of the 
source phrase structure. To produce the smallest s e t  of ta rge t  sentences such 
that  each target sentence has a t  l ea s t  one meaning i n  common with the source .and 
such that  a l l  t ranslatable meanings of the source are  represented requires 

0 ((aCn) (cn! ) f (pi-cn) 3 
tihe, where c and d are  constants, n is the source sentence length, f is  the time 
to  check for  semantic va l id i ty  of a parse, and p is the time to prcduce a l l  parses. 

Finally, we consider phrase s tructure language descriptions having both 
inherited and synthetic meaning. No new languages can be defined, but the use 
of inherited meaning lcads i n  a natural  way t o  a notion of semantic-controlled 
translation. 

T. Kaczmarek 

The AuRnented F i n i t e  S t a t e  E-lachine - 
A !:ore E f f i c i en t  Approach t o  Synthesis  by Rule 

The au~mented t r a n s i t i o n  network ( A T N ) ,  which has 
proven usefu l  f o r  n a t u r a l  l a n ~ u a p e  u n d e r s t a n d i n ~ ,  has been 
reformulated and r e s t r i c t e d  s l i q h t l y  t o  ye i ld  a mechanism 
termed the aucrrnented f i n i t e  s t a t e  machine (AFSbl). The AFSll 
i s  b e i n ~  used to  do speech syn thes i s  by r u l e ,  a process bv 
which phonetic t r a n s c r i p t i o n s  of speech a r e  converted i n t o  
synthesizer  parane tersb  The r u l e s  f o r  syn thes i s  i n  t h i s  
approach take the form of procedures which a r e  cond i t i ona l ly  
executed dependin8 on con tex tb  )lost previous syn thes i s  by 
rule systems began w i t h  a t ransformational  component and 
added procedural s t a t e n e n t s .  I n  t h i s  system procedural 
statements have been added t o  a much simpler mechanism, the 
f i n i t e  s t a t e  nachine, The advantame of t h e  AFSIf approach is 
t h a t  the phonetic s t r i n g  may be processed in  a  s i n g l e  l i n e a r  
pass 
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M. Evens and R. Smith 

A LEXICON FOR A COMPUTER QUESTION-ANSWERING SYSTEM 

Computer question-answering systems and o the r  models of na tu ra l  
language processing need lexicons t h a t  a r e  much l a r g e r  than those 
ava i l ab l e  tioday (c f .  Simmons. 1970 and Becker, 1975). But the  models 
cu r r en t ly  i n  operat ion (e.g. Winograd, 1971) a l ready  consume a l l  ava i l -  
ab l e  high-speed memory i n  l a rge  computer systems. Lexica l  r e l a t i o n s  
as developed by Raphael (1968), Apresyan e t  a l .  (1971), and Simmons 
(1973) provide a method of s t o r i n g  l e x i c a l  information i n  more compact 
form. While Schank (1973) and Wilks (1975) both claim t h a t  t he re  i's 
a f ixed un ive r sa l  s e t  of semantic primes, we argue i n  opposi t ion,  
follbwing the  Russians and Mi l le r  and Johnson-Laird (1976), t h a t  t he  
set of l e x i c a l  r e l a t i o n s  is open-ended; our  system i s  designed t o  
add new r e l a t i o n s  whenever a l e x i c a l  r e g u l a r i t y  is noticed.  

Our lexicon i s  being developed a s  an  i n t e g r a l  p a r t  o f  a computer 
question-answering system which answers mult iple-choice quest ions 
About simple ch i ld ren ' s  s t o r i e s .  It serves  a s  a global  data-base f o r  
t h i s  system - a combination lexicon-encyclopedia - and must make in-  
formation r ead i ly  ava i l ab l e  f o r  t he  parsing process, f o r  bui lding an 
i n t e r n a l  model of t he  s t o r y  being read,  and f o r  making inferences.  
One of our  test paragraphs, which comes from a t e s t  desigped f o r  f i r s t  
and second graders ,  says "Ted has a puppy. His name is Happy. Ted and 
Happy l i k e  t o  play." I n  order  t o  answer the  f i r s t  quest ion,  "The pe t  
is a: dog-boy-toy?", we need t o  know what pet means. The l e x i c a l  
en t ry  f o r  pet contains a simple d e f i n i t i o n ,  t h a t  a pe t  is an animal 
t h a t  is owned by a human, i n  a f i r s t - o r d e r  pred ica te  ca lcu lus  form: 
NCOM(PET,Z1) = ( Z2)NCOM(ANIMAL,Z1) .NCOM(HllMAN,Z2) .R(OlJN,Z2,Z1). I n  
order  t o  answer t h l s  ques t ion  we a l s o  need t o  know t h a t  a puppy i s  a 
young dog. This information : NCOMf PUPPY ,Zl) "- NCOM(DOG,Z1). PROP 
(AGE,Z1,YOUNG) could be p a r t  of the  l e x i c a l  e n t r y  f o r  puppy. We would, 
of course, need axioms of t he  same form a s  wel l  f o r  t he  e n t r i e s  f o r  
k i t t e n ,  lamb, e t c .  Instead w e  express t h i s  informarion by using a 
l e x i c a l  r e l a t i o n ,  CHILD. The l e x i c a l  e n t r y  f o r  puppy therefore  con- 
t a i n s  CHILD dog; the l e x i c a l  en t ry  f o r  k i t t e n  contains CHILD &; and 
t h e  l e x i c a l  e n t r y  fo r  CHILD contains t h e  aximn scheme from which t h e  
r e l evan t  axioms a r e  formed when needed. 

For verbs ,  corresponding t o  each case  r e l a t i o n  t h e r e  is a l e x i c a l  
r e l a t i o n  which points  t o  t yp i ca l  f i l l e r s  of t h a t  case s l o t .  The l e x i -  
cal e n t r y  f o r  includes TAGENT baker and TLOC kitchen4 It a l s o  includes 
T where T is b e  well-known taxonomy r e l a t i o n ,  s o  t h a t  i f  the  
s t o r y  says t h a t  Mother baked a cake w e  can i n f e r  t h a t  she  one and 
CAUSE bakP. s o  t ha t  we can deduce t h a t  the cake has baked. The se lec-  
eional  r e s t r i c t i o n s  t h a t  h e l p  us t e l l  ins tances  of Wl and !x& 
apa r t  can a l s o  be expressed compactly us ing  the  T r e l a n o n .  We a f s o  
need t o  make deductions from main verbs  i n  predica te  complement: con- 
s t r u c t i o n s ;  deduction6 such a s  , the speaker 's  view of t h e  t r u t h  of t h e  
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proposition stated i n  the complement as derived from the fac t iv i ty  
of the verb ( in  these s#  :ies the reader must infer that  everything 
that  mother says i s  true!). Lexical entr ies  for main verbs tha t  
take predicate complements contain pointers to the implication class. 
These relations can then be expanded t o  give the proper axiom schemes. 

The use of lexical relations allows us to,express both syntactic 
and semantic information i n  a form that  i s  compact, easy to retr ieve,  
and that provides effective .input to both parsing and deductive 
processes. 

B. H. Thompson and F. B. Thompson 

A Progress Report on REL 

The REL (Rapidly Extensible Language) System. is now i n  operational 
prototype form. An experimental version of the system was 
demonstrated i n  1973 and s ince has undergone very thorough revision 
and clean up. The REL English grammar, which includes an extensive 
arithmetical compclnent, has been improved and extended. The 
system can be demonstrated and made available for  user tes t ing  on 
IBM 360/370 computers using most operating systems, e.g. TSO, CMS. 
A user's Reference Manual is now i n  preparation and will be 
available a t  the time of the conference. 

The basic system philosophy has remained the  same,, namely t o  
provide the user with a t oo l  for  natural  man-machine communication 
tha t  can eas i ly  be sui ted t o  h is  individual needs. Thus the system 
provides the user with the capabili ty t o  modify m d  extend h i s  data 
b w e  and language package. Such modification can be carr ied out 
by statements about the data base items; for  example: 

John was not a student a f t e r  June 1, 1976. 
will remove John from the student c lass  a s  of t ha t  date. Extensions 
can be carried out by adding new primitive individuals,  c lasses ,  and 
relat ions,  as well as  through def in i t iona l  capabi l i t i es  which 
allow for  defining new concepts i n  terms of exis t ing ones. A s  a 
par t  of t h i s  capablli ty , verbs can be introduced by paraphrases, 
for example : 

def:ships "carry" coa1:the cargo of ships is  coal 
and then used i n  a question such as: 

What s t r a t eg i c  materials were carr ied by USSR ships  i n  19631 
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N. Sager and C .  Insolio 

Par sing Free Narrative 

The r e su l t s  of an experiment i n  parsing narrat ive t ex t s  

a re  presented. The t e x t s  were discharge s m a r i e s  obtained 

from a hospital  ' s computerized f i l e s  of pat ient  records. 

Each document s ta tes  the  background of the case, the  r e su l t s  

of the  physical examination and laboratory t e s t s ,  t he  time 

course. of the i l l nes s  i n  the hospital ,  diagnosis, s t a tu s  on 

discharge, eto. These t ex t s  a r e  par t icu lar ly  in te res t ing  

because they are unedited--cryptic phrases are mixed with 

f u l l  sentences, punctuation i s  not consistent, and spel l ing 

errors  and abbr,eviations abound. In short, t he  material  is 

f ree  narrat ive as  one would find it i n  a technical enviroment 

whsre repbrts  are dictated and where there would be motivation 

for  processing the data  i n  t h e i r  natural  language form. The paper 

w l l l  a s c r i b e  how the aboye d i f f i c u l t i e s  were t rea ted  and w i l l  

present s t a t i s t i c a l  r e su l t s  of t he  experiment, such as  t he  number 

of sentences correctly parsed vs. the t o t a l  number of sentences 

and t he  average parsing times fo r  different  types of sentences. 

I n  addition, the special problems due t o  commas, conjunctions, 

quantifiers,  and run on sentences w i l l  be discussed. 
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B. P h i l l i p 8  DISCOURSE CONNECTIVES 

I n  essence current  systems of discourse ana lys i s  w p  sur face  s t ruc tu re s  
i n to  underlying causal chains of propositions. As the  sur face  form is e l l i p t i c ,  
i t  is necessary t o  include a knowledge base by means of which omitted l ink ing  
prbpositions of the discourse may be inferred,  rendeting them e x p l i c i t  i n  t he  
underlying representation. 

Cause is not t he  only l i n k  between propositions, however; a l s o  used a r e  
s y l l o g i s t i c  and analogic mechanisms, statements of r e l a t i v e  b e l i e f ,  and processes 
of decomposition and abs t rac t ion ,  the  l a s t  being t he  expl ica t ion  of abs t r ac t  
concepts. 

M d i t i v e  discourse connectives - 'because', ' so ' ,  e t c . ,  a r e  reaLizat ions of 
the  l i nks  between propositions i n  these modes of discourse construct ion.  There 
a r e  a l s o  adversative connectives, such a s  'however ' , ' bu t ' ,  e t c .  , tha t  cannot 
be so  explained. They must be in te rpre ted  a s  s i gna l s  t o  tu rn  off  inference 
mechanisms. 

To understand the need f o r  adversat ive connectives, we first need t o  
recognize two kinds of p ropos i t io t~s ,  episodic  and systemic. The former encode 
spec i f i c  a c t s  and s t a t e s ,  e.g., 'Thomason won the  e lec t ion  f o r  t he  governorship 
of I l l i n o i s ' ,  whereas the l a t t e r  a r e  generalized ca tegor ica l  statements,  e.g., 
'b i rds  have wings'. The content of discourse is usual ly episodic. The 
knowledge base contains both kinds of propositions, there  a r e  episodic and 
systemic memories. 

There is a predict ive component i n  t he  process of understanding discourse.  
A s t a u d  s i t ua t i on  s e t s  up expectancies which may e i t h e r  become the  unstated 
l ink ing  propositions, or  may be e x p l i c i t l y  s t a t ed ,  and hence confirmed, a t  
a l a t e r  point.  The predict ions a r e  s e t  up by systemic memory'. An episodic 
proposition has a counterpart i n  systemic memory, e -g . ,  

(1) John a t e  cheese. (Episodic) 
(2) Person eat  food. (Systemic) 

The predict ions a r e  associated with systemic memory, e.g., 
(3) Person e a t  food CAUSE person not hungry. 

Thus given (11, a l a t e r  expectancy of (4) would be s e t  up by (3) 
(4) John was not hungry. 

But systemic knowledge contains general izat ions,  not  inv io lab le  t r u th s ,  and t he  
inference may not be va l id .  This can be marked by the  use  of an adversat ive 
connective: 

( 5 )  John a t e  t he  cheese, but he was still  hungry. 
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G .  P. Brown 

A FRAMEWORK FOR PROCESSING DIALOGUE 

Thts report describes a framework for handing dxed-initiative English 
dialogue in a conale session environment, with emphasis on recognition. W ithin this 
framework, both Iinguistk and non-linguistic actlvlties are madelled by structures called 
malods, which are a declarative form of procedural knowledge. Our  design focusses on 
unlts of Ilnguistlc.actlvity larger than the speech act, so that the pragmatic and semantic 
context of an utterance can be used to guide Its interpretation. Also important is the  
treatment of Indirect illocutions, e.g., the different ways to ask a question, give a command, 
etc 

Our basic approach has been to combine careful structural distinctions 
with a mixed recognition strategy. The central distinction is in the way that utterances can 
be related to the methods in the dialogue model. First, an utterance (called an initiator) may 
Introduce a method that corresponds to one of the standard activities in an environment (for 
example, asking a question at an information desk or requesting help from a consultant). 
Second, an  utterance may correspond to a step in a standard path In a method already 
underway; here, a standard path is a normally expected succession of activity steps. Third, 
m utterance may be part of recovery discussion, which Is generated when when some 
violation of standard expectations occurs, necessitating clarification, correction, etc. Flnally, 
an utterance may belong to mdadiscussion, a relatively constrained class whose function is to 
lay out the context for other utterances so that these may be identified w~th the appropriate 
method step. 

Given the static model of dialogue embodied in the methods, the problem is 
to find the correct method step that relates to a particular input. We handle this problem by 
deflning a set of special structures to aid in matchag, by using the methods to generate 
expectations dynamtcally, and by differentiating overall matching strategies according to the 
four utterance classes described. 

The  ideas presented here have been implemented In a prototype system called 
Susie Software, whtch is embedded in OWL-I The OWL system is currently under 
development in the Knowledge-Bases Systems Group at the M.I.T. Laboratory for Computer 
Science. This research was supported by the Advanced Research P r o F u  Agency of the 
Department of Defense and was monitored by the Office of Naval Research under Contract 
Number N00014-75CMj61. 
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L. A. Miller 

Natural Language Programming : 

Kitchen Recipes 

Laboratory studies of computer programming by naive programmers 
indicated that, for formal programming languages, most behavioral e r r o r s  
are associated with specification of the transfer-of-control characteristics 
Subsequent studies revealed that it is this feature which most discriminates 
between formal computer programming and "natural language" programming: 
the former embeds the data-manipulation actions within a complex control 
structure whereas the latter emphasizes f irst  the action, followed by suhsequent 
qualifications. This ACTION-QUALIFICA T I 0  style i s  su strikipgly different 
from the CONTROL-ACTION style of programming computers that a study of 
natural language programming by professionals was initiated. The objective 
of the investigation is  to determine the mechanisms whereby process inforniatian 
is communicated and to assess the oft-asserted (but empirically untesied) 
I 1  imprecision" and "ambiguity" of natural language usage in procedural donlains 
Potentially, such an investigation could result in an alternative to formal 
programming languages for the linguistic man-machine interface --  e,  g., Natural 
Language Procedure Specification. 

We report on our progress tp date in the analysis of a corpus of recipes from 
'I'he JOY of Cooking. Our present understanding of the communication process in 
recipes is  that the imperative verb is  a call to some procedure which returns a 
case-frame into which are mapped the remaining object- group and verb-qualifier 
elements of the surface text. We present statistics concerning case frequencies, 
syntactic structures, and word usage, and we detail our approach for the automatic 
comprehension and symbolic modelling of the activities invblved in recipe 
execution (we are using Heidornts NLP LISP system). 
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J . p, Hobbe A~XO~MODATXNG TliE SIJATI ,\L bU:T1\1'1 l(1H 

~ i n ~ u i s t s  and psycho log i s t s  have f requcnt lp  noted t h a t  i n  

~ , , g l i s l ~  and o t h e r  languages one o f t e n  appeals t o  s p a t i a l  metaphors 

when speaking of a b s t r a c t  ideas  (9,1,3). For example, we speak of 

**lli & p  h 110 es1I, pr ices t l ,  "deep thought", "being p o l i t i c s u ,  

"a book pn sociology", l l s e t t l n g  t h e  idea", e t c .  Heretofore,  t h i s  

has been only an obscrvation.  Evcn Schank's work, w i t h  i t s  

dccompositions i n t o  YTTUWS, ATRANS, and MTKANS, is onlv suegcs t ive  

of an underlying un i ty ,  and Jackendoff I s  c l a s s i f i c a t i o n  of word 

senses i n t o  p o s i t i o n a l ,  possess iona l ,  idenf i f i c a t i a n a l ,  and 

c i rcumstan t i a l  modes remains only a c l a s s i  f i ca t inn .  This pal-er 

desc r ibes  an approach which a t i l i ~ e s  tire s p t i a l  metaphor i n  

cons t ruc t ing  econornical d e f i n i t i o n s  of H a l l - p r ~ r p o s e l  words t h d t  have 

previously de f i ed  p r e c i s e  specif  j ca t ion ,  and a method f o r  

i n t e r p r e t i n g  these  words i n  context  which t r e a t s  metdphor not  as  

an anomoly but a s  t h e  na tu ra l  s t a t e  of a f f a i r s .  

The basic idea is  t o  clef rne words i n  t c r n s  of very genera l  s p a t i a l  

p red ica tes  and then,  i n  t h e  a n a l y s i s  of a give2 t e x t ,  t o  ~ c e k  a more 

s p e c i f i c ,  context-dependent i n  t e r p r e t a t i n n ,  nr kinding,  j u s t  as 

a  compiler o r  i n t c a p r e t e r  seeks bindings f o r  t h e  v a r i a b l e s  and 

procedrire names mentioned i n  a  program. 

I n t e r p r e t a t i o n  a s  Binding: I n  yrograrn~r~infr l a n g u a ~ c s ,  there is  

normally a f ixed  means of ctetermihing bindinqs.  e i t h e r  by fa l lowing 

a chain of access modulcn (2: or by consu l t ing  an a - l i s t  o r  

PUNARG-frozen environment. 

Van E~nden & Kowalski (8) have presented unothcr outlook.  I n  a 

mechanical theorem proving sys te~u ,  they show h o w  Horn c l d r ~ s e s  

nay be viewed as procedure d e c l a r a t i o n s  i n  which t h e  p o s i t i v e  

l i t e r a l  i s  a procedure name, the  negat ive  l i t e r a l s  the  procedure 
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body, and each n e g a t i v e  l i  t e r a l  a  c a l l  t o  another  procedure.  t i  set  

ef Horn c l a u s e s  is a n o n - d e t e r s i n i s t i c  program, non-de te rmin i s t i c  

because s e v e r a l  tforn c l a u s e s  may have t h e  same p o s i t i v e  l i t e r a l .  

That is, the  procedure name in  a  procedure c a l l  may be bound t o  one 

of s e v e r a l  d i f f e r m t  p r o c e d u r ~  bodies. Resolut ion is  an a t t empt  t o  

bind a procedure name i n  f i  way t h a t  l e a d s  t o  t h e  d e s i r e d  r e f u t a t i o n .  

Put i n  another  way, we may view the  i n f e r c n c e  ";\>Bt1 a s  s p e c i f y i n g  

A a s  a p o s s i b l e  b inding f o r  H. 

Montague (6,4) developed a  v a r i e t y  of i n t e n s i o n a l  l o g i c  

as a  represen ta t ion  f o r  n a t u r a l  language. I n  h i s  formalism, 

i n d i v i d u a l  words can be d e f i n e d  a s  f u n c r i ~ n s  expressed i n  terms of 

i n t e n s i o n s ,  i.e. v a r i a b l e s  and procedure names. S y n t s c t i c  r e l d t i o n s  

i n  English a r e  t r a n q l a t e d  i n t o  f u n c t i o n  a p p l i c a t i o n s  i n  

i n t e n s i o n a l  logic. These func t ion  a p p l i c a t i o n s  bind t h e  i n t e n s i o n s  

t o  s p e c i f i c  i n t e r p r e t a t i o n s .  In this way the  meanings ,of indivPdua1 

words a r e  composed i n t o  the  meaning of t h e  sentence. However, t h e  

binding mechanism is q u i t e  f i x t d ,  making the  f o r n ~ a l i s m  insuf  f  i c i e p  t l y  

f l e x i b l e  f o r  t h e  wliole range of n a t u r a l  language. 

Our approach combines Montagpets wi th  t h a t  of Van Emden & 

Kowalski. A s  i n  Mon taguc 's  approach, i n d i v i d u a l  words a r e  d e f i n e d  

i n  terms of genecal pre r l i ca tes  t h a t  may be  viewed as unbound 

p r e d i c a t e  namea, and. t h e i r  b ind ings  i n  a gjvcn t ex t  are determined 

From s y n t a c t i c a l l y  r e l a t e &  words. Ilowever, t h e  b ind ing  mechanism 

is  not f i x e d ,  but as  with Van Bmdcn & Kowalski, i t  is a s e a r c h  f o r  a 

chain  of in fe rence  which culnl inates  in  an express ion  invo lv ing  t h e  

gehera l  p red ica te .  An example is given belod. I n  a d d i t i o n ,  a 

dynamic o r d e r i n g  determined by con tex t  is imposed on the  axioms i n  

t h e  d a t a  base of l e x i c a l  and world k ~ i i i w l c d g e ,  d e f i n i n g  an o r d e r i n g  

on c h a i n s  of inference.  The, bind ing  is chosen which is given by t h e  
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chain of inference Irighest in  t h i s  ordering. 

The Spa t i a l  Metaphor: A t  tile base of the ~ c x i c o n ,  o r  s e t  of 

axioms, are a m d l l  number of pr imit ive not ions w i t h  a highly 

s p a t i a l  o r  v i sua l  flavor.  Among these a re  * * ~ c a l e ~ ~  o r  a  p a r t i a l  

ordering defined by possible changes of s t a t e ,  the r e l a t i on  "onw 

which places poin ts  on the sca l e ,  and* %itt1 which among o ther  th ings  

r e l a t e s  an e n t i t y  t o  a  point  on a  scale .  Moreover, "at1' is re la ted  

t o  predic-ation: f o r  an e n t i t y  t o  be at a predicat ion is f o r  the 

e n t i t y  t o  be one of its arguments, a s  i l l u s t r a t e d  by the equivalence 

John is  hard a t  work 3 John is working hard. 

Concepts a t  higher l eve l s  of the Lexicon are  defined i l l  terms of 

these basic s p a t i a l  conccpts. For example, "to think of"' o r  "to 

have i n  mindt8 i s  defined as a va r i e ty  of "att1 Time i s  a sca le ,  and 

an event may be 5 a point  on t h a t  scale .  A s e t  may a l so  be though t  

of as a scale and i t s  elements a s  being points on the scale .  Kote 

tha t  t h i s  takes ser ious ly  tlre visual image one h a s  of a  s e t  as the 

elements spread out  before one. 

Final ly ,  " a l l - p ~ r p o s e ' ~  words such a s  t h e  common adverbs and 

preposi t ions arc defined in  terms of the bas ic  concepts l i k e  "scalett ,  

"ann, and glatw. In t h e  ana lys i s  of a t ex t ,  we f i nd  in t e rp re t a t ions  

f o r  these basic concepts by f inding chain8 of inference from 

proper t ies  of the arguments of the "411-purpose" war-ds to g,ropos i t i o n s  

involving the basic  concepts. 

Simplified Exanlple: Consider llJolin i s  i n  pol i t ics" .  S~r>pose 

atin" means to  be at a poikt on a ?talc. We nrust f ind  bindings fo r  t h e  

underlined words. P o l i t i c s  i s  a s e t  of a c t i v i t i e s  d i rec ted  toward 

the goal  of obtaining dnd using power i n  an ort;anization. r\ seta  is 

q q  a scale .  The typ ica l  a c t i v i t y  is on the Scale.  For John to  be 

a t  such an a c t i v i t y  is f o r  him t o  Ire one of the p a r t i t i p a n t s  i n  it. - 
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I'I~US, f o r  John t o  be i n  p o l i t i c s  i s  f o r  h i m  t o  engage i n  the  

a c t i v i t i e s  t h a t  c l ~ a r a c t e r i z e  p o l i t i c s .  

Otliez examples i l l u s t r a t i r ~ g  the d iskinct ic-n  be.tween "in" and 

I1onft and tlie meaning of that elusive adverb "even" will be presented.  

Signif icance:  T h i s  work represen t s .  an arlvance i n  our  

understanding of how meanings of worcls am, composed i n t o  the  meanings 

of l a r g e r  s t r e t c h e s  of t e x t ,  and of the e f f e c t  of con tex t  on 

i n t e r p r e t a t i o n .  Moreover, i t  is the  r e s u l t  of a happy blend of 

computational o r  l o g i c a l  tcchnioue with l i n g u i s t i c  and psychological  

ins igh t s .  
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I n f e r t i n q  a n  A n t e c e d a n t  

C o m v u t a t i o n a l  r e s e a r c h  o n  p r o n o m i n a l  a n a p h c r a  h a s  c e n t e r e d  
a r o u n d  t h e  p r o b l e m  o f  ' ' r e f e r e n c e  c e s o l u t i o n " ,  i.e. the p r o b l e m  of 
c h o o s i n q  t h e  c o r r e c t  a n t e c e d a n t  f o r  a n  a n a p h o r  jc e x p r e s s i o n  f rom 
a se t  of  s e v e r a l  p o s s i b l e  c a n d i d a  tes. B u t  r e f e r e n c e  r e s o l u t i o n ,  
t h o u q h  a complex process r a q n i r  i h q  t h e  i n  t a r a c t  i o n  of many 
s o u r c e s  of k n u w l e d q e ,  is really o n l y  h a l f  t h e  p r o b l e m .  The o t h e r  
h a l f  i n v o l v e s  a c t u a l 1  y  f i n d i n g  t h e  c a n d i d a t e s .  Tn c u r r e n t  n a t u r a l  
lanquaqe s y s t e m s ,  t h i s  h a l f  o f  t h e  ~ r o b l e m  h a s  teen handled i n  a 
r a t h e r  24 f a s h i o n  o r  h a s  been i q n 0 r e . l  e n t i r e l y .  I n  t h e s e  
s y s t e m s ,  the set off p o s s i b l e  a n t e c e d a n t s  f o r  a Fronoun is u s u a l l y  
culled o f f  a h i s t o r y  l ist o f  o b j e c t s  i n t r o d u c e d  e a r l i e r  i n  t h e  
d i s c o u r s e .  V a r i o u s  h e u r i s t i c s  inc1 u d i n g  r e c e n c y ,  s t r u c t u r a l  
c o n s t r a i n t s ,  s e m a n t i c  se lec t  i o n a l  r e s t r i c t i o n s ,  # n o v n  
h i g h e r -  l e v e l  t a s k  o r  d i s c o u r s e  o r q a n i z a t i o n ,  a n d  c a s e  a n d  n u m b e r  
a q r e e m e n t  a r e  t h e n  a p p l i e d ,  i n  o r d e r  t o  c h o o s e  t h e  b e s t - f i t t  ing 
c a n d i d a t e .  

On t h e  one h s n d ,  it h a s  l o n g  been r e c o a n i z e d  t h a t  i n f e r e n c e  
may be n e e d e d  t o  f i n d  p o s s i b l e  a n t e c e d a n t s  f o r  a d e f i n i t e  n o u n  
phrase, F o r  e x a m p l e ,  i n  

A l e e r i n q  face a p p e a r e d  at. Mary's window. 
Slie c a l l e r 1  t h e  p o l i c e  t o  =rest t h ~  Ean. 

at  l e a s t  o n e  i n f e r e n c e  r u l e  r e l a t i n q  man a n d  face i s  needed  t o  
f i q u r e  o u t  a possible a n t e c e d a n t  f o r  "the man". 

The p o i n t  T s h a l l  be a a k i n q  i n  t h i s  F a p e r  is t h a t  i n f e r e n c e  
may be r e q u i r e d  , t o  c o n j u r e  u p  p o s s i b l e  a n t e c e  E a n t s  f o r  p r o n o u n s  
as J e l l .  S x a m c l e s  l i k e  t h e  f o l l o w i n q  w i l l  b e  u s e d  t o  i l l u s t r a t e  
tbis p o i n t .  

I s a w  a m a r r i e d  c o u p l e  w a l k i n g  i n  t h e  p a r k .  
Be had on a w f u l  p l a i d  s h o r t s ,  a n d  s h e  h a d  on a d a s h i k i .  

r he = t h e  h u s b a n d ,  s h e  = t h e  w i f e 1  

J o h n  b l r n d e r l  some f l o u r  a n d  wa'ter a n d  used 4. t o  seal  
t h e  I i a  onf o t 1 1 9  p o t .  
r i t  = the f l o u r - u a t e r  m i x t u r e ' ]  

Mary q a v e  each q i r l  a T - s h i r t .  
T h e y  t -hanked h e r  f o r  them. 

r t h e m  = t h e  set of T - s h i r t s ,  each of r h i c h  Nary 
qave t o  some g i r l  1 

T s h a l l  show t h a t  a n y  p r o n o u n  r ~ s o l u t i o n  p r c c e d u r e ,  e v e n  o n e  
t h a t  uses h i q h l v  s o p h i s t i c a t e d  s y n t a c t i c ,  soman t i c  a n d  p r a q m a t i c  
chccks, c a n n a t  cpstrict. i t se l f  t o  c o n s i i c r i n q  o n l y  o h  j ec ts  a n d  
events  q i v e n  ~ x p l i c i t l y  i n  the t 9 x t .  I n  a d d i t i o r  I s h a l l  s h o v  how 
t h e  needed a n t s c e d a n t g  c a n  be  i n f e r r e d ,  c s i n g  a f o r m a l  
E e p r e s a n t s t i  or. l a n s u a s e  f o r  E n q l i s h  a e s c r i b c - d  e lsewharc. 


