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CONCLUSIONS

This paper has described a research effort into the modeling of human dialogue.
The purpose of this research has been to uncover and describe in process models,
regularitics that occur indialogue. It is hoped that the enhanced understanding of human
communication which results, will facilitate the development of more natural (and thus
more effective) man-machine interfates.

The principal regularity we have discovered is a collection of knowledge and goal
structures, called Dialogue-games, which seem to be crucial in understanding the
structure of naturally-occurring dialogues. According to the theory we have propbsed,

one or more of these Dialogue-games serve as the major organizing influence on every
human didlogue.

Each Dialogue-game specifies what knowledge each person must have to engage in
such a dialogue, and what goals of the participants might be served by that interchange.

A Dialogue~pame also specifies, as a sequence of "tactical” goals, the manner in which the
dialogue is conducted.

The Dialogue-game Model is a collection of cooperative processes which
continuously updated a representation of each participant’s atlention state in a
Workspace. The model recognizes when a particular Dialogue-game is being bid,
accepted, pursued and terminated, and represents these states appropriately in the
Workspace. A particular Dialogue-game, the Helping-game, was described in some

detail. A simulation of the evocation and use of the Helping-game on a segment of natural
dialague is contained in the Appendix.

Our experience so far with the Dialogue-game Model has reinforced our

hypothecses that an understanding of the goal-serving aspects of dialogue is a powertsl .
tool in understanding the individual dialogues.
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APPENDIX -- SIMULATION OF THE DIALOGUE-GAMES MODEL

Example of theDialogue Model in Action

In this appendix we describe an extensive simulation of the c¢urrent state of the
Dialogue~-game Model. We make use of a particular version of the Helping~-game and alsc
explore another structure, an Execution Scene, which describes the customary events
surrounding the successful execution of a particular program (Runoff).

We start by describing this more detailed version of the Helping~game, introducing
names for the various aspects, to be used later. Next we show a short, naturally
occurring dialogue between a computer operator and a user. Then we describe the
opcration of the Dialopuc-pame’'Model as it assimilates this dialogue, up to the point at

which it concludes that the Helping-game is an appropriate structure through which to
understand the subscquent utterances.

Once this hypothesis for the form of the dialogue has been chosen, we continue the
simulation to examine how 4he model decides that a particular Execution Scene is
appropriate for assimilating the content of the dialopgue. "Next, we see how this choice of
scenes cnhances the set of goals imputed to the speaker, thus facilitating the

comprehension of what he is saying. Finally, we summarize our experience with the
Dialogue-game Model so far,

A Detarled Structure for the Helping - game

What follows is the substance of the communication structure we have named the
Helping-game.  In the intercsts of clarity of presentation, the formal structures of the
definition have been expressed in prose. However, the elements of the following

description correspond one-to-one to those in the actual Helping-game used in the
simulation.

HELPING-GAME

Paramecters:
The parameters are two roles (HELPER and HELPEE) and a topic (TASK/HG).
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Paramecter specifications:
The HELPER and HELPEE are each a kind of person.

H1 = A goal of the HELPEE is that he perform TASK/HG.
H2 = Itisnottruethat HELPEE is able to perform this TASK/HG.
HS5 = The HELPEE wants to be able to perform the TASK/HG.
(being able to perform the task is a subgoal of
performing the task)
H6 = The HELPERis able to enable the HELPEE to perform the TASK/HG.
H8 = The HELPER is willing (= is able to wantto...) to enable the
HELPEE to perform the TASK/HG.
H10 = The HELPEE is permitted to perform the TASK/HG.
H1l =

(being enabled to perform the task is‘a subgoal of

performing the task)

Game components:

HGX1 = The HELPEE knows of a particular execution scene, XS/HE.
[note: an exccution scene is a flowchart-like description
of the use af a particular process; more details below]

HGX2 = The HELPEE knows that his perceiving the terminal state of XS/HE
would satisfy his wanting to perform TASK/HG.

HGX2C= (Thus) The HELPEE wants to perceive XS/HE in this terminal
state.

(this perceptionis a subgoal of performing the TASK/HG)
ACTION/GOOD = an ACTION of XS/HE which was realized in the past.
HGX3 = The HELPEE knows he has perceived this ACTION/GQQD.
HGX4 The HELPEE knows he had expected to perceive it.

HGX5 The HELPEE knows he wants to perceive this ACTION/GOOD.
(perceiving the ACTION/GOOD is a subgoal of perceiving the
[desired] terminal state of the XS/HE)

ACTION/BAD = an ACTION of XS/HE which was not realized in the past.

HGX6 = Thec HELPEE knows that he did not perceive ACTION/BAD.

HGX7 The HELPEE knows that he had expected to perceive it.

HGX8 = The HELPEE wants to perceive ACTION/BAD.

(perceiving the ACTION/BAD is a subgoal to perceiving the

terminal state of XS/HE.)

HGX9 = The HELPEE wants to describe what happened which was both
expected and wanted, the ACTION[s]/GOQD.

(describing these ACTION[s]/GOOD is a subgoal of having

the HELPER enable the HELPEE to perform the TASK/HG.)
HGX10= The HELPEE wants to describe what did not happen that he

i

i

1

The HELPEE wants the HELPER to enable him to perform the TASK/HG.
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expected, and wanted, the ACTION[s]/BAD.
(describing these ACTION[s]/BAD is a subgoal of having
the HELPER enable the HELPEE to perform the TASK/HG.)

The Dialopue to be Modeled

What follows is a transcript of a naturally occurring dialogue between a computer

operator (identified as "0") and a user ("L") who has "linked" to the operator, in an
attempt to solve a problem.

There has been virtually no “cleanup” of this transcript, except to remove
extrancous typing that had appeared on the operator’s console listing as a result of the
operating system printing routine status messages. The choice of words, and even

spelling, are exactly as typed by the participants. (We have segmented the text by
interposing carriage-returns as we deemed appropriate.)

Dialogue OC117

LINKFROMIL], TTY 42

L: Haw do I getf runoff to work,
[ keep xeqinit
butit just grabs my input file
and then says done

but gives me no output?
GA

0: The output comes out on the line printer

L: Throw it away
butcanlgetittogotoafile?
GA

0. Confirm your commands with acomma

and you’ll be queried for files, etc.
GA
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L: Thanx mucho
EREAK

The subsequent simulation is of the model processing the first five segments, the
entire first utterance. Each utterance is ingested one at a time, by the Parser, and the
assimilation proceeds until a quiescent stale is reached (much more detail, below)
whereupon the next segment is parsed and input for processing.

The identification of the Helping-game

How does the model know to evoke the Helping-game? To exhibit answers to this
and subsequent questions, we lead the reader through a simulation of the mode! as it
processes the beginning of dialogue OC117. We indulge in the same use of prose for

formalism as aboVe, again with the same assurances of correspondences with the actual
simulation.

The simulation proceeds in cycles; in each cycle, we exhibit the operation of a
single processor, performing one iteration of its function. We do not address here the
issues of how the model would select which processor to call next. [n fact, our design
calls for these processors to be maximally autonomous and parallel in their operation,
operating whenever circumstances are ripe for their function and dormant otherwise.

The format of this simulation is as follows: The cycle number is first, in the form:
scepmant numbers--cycle number in this segment>.  Next is the name of the processor
operating in this cycle.  After that is a description of the nature of the processing done

auring that cycle.  Finally, there is a list of the results for this cycle, that is, all the
important changes in WS,

Initially, the description is at a very detailed level. But atter a while, the
operations become extremely repetitive so the deseription becomes less detailed,
focusing anly on the unique aspects of the current operation.  In this example, cach
processor is called at least once in the processing of each segment; Match, Deduce and
Protcus bear the major burden, having several invocations each per segment.
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Cycle 1-1 -~ Parse.

The parser reads one utterance/segment of input and translates it into the formalism
for activations in the workspace. No claim is made that this translation retains all the

content of the original text, only that it is adequately faithful to the level of detail we are
simulating.

Results: Case/9 (= (O perceives that L asks (how do I get Runoff working?))) is activated..

Cycle 1-2 -~ [-processor

Certain words (e.g. pronouns, determiners) are taken to be signals that a reference
is being made to concepts introduced elsewhere. The presence of a concept in the
workspace corresponding to one of these words leads to the calling of the
process-specialist which attempts to resolve the implied reference. Thus, the presence
of "I" in the text leads to the calling of the I-process, whose sole function is to determine
the referent of the "I™ and modify the stored concept to reflect this. This process judges
that if L is asking a question which contains "I" as its subject, then this constitutes
adequate evidence to hypothesize that "[" is being used to refer to L.

Results: O perceives that L asks (how does L get Runoff working?)

Cycle 1-3 -~ Match

Match is always on the lookout for pairs of nodes, one in the WS and the other in the
LTM, such that the activation (node in WS) matches the concept (node in LTM). This is
taken to be evidence that the activation is also to be taken as an activation of the matched

concept. It should be understood that we are-examining only some of the succewsful
matches which occurred.

Starting in this cycle, we see a pattern which recurs regularly, and which accounts
for a significant picce of the action, as the model assimilates the dialogue. Match
determines that a particular activation matches the left half (condition side, if part, etc.) of
a production-iike rule stored in LTM. This successful match leads to the identification of
the correspondences between the aspects of the activation and those of the left half of
the rule, as well as creating an activation of the rule itself. The activation of a rule leads
to calling the Beduce processor in the next eycle, which applies the activated rute to the
node in the WS responsible for the rule’s activation. This application of a rule (which

also results in the removal of the rule’s activation from the WS) creates a new activation
structure in the WS.
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In other words, the introduction of a picce of knowledge suggests that a certain
transformation (e.g.,"Whenever you know X, you can conclude Y.") is appropriate. This

transformation is applied to the stimulus knowledge to generate a conclusion: a new piece
of knowledge.

In this particular case, the above result structure is found to match the left half of

RuleO = If O'perceives a proposition,
then O knows that propaosition.
with the correspondences

Case/1 (= (L asks (How do I get Runoff working?))) is activated.
corresponds to the proposition.

(This rule represents the approximation that what is perceived is accepted at face value.)

Since Case/9 is now scen to be an activation of the Left-half of Rule0, an activation
for the rule itsclf is created in the WS.

Results: Case/9is an activation of Left half of RujeO.
Case/}*corresponds to the proposition in RuleO.
An activation of RuleQ is entered into WS.

Cycle 1-4 -~ Deduce

Since a rule is active in WS, Deduce is called in an attempt to apply the rule. The
Match has guaranteed that the necessary correspondences exists between the left half of
the rule and the node which is its activation. To apply the rile, Deduce creates an
activation of the right half, with the corresponding sub-parts substituted.

Results: RO-1=0 knows Case/1
Activation of RuleO deleted from WS.

Cycle 1-5 -~ Match
Match finds that RO-1 matches the left half of:

Rulel = If O knows (L asks about a proposition),
then O knows (L does not know about that proposition).
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Results: RO-1is an activation of the left half of Rule 1.
Case/1 corresponds to (L asks about a proposition)
Case/2 = (How does L get Runoff working) corresponds to the
proposition.
An activation of Rulel is created in the WS.

Cycle 1-6 -- Deduce

Deduce applies Rulel to RO-1, substituting according to the discovered
correspondences.

Results: R1-1 (=0 knows (L does not know Case/2), is activated.)
Activation of Rule 1 deleted from WS.

Cycle 1-7 -- Match
Match R1-1 with left half of

Rule3 = If O knows that a person does not know how to perform a
task,

then O knows that that personis not able to perform
the task.

Results: R1-1is an activation of the left half of Rule3.
L corresponds to the person mentioned.
Get corresponds to Perform.

The state of Runoff working corresponds to the task.
An activation of Rule3 is created in the WS.

Cycle 1-8 -~ Deduce
Deduce applies Rule3toR1-1.
Results: R3-1 (=0 knows thatR3-11=(Lis not able to perform

(getting Runoff working)) is activated).
Activation of Rule 3 deleted from WS.

Cycle 1-9 -- Match
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Match R3~11 with H2 = Helpee is not able to perform the task.

Results: R3-11is an activation of H2,

(gpetting Runoff working) corresponds to the task.
L corresponds to the Helpee

Cycle 1-10 -- Match
Match RO=-1 with left 1/2 of:

Rule2 = if O knows (L asks about a proposition),
then Q knows (L wants to know about that proposition).
Results: RO-1is an activation of the left half of RuleZ2.
Casc/1 corresponds to (L asks...), in Rule 2.
Case/2 corresponds to the proposition.
An actlivation of Rule 2is created in the WS.

Cycle 1-11 -- Deduce

Dcduce applics Rule2 to RO-1,

Results: R2-1 (=0 knows (L wants to know about Case/2) is activated).

Activation of Rule 2 deleted from WS.

Cycle 1-12 -- Match
Match R2-1 with left half of

Ruled = If O knows (a pcrson wants fo know how
to perform a task),
then O knows (that person wants to perform that task).
Results: R2-1is anactivationif the left half of Rule4.
L corresponds to the person.
(getting Runoff to work) corresponds to the task.
An activation of Rule 4 is created in the WS.

Cycle 1-13 -~ Deduce

44
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Deduce applies Rule4 to R2-1.

Results: R4-1 (=0 knows (L wants to perform (getting Runotf working)) is activated).
Activation of Rule 4 deleted from WS.

Cycle 1-14 -- Match
Match R4-11 with H1 = Helpee wants to perform a task.

Results: R4-11is an activation of H2.
L carresponds to the Helpee.
(Getting Runoff working) corresponds to the task.

Cycle 1-15 -~ Match
Match RO-1 with left half of

RuleVa = If O knows (a person says

(he executes a process with an instrument)),

then O knows (that personis saying
(he performs (the execution of the pracess)
with the instrument).
Results: RO-1 is an activation of the left half of RuleVa.

L corresponds to the person.
(getting Runoff working) corresponds to (... executes a process ...)
How corresponds to the instrument (i.e., the means).
An activation of Rule Va is created in the WS.

Cycle 1~16 -~ Deduce

Deduce applies RuleVato RO-1.

Results: RVa-1 (=0 knows (L asks (how do I perform (getting Runotf working)?)) is
activated)..

Activation of Rule Va deleted from WS.

Cycle 1-17 -~ Match

45
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Match RVa-1 with Left half of

Rule2a = If O knows (aperson asks how to perform a task),
then O knows (that person wants O to enable him
to perform that task).
Results: RVa-1 is an activation of the left half of Rule2a.
L corresponds to that person.
(L getting Runoff to work) corresponds to the task.
An activation of Rule 2ais created in the WS.

Cycle 1-18 ~- Deduce
Deduce applies Rule2a to RVa-1

Results: R2-1 (=0 knows (L wants O to enable him (L) to get Runoff working) is activated).
Activation of Rule 2a deleted from WS.

Cycle 1-19 -- Match

Match R2a-1 with H11 = Helpece wants Helper to enable him ta to a task,

Results: O corresponds to Helper.
L corresponds to Helpee.
(L getting Runoff to work} corresponds to the task.

Cycle 1-20 -~ Proteus

H1, H2 & H11 provide Proteus with enough evidence to create an activation of the
Helping-Game.

Results: An activation of the Helping-game is created in the WS.

Cycle 1-21 -- Dialogue-game Manager

The presence of an activation of a Dialogue-game in the WS leads to the calling of
the processor specialized in this.category of knowledge. The Dialogue-game Manager

(DGM) makes use of a set of correspondences that have already been established by the
matches which led to the activations of H1, H2, and H11:
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Previous Resuits: L corresponds to Helpee
O corresponds to Helper
Case/3 (= (Runoff working)) corresponds to the task.

Once an actjvation of a pame has led to the calling of the DGM, the Manager accesses
the entire collection of information about the game from the LTM representation of it.
The items of knowledge in the game, with the particular parameters of this situation
substituted apprapriately, fall into one of three categories:

1. Alrcady known lo hearer (e.g. H1, H2& H11). Itemsin this category are
simply ipnored, since it serves no purpose to re-assert them.

2. Contradict knowledge alrcady held by the hearer (e.g., if O already knew,
for sure, that L knew all about Runoff). If any item falls into this category, the
hypothesis that this game is active is simply abandoned as inaccurate.

3. Uems neither previously known or contradicted (the majority of the
content of the typical case). In this case, the DGM creates activations of
these items to represent the collection of impliéit knowledge that follows from
a recognition of the proposed game.

Results: Activations are created for all of the following:

H5 = L wants to be able to get (Runoff working) himself.
(being able to get (Runoff working) is a subgoal
to performing (Runoff working).)

H6 = Q is able to cnable L to get (Runoff working).

H8 = O is able to want to enable [i.e. is willing to enable]
L to get (Runoff working).

H10=L1 is permitted to get (Runoff working).

The game also contains a collection of knowledge having to do with the conduct of
the game, rather than what the participants need to successfully evoke it. These items of
kriowledge and goals are also established as activations by the DGM at this time:

Resuits: Acfivations are created or all of the following:
HGX1 = L knows of an execution scene (XS/HE).
HGX2 = L knows that if he perceives a particular
terminal state of this scene, this will
satisfy his wanting to perform the task.
HGX2C= (Thus) L wants to perceive this terminal state
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of XS/HE.
An ACTION/GOOD is an ACTION within the specification of
XS/HE which occurred in the past.
HGX3 = L knows that he has perceive the ACTION/GOOD.
HGX4 = L knows he expected to perceiveiit.
HGXSE = L wanted to perceive it.
An ACTION/BAD is an ACTION within the specification of
XS/HE which has not occurred in the past.
HGX6 = L knows he has not perceived the ACTION/BAD.
HGX7 =L knows he expected to perceive it.
HGX8 = L knows he wanted to perceive it.
(perceiving the ACTION/BAD is a subgoal to perceiving
the desired terminal state of XS/HE.)
HGXS = L wants to describe the ACTION[s]/GOQD [to O].
(this describing is.a subgoal to (O enables L to
perform the task)
HGX10=L wants to describe the ACTION[s]/BAD [to O].
(this describing is a subgoal to (O enables L to
perform the task)

Processes, procedures, ceremonies, and the like, may have an associated execution
scene, which is in effect an abstract description of a complete performance of the object

described. The execution scene resembles a flowchart, with the boxes being actions of
onec of the active apents involved.

In this case, the exccution scene is for Runoff, a program which reads a file
specified by the user, formats the contents of the file, and outputs this formated material

onto cither the line printer or another file. The execution scene of Runoff, as stored in
our model, is similar to figure A-1.



A Model of Dialogue

XSA-11

XSA-12

ASA-13

XSA-14

XSA-15

XSA-16

h

]

START

I

49

XSA=1l = User initiates Rungff

I
|

XSA-2 = Runoff requests a file name.

I
\

XGA-3 = User types a file name.

I
I

XGA-4 = Runoff requests a confirmation,

I
I

[one of the following two paths is taken:]

I
I
user types couma.
{
|
Runoff reads (grabs)
input file,
|
|
Runoff requests output
file name.
I
|

User types output file name.

I

I
Runoff produces (gives)
output on output file.

I

|
Runo f f* types DONE.

f

FINISH

Figure A-1.

|
I
XSA-21 =
I
I
XSA-22 = Runoff reads
‘ input file.
|
I
XS5A-23 = Runoff produces (gives)

user types carriage return.

(grabs)

output on line primter.
|

I
XSA-Z24 = Runoff types DONE.
|
FINISH

XS/R0O, THE RUNOFF EXECUTION SCENE.
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Cycle 1-22 -~ Proteus

As a result of the numerous references to Runoft and XS/HE, the .activations for
these two concepts are “highly active”. Consequently, when Protcus is called, the
concept XS/RO (the exceution scene of the Runott process) becomes active and, due to its
similarity to XS/HE, is taken to be equivalent to it, Since XS/RO is more detailed (contains

more information) than XS/HE, XS/RO is used in place it XS/HE in all of the expressions
introducedin Cycle 1-21.

Samething we passcd over in the earlier examples was the issue of when the model
is willing to stop processing a given piece of text and go on to the nexf one. It seems
inappropriate to demand that the modol wring all possible information and deductions out
of each ulterance. Yet there must be some demands made on the assimilation. An
alternate form of the question is: what needs of his own does the hearer see the incoming
text as potentially satisfying? We have taken the position that a hearer (lentatively)
understands an utterance, when he successfully views it as serving some goal imputed to

the spcaker. Thatis, to a first approximation, the hearer has assimilated an utlerance if
he figures out why the speaker said it.

The model has already established (HGXS and HGX10, above) that L wants to
describe (implicitly, to Q) certain actions in XS/RO that L expected to perceive, and in
some cascs, did, Thus, in the following ulterances, we see the model matching the
parscd input structure with one of these two goals, thus it is scen as being in service of a
goal of the spedker, and need be examined no further (for the time being).

In the subscquent example, we use two new rules: RS (Satisfaction) and RQ
(Quiescence). RS determines when an utterance is scen to satisty a speaker’s goal and
RQ rcacts to this detected satisfaction by marking the utterance quicscent.

(Opcrationally, this means that in the next cycle, the Parser is called to input the next
scgment of text.)

We resume the example at the point where the first segment has been marked
quicscent, and the Parser is called.

Cycle 2-1 ~- Parser

Results: Case9a =0 perceives thatl declares (I executed it).

Cycle 2-2 ~- I-processor
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Results: Case9a =0 perceives that L declares (L executed it).

Cycle 2-3 =~ It~processor

The case frame associated with the concept "execute” specifies that the object
concept is to be a process. The It-processor determines this and examines the WS to
sce if'it contains any active concept which is a process. In this case, there is only ene:
Runoff. Since this case is sa clearly unambipuous, this simple-minded resolution scheme
is adequate to the task. (We have oullines for more ambitious resolution schemes, but
the dialogues we have examined have not yet required them.)

Results: Case9a =0 perceives that L declares (L executed Runoff).

Cycles 2-4 & 2-5 -~ Match and Deduce
Asincycles 1-3 and 1-4, RuleQ is used to transform "perceive” into "know".

Results: RO-1a =0 knows that L declares (L exccuted Runoff).

Cycle 2-6 -- Match

Two.items in the WS are matched to the two parts of the left half of RS:

RS = If a person knows a proposition
and
he knows that a second person wants that proposition,
then the first person knows that the realization of the
proposition satisfies the second person’s desire for it.
Results: RO-1a =(0 knows (L declares ...)) corresponds to
(a person knows a proposition)
O corresponds to the first person.
(L declares...) corresponds to the proposition.
O knows HGX3 = (L want (L describe action/good))
corresponds to
(he knows-the second person wants that proposition).
L corresponds to the second person.
(L describe action/good) corresponds to
the proposition.
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(L declares (L executed Runoff)) corresponds to
(L describe action/good)
declare corresponds to describe
(L executed Runoff) corresponds to ((User initiate Runaff) past)
thus, (L exccuted Runoff) corresponds to action/good
An activation of RuleS is created in the WS.

Cycle 2-7 -- Deduce

Deduce applies RS to RO-1a and HGXS. Activation of Rule S deleted from WS.

Results: RS-1la(= 0 knows ((L declares ...) satisfies (L wants (L describe ...))) is activated).

Cycle 2-8 -- Match
Match RS-1a with left half of RQ.

RQ = If a person knows {{person2 utteYs something) satisfies
(person2 wants something else))
then the first person knows that he comprehends
(person2 uttering something) as constituting the
samething else that person2 wanted.
Results: RS-1a corresponds to the left half of RQ.
O corresponds to the first person.
(person2 utters somethng) corresponds to
(L declares (L executed Runoff))
L corresponds to person 2
(L executed Runoff) corresponds to something.
(person2 wants something else) corresponds to
(L wants (L describe ...))
(L describe action/pood) corresponds to something else.
An activation of RQ is created in the WS.
An activation of RQ is created inthe WS.

Cycle 2-9 -- Deduce

Deduce applies RQ to RS-1a.



A Model of Dialogue 53

Results: RQ-1a =0 knows (Q comprehends
(L declare (L execute Runoff))
as constituting
(L describe action/good))
Activation of Rule.Q deleted from WS,

Cycles 3-11t0 3-8

This set of cycles are exactly parallel to the preceding set. The structure
implanted into WS by the Parser is

Case/9b (= O perccives (L declares (it grabbed file/mine)))
The It-processor translates "it" to "Runoff”. Rule0 is used by Match and Deduce to
replace "perceive" with "know". Match and Deduce then apply RS and RQ, to determine

that Case/9b is comprehended as constituting another instance of (L describes
action/pood) [XSA-12 or XSA-22, Runoff reads (grabs) input file]

Cycles 4-1to 4-8

Similarly, the Parser-produced structure:
Case/9c (= it said done)

is also found to be comprehended as constituting an instance of (L describes action/good)
[XSA-16 or XSA=~24, Runoff types DONE].

Cycles 5-11t05-10

A ncarly identical sequence of cycles applies to the next Parser-input:

Case/Sd (= O perceive L declare (It did not produce output),)
except an additional Match/Deduce cycle is needed to apply Rp:

Rp = If a person-declares that something didn’t happen,
then he is declaring he did not perceive it happen.

In this case, however, we determine that Case/9d is comprehended as constituting
an instance of (L wants (L describe action/bad)) [XSA-15 = Runoff produces output on
output file -~ or ~- XSA-23 = Runoff produces output on line printer].
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What we have scen, then, is the setting up .of the expectations that the speaker will
(i.e. wants to) deseribe some things that went right, and some that didn’t, The presence
of these expectations has enabled the assimilation of the last four utterances, leading to
the model’s awareness that for L, steps XSA-1, XSA-12 or =22, and XSA-16 or -24 all
procceded as expected, but that L didn’t perceive Runoft producing any output.
Mcchanisms outside the scope of this example determine that XSA-15 (Runoff préduces
output on output file) was perceivable to L (had it occurred), but that XSA-23 (Runoff
producecs output on the line printer) was not. This leads to the conclusion that XSA-23
probably was what had occurred, and thus to the subsequent explanation from O.



