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The ideal interface, arid the sort toward which this research is  direded, would be 
continuously askihg itself: "Why did he say that?". From answers to this, the interface 
would infcr just what the human was expecting as a response. This would con~titute a 
major s lcp  toward the enabling t h o  intcrface to servo the actual (rather than the poorly 
cxprcsscd) needs of the user. Finally, such an intorface would require much l c o ~  
adaptation on thc parf of the user, and so, by our original hypotheois, would significantly 
enhance the cffcctivencss of the man-machine partnership. 



A Model of Dialogue 

This paper has described a research effort into the modeling of human dialogue. 
The purpose of this research has been to  uncover and describe i n  process models, 
reculari t ics that occur in dialogue. I t  i s  hopcd that the enhqnced understanding of human 
communication which rcsul ts, will facilitate the development of more natural (and thus 
more effective) man-machine interfatcs. 

Thc principal regularity w'e have discovered i s  a collection of knowledge and goal 
structures, called Dialoeue-games, which seem to be crucial in understanding the 
structure of naturally-occurring dialogues. According to the theory we have proposed, 
one or more of these Dialogue-games serve as the major organizing influence on every  
human didlogue. 

Each Dialogue-game specifies what knowledge each person must have to ehgage in 
such a dialogue, and what goals of the participants might be served by that interchange. 
A Dialogue-game also spccifies, as a sequence of "tactical" goals, the manner in which the 
dialogue i s  conducted. 

The Diatogua-game Model i s  a collection of cooperative processes which 
continuausly updated a representation of each participant's attention state in a 
Workspaco. The model recognizes when a particular Dialogue-game i s  being bid, 
accepted, pursued and terminated, and represents these states appropriately in the 
Workspace. A particular Dialogue-game, the Helping-game, was described in some 
dctajl. A simulation of the evocation and use of the Helping-game on a segment of natural 
dialogue i s  contained in the Appendix. 

Our experience so far wi th the Dialogue-game Model has reinforced our 
hypothcses that an understanding of the goal-serving aspects of dialogue i s  a powerfd l  . 
tool in understanding the individual di~alogues. 
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APPENDIX -- SIMULATION OF THE DIALOGUE-GAMES MODEL 

Example of the.Oia[ogue Modcl in Action 

In this appendix we describe an extensive simulation of the ar rent  state of the 
Dialogue-game Model. We make use of a particular version of the Helping-game and alsc 
explore another structure, an Execution Scene, which describes the customary events 
surrounding the successful execution of a particular program (Runoff). 

We start by describing this more detailed version of the Helping-game, introducing 
names fo r  the various aspects, to be used later. Next we show a short, naturally 
occurring dialogue between a computer operator and a user. 'Then we describe the  
operation of the Dialoeuc-garnc'Model as i f  assimilates this dialogue, up to the point at 
wh ich  i t  concludes that thc Helping-game i s  an appropriate structure t h r o u ~ h  which to 
understand the subr;cqucnt utterances. 

Once this hypothesis for the form of thedialogue has been chosen, we continue the 
simulation to examine how Jhc model dccidcs that a particular Execution Scene i s  
appropriate for assimilating the content of the dialogue. 'Next, we see how this choice of 
occnes cnhances the set of goals imputed to the speaker, thus facil i tating the 
cornprehcnsion of what he i s  saying. Finally, we summarize our experience with the 
Dialogue-game Model so far. 

A Dctai/ed Structure for the help in,^ - game 

What  fol4ows i s  the substance of the communication structure we have namcd the 
Hclping-game. In the interests of clarity af presentation, the formal structureo of the 
definition have been expressed in prose. However, the elements of the fol lowing 
description correspond one-to-one to those in the actual Helping-game used in ?the 
simulation. 

HELPING-GAME 

Paramctcrs: 
Thc parameters are two roles (HELPER and HELPEE) and a topic (TASK/HG). 
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Parameter specifications: 
The HELPER and HELPEE are each a kind of person. 

H1 = A goal of t he  HELPEE i s  that he  perform TASK/HG. 
H2 = I t  i s  not true that HELPEE i s  able to  perform th is  TASKIHG. 
H5 = The HELPEE wants to be ablc to pcrform the TASKIHG. 

(being able to perform ?he task i s  a subgoal of 
performing the task) 

H6 = The  ELP PER i s  able t.o enable the HELPEE to .perform the TASK/HG. 
H8 .I Thc HELPER i s  willing(= i s  ablc to  want to ...) to  enable the 

HELPEE to perform the TASKIHG. 
H10 = The HELPEE i s  permitted to perform the TASK/HG. 
H I  1 = Thc  HELPEE wants the HELPER to  enable him to perform the TASKIHG. 

(bcing enabled to  perform the task.is6a subgoal of 
performing the task) 

Game components: 
HGX 1 = The HELPEE knows of a particular execuiion scene, XS/HE. 

[note:  a n  execu t ion  scene i s  a flowchart-like description 
of thc use af a particular process; more details below] 

HGX2 = The HELPEEknowe that his perceiving the terminal state of XS/HE 
would satisfy h is  wanting to perform TASKIHG. 

HGXPC= (Thus) The HELPEE wants to perceive XS/HE in th is terminal 
state, 
(this perception i s  a subgoal of performing the TASKIHG) 

ACTION/GUOD = an ACTION of XS/HE which was realized in the past. 
HGX3 = The HELPEE knows he has perceived this ACTION/GOOD. 
HGX4 = T~C"HELPEE knows he had expected to  per te ive it. 
HGX5 = Thc HELPEE knows hc wants t o  perceive this ACTION/GOOD. 

(pcrcciviny: the ACTION/GOOD i s  a sub~oal  of perceiving tho 
[dcsirc.dl tcrmi nal da te  of the XS/HE) 

kCTIOIJ/BAD = an ACTION of XS/t1E which w a s  not rcalized in tho past.  
HGX6 = T h c  HELPEE knows that hc  did not perccivc ACTIONfBAD. 
HGX7 = The tiELPEE knows that he had cxpcctcd to pcrceivo it .  
HGX8 = The HELPEE want.; t o  pcrccive ACTIOId/BAD. 

(pcrcciving the  ACTIONIBAD i s  a subgoal to perceiving the 
terrnirral state of XS/HE.) 

HGX9 T Thc HELPEE wants to describe what happclncd which was both 
cxpcctcd and wanted, thc ACTIOl,l[s]/G000. 
(dcscribinc thcse A ~ T I O F J [ ~ ] / G ~ ~ D  i s  a subgoat of having 
thc HELPER enablo the HELPEE to pcrform tho TASK/HG.) 

HGXlQ= Thc HELPEE wants t o  dcscribo what dtd not hsppcn that he 
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expected, and wanted, the ACTION[s]/BAD. 
(describing these ACTION[s]/BAD i s  a subgoal of having 
the  HELPER enable the HELPEE to perform the TASK/HG.) 

The Dialogue t o  be Modeled 

What fol lows i s  a transcr.ipt of a naturally occurring dialogue between a computer 
operator ( identi f ied as "0') and a user ("L'3 who has "linked" to the operator, in an 
attempt to solve a problem. 

Thcre has been virtually no "cleanup" of this transcript, except to remove 
extraneous typing h a t  had appeared on the operator's console l isting as a result of the 
op&ratine system printing routine status messages. The choice of words, and even 
spcliinc, are exactly as typcd by the participants. (We have segmented the text by 
interposing carriage-returns a s  we deemed appropriate.) 

Dialogue OC 11 7 

LINK FROM rL1, TTY 42 

I. : How ,do 1 get runoff to work, 
I kcep xeqtn it 
but i t  just grabs my input fi le 
and then says done 
but gives me no output? 
GA 

0: The output comes out on the line printer 

L : Throw it  away 
but can I get i t  to  go to a file? 
G A  

0: Confirm your commands with a comma 
and you'll be queried for files, dc. 
GA 
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L: Thanx mucho 
BREAK 

The subsequent  simulation is  of the model .processing t h e  f i rst five segments, t h e  
ent i re  f i rs t  utterance. Each utterance i s  ingested one at a time, by the Parser, and the 
assimilat ion proceeds until a quiescent state i s  reached (much more detail, below) 
whereupon the next segment is  parsed and input for processing. 

The ident i f icat ion of thc  hclping-gamc 

How docs thc model know to evoke the Helping-game? To exhibi t  answers to t h i ~  
and  subscqucnt questions, we lead tho reader through a simulation of the model as i t  
p roccsscs  the  beginning of dialogue OC117. We indulge in fhe samc use of prorie fo r  
formal ism as aboQe, again w i t h  the same assuranaes of correspondcnccs with tho actual 
sirnulati on. 

Thc simulation proceeds in cycles: i n  each cycle, we exhibit the operat ion of a 
sinzlc processor, performing one i terat ion of i t s  function. We do not address h c r c  the 
is:uc; of h o w  the model would select w.hich processor to cal l  next. In fact, our dcsign 
cal ls  f o r  these processors to be mgxirnally autonomous and parallel i n  their  operation, 
operat ing whcncvc r  circumstances are r ipe for their function and dormant otherwise. 

Thc format of this sirnuistion i s  as follow;: Thc cycle number i s  first, in the form: 

:cy,mcnt nurnbcr9--cycle number in this scgrncnt,. Next i s  tho name of the p r a c c w o r  
operat ing in this cyclc. Aftcr that i s  EI description of the nature of the pracossiny. donc 
d u P l n b  that  cyclc.  Finally, tharo i s  a l i s t  of tha rcsults for this cycle, that is ,  ;dl tho 
irnportljnt changw in  WS, 

i i l y  tho drxcription i s  at a vcry d ~ t j i l e d  level. But after a whiln, tha 
operat ions bccot l~c  cxtrernr~ly rcpcti t ive so tho dcstr ipt ion bccomas less d ~ ~ t a i l c d ,  
focusing only on thc  unique aspects of thc current opcrstion. In th is  cxmple.  each 
processor  i s  called at lcastonco in thc processing of each scgment: Match, Dcduco and 
Protcu; bear thc  major burden, having scvoral invocations each pa? segment. 



Cycle 1-1 -- Parse. 

The parser reads one utterance/segment of input and translates it into the formalism 
fo r  activations in the workspace. No claim ' is made that this translation retains all the 
content of the original text, only that i t  is adequately faithful to the level of detail we are 
simulating. 

Results: Case/9 (= (0 perceives that L asks (how do I get Runoff working?))) is activated. 

Cycle 1-2 -- I-processor 

Certain words (e,g. pronouns, determiners) are taken to be signals that a reference 
i s  being made t o  conccpts introduced elsewhere. Sne presence of a concept i n  the  
workspoce corresponding to one of these words lcads to the calling of the. 
process-specialist which attempts to  resolve the implied reference. Thus, the presence 
of "I" i n  the text leads to the calling of the I-process, whose sole function is  to determine 
t h e  referent of the .'I" and modify the stored concept to reflect this. This process judges 
that i f  L i s  asking a question which contains "I" as its subject, then this constitutes 
adequate evidence to hypothesize that "I" is being used to refer to L. 

Results: 0 perceives that L asks (how does L get Runoff working?) 

Cycle 1-3 -- Match 

Match i s  always on the lookout for pairs of nodes, one in the WS and the other i n  the 
LTM, such that the activation (node in WS) matches the concept (node i n  LTM). Th is  i s  
taken to be evidence that the activation is also to be t iken as an activation of the matched 
concept. I t  should be understood that we areaexamining only some of the succewful 
matches which occurred, 

Starting in this cycle, we see a pattern which recurs regularly, and which accounts 
fcr  a significant piece of the action, as the model assimilates the dialogue. Match 
dcterrnincs that a particular activation matches the left half (condition side, i f  part, etc.) of 
a production-like rule srorcd in LTM. This successful match leads t o  the identification of 
the  corrcspondcnces between the aspects of the activation and those of the left half of 
the rule, ae well as creating an activation of the rule itself. The activation of a rule leads 
to calling the Deduce processor in thenext cycle, which applies the activated rub to  the 
node i n  the WS responsible for the rule's activation. This application of a rule (which 
also results in thc removal of the rule's activation from the WS) creates a new activation 
structure in the WS. 
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In othcr words, the introduction of a piece of knowledge suggests that a certain 
transformation (e.g.,'"Whcncver you know X, you can conclude Y.") i s  appropriate. This 
transformation i s  applied to the stimurus knowledge to generste a conclusion: a new piece 
of knowledge. 

In this particular case, the above result structure i s  found to match the left half of 

Rule0 = I f  Opcrce ives  a proposition, 
then 0 knows that proposition. 

w i t h  thc correspondenccs 
Case/l (= (L asks(How do I get Runoff working?))) is  activated. 

corresponds to  the proposition. 

(This ru lc  ~cp rcscn ts  the approximation that what i s  perceived i s  accepted at face value.) 

Sincc Casc/g i s  n o w  scon to be an activation of the Left-half of RuleO, an activation 
for the rule itself i s  created in the WS, 

Results: Case19 i s  an activation of Left half of RuJeO. 
Casa/j.corresponds to the proposition in RuleO. 
An activation of Rule0 i s  entered into WS. 

Cycle 1-4 -- Deduce 

Sincc a rule i s  active in WS, Ocduce i s  called in an attempt to apply thc rule. The 
Match has guar'antced that the necessary correspondences exists betwoen t he  left half of 
the rule and the n'odc which is its activation. To apply the rOle, Deduce creates an 
activation of the righthalf, with the corresponding sub-parts substituted. 

Rcsul ts: RO- 1 = 0 knows Casc/l 
Activation of RuleO deleted from WS. 

Cycle 1-5 -- Match 

Match finds that RO-1 matches the left half of: 

Rule1 = If 0 knows (L asks about a proposition), 
then 0 knows (L does not know about that proposition). 
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Rcsults: RO-1 i s  an activation of the loft half of Rulel.  
Case/l corrcsponds to (L asks about a proposition) 
Case12 = (How does L get Runoff working) corresponds to the 

proposition. 
An activation of Rule1 i s  created in the WS. 

Cycle 1-6 -- Deduce 

Dcduce applies Rule 1 to  RO- 1, substituting according to the discovered 
corrcspondcnccs. 

Rcsults: R1-1 (= 0 knows (L does not know Case/2), i s  activated.) 
Activation of Rule 1 deleted from MS. 

Cycle 1-7 -- Match 

Match R l - 1  with left half of 

Rule3 = If 0 knows that a person does not know how to perform a 
task, 

thcn 0 knows that that person i s  not able to  perform 
the task. 

Rcsults: R1-1 is  an activation of the left half of Rule3, 
L corresponds to the person mentioned. 
Get corccoponds to Perform. 
Tho state of Runoff working corresponds to the task. 
An activation of Rule3 is'created in the WS. 

Cycle 1-8 -- Dcduce 

Deduce applies Rule3 to R1-1. 

Results: R 3 - 1  (= 0 knows that R3-11= (L i s  not able to perform 
(getting Runoff working)) i s  activated). 

Activation of Rule  3 deleted from WS. 

Cycle 1-9 -- Match 
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Match R 3 -  11 wi th H2 = Helpee i s  not able to perform the task. 

Results: R3- 11 i s  an activation of H2, 
( ~ c t t i n g  Runoff working) corrcsponds to  the task. 
L corrcsponds to  tho Hclpeo 

Cycle 1-10 -- Match 

Match RO- 1 wi th left 112 of: 

Rulc2 = i f  0 knows (L asks about a proposition), 
then Q knows ( L  wants t o  know about that proposition). 

Rcsults: RO-1 i s  an activcition of the left  half of Rule2. 
Case11 corrcsponds t o  (L asks ...), in  Rule 2. 
Casc/2 corrcsponds to the  proposition. 
A n  activation of Rule 2 i s  created in the WS. 

Cycle I- 1 1 -- Deduce 

Dcduce applies Rule2 to  RO-1. 

RcsulEs: R2-1 (= 0 knows (L wants to know about Case(2) i s  activated). 
Act ivat ion of Rule 2 dcletcd from WS. 

Cycle 1- 12 -- Match 

Match R 2 - 1  with lcft half of 

Rule4 5 If 0 knows (a person wants fo know how 
t o  perform a task), 
then 0 knows (that person wants t o  perform that task). 

Results: R2- 1 i s  an act ivat ion i f  the lcft half of Rule4. 
L corrcsponds to the person. 
(getting Runoff to work) corresponds to the task. 
An act iva i ion of Eule 4 i s  created in the WS. 

Cycle 1- 13 -- Deduce 
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Deduce applies Rule4 to R2- 1, 

Results: R4- 1 (a O knows (L wants to perform (getting Runoff working)) i s  activated), 
Activation of Rule 4 deleted from WS. 

Cycle 1- 14 -- Match 

Match R4-11 with H1 = Hclpoo wants to perform a tesk. 

Rcsults: R4- X 1 i s  an activation of H2, 
L corrcsponds to tho Hclpcc. 
(Getting Runoff working) corresponds to the task. 

Cycle 1-15 -- Match 

Match RO- 1 with left half of 

RuleVa = If 0 knows (a person says 
(hc cxccutcs a process with an instrument)), 

then 0 knows (I'hat person i s  saying 
(he pcrforms (the a-xecution of the procoss) 

with thc instrument). 
Rc~ults: R O - 1  i s  on activation of tha left half of RuloVa, 

L corrcspondo to thc person. 
(getting Runoff working) corresponds to (... executes a process ...) 
How car respond^ t,o tho instrument (i.e., the means). 
An activation of Rule Va i s  croatod in the WS. 

Cycle 1- 16 -- Deduce 

Deduce applies AuleVa to RO- 1. 

Rcsults: RVa-1 (= 0 knows ( 1 asks (how do I perform (getting.Runaf# working)?)) is  
activated).. 

Activation of Rule Va deleted frorii WS. 

Cycle 1- 17 -- Match 



A Model of Dtalogua 

Match RVe- 3 with Left,hatf of 

RutaZa = If 0 knows (apcrson asks how to perform a ta$k), 
then 0 knows (that porson wants O to onable him 

to perform that task). 
RosuIf S: RVa- 1 i s  an activation of tho left half of R u ~ B ~ B ,  

L corrcsponds to that person. 
(L gcttiny, Runoff to work) corscspondr to the task. 
An activatian of Rule 2a is  created in the WSc 

Dcducci applies Rule2a to RVa- 1 

Rcsulto: R2- 1 (= 0 knows (L wants 0 to enable him (L) to get Runoff working) i s  activated). 
Activation of Rule 2a dcleted from WS. 

Cycle 1- 19 --- Match 

Match R2a- 1 with H11 = Hclpce wants Helper to enable him to to  a task, 

Rceults: 0 corrcspofdis to H'elpcr. 
L corrcsponds to Hclpce. 
(L getting Runoff to work) corrcsponds to tho task. 

Cycle 1-20 -- Protcus 

H1, H2 & H I 1  provide .Protcus with enough evidence to create an activation of the 
Helping-Garnc. 

Rcsul ts: An activation of the Helping-game i s  created in the WS. 

Cycle 1-21 -- Dialogue-game Manager 

Thc-presence of an activation of a Dialogue-game in the WS leads to the calling of 
thc processor spccializcd in this.catcgory of knowledge. The Dialogue-game Manager 
(OGM) makes use of a set of correspondences that have already been established by the 
matches which led to the activations of HI, H2, and H11: 
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Previous Rosults: L corresponds to  Hclpee 
0 corresponds to  Helper 
Case13 (= (Runoff working)) corresponds to the task. 

Once ar) activation of a eamc has led to the calling of the DGM, the Manager accesses 
thc  cntira collection of information about tho game from the LTM representation bf it. 
Tho itcms of knowledge in tho game, with tho particular parameters of this situation 
substituted apprcrpriatcly, fal l  into one of three categories: 

1. Alrcady known to hearor (e.g. HI ,  H2 & H11). Items in this category are 
simply icnorod, since it serves no purpose to re-assert them. 

2. Contradict knowlcdgc already held by the hearer (e.g., i f  0 already k,ncw, 
for sure, that t knew all about Runoff). I f  any item falls into this category, the 
hypothesis that this game is  active i s  simply abandoned as inaccurate. 

3. Mtms ncithcr previously known or contradicted (the major i ty of the 
contcnt of the typical case). I n  this case, tho DGM creates activations of 
thcsc items to  represent the collection of impl i t i t  knowledge that follows from 
a recognition of the proposed game. 

Rcsul ts: Activations are  created for all of the following: 
H5 = L wants to be able t o  get (Runoff workin$) himself. 

(being able to  get (Runoff working) i s  a subgoal 
to  performing (Runoff working).) 

H6 = 0 i s  able to enable L to  gct (Runoff working). 
H8 = O i s  able to want to enablc [i.e. i s  wil l ing to enable] 

L to gct (Runoff working). 
101.C i s  permitted to get (Runoff working). 

Thc game also contains a collection of knowledge having to do with the conduct of 
thc  game, rather than what the parllcipantsneed to  successfully evoke it. These items of 
knowledte and goals are also established as activations by thaDGM at this time: 

Resutts: Activations are created or all of the following: 
HGx1 = L knows of an execution scene (XS/HE). 
HGx2 = L knows that i f  he perceives a particular 

terminal state of this scene, this wi l l  
satisfy his wanting to  perform the task. 

HGX2C= (Thus) L wants to perceive this terminal state 
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of XS/HE. 
A n  ACTION/GOODis mACTION with in the specification of 

XS/HE whi'ch occurred in thc past. 
HGX3 = L knows that he has  pcrceivc tho ACTIQN/GOOD. 
HGX4 = L knows ho expected to perceive it. 
HGXS = L wantcd to  pcrccivc it. 
An ACTlON/BAD i s  an ACTION with in the specification of 

XS/HE which has not occurred in  t h c  past, 
HGX6 z L knows he  has not perceived the ACTION/BAD. 
HGX7 = L knows hc expcctcd to perceive it, 
HGXB = L knows hc wanted to  pcrccivc it. 
(perceiving the ACTION/BAD i s  a subgoal to perceiving 
the dcsircd tcrminal state of XS/HE.) 
HGX9 = L wants to describe the ACTION[s]/GOOD [to 01. 

( th is describing i s  a subgoal t o  (0 enables L to 
pcr form the task) 

HGXlO= L wants to describe the ACTION[s]/BAD [to 01. 
(this describing i s  a subgoal to (0 enables L to  
perform the  task) 

Proccsscs, procedures, ccremonics, and the like, may have an associated execution 
scenc, which i s  i n  effect an abstract description of a complete performance of the  ob jec t  
dcscr ibcd.  The cxccuiion scene rcscmblcs a flowchart, with the boxes being actions of 
onc of thc  active agents i'nvolvcd. 

I n  th is  case, t h e  execution scenc i s  for Runoff, a program which reads a f i l e  
specified by the uscr, formats the contents of the file, and outputs this formated material 
onto cithcr the line pr inter or another file. The execution scene of Runoff, as stored in 
our model, i s  similar to  figure A-1 .  
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START 

I 
X S A 4  a Uscr  i n i t i a t e s  Runoff 

I 
1 

XSA-2 = Runoff r e q u e s t s  a f i l e  name. 
I 

\ I  
XSA-3 = User  t y p e s  a f i l e  name. 

I 
I 

XSA-4 = R u n o f f  r e q u o s t s  a c o n f i r n l a t i o n .  

I 

I 
[one o f  thc  f o l  l ou ing  two p a t h s  i s  taken:] 

I I 
I I 

1 = user t ypes  coninla. XSA-21  = u s e r  types carriage return. 

1 I 
I I 

XSA-12  = R u n o f f  r eads  (g rabs)  XSA-22 = Runof f  reads (grabs)  

i n p u t  f i le.  input f i l e .  

I I 
1 I 

XSA-13 R ~ ~ n o f  f r ec~c~cs t s  o u t p u t  XSA-23 - ~ u n o f  f p roduces  ( g i v e s )  

f i le nanle. output on l i r l e  p r i n t e r .  

I I 
I I 

XSA-14 - U s e r  types output f i l e nanle. XSA-24 = Runoff tgpes DONE. 
I I 

I F 1.N I SH 
XSA-15 .= Runof f '  produces ( g i v e s )  

o u t p u t '  on  output f i  l e .  

I 
I 

XSA-16 = Runoff-  types DONE. 
1 

FI I\J 1 SH 

Figure A - 1 .  XS/RO. THE RUNOFF EXECUTION SCENE. 
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Cycle 1-22 -- Proteus 

As a result of the numerous rcfarcncar to Runoff and XS/HE, tho activationo for 
thcsc two conccpts are "highly active". ~ o n s c ~ u c n t l ~ ,  when Protcus i o  called, tho 
eonccpt XSjRO (the execution sccno of tho Runoff proccos) bocarnoo active and, duo to i ts  
similarity to  XSfHE, i s  taken to be equivalent to it. Sinca XS/RO is  more dctailad (conte in~ 
more information) than XS/HE, XS/RO i s  used in place i f  XS/HE in all of the expressions 
introduced in Cycle 1-21. 

Something wo pnsscd ovcr in  thc earlier examples was tha issuo of vyhcn tho modcl 
i s  willine to stop processing a given piece of tcxl and eo on la the nexf onc. It scorns 
inappropriate l o  demand that tho rncdol wring all possiblo information end deductions out 
of each utterance. Yet there must bo soms demands mada on tho assimilation. A n  
altcrnatc form of tho question is: what ncedr of his own does the hearer see the incoming 
text as potentially satisfyinc? We have taken the position that a hearer (tentatively) 
understands an utterance, when he successfully views i t  as serving some goal imputed to 

the spcskcr. That is,  to a first approximation, the hearer has assimilated an utterance if 
hc fisures out why thc spcakcr said it. 

Thc modcl has already established (HCX9 and HGX10, above) that L wants to 
dcscribc (implicitly, to  0) certain action; in XS/RO b a t  L expected to perceive, and in 
s o n w  csscs, did, Thus, in thc following uttcrsnces, we see the modol matching the 
parsed input structure with one of thcsc two goals, thus it i s  sccn as bcing in service of a 
goal of thc spcakcr, and need bc examined no further (for tho time being). 

In thc subscqucnl example, we use two ncw rules: RS (Satisfaction) and RQ 
(Quicsccncc). RS dctcrrnincs when an uttcranco i s  sccn to satisfy a speaker's goal and 
R Q ,  rcscts to  this dcfectcd satisfaction by marking the utterance quicsccnt. 
(Opcrationolly, this means that in tho next cycle, thc Parser i s  called to input the next 
scgmcnt af text.) 

Wc resume the example at the point where the first segment has been marked 
quicsccnt, and the Parser is called. 

Results: Casc9a = 0 pcrceivcs that L declares ( I  executed it). 

Cycle 2-2 -- I-processor 
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Rcsults: Case9a .I 0 perceives that L declares (L executed it). 

Cycle 2-3 v- It-processor 

Tha case frame aasociatcd with the concept "execute" epecifieo that the object 
canccpt i s  to bo a procces. The it-processor determines this and examines thc WS to 
scc if'it contains any active concept which i s  a process. I n  this case, therc i s  only ono: 
Runoff. Since this caso i s  so clcerly unambicuous, this simplo-minded reqolution scheme 
is adcqu~lc  to tho t m k .  (We hsva.outlinos for moro ambitious resolution ticherncs, but 
tho dialoeucs we havc examined havo not yot rcquirod them.) 

Rcsults: Case9a = 0 pcrceivcs that L declares (L executed Runoff). 

Cycles 2-4 & 2-5 -- Match and Dcducc 

A s  in cycles 1-3 and 1-4, Rule0 i s  used to transform "perceive" into "know". 

Results: RO- l a  = 0 knows that L declares ( L  executed Runoff). 

Cycle 2-6 -- Match 

Two.itcms in tho WS arc matched to thc two parts of the left half of RS: 

RS = I f  a pcrson knows a proposition 
and 
hc knows that a secbnd person wants that proposition, 

then the first person knows that the realization of the 
proposition satisfies the second person's desire for it. 

Results: RO- l a  = (0 knows (L declares...)) corresponds to 
(a pcrson knbws a proposition) 

0 corresponds to the first pcrson. 
(i declarer; ...) corresponds to the proposition, 
0 k n o w s ' ~ i ~ 9  = (L want (L describe action/good)) 

corresponds to 
(he knows-thc second person wants that proposition). 

L corresponds to the secondpersori. 
(L describe action/go.od) corresponds to 

the proposition. 
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(L dcclares (L exccutcd Runoff)) corresponds to  
(L dcsc r i  be acti on/good) 

dcclarc corrcsponds to  describe 
(L executcd  Runoff) corrcsponds to  ((User ini t iate Runoff) past) 
thus, (L oxccutcd Runoff) corresponds to  action/good 
An act ivat ion of RulcS i s  croatcd in the W$, 

Cycle 2- 7 -- Deduce 

Doduco applies RS to R0-la and HGX9. Activation of Rule S deleted from WS 

Rcsults: RS- l a  (= 0 knows ((L dcclarcs ...) satisfies (1 wants (L descr ibe ...))) i s  activated). 

Cycle 2-8 -- Ma tch  

Match RS- l a  with left half of RQ. 

RQ = I f  a pcrson knows ((person2 utteks something) satisfies 
(pcrson2 wants something else)) 

then thc first pcrson knows that ho comprehends 
(pcrson2 uttering something) as constituting the 
somcthing clsc that pcreon2 wanted. 

Results: RS-la corrcsponds to  the icft half of RQ. 
0 corrcsponds to the  first person. 
(pcrson2 utters sorncthmg) corresponds to  

(L dcclarcs (1 exccutcd Runoff)) 
L corresponds to pcrson 2 
(L cxccutcd Runoff) corrcsponds to sorncthing. 
(person2 wants something clsc) corresponds to 
(L wants (L dcscri be ...)) 

(L descr ibe action/good) corresponds to  something else. 
An activgtion of RQ i s  created in the WS. 
AR act ivat ion of RQ i s  createdinthe WS. 

Cycle 2-9 -- Dcduce 

Dcduce applies RQ to RS- l a .  
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Results: RQ- l a  = 0 knows (0 comprehends 
(L declare (t execute Runoff)) 
as constituting 
(L describe aition/~ood)) 

Activation of Ru1e.Q deleted from WS. 

Cyclcs 3-1 to 3-8 

This set of cycles are exactly parallel to the preceding set. The structure 
implantcd into WS by the Parser i s  

Case/Sb (= 0 pcrccivcs (L declares (it grabbed filelmine))) 

The It-processor translates "it" to "Runoff". Rule0 i s  used by Match and Deduce to 
rcplace "pcrccivc" with "know". Match and Deduce then apply RS and RQ, to determine 
that CasefSb i s  compr'ehendcd as constituting another instance of (L describes 
action/good) [XSA-12 or XSA-22, Runoff reads (grabs) input file] 

Cyclcs 4- 1 to 4-8 

Similarly, tho Parser-produced structure: 

CaseJ9c (= i tsaid done) 
i s  also found to be comprchendod as constituting an instance of (L describes actionlgood) 
[XSA- 1 6  or XSA;24, Runoff types DONE]. 

Cyclcs 5- 1 t o  5- 10 

A ncarly identical sequence of cycles applies to the next Paiser-input: 

Case/Sd (= 0 perceive L declare (It did not produce output),) 
cxccpt an additional MatchfDeduce cycle i s  needed to apply Rp: 

Rp = I f  a persondeclares that something didn't happen, 
then he i s  declaring he did-not perceive i t  happen. 

I n  this case, however, we determine that Case/Sd i s  comprehended as constituting 
an instance of (L wants (L describe action/bad)) [XSA-15 = Runoff produces output on 
output fi le -- or -- XSA-23 = Runoff produces output on line printer]. 
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Whqt wo havc nccn, then, i s  thc setting upaf the expectations that the speaker will 
(i.0. wants to) dcscribc soma thincs that went right, and some that didn't. The prcaoncc 
of t h e w  oxpcctcltions ha6 cnsblcd the aseimil~tion of tho last  four uttcranccs, leading to 
thc modclys awnrcncss that for L, stcps X S A - I ,  X S A - I 2  or -22, end XSA-16 or -24 all 
procecdcd as cxpcctcd, but that L didn't pcrceivo Runoff producing any output. 
Mcch~nisms outsidc the scapc of this oxamplo dctcrmina that XSA-15 (Runoff pr&duccs 
output on output file) was pcrccivable to L (had i t  occurrcd), but that XSA-23 (Runoff 
produccs output on tho line printcr) was not. This leads to the conc l~s ion  that XSA-23 
probably was what had occurrcd, and thug l o  the subsequant explanation from 0. 


