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ABSTRACT 

A r e s e a r c h  program is desc r ibed  i n  which 
a p a r t i c u l a r  r e p r e s e n t a t  t o n a l  format  f o r  
meaning is t e s t e d  as broad ly  as p o s s i b l e .  I n  
t h i s  format, developed by t h e  LNR r e s e a r c h  
group a t  The U n i v e r s i t y  of  C a l i f o r n i a  a t  San 
Diego, v e r b s  arg r e p r e s e n t e d  as i n t e r c o n n e c t e d  
sets o f  s u b p r e d i c a t e s .  t h e s e  s u b p r e d i c a t e s  
may be thought of  as t h e  a lmost  i n e v i t a b l e  
i n f e r e n c e s  t h a t  a l i s t e n e r  makes when a verb  
is used I n  a sen tence .  They c o n f e r  a meaning 
s t r u c t u r e  on t h e  sen tence  i n  which t h e  v e r b  is 
used. To be p s y c h o l o g i c a l l y  v a l i d ,  thege  
r e p r e s e n t a t i o n s  should  c a p t u r e  ( a t  least) 

1 S i m i l a r i t y  o f  meaning 
The more similar two verbs  seem i n  
meaning t o  people ,  t h e  more t h e i r  
r e p r e s e n t a t i o n s  should  over lap ,  

2 C o n f u s a b U i t y  
The more confusab le  two verb  meanings 
are, t h e  more t h e i r  r e p r e s e n t a t i o n s  
should over lap .  

3. Memory f o r  s e n t e n c e s  c a n t a i n l n g  t h e  
ve rb  
?he s e n t e n c e  s t r u c t u r e s  set up by t h e  
v e r b ' s  meaning should  i n  p a r t  
de termine t h e  way i n  which s e n t e n c e s  
a r e  remembered. 

4. Semantic i n t e g r a t i o n  
The r e p r e s e n t a t i o n s  should  a l l o w  for 
t h e  i n t e g r a t i o n  o f  in fo rmat ion  from 
d i f f e r e n t  s e n t e n c e s  i n t o  d i s c o u r s e  
st ructure  

5 Acquis i t ion  p a t t e r n s  
l h e  s t r u c t u r a l  p a r t i t i o n s  i n  t h e  
r e p r e s e n t a t i o n s  should  correspond t o  
t h e  s t r u c t u r e s  c h i l d r e n  a c q u i r e  when 
they are l e a r n i n g  t h e  meanings of t h e  
ve rbs  

6. P a t t e r n s  o f  e x t e n s i o n  
The r e p r e s e n t a t i o n s  should  be 
e x t e n d i b l e  s o  as t o  ref lect  t h e  ways 
i n  which people  i n t e r p r e t  verb  
meanings when t h e  v e r b s  are used 
o u t s i d e  t h e i r  normal context, 

7. React ion times 
The t i m e  t aken  t o  comprehend a 
sen tence  u s i n g  a g iven  v e r b  should  
reflect t h e  s t r u c t u r a l  complexi ty  of 
t h e  v e r b  meaning. 

Experiments concerned w i t h  p r e d i c t i o n s  
1-5 are desc r ibed  here .  The r e s u l t s  are 
promising f o r  a g e n e r a l  approaoh of 
r e p r e s e n t a t i o n  o f  meaning i n  t e rms  of 
i n t e r r e l a t e d  s u b p r e d i c a t e s ,  b u t  do  n o t  c l e a r l y  
d i s t i n g u i s h  between s e v e r a l  similar 
r e p r e s e n t a t i o n s .  For example, t o  test  
p r e d i c t i o n  (21,  I read  people  s e n t e n ~ e s  
c o n t a i n i n g  v e r b s  w i t h  similar meanings, and 
asked them t o  recall t h e  sen tences .  The 
deb, =e of  o v e r l a p  i n  t h e  semant ic  s t r u c t u r e s  
was a good p r e d i c t o r  of t h e  number of 
confus ions  between sen tences .  I n  a n o t h e r  
sentence-memory experiment ( p r e d i c t i o n  ( 3 ) ) ,  
s e m a n t i c a l l y  compl& v e r b s  t h a t  provided more 
under ly ing  i n t e r c o n n e c t i o n s  bqtween t h e  nouns 
i n  a sentence  lea t o  b e t t e r  memory f o r  t h e  
nouns i n  t h e  s e n t e n c e  t h a n  s imple  g e n e r e  
v e r b s ,  o r  than  o t h e r  complex v e r b s  t h a t  d i d  
no t  provide  such e x t r a  i n t e r c o n n e c t i o n s ,  To 
test  p r e d i c t i o n  ( 5 ) ,  I tested c h i l d r e n ' s  
oomprehension of a set  o f  p o s s e s s i o n  ve rbs .  
Both t h e  o r d e r  o f  a c q u i s i t i o n  among t h e  v e r b s  
and t h e  k inds  of e r r o r s  f i t t e d  well wsth an 
account  of t h e  a c q u i s i t i o n  o f  v e r b  meaning i n  
t e rms  o f  i n t e r c o n n e c t e d  subpred ica tes .  

T h i s  r e s e a r c h  I l l u s t r a t e s  a b r e a d t h - f i r s t  
approach t o  t e s t i n g  a r e p r e s e n t a t i o n .  I n  t h e  
b r e a d t h - f i r s t  approach,  many d i f f e r e n t  
psycho log ica l  p r e d i c t i o n s  are made. Each 
d i f f e r e n t  a r e a  o f  p r e d i c t i o n  r e q u i r e s  a set of' 
proceus  gsaumptions, and i n  each case t h e  
p r o c e s s  assumptions used are t h o s e  t h a t  seem 
most p l a u s i b l e  g i v e n  p rev ious  r e s e a r c h  i n  t h e  
f i e l d .  If one r e p r e s e n t a t i o n a l  format can 
make c o r r e c t  p r e d i c t i o n s  about a number of  
d i f f e ~ e n t  k i n d s  o f  paychological  phenomena, 
t h e n  t h a t  r e p r e s e n t a t i o n  s t a n d s  a g r e a t e r  
chance  of  being g e n e r a l l y  u s e f u l  t h a n  one 
which was t e s t e d  i n  on ly  one d e p t h - f i r s t  way. 



T h i s  paper d e s c r i b e s  a p r o g r m  of  
r e sea rch  t h a t  b e s t s  a r e p r e s e n t a t i o n a l  format 
for ve rb  meaning. T h i s  reseacoh grew ou t  of 
t h e  LNR (Footnote  1 )  a t tempt  fa t h e  r e p r e s e n t  
the  meanings of wdrds i n  a psychologica l ly  
s a t i s f y i n g  way. Verb meaning seemed a n a t u r a l  
p l ace  t o  start for t w ~  reasons:  (1  ) verbs  a r e  
important:  it is a rguab le  Chat" they  provide 
t h e  c e n t r a l  b rganiz ing  semant ic  s t r y c t u ~ e s  i n  
sen tence  meanings; and (21 ve rbs  a r e  
t r a c t a b l e :  their  meanings are more e a s i l y  
analyzed than  tho- o f ,  for example, common 
nOURs. 

S i n c e  d i f f e r e n t  d i s c i p l i n e s  look af! 
meaning i n  d i f f e r e n t  ways, it may be 
w ~ r t h w h i l e  t o  d e s c r i b e  the s t a n c e  we took, 
What we wanted was a system of r e p m s e n t a t i o n  
i n  which we could c a p t u r e  ou r  i n t u i t i o n s  about 
what a word t y p i c a l l y  conveys; o r  more 
s p e c i f i q a l l y  ab6ut t h e  i n f e r e n c e s  a person 
normally makes (or b e l i e v e s  should be m e) "f: when a word is used. The assumption is t a t  
t h e  same r e p r e s e n t a t i o n s  o p e r a t e  when a person 
u s e s  t h e  word i n  speech as when t h e  person 
comprehends it; however t h e  methodology o f  
experiments). psychology makes it n a t u r q l  to  
spend more time pondering t h e  i n p u t  process  
than  t h e  ou tput  process .  T h i s  approach 
d i f f e r s  from th ink ing  o f  meaning i n  terms of 
necessary  and s u f f i c i e n t  t ru th -cond i t i ons ,  as 
many p h i b s o p h e r s  have done, o r  from th ink ing  
about  meaning i n  gene ra t ion  r a t h e r  than i n  
comprehension, as many l i n g u i s t s  have done. 
Each of those  s t a n c e s  l e a d s  t o  u s e f u l  
i n t u i t i o n s .  Ove ra l l ,  t h e r e  has  been a 
r e a s s u r i n g  degree of convergence between f h e  
r e p r e s e n t a t i o n s  proposed. 

of 
There are many n o t a t i o n a l  systems f o r  

r e p r e s e n t a t i o n  , of  verb meaning ( e  .g . , 
Abrapamson, 1975, Chafe, 1970; F i l lmore ,  1971, 
Gentner, 1975, Lakoff ,  1970; McCawley, 1968, 
Rumelhart & Levin,  1975; Schank, 1972, 1975, 
Talmy, 1975). These models of  verb  meaning 
d i f f e r  from One ano the r  in  d e t a i l ,  bu t  t h e r e  
is widespread agreement on t h e  i d e a  t h a t  vero 
n~eadings can be represen ted  i n  terms of 
i n t e r p a a t e d  sets of. subpred ica t e s ,  such a s  
CAUSE, cm CHANGE. These subpred ica t e s  are n o t  
merely ooncatenated wi th in  a word * s 
rep resen ta t ion .  Rather,  they  are 
i n t e r r e l a t e d ,  i n  s p e c i f i c  ways. 
Representa t ions  of  verb  meaning include 
n o t a t i o n  f o r  spec i fy ing  t h e  r e l a t i o n s h i p s  
among t h e  subpred ica t e s  t h a t  make up a wordts  
meaning. The no ta t ion  developed by t h e  LNR 
Group is a network format,  I n  t h i s  system o f  
r e p r e s e n t a t i o n ,  verb  meanings a r e  expressed 
i n  terms o f  aubpredioa tes  t h a t  s tand  f o r  
states, changes of  s t a t e ,  a c t i o n a l s ,  etc, 

E l v t s  of Verb -. Verbs 
provide a system i n  whiah people can t a l k  
about  happenings i n  t h e  world,  i m p l i c i t l y  
d i s t i n g u i s h i n g  s e v e r a l  t y p e s  o f  conceptual  
p o s s i b i l j t i e s .  The s imp les t  of  t hese  is the w. k s t a t i v e  p r e d i c a t e  convqys a 
r e l a t i o n s h i p  t h a t  endures  f o r  a period of  time 
between two arguments, normally an o b j e c t  ( o r  
person) and an o b j e c t  o r  value wzthin t h e  
conceptua l  f i e l d  speczf ied  by the s t a t i v e .  

For example, cons ide r  t h e  s en tence  shown i n  
F igu re  1. 

I d a  owned a Cadillac from 1970 t o  1977. 

The ve rb  phm conveys t h a t  a r e l a t i onah4p  of 
p e s s e s s i o s  kxisted between Ida  and t h e  
Cadillac far some d ~ r a t i o n .  Bes ides  s t a t i v e s  
f o r  possess ioq ,  t h e r e  a r e  a large number of  
o t h e r  s t a t i v e s ,  inc lud ing  l a c a t i o n  ($0 be &, 

, etc.) and emotion ($0 hat&, 

I n  a d d i t i o n  t o  s imple  s t a t i v e  
r e l a t i o n s h i p s ,  ve rbs  can be used .to co  vey 
changes bP s t a t e .  Following Chafe ( 1910y 1 
w i l l  refer t o  a change of state a s  a m, 
For example, the sen tence  

I d a  r e q s i v e s  $1 0.00. 

t e l l s  u s  
( 1 )  that Ida now has  $10.00 
( 2 )  t h a t  someone else had the  $10.00 before ,  
( 3 )  t h a t  a change has taken p l a c e  from t h i s  

p rev ious  state o f  possess ion  t o  t h e  
p r e s e n t  s t a t e .  
More commonly, verbs  e x p r e s s  not s imple 

changes o f  state but  c a u s a l  changes of  state. 
We seem t o  be very i n t e r e s t e d  i n  p roces ses  
That are v o l i t i o n a l l y  caused by humans and 
cther s e n t i e n t  be in  s. Figure  2 shows t h e  
r e p r e s e n t a t i o n  of t ! e sen tence  

I d a  g i v e s  Sam a rose. 

An a g e n t  nay cause  a change of s t a t e  t h a t  
re la tes  t o  ano the r  ob jec t .  O r  t he  same person 
may aot  on both agent  and evpe r i ence r  of t h e  
change o f  state. The l o e a t i o n a l  verb  move can 
be used i n  either way, as i n  t h e  fo l lowing  
examples 

a .  I d a  moved t h e  c a r ,  
b. I d a  moved t o  the  f r o n t  seat. 

I n  both these c a s e s  the  a c t i o n  taken by Ida 1s 
unspec i f i ed .  We o f t e n  dont t c a r e  exac t ly  what 
someone d i d  t o  cause  some p roces s  t o  ocqur,  
However, t h e r e  are also ve rbs  i n  which t h e  
c a u s a l  a c t i o n  is p a r t r a l l y  or wholly 
s p e c i f i e d  egg-, walk? saunter, lllamkL, 
strrde, ua, sarint., taGa, iCrat, m. (See 
Miller ( 1972) and Mlller & Jonnson-Laird 
(1976) f o r  a more ex t ens ive  d i s c u s s i o n  of t h e  
v e r b s  of l o c a t i o n ,  ) 

Thus, t h i s  system a l lows  f o r  t h e  
r e p r e s e n t a t i o n  o f  verbs  as states, changes o f  
s ta te ,  c a u s a l  changes of st%&e. simple 
a c t i o n s ,  and complex oases  i n  w m  s p e c i f i c  
a c t i o n s  cause changes of s t a t e .  F u r t h e r  
d i s c u s s i o n  of t h e  LNR s y s b m  of verb semant ics  
can be found i n  the articles by Abrahamson, 
Gentner,  Munro, Rumelhart & Levin, and 
Rumelhart & Norman i n  t h e  Norman & Rumelhart 
(1975) volume. 

There  aPe c e r t a i n l y  g a p s  i n  t h e  system, 
and a s p e c t s  of  ve rb  meaning that are no t  
e x p r e s s i b l e  i n  t h i s  s imple  vocabulary.  Some 
unresolved i s s u e s  are d i scussed  l a t e r  i n  t h e  
paper. However, t he  system seems p l a u s i b l e  p t  
the fLrst level, and allows a fa i r  range of 
ve rb  meanings t o  be cap tu red  at  l e a s t  roughly.  



A t  t h i s  point i n  the research it amfed 
appropriate to begin testing the psychological 
rightness of the system as  so far  stated 
before going on Lo refine it. 

s 
One advantage of psychological 

experimentat ion ( or of cbmpu t er 
implementation) is that  it fbrcos one to  make 
expl ici t  the assuroycions ' underlying 
representation and process. A t  l eas t  some of 
the ahoices made can then be tested as 
hypotheses. Some important assumptiorls are 

( 1 )  a verb's representation captures the 
set of immediate inferences that people 
normally make when they hear or read a 
m t e n c e  containing t h e  verb; 
[Z) i n  general, one verb- leads to  many 
inferences 
( 3 )  these networks of meaning components 
are accessed during comprehension, by an 
immediate and largely automatic process 
(4.) the se t  of components assocLated w i t h  
a given word is reasonably s table  across 
task$ and cbntexts 
(5)  surface memory for exact words fades 
quite rapidly, so that a f te r  a short time, 
o n l y  the representational network remains. 

In test ing these representations, I 
took a very l i t e r a l  f nterpretation of -the 
not ion of representation -- namely that 
the nodes and arrows i n  a r ep rescn ta t i~n  
correspond to the concepts and 
relatibnships that  are stored when a 
person comprehends a sentence containing a 
verb, The mare ferociously l i t e r a l  the  
intebpretation, the better the chances o f  
discovering counter-evidence. - One paychologica1 

cr i ter ion i g  t h a t  the representations should 
agree w i t h  peoplets intui t ive notions of 
synonymity and Bimilarity i n  meaning. One 
straightforward measure of t h i s  overlap is the 
degree to  which people rate  verbs as similar 
i n  meaning. I n  a study of about 60 selected 
verbs, I found that  people's average rating of 
the semantic similari ty between two verbs 
agreed very closely with the degree of 
semantic overlap between the i r  
representations, 

A more subtle measure of psychological 
similarity is the degree to which people 
unconsciously confuse things i n  memory. 
People i n  a sentence-memory experiment 
probably try t o  keep their sentence traces 
clear. B u t ,  suppose that w i t h i n  a short time 
a f t e r  hearing a verb i n  a sentence, a person 
has only the representational network of 
concepts and relationships, and not the 
surface verb Assume further that some pieces 
of the memory representation may be los t  or 
unaccessible a t  any time 6the t ' f a l l ib i l i ty  of 
human memoryft assumption) . Then the more two 
Verb representat ions overlap, the more like1 y 
it is that sentences containing the two ver6d 
w i l l  be confused i n  demory, despite people's 
attempts to keep them straight .  In an 
experiment i n  sentence memory, using verbs of 
varying semantic overlap, I found that  
subjects d i d  indeed confuse the verbs i n  
exactly the way predicted by the  theory 

(Gentner , 1974 ) . The correlation between the 
number of confuaions aubjeota made .between two 
verbs and the semantic overlap between the 
verbs, as predicated from the representations, 
was quite high. In  faot ,  the correlation 
between representational overlap and number of 
confusions was s l ight ly  higher ( though not 
significantly so) than the c o r ~ e l a t i o n  between 
the nymber of confuadons and the rated 
similari ty between the vorbs. (The siaiiarity 
ratings were taken from the first-mentioned 
s t u d y ,  wi th  a different  se t  of subjects). 

-. Semantic oorppl exi t y 
refers  to  the number of underlying 
sub predicates and intercohnec t ion8 t h & e  
up the basic meadlng of a verb. More complex 
meaqings correspond to more specific actions 
or events. For exgmple, &j&+ is more 
specific than gp, Its meaning contains more 
subpredicates, We know more havirlg heard 
sentence ( a )  than sgntenoe ( b) . 

( a )  Ida strode across the  f i e ld .  

( b 3  Ida went across the f ie ld,  

Various researchers have looked for evidence 
t h a t  semantic complexity may affect  
comprehensibility ,, generally on the a sumption e that more complet semantic s t ruc t  re8 are 
harder to  process (Kintsch I Thorndyke, 
1977) a However, the reaul ts have been 
negative. There is no evidence that  more 
complex words lead ei ther  to longer 
reaction-times or ts greater processing loads 
than do simpler words. . I believe' t%at itt s 
incorrect to  assume accoss the Wrd  that  
complexity is psycholsgically hard. Some 
research o f  mine suggests that  the ef fec ts  of 
semantic complex1 t y  i memory are mare 
particular. 

l e w d  - Co-. 
Although the view that semantic complexity 
leads to  diff icul ty  has not been suppor4ted, 
there i s  another side t o  the complexity-issue. 
The , additional semantic components in a 
complex verb may sct up additional connections 
among the nouns in the sentence. I n  t h i s  
case, more - complex verbs should  lead to  a 
richer and more highly interwoven sentence 
representation, and thus to  he_t_ter. memory for 
the nouns i n  the sentence. 

Notice that t h i s  prediction derives fFom 
a fanatically l i t e r a l  interpretation of the 
verb representations: more paths i n  the 
representation means more conceptual paths in 
memory. This prediction is quite apecifio. 
It is not simply a question of certain complex 
versus simple verbs having some overall 
effect ,  but rather of complex verbs providing 
extra connections between the particular noung 
i n  question. T h i s  is clearly true for Ida and 
her tenants i n  the case of versus prive, 
as can be seen in Fig 3a and 3b. 

L tested for t h i s  kind of improvement i n  
connectivity in a ser ies  of experiments in 
sentence memory (Gentner, 1977). 1 read 
people skntenaes that differed i n  the semantie 



o o n n e c t i v i t y  o f  t h e i r  v e r b s ,  such as t h e  
fo l lowing  p a i r  o f  s e n t e n c e s *  

I d a  gave h e r  t e n b n t s  a c lock .  ( s i m p l e )  

I d a  s o l d  h e r  t e n a n t b  a c lock .  (complqt  
connec t ive )  

Then I gave t h e  people  t h e  names o f  t h e  
c h a r a c t e r s  and asked thdm to  recall  we 
s e n t e n c e s .  A s  p r e d i c t e d ,  t h e y  wer@ b e t t e r  
a b l e  t o  recall t h e  noun tenants when t h e  
complex c o n n e c t i v e  v e r b  was used then 
when t h e  s i m p l e  v e r b  aiPe was used. More 
semant ic  c o n n e c t b n s  between tKe two nouns l e d  
t o  s t r o n g e r  memory connec t ions .  

To see t h e  s p e c i f i c i t y  of t h e  p r e d i c t i o n ,  
c o n s i d e r  a complex v e r b  f h a t  merelry a m p l i f i e r  
t h e  s imple  v e r b  and dues I1P;rc. add c o n r l e c t i o n ~  
between t h e  ke nquns. For  example, t he  ve r l  

( F i g  3cr adds  t h e  infopmat ion t h a t  t h e  
method of t r a n s f e r  was,& m a i l i n g  o r  some such 
long-das tance  t r a n s f e r .  Using mail l e a d s  t o  
more i n f e r e n c e s  ( a  more s p e c i f i c  even t  
d e s c r i p t i o n )  t h a n  u s i n g  a, However, the 
knowledge t h a t  t h e  o b j e c t  was mai led  l e a d s  U 
few, i f  any,  a d d i t i o n a l  c o n n e c t i o n s  betwpexv 
t h e  a g e n t ,  m, and t h e  r e c i p i e n t ,  tenants, 
T h e r e f o r e ,  t h e  p r e d i c b t o q  was t h a t  use  o f  such 
non-connecting s p e c i f i c  v s r b s  would l e a d  t o  no 
improvement over  u s e  or  g e n e r a l  v e r b s  i n  
rnemgry between the-  nourfs, 

The r e s u l t s  were e x a c t l y  as p r e d i c t e d  
The o b j e c t  nouns of complex c o n n e c t i v e  v e r b s  
were recalled b e t t e r  t h a n  W o s e  of  g e n e r a l  
v e r b s  and non-connecting complex ve rbs .  These 
d i f f e r e p o e s  were n o t  t r a c e a b l e  t o  d i f f e r e n c e s  
i n  imagery o r  word- f requency . Thus 
c o n n e c t i v i t y  is b e n e f i c i d l  t o  s e n t e n c e  metilory 
i n  a ve ry  s p e o i f i c  way. 

-. There  may be a more d i r e c t  
r e l a t i o n s h i p  between complexi ty  and d i f f i c u l t y  
i n  c h i l d r e n  t h a n  i n  a d u l t s .  Young c h i l d r e n  
o f t e n  f a i l  t o  comprehend the  f u l l  meanings of  
s e m a n t i c a l l y  complex terms ( e  ,g . , Bowerman, 
1975, C la rk ,  1973, Gen tner ,  1975, i n  p r e s s ) .  
Working w i t h  t h e  v e r b s  o f  p o s s e s s i o n ,  I have 
observed t h a t  c h i l d r g n  act o u t  t h e  s imple  
v e r b s  &gg and tc\ke c o r r e c t l y  b e f o r e  they  a c t  
o u t  t h e  more complex v e r b s  SLYJL and trade. 
S t i l l  later they l e a r n  t h e  y e t  more complex 
v e r b s  &, sell and e. The o r d e r  i n  which 
t h e  v e r b s  are l e a r n e d  is e x a c t l y  t h e  o r d e r  o f  
i n c r e a s i n g  semant ic  complexi ty .  T h i s  
complex i t  o r d e r i n g  can  be made q u i t e  p r e c i s e ,  
s i n c e  t b e v e r b s  are c l o s e l y  r e l a t e d  i n  
meaning. The r e p r e s e n t a t i o n  of a v e r b  a t  t h e  
n t h  l e v e l  o f  s i m p l i c i t y  Is p r o p e r l y  n e s t e d  
w i t h i n  t h e  r e p r e s e n t a t i o n  of a v e r b  a t  t h e  
( n + l ) t h  l e v e l .  F u r t h e r ,  when c h i l d r e n  around 
4-6 y e a r s  are agked t o  act o u t  (as i n  
*Make E r n i e  se l l  Bert a boat.") they  act o ~ t  
nive. i n s t e a d  ( A  boa t  is t r a n s f e r r e d  from Ern& 
t o  B e r t ) .  S i m i l a r l y ,  ~JUY is a c t e d  o u t  ad w. They s y s t e m a t i c a l l y  act o u t  complex 
v e r b s  l i k e  s imple  v e r b s ;  and more 
s u r p r i s i n g l y ,  t h e y  chpose t h e  a p p r o p r i a t e  
s imple  ve rb .  My i n t e r p r e t a t i o n ,  c o n s i s t e n t  
wi th  C l a r k ' s  ( 1973) semant ic  f e a t u r e s  
a n a l y s i s ,  is t h a t ' c h i l d r e n  l e a r n  t h e s e  complex 
v e r b  meanings g r a d u a l l y ,  by add ing  components 

to t h e i r  p a r t i a l l y  correct r e p r e s e n t a t i o n s .  
k t  any g i v e n  M e ,  t h e  ch i ld  comprehends 
Language i n  terms o f  t h e  oomponents t h a t  h% 
has so far  acqu i red .  

t ic  -* Another impor tant  
p s y c h o l o g i c a l  requirement  is combinab i l i ty .  
The b a s i c  no t ions 'o f  s t a t e ,  change o f  s ta te ,  
bauae,  and so on must be combinable i n t o  
networks larger than  t h e  i n d i v i d u a l  sentence .  
When two v e r b s  s h a r e  p a r t s  o f  t h e i r  under ly ing  
s t r u c t u r e .  t h i s  redundanpy shou ld  be u t i l i z e d  
t o  comhane t h e  two r e p r e s e n t a t i o n s  i n t o  one 
d i a c o b r s e  s t r u c t u r e .  How can we test whether 
t h i s  happens? One way is t o  a r r a n g e  t h i n g s  s o  
t h a t  c o l l a p s i n g  t h e  redundenc ies  between two 
v e r b s  shou ld  create t h e  r e p r e s e n t a t i o n  o f  a 
t h i r d  verb .  Then t h e  p r e d i c t i o n  is t h a t  
peop le  shou ld  u s a t h i s  t h i r d  v e r b  i n  recall. 

I n  a s t u d y  of semant ic  i n t e g r a t i o n ,  I 
r e a d  peop le  s h o r t  passages  and t e s t e d  t h e i r  
memory by having them f i l l  i n  b l a n k s  (Gentner ,  
1978).  Every passage c o n t a i n e d  a general 
v e r b ,  sbch  as g&g. Hal f  t h e  passages  a l s o  
c o n t g i n e d  a d d i t i o n a l  semant ic  In fo rmat ion ,  
such  a s  t h e  f a c t  t h a t  t h e  g i v e r  a c t u a l l y  
t h e  money he was g i v i n g .  A c ~ o r d i n g  t o  t h e  
r e p r e s e c l t a t i o n a l  model, t h e  i n t e g r a t i o n  of t h e  
r e p r e s e n t a t i o n  of a w i t h  t h a t  o r  a 
shouJd have created t h e  s t r u c t u r e  o f  u. If 
what peop le  havb 1a -t.nei,r minds af ter  h e a r i n g  
t h e  v e r b s  is t h e  network r e p r e s e n t a t i o n s ,  and 
if t h e s e  r e p r e s e n t a t i o n s  are r n t e g r a t e d  d u r i n g  
d i s c o u r s e  cojnprehension, t h e n  people  who heard  
nF\re and should  end up w i t h  t h e  
r e p r e s e n t a t i o n  of w. A s  p r e d i c t e d ,  s u b j e c t s  
F e a r i n g  t h e  e x t r a  material f a l s e l y  r e c a l l e d  
t h e  v e r b  which best f i t  t h e  aompos i t e  
s t r u c t u r e  (e .g .  & r a t h e r  t h a n  t h e  v e r b  
a c t u a l l y  p resen ted .  - 

I have a d e  t h e  assumpt ion t h a t  a v e r b  
carries w i t h  it a se t  of i n f e r e n c e s  t h a t  a r e  
normal ly  made d u r i n g  comprehension,  a s  well as 
s e v e r a l  s u p p o r t i n g  assumpt ions .  T h i s  view h a s  
been f a i r l y  well suppor ted  by t h e  r e s e a r c h  
p r e s e n t e d  h e r e ,  b u t  n e v e r t h e l e s s  it seems to 
me a n  ' overs impl i f i ca t ion .  There  remain a 
great many q u e s t i o n s ,  some l a r g e  and some 
smal l .  
( 1 )  Where shou ld  t h e  l i n e  be drawn around a 
word's  meaning? A s  C la rk  and Cla rk  (1977) 
have p u t  it, is word meaning more l i k e  a 
d i c t i o n a r y  o r  an encyclopedia?  The extreme o f  
t h e  d i c t i o n a r y  approach would be t o  t a k e  a 
minimal c o n t r a s t  approach,  s t o r i n g  wi th  a word 
o n l y  enough to  d i s t i n g a s h  4 t  from a l l  o t h e r  
words. Tmhe extreme o f  t h e  encyc loped ia  
approach would be to  access t h e  e n t i r e  
long-term memory whenewer any word is used. 
The q u e s t i o n  is, how t o  d e f i n e  a r e a s o n a b l e  
middle  ground. 
( 2 )  What $a t h e  p r o c e s s  o f  expans ion  i n t o  a 
semant ic  r e p r e s e n t a t i o n  d u r i n g  comprehension? 

a)  Are t h e r e  i n v a r i a b l e  inferences?.  When 
a n  incoming w o ~ d  is processed ,  is t h e r e  
a set  o f  i n f e r e n c e s  (auch  a s  t h e  set I 
have c a l l e d  t h e  w a l m o s t - i n e v i t a b l e  
i n f e r e n c e s n  t h a t  is a lways  made duri .ng 
comprehension,  o r  i g  t h e r e  v a r i a t i o n  i n  
which i n f e r e n c e s  get made? 



b) I f  there is v a r i a t i o n ,  is it 
q u a n t i t a t i v e  o r  q u a l i t a t i v e ?  Do con tex t  
and t h e  pe r son ' s  i n t e r e s t s  and a t t e n t i o n  
determine which in fe rences  g e t  made, so 
t h a t  t h e r e  are q u a l i t a t i v e  * d i f f e r e n c e s  
i n  what i n f e r e n c e s  get made? O r  is t h e  
d i f f e r e n c e  merely q u a n t i t a t i v e ,  w i  t h  t h e  
r a d i u s  o f  expansion varying wi th  t h e  
amount o f  a t t e n t i o n  (o_r energy, o r  
i n t e r e s t )  t h a t  the  persorf b r ings  t o  
bear? 

The not ion  of at least q u a n t i t a t i v e  
v a r i a t i o n  a seems haFd t o  avoid. It is a 
f a i r l y  s t r o n g  i n t u i t i o n  t h a t  we process  word 
meanings with varying degrees  of energy 
Fur the r ,  t h e  phenomenon of  instantiation 
(Anderson, R,C., Stevens ,  K.C., S h i f r i n ,  Z., & 
m o r n ,  J .  , 1977 ) makes it clear t h a t  a model 
o f  sentence comprehension must a l low f o r  
q u a l i t a t i v e  d i f f e r e n c e s  i n  t h e  f i n a l  set of  
in fe rences  s t o r e d .  For example, compare t h e  
sen tences  

Rover a t e  h i s  d inner ,  

Mr. P r i t c h w d  a t e  his dinner ,  
T%e verb P;Bf; conveys v a e t l y  d i f f e r e n t  a c t i o n  
sequences when used with d i f f e r e n t  q e n t s  , 
though its c a u s a l  change-of-state s t r u c t u r e  
remains more-or-less cons tant .  It is poss ib le  
t h a t  t h i s  q u a l i t a t i v e  v a r i a t i o n  can be 
accounted for by simpZe underlying 
q u a n t i t a t i v e  processes  spreading a c t i v a t i o n .  
We may have t o  settle for a more complex 
model, i n  which some p a r t s  of a ve rb ' s  meaning 
are almost always accessed while  other 
in fe rences  dcvelop o u t  o f  the i n t e r a c t i o n  of 
t h e  verb  wi th  its c o n t e x t ,  inc lud ing  its 
pragmatic context .  Id H e w i t t t s  (197b) terms, 
there may be both if-added i n f e r e n c e s  and 
if-needed inferences .  Where i n  t h i s  model 
(and whether) we want t o  draw a l i n e  b e t ~ e e n  
meaning and knowledge-of-the-world is not  a t  
a l l  clear t o  me, ( 3 )  Carrying t h e  noticul of 
v a r i a b l e  y e r b  meanbng sti&l f u r t h e r ,  how does 
metaphorical extens ion wark? Most common 
verbs  can be used i n  s e v e r a l  r e l a t e d  ways. 
For example, cons ider  t h e  range bf meanings 
t h a t  nlv_e can convey depending on t h e  nbuns it 
is used w i t h  

a r o s e  
a job. 
an h e i r .  

Ida gave Sam an excuse 
a t a l k i n g  to .  
a l l  h i s  b e s t  i d e a s ,  
t h e  time o f  his l ife.  

Clea r ly  t h e  subpredica te  s t r u c t u r e  varres 
aoross thew sentences ,  so much s o  t h a t  some 
might want to desc r ibe  t h i s  as a w l l e c t i o n  of 
e n t i r e l y  d i f f e r e n t  aenises of  t h e  same word. 
This  misses t h e  s t r u c t u r a l  similarities. Some 
kind -of metaphorical  extens ion of meaning 
seems a necessary p e r t  of a theory  o f  verb 
meaning, s i n c e  it is g e n e r a l l y  t h e  verb t h a t  
does most of t h e  a d j w t i n g .  A series of 
s t u d i e s  by Albert Stevens and me sugges t8  tha t  
people faced with an odd aentence  assume t h a t  
some of t h e  subpred ica tes  normally conveyed by 
the  verb are not meant t o  apply i n  t h e  

sen tence  at  hand A c u r r e n t  projeot i a  t o  
m o W  t h e  r u l e s  for which subprediodtes  apply 
i n  d i f f e r e n t  contexts .  
4 X have so f a r  t r e a t e d  nouns as nodes i n  
the  semantic r ep resen ta t ion .  C lea r ly  i n  o r d e r  
t o  analyze  sen tedce  i n t e r a c t i o n s  i t  is 
necessary to  have a r e p r e s e n t a t i o n  of noun 
meaning. Some progress  been made with 
a b s t r a c t  nouns, such a s  k inahip  terms. But 
t h e  t r u l y  nounlike nouns ---basic-level 
nouns--- resist analysis. 1 b e l i e v e  t h a t  
t h e s e  d i f f e r e n c e s  i n  amendabil i ty  to  a n a l y s i s  
r e f l e c t  d i f f e r e n c e s  i n  t h e  kind of meaning 
t h a t  verbs and nouns have, and t h a t  a us&fu l  
r e p r e s e n t a t i o n  of concre te  noun meaning may be 
q u i t e  d i f f e r e n t  from t h a t  used f o r  verbs ,  
p repos i t ions  and even a b s t r a c t  nouns. 
(5) There are s e v e r a l  a s p e c t s  of t h e  
r e p r e s e n t a t i o n a l  scheme t h a t  need f u r t h e r  
thought. To s i n g l e  ou t  one i s s u e ,  cons ider  
t h e  not ion of  change of s t a t e .  The LNR 
r e p r e s e n t a t i o n  r e p r e s e n t s  a verb  l i k e  gat as 
conveying a change froas an i n i t i a l  s t a t e  of 
possession to  a f i n a l  s t a t e  of  possession.  
Schank's Conceptual Dependency theory  would 
r e p r e s e n t  t h e  e n t i r e  sequence 8s a p r i m i t i v e  
a c t .  Many g e n e r a t i v e  s e m a n t i c i s t s  have 
represented  only  t h e  inchoa t ive  p a r t  of t h e  
chain  ( t h e  change to  t h e  f i n a l  s t a t e )  as 
belonging t o  the a s s e r t i o n  of t h e  verb ,  
consFdering t h e  i n i t i a l  s t a t e  to be more i n  
t h e  na tu re  of a @resupposi t ign  (e.g. Filbmore, 
1966). All these p o s i t i o n s  seem to me t o  have 
merit. The LNR use of change from i n i t i a l  t o  
f i na l  s t a t e  allows a chang;e-of-state verb  t o  
hook a u t o q a t i c a l l p  with r e l e v a n t  state 
information. The use of acts as p r i m i t i v e s  
c a p t u r e s  t h e  psychological  wholeness of  
change. Thq use of t h e  inchoa t ive  captrrres 
t h e  i n t u i t i o n  t h a t  people seem more i n t e r e g t e d  
i n  t h e  r e s u l t s  o f  an even t  --i.e. i n  t h e  f i n a l  
state-- than i n  t h e  s e t t i n g  state. The 
e x p l i c i t  change-of-state formats (LNR format 
and inchoa t ive  format)  have a n a t u r a l  way of 
capturing some k inds  o f  metaphorical  
ex tens ion  by substFtuLLng a d i f f e r e n t  s t a t i v e  

rese rv ing  t t e  rest of t h e  v e r b ' s  
s t r u c t u  L . 
Summarv 

This  work is j u s t  beginning. Nei ther  t h e  
r e p r e e e n t a t i o n s  nor t h e  p rocesses  t h a t  a r e  
assumed t b  o p e r a t e  on them come very  c l o s e  to 
c a p t u r i p  t h e  s u b t l e t y  of human language use. 
S t i l l ,  t h e  r e s u l t s  of  t h e  experimental  
inves t i .ga t ion  a r e  promising some kind of 
decompositional model along t h e s e  l i n e s .  



Ido mailed her tenanls a clack ................ 

Ida Cadi l lac  1970 1977 
Figure 1.  Ida owned a Codillac from 

1970-1977. 

Ida rose Sqm 
Figure 2 .  Ida g ives  Sam a rose. 

Ida gave her tenants a clock - 
CAlJSE 

Event Result 

00 CHANGE 

A 

Id0  ppq Ida E clock tenant: 

GENERAL VERB (FEW CONNECTING PATHS) 
Figure 3a. 

Ido - sold her tenants o clock 

Event Resu!t 

Ida ,. 

: Ida tenants 

Ida clock tenanib money I d a  

IPECIFIC VERB (FEW CONNECTING Pht~S l  
Figure ?c. 

I ootnote 

1. The repr c l  .c 1 1  I ., t ional format shown here was 
developed 1 1 )  a group of researchers a t  the  
Universitv of California a t  San Diego: 
Adel&A. Abrahamson, Dedre Centner , James A. 
Levin, Stephen E.  Palmer, ~ n d  David E .  
Rumelhart. The system i s  explained i n  d e t a i l  
i n  Norman 6 Rumelhar t , 1975.  

SPECIFIC VERB (MANY CONNECTING PATHS) 
Figure 3b. 
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What 'Makes Something ''Ad HOC" 
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Only one o f  t he  ques t ions  posed before t h i s  
sespion r e a l l y  i n s p i r e s  me t o  take pen i n  hand. 
"How genera l  a r e  var ious  formalisms? Are they 
r e a l l y  ad hoc so lu t ions  t o  r e l a t i v e l y  narrow 
d m a  i n  s? 'I 

That i s  not exac t iy  my r avor i t e  q u e s t i a . .  I 
find the  t h o q h t  o f  having t o  address  i t  pa l a t ab l e  
only i f  I can delude myself i n t o  bel ieving t h a t  
this i s  the  1as.1: time I s h a l l  have t o  d e a l  with  
i t  So, proceed3mg on the b a s i s  of  t h a t  
de lus iona l  b e l i e f ,  I s h a l l  begin. 

Ad Hocness, I nave come t o  be l ieve ,  i s  a 
d i sease  t b t  a l l  new t h e o r i e s  i n  the th ree  f i e l d s  
i n  which I consider myself well-versed, namely 
l i n g u i s t i c s ,  psychology and A r t i f i c i a l  
I n t e l l i g e n c e ,  con t r ac t  a t  conception,  s o r t  o f  l i k e  
o r i g i n a l  s i n  This would not be so bad i f  itwere 
a d i sease  for  which t h e r e  were a cu re ,  but a l a s  
t h e r e  i s  none. 

We a r e  a l l  fami l ia r  with t h e  phrase "beauty 
i s  i n  t he  eye o f  t h e  beholder." In t h i s  ca se  we 
have an ins tance  of  "the disease i s  i n  the  eye o f  
t he  beholder" which o f  course expla ins  why t h e  
cure  is so  e lu s ive .  The beholder r a r e l y  wants t o  
do anything about i t .  To d i scuss  t h i s  more 
s u b j e c t i v e l y ,  l e t ' s  take a neu t r a l  case. Before 
doing s o ,  we s h a l l  have t o  point  out  what a case  
can be expected t o  look l i k e .  A case  o f  "ad 
hocness" usua l ly  f i t s  t h e  foitro (or  should I say 
t he  "ad hoc" form) 

T k o r y  X i s  called "ad hoc" by group t d t h  
r i v a l  theory  Y 

The research  descr ibed i n  t h i s  paper was supported 
by t h e  Advanced Research P ro j ec t s  Agency o f  t he  
Department o f  Defense and monitored by the  Off ice  
~ \ 5  Naval Research under con t r ac t  N00014-75-C-1111. 

To g e t  t o  our neu t r a l  ca se ,  we s h a l l  s tar t !  our 
d i scuss ion  where X i s  Conceptual Dependency and Y 
i s  Transformational Generative Grammar. Be fore  I 
begin,  I should note t h a t  t h e r e  a r e  condi t ions  on 
X and Y r e l a t i v e  t o  each g the r  , namely t h a t  X must 
be a theory  t h a t  has been conceived a t  a dd te  
l a t e r  than Y was conceived6 Furthermore Y should 
have been . dominating some academic f i e l d  which X 
i s  seeking to invade. 

What makes a theory X a s s a i l a b l e  by Y a s  ad 
hoc? There a r e  a number o f  c r i t e r i a :  

1 - X must expla in  a phenomenon that  Y chose 
t o  ignore and t h a t  Y would r a the r  go on 
ignor ing  Since Y c b d d  not p s s i b l y  exp la in  
i t .  

2 - X must be  fundamentally a t  var iance with 
Y ,  s o  t h a t  i f  X were r i g h t  Y would be 
n e c e s s a r i l y  wrong. 

3 - X must ~ d e  d i f f e r e n t  c r i t e r i a  o f  judgment 
of  how a phenomena should be explained than Y 
does.  

The following rules a r e  used f o r  the  
s t r a t e g y  t o  be followed i n  l a b e l l i n g  an X a s  
ad hoc: 

1 - Since  X w i l l  undoubtedly show how i t s  
theo ry  exp la ins  a given p a r t i c u l a r  
phenomenon, accuse X s theory  o f  only working 
i n  t h a t  case .  This w i l l  put t he  burden o f  
proof f o r  g e n e r a l i t y  on X r a t h e r  than Y and 
a l s o  has t h e  d e s i r a b l e  e f f e c t  o f  put t ink X i n  
the pos i t i on  of  no t  being ab le  t o  prove 
anything with out  proving everything. 

2 - Choose a phenomenon t o  expla in  i n  which 
it i s  v i r t u a l l y  impossible t o  expla in  
every th ing ,  thus  g iv ing  game and s e t  t o  Y. 

Consider our hypothe t ica l  case where 
Conceptual Dependency i s  X and Tranformational 
Grammar is  Y. An examination o f  t he  l i t e r a t u r e  
w i l l  show-that criteria I through 3 as w l l  a s  t he  
two  a v a i l a b l e  s t r a t e g i e s  have been used by the  
T r a n s f o m a t i o n a l i s t s .  In va r ious  a r t i c l e s  and 
publ ic  performances charges  o f  "ad hocness" have 



been r a i s ed  aga ins t  Conceptual Dependency. We a r e  
t o l d  t h a t  our s t r u c t u r e s  only work f o r  t h e  
examples we d i scuss ,  t h a t  we have "no pr incipled 
y of going from a sentence t o a 
concept yaliza tipfit' (Dresher and Hornstein (1976)) 
o r  t h a t  "Sehank provides no demonstration t h a t  h i s  
scheme i s  more than a c o l l e c t i o n  o f  h e u r i s t i c s  
t h a t  happen t o  work on a s p e c i f i c  c l a s s  o f  
examples'' (Weizenbaum (1976)) .  ( I f  t h e  reader  i s  
wondering how kizenbaum got t o  be  a 
t ransformat iona l i s t  i n  my view, he need only read 
Weizenbaum s furlherbremarks e x t o l l i n g  Chomsky a s  
having met the c r i t e r i a  t h a t  he c l a i m  I have not 
met .) 

To what ex t en t  a r e  these charges v a l i d ?  To 
not  knowiq i f  one can e x t r a c t  a conceptua l iza t ion  
from any sentence (and i t s  corroborat ing charge o f  
not provinpl that  t h e r e  e x i s t s  a r i g h t  CU diagram 
f o r  any sentence)  I plead g u i l t y .  But o f  course ,  
I would be less than completely honest i f  I d id  
not a l s o  note t h a t  t h e r e  does nbt e x i s t  any theory  
o r  t h e o r i s t  who m u l d  not a l s o  have t o  plead 
g u i l t y .  Have the t ransformat iona l i s t s  shown us 
t h a t  they have some pr incipled way o f  ex t r ac t ing  
conceptual izat ions  from sentences o r  determining 
the  co r r ec t  represen ta t ion  for  any sentence? 
Unless they a r e  keeping t h e i r  so lu t iqn  as a s ec re t  
plan not' t o  be revealed u n t i l  a f t e r  t h e  e l e c t i o n ,  
I would have to  imagine t h a t  the  answer t o  t h i s  i s  
t h a t  they do not have a so lu t ion  t o  t he  problem. 
So c l e a r l y ,  they  are no more o r  l e s s  ad hoc than 
w a r e .  (Of course I m i g h t  note here t h a t  we do 
have programs t h a t  suggest t h a t  we can db a l a r g e  
c l a s s  o f  examples and show t h a t  our pa r se r s  a r e  a t  
least the  beginning of some set of  p r i n c i p l e s  that 
work, but I won t ) .  

What about Weizenbaum s a t t a c k ?  Perhaps i t  
i s  a l l  h e u r i s t i c s .  To t h i s  charge I plead no 
contes t .  It might be that, i n  the  end,  we w i l l  
have b u i l t  a working program t h a t  so lves  t h e  
e n t i r e  na tu ra l  language problem and i t  w i l l  be 
e a s i l y  labe l led  a s  a grand set o f  h e u r i s t i c s .  
Won't t h a t  be t e r r i b l e !  To q w t e  Dresher and 
Hornstein aga in ,  "Not only has  work i n  A 1  nQt ye t  
made any con t r ibu t ion  t o  a s c i e n t i f i c  theory o f  
language, t h e r e  i s  no reason to  be l i eve  t h a t  
(AI) . . . w i l l  ever l ead  t o  such theories" .  - 

And what w i l l  they say  a f t e r  success  has  been 
achieved and the u l t imate  na tu ra l  language system 
has  been designed? The same thing of course.  
Choms ky himself (personal communication) has  
claimed t h a t  such a n  achievement would be no more 
intferesting than the  achievement o f  t h e  16th 
ced tury  clockmakers. 

I mention a l l  t h i s  i n  the  hope o f  point ing 
o u t  t h a t  i t  i s  not  j u s t  me and my t h e o r i e s  that 
a r e  damned by criticisms of  ad hocness. We a r e  
a l l  damhed by: them. Our ul t imate  success  would 
not  be  even recognized, much l e s s  applauded by 
those who c r i t i c i z e  our so lu t ions  a s  ad hoc. 
Suppose every domain we wrked  on requi red  ye t  
a n o t h r  ad hoc so lu t ion .  This might well be the  
c a s e a f t e r  a l l .  What would w l o s e  i f  t h i s  
happened? Nothing a t  a l l .  That s what a r t i f i c i a l  
i n t e l l i g e n c e  i s  a l l  about. A 1  i s  t h e  designing 
and t e s t i n g  of  t h e o r i e s  about human understanding 
c a p a b i l i t i e s .  There i s ,  a t  t he  moment, no reason 
t o  be l i eve  t h a t  people solve puzzles t h e  way t hey  

read newbpapers o r  that they  p l a y  chess  t he  m y  11 
t hey  anawer quest ions .  O f  course, we a l l  hope 
tha t  t h e r e  e l t is t  some genera 1 lnechanisms t h a t  
so lve  a l l  these problelps i n  some neat my. We 
hope t h i s  i n  l a r g e  pa r t  because we are lazy .  We 
would not l i k e  t o  have t o  work on each problem 
ind iv idua l ly .  We a l e 0  hope t h i s  because we 
be l i eve  our i n t u i t i o n s  when they t e l l  us how 
reading a newspaper is a l o t  like watching a soap 
opera.  A word of  cau t ion  i s  necessary here .  
Beware o f  your int ;ui t ions .  As a ch i ld  you learned 
how t o  d o  each o f  these th ings  s epa ra t e ly  and were 
pained t o  d e a l  with each  one o f  them. O f  course ,  
we do expect t h e r e  t o  be some general  p r i n c i p l e s  
t h a t  apply  ac ros s  domains.. But i f  t h e s e  
p r inc ip l e s  a r e  a f f i x  - hopping or  t r a c e  - d e l e t i a n  
we a r e  a l l  i n  t roub le ,  

b v i n g  said a l l  t h i s ,  now l e t  me t e l l  you 
what I a c t u a l l y  be l ieve .  I do not be l i eve  that 
any of  our t heo r i e s  a r e  ad hoc. r Jus t  because CD 
needed t o  be modified by causal  chaining r u l e s ,  
and those by s c r i p t s  and those by plans  and goa l s  
and themes, and those by t r i a n g l e s ,  does not mean 
t h a t  what we a r e  doing i s  ad hoc. We a r e  no more 
ad hoc i n  hypothesizing our g r imi t ive  elements 
than  chemists werp i n  hypothebz i rq  t h e i r s .  I do 
no t  knbw what t he  ul t imate  r e s u l t  w i l l  be. How 
many elements make up the  co r r ec t  number, o r  what 
o the r  kinds of formalisms w i l l  need t n  be  added t o  
those l i s t e d  above is  s t i l l  unknown. 

I, do know how A1 does i t s  research  however. 
We bui ld  a program t o  do a small c l a s s  o f  examples 
and when we a r e  f in i shed  we r i p  i t  a p a r t  and bui ld  
a bigger and b e t t e r  program t o  do l a r g e r  examples. 
In so doing,  ad hoc e n t i t i e s  (of t imes ca l l ed  
kludges) cannot survive.  I f  a formalism does not  
keep handllng more da t a  i t  i s  e i t h e r  a b a n d ~ e d  o r  
moved down to  a spec i a l  purpose r o l e  -chin a 
l a r g e r  program. 

Well, i n  t en  years  of  research  by my research  
group what has survived' After t en  years  and 
probably a hundred d i f f e r e n t  Mnds o f  programs, 
Conceptual Dependency i s  st111 with us. It st i l l  
works f o r  us. I cha l lenge  any o the r  theory t h a t  
h a s  been programmed t o  say t h e  same' Is i t  ad 
hoc? I leave  t h a t  a s  an exerc i se  for  t he  reader .  

PART I11 

J u s t  t o  g ive  the reader  a f e e l  for  t he  na tu re  o f  
ad hoc th ink lag  i n  A 1  t h a t  I be l ieve  t o  be worth 
espousing, I w i l l  now consider a problem t h a t  I 
have r e c e n t l y  been working on. We have had a 
problem i n  represen t ing  c e r t a i n  kinds o f  p o l i t i c a l  
concepts i n  our o l d  represen ta t ion .  Since we have 
been very  concerned with  t he  problem of newspaper 
s t o r y  understanding i t  is  very important t h a t  we 
be  a b l e  t o  handle such concepts i n  a c lean  
r ep re sen ta t ion  that w i l l  f a c i l i t a t e  computer 
understanding. 

The problem we a r e  attempting t o  so lve  can be  
i l l u s t r a t e d  by looking a t  a recent  New York Times 
headl ine  "Catawba Indians  land claim supported." 
The problem here  i s  t o  be a b l e  t o  represen t  what 
"land claim" and "supported" mean. We know t h a t  a 
land claim i s  more than what we might use t o  



Something l i k e  "Indians MTRANS land be 
possessed by Indians" is poss ib ly  t r u e ,  but 'it 
misses t h e  point .  A "land claim" i s  i n  a sense a 
p e t i t i o n  t o  4 higher a u t h o r i t y  t o  reso lve  a 
d i spu t e  b e t w e n  t w o  patties. That is, t h e  Indians  
a r e  saying t o  the  U.S. Government, " t h i s  land i s  
OWS". It may not be poss ib le  t o  i n f e r  t he  
p a r t i c u l a r s  o f  t h i s  land claim. Indians  have been 
known t o  take  the  land by fo rce ,  t o ' f i l e  documents 
i n  government o f f i c e s ,  t o  Cromplain t o  newsmen and 
so on. The important point  here i s  tat we r e a l l y  
need not know, and i n  most cases  a reader  muld 
not bother  t o  worry about ,  e x a c t l y  which method 
has  been se lec ted .  Rather,  a reader  f e e l s  t h a t  he 
understands such a sentence when he has  been a b l e  
t o  i d e n t i f y  t he  r e l a t i o n s h i p s  and aims o f  t h e  
p a r t i e s  involved. 

A program must recognize &hat a "land claim1' 
i s  a type of  p e t i t i o n  t o  a higher a u t h o r i t y  t o  
reso lve  a d i spu t e  about land ownership. We do not  
know who presen t ly  owns t h e  land ,  but we know 
enough about ownersh3,p o f  proper ty  t o  i n f e r  t h a t  
t h e r e  i s  probably a counter p e t i t i o n  o f  some s o r t .  
We a l s o  know about p e t i t i o n s  t o  au tho r i t y ,  They 
usua l ly  g e t  resolved by t h e  au tho r i t y .  In  t h i s  
case  then ,  "supported" r e f e r s  t o  the  dec i s ion  o f  
t he  a u t h o r i t y  i n  the case.  

This  information can be represented 
g raph ica l l y  by a k n a  of t r i a n g l e  (example 1) 
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In  t h i s  t r i a n g l e  (a)  represents the  d i s p u t e  
between the  Indians  and t h e  owners o f  t he  l a n d ,  
(b) r ep re sen t s  t h e  appeal t o  a u t h o r i t y  t o  r e s o l v e  
the  d i spu t e  nade by t h e  h d i a n s ,  and ( c )  
r ep re sen t s  the  a u t h o r i t y ' s  dec i s ion .  

Tr iangles  o f  t h i s  s o r t  b v e  use i n  
represent ing any type of d i s p u t e .  For example, i n  
( 2 )  and (3 )  such t r i a n g l e s  can a l s o  be  
constructed 

( 2 )  Burma appea ls  t o  UN t o  s e t t l e  border d i s p u t e  
WI t h Thailand 6 

Burma Tha il ahd 

(3) John complained t o  B i l l ' s  mother t ha t  Bill h i t  
him. 

B i l l ' s  Mother 

Of c o w s e ,  t he se  t r i a n g l e s  j u s t  suggest t h e  
IZ 

b a s i c  r e l a t i o n s h i p s  $nvolved. In  order  t o  add 
qubstance t o  t he  ba re  bones of t h e  t r i a n g l e s  we 
s h a l l  have t o  dead with some r ep re sen t a t i ona l  
i s s u e s  t h a t  are being glossed over here. The 
important po in t  a t  t h i s  junc ture  i s  t h a t  t h a r e  i s  
a n  e s s e n t i a l  s i m i l a r i t y  a c r o s s  (1). (2) a n t  ( 3). 
t h a t  t h e  s i m i l a r i t y  must be  represented i n  some 
way, and t h a t  that s i m i l a r f t y  can be exploi ted f o r  
use i n  an understanding system. 

The f i r s t  r ep re sen t a t i ona l  problem we 
encounter i n  t ry ing  t o  make e x p l i c i t  much of  what 
i s  i m p l i c i t  i n  the  t r i a n g l e  r ep re sen t a t i on  i s  t h a t  
we will need t o  des ign  a new set  o f  ACTS t o  take. 
c a r e  o f  t h e  va r ious  r e l a t i o n s h i p s .  

In  the  pr i m i  t i v e  ACTS o f Conceptual Dependency 
we have a system t h a t  r ep re sen t s  physical  a c t i o n s  
by using a m a l l  s e t  o f  b a s i c  a c t i o n s  t h a t  can 
combine i n  va r ious  ways t o  desc r ibe  de t a i l ed  or  
complex a c t i o n s  that under l ie  seemingly simple 
Verbs and nouns. The pr imi t ive  ACTs do not 
account f o r  i n t e n t i o n a l i t y  and goa l s  underlying 
physical  ad t ioo .  To account fo r  such t h i n g s  we 
devised a complex apparatus  discussed i n  Schank 
and Abelson (1977).  If we wish t o  account fo r  
s o c i a l  even t s ,  we will need a system of b a s i c  
s o c i a l  ACTs t o  represent  t h e  soc i a l  a c t i ons  t h a t  
comprise the  events .  I term these  "bas i t  s o c i a l  
ACTS" r a t h e r  than p r imi t i ve  ACTs because i n  t he  
end most s o c i a l  ACTS have some phys$cal 
man i f e s t a t i oa ,  Of t e n  t h e i r  physical  mani fes ta t ion  
i s  un in t e r e s t i ng  however. For example a 
goverment  dec i s ion  may be MTRANS-ed i n  a v a r i e t y  
of  ways. The manner o f  the MTRANS* ( w r i t t e n ,  
ar)nounced i n  a speech. e t c )  i s  o f t en  no t  
s i g n i f i c a n t  with respec t  t o  the  o v e r a l l  s o c i a l  
e f f e c t  o f  t h e  ac t i on .  Furthermore the  MTRAbJS 
i t s e l f  i s  on ly  s l i g h t l y  i n t e r e s t i n g .  The standard 
i n f e r ences  from MTRANS app ly ,  but t he re  a r e  some 
h igh ly  s i g n i f i c a n t  in fe rences  t h a t  need t o  be made 
t h a t  a r e  no t  obviously a v a i l a b l e .  

For example, t h e  most s i g n i f i c a n t  i n f e r ence  
t o  be made from an a u t h o r i t y ' s  dec i s ion  i s  t h a t  
simply by virtue o f  that decision something has 
a c t u a l l y  happened. That is ,  a government 
a u t h o r i z a t i o n  is a truly p e r f o r m a t i ~ e  ACT. Thus, i f  
t h e  government says some proper ty  i s  mine. o r  t h a t  
a man- i s  a c r imina l ,  then  it i s  so by v i r t u e  a f  
t h e i r  saying i t ,  S imi l a r ly  o the r  a u t h o r i t y  
f i g u r e s  have the  same peer, A professor  can say 
a t h e s i s  is f in i shed  and a s tudent  has  a Ph.D. 
and these  t h ings  a r e  the  ca se  by v i r t u e  o f  h i s  
saying it. 

Not a l l  a u t h o r i t y ' s  dec i s ions  a r e  like t h i s  
t o  be sure* Sometimes an a u t h o r i t y  g ives  an  o rde r  
and t h a t  o rder  must be ca r r i ed  out f o r  the  
dec i s ion  t o  have e f f e c t  . Frequently these  o r d e r s  
come about a s  q r e s u l t  o f  a governmental dec i s ion  
o r  au tho r i za t i on .  I f  t h e  goverment  says t h e  land 
belongs t o  the  Catawba Ind ians ,  then it does ,  but 
t h e y  may have t o  send i n  t he  4hti.onal Guard t o  g e t  
t h e  o r i g i n a l  owner o f f  t h e  property. 

What I am proposing then is two bas ic  s o c i a l  
ACTs - AUTHORIZE (abbreviated AU'PH) and ORDER. 
AUTH i s  something only a o  a u t h o r i t y  can do. (This 
i s  a b i t  c i r c u l a r  a c t t a l l y  s ince  i f  you a c t u a l l y  
can AUTH then t h a t  d e f h e s  you a s  an au thor i ty . )  



I n  a sense then, an a u t h o r i t y  i s  one who when he 
acts like he i s  doing an AUTH ( tha t  i s  he does the 
phys lca l  ACTS t h a t  o r d i n a r i l y  correspond t o  an 
AVTH) i n  f a c t  causes some th ings  t o  happen as  a 
result o f  the  AUTH that.' were supposed t o  be the  
results o f  t h e  AUTH. In other  words, you cannot 
r e a l l y  t e l l  i f  an  AUTH has  taken place u n t i l  i t  
becomes c l e a r  t ha t  t h e  person doing the AUTH 'ban 
back up h i s  AUTH i n  some way.) The ob jec t  o f  t h e  
AUTH i s  t h e  au tho r i za t ion  o r  new s t a t e  o f  dte 
world. AUTH takes a r e c i p i e n t ,  namely the  
re levant  p a r t i e s  i n  the d ispute .  

ORDER i s  a frequent inference o f  WTH. The 
government can AUTH t h e  army t o  f i gh t  a wat , bu t  
t h a t  doesn't,  simply by v i r t u e  o f  the s ta tement ,  
imply t h a t  they a r e  f igh t ing  it. A subsequent 

ORDER i s  required that c a r r i e s  with  i t  t h e  
i m p l i c i t  punishments t h a t  a r e  re levant  i n  car ry ing  
out  an order .  

Why c a n t  kle do these th ings  with  CD 
pr imi t ives  we now have? What i s  the  advantage of  
these  new ACTs? To answer these ques t ions ,  we 
need t o  look a t  t h e  purposre of  a pr imi t ive  ACT. 
It %s possible  t o  represent  ORDER i n  CD f o r  
example. The ve rb  'order'  means toMTRANS t o  
someone that they must do a p a r t i c u l a r  a c t i o n  
o r  face some (usua l ly  imp l i c i t )  conseqyence . 
Thus, i m p l i c i t  i n  t he  verb 'order' but e x p l i c i t  
i n  the  CD r ep re sen ta t ion  f o r  'ordet ' ,  is the  idea 
t h a t  if the  required ACT i s  not perfomed then 
someone w i l l  poss ib ly  do someth iq  t o  harm the  
r ec ip i en t  o f  t he  order  i n  some way. This  implied 
punisharent i s  a p a r t  o f  t he  concept 'order '  but i s  
i t  necessary t h a t  we t h i n k  of i t  each time t h a t  ~JE! 

understand an order  t o  have taken place? 

The same ques t ion  can be asked with  respect 
t o  m t h o r i z e  . We understand what au tho r i za t ion  
or governmental d e c i s i o n  is ,  but we need not 
access  a l l  t h a t  information each  time we 
understand the wlord. Consider t h e  problem o f  
explaining the meaning of  these mrds to  a c h i l d  
f o r  example. Et i s  very  d i f f i c u l t  t o  expla in  them 
p rec i se ly  because they a r e  so complicated a t  the 
l e v e l  of  physical  pr imtt ive A C l s  Yet these ideas  
a r e  r e a l l y  not complicated at  a l l  a t  a s o c i a l  
l e v e l  of ACTs. Such simple cgncepts such as  ORDER 
and AUTHaIZE form the  basis sf the  organiza t ion  
o f  s o c i e t i e s .  What is  complex a t  one l e v e l  is 
simple a t  another.  ThiS idea o f  nested l e v e l s  of  
complectity, each wLth t h e i r  own set o f  pr imi t ives ,  
i s  a very  important one fo r  the  r ep re sen ta t ion  o f  
information i n  a r t i f i c i a l  i n t e l l i g e n c e .  By 
choosing a good set o f  pr imi t ives  w can 
e f f e c t i v e l y  organize what we need t o  know. Thus, 
ORDER and AUTHORIZE have inferences  that come from 
them j u s t  a s  t h e  physical  p r imi t ive  AC?S do ,  The 
main d i f f e r ence  i s  t h a t  these bas i c  aoc i a l  ACTS 
are not  p r imi t ive  i n  t h e  same sense. They can be 
broken down but we muld r a r e l y  choose to do so. 

The use o f  these new bas i c  ACTs i s  much l i k e  
t he  dse o f  t h e  o r i g i n a l  p r imi t ive  ACTs. We can 
p red ic t  what will f i l l  s l o t s  reasonably i n  a 
concephral izat ion and make Inferences about s l o t  
f i l l e r s  and consequent in fe rences  a s  we would any 
conceptual izat ion.  Thus represen t  sentences 
such as  the following using AmH 

(4) The Supreme Court decided segrega t ion  is 
i l l e g a l .  

0 R people o f 
S. C. <->AUTH<--segz%~a tion<--- Iu . S . 

4 [ r  o- 
US<==>ORDERc-- punishment 

(5) The cop gave the Bpeeder a t i c k e t  . 
0 d r i v e r  d r i v e  --->driver 

Co p<=>AW<--- $ I 
STRIAL A %Ad------<gw t 
6DEPENMWT f 

money 

In  ( 4 )  w have chosen t o  ignore represen t ing  
segregat ion f o r  the moment, s i n c e  i t  is  

obviously complex. Supreme Court dec i s ions  a r e  
AUtHs. They a l s o  t a r r y  with them (as do most 
A U T ~ )  an imp l i c i t  ORDER f o r  'punishment' i f  
c e r t a i n  circumstances are no t  met The 
s t ra ightforward infe rence  from (4 )  then is t h a t  
someone prac t ic ing  s e e e g a t i o n  &an expect t o  be 
punished. 

Policemen are, a u t h o r i t i e s  a l so .  In  (5) t h e  
t i c k e t  i s  a wr i t t en  manifesta t ion o f  an  AUTH t h a t  
e i t h e r  puts t he  d r i v e r  i n  a DEFENDANT r o l e  i n  a 
$TRIAL s c r i p t  o r  forces  him t o  pay a f ine .  The 
instrue* o f  the AUTH i s  t h e  a c t u a l  PTRANS o f  t h e  
t i c k e t  ( l e f t  ou t  here) .  The important point  here  
i s  t h a t  we could represen& ( 5 )  using E*LIRANS anly .  
However, what we muLd be descr ib ing  is  t h e  
physical  ACT i t s e l f  when i t  i s  the  s o c i a l  ACT t h a t  
is  s i g n i f i c a n t  here. (WhBn I ws young t he re  was 
m w h  t a l k  o f  bad k ids  g e t t i n g  "JD' cards". I never 
u q d e r s t ~ ~ d  what was SO ho r r ib l e  about t h a t .  
Couldn't they j u s t  throw them away?) The s o c i a l  
s ign i f i cance  o f  an ACT must be  represented i f  i t  
i s  understood, 

Now t h a t  we have presented these  two ACTs 
le t ' s  r e t u r n  t o  our t r i a n g l e  

AUT H 

(followed by a poss ib le  ORDER) A 
We have named one s i d e  o f  t h e  t r i a n g l e ,  The ~ t h e r  
s i d e s  represen t  ACTs a s  1 The complete 
t r i a n g l e  is a s  follows A 

DISPUTE 

The ACT PETITION r ep re sen t s  a n  ind iv idua l  o r  
group's a c t  o f  request ing AUTH's from an 
a u t h o r i t y .  Thus a " c i v i l  suit" is a PETLTION t o  
t h e  c o u r t s  using some l e g a l  s c r i p t s .  A p r o t e s t  
demonstration i s  a PETITION t o  unstated 



a u t h o r i t i e s  using some demons t ra t ion  s c r i p t .  The 
po in t  here i s  t h a t  we cannot  d o  away with t h e  
s c r i p t s  t h a t  d e s c r i b e  t h e  a c t u a l  phys ica l  
m a n i f e s t a t i o n s  o f  t hese  even t s .  However, t h e  
s c r i p t $  are ins t ruments  o f  t h e  social ACT involved - PETITION, me most important  i n fe rence  from 
PF,TITION i s ,  o f  course ,  t h a t  an AUTH i s  expected 
t h a t  w i l l  r e s o l v e  the  i s s u e  t h a t  i s  t h e  o b j e c t  of  
t h e  PETITTON. 

The i s s u e  t h a t  i s  t h e  o b j e c t  o f  t h e  PETITION 
i s  t h e  DISPUTE i t s e l f .  DISPUTE t a k e s  two a c t o r s  
(one OF whom may be  q u i t e  pas s ive ) .  Thq o b j e c t  o f  
t h e  DISPUTE is  t h e  i s s u e  involved.  DISPUTE t a k e s  
no recipient a s  it is not an inherently directed 
ACT. It i s  t h e  ACT o f  PETITION t h a t  d i r e c t s  i t  t o  
a p a r t i c u l a r  a u t h o r i t y  who c a n  AUTH something t h a t  
w i l l  r e s o l v e  i t .  

We a r e  now ready t o  d e a l  wi th  sentence (1) 
(Catawba Indians  Land C l a i m  Supported). The 
r e p r e s e n t d t i o n  using the  new s o c i a l  ACTs i s  

0 
Indians<=>DIS PUTE<--(OWN ( l and )  <=>?) 

---<Ind i a n s  

--->Ind i a n s  
I o r  o t h e r  

S ince  t h i s  r e p r e s e n t a t i o n  i s  not  a s  ea sy  t o  
write as t h e  t r i a m u l a r  one ,  Me s h a l l  cont idue t o  
use t r i a n g l e s  i n  t he  remainder o f  t h e  paper. Thus 
( 1 )  i s  

U.S. Gov't. 

OWNS (land ) <=>Indians  

Ind ians  Other 

We w i l l  l e a v e  ou t  t he  arrows and t h e  ACTS f o r  
diagrammatic purposes,  bu t  t h e  above t r i a n g l e  
should be understood as con ta in ing  a l l  t h e  
i n fo rma t ion  g iven  i n  t h e  CD diagram f o r  ( 1 ) .  
(Ac tua l ly  t h e  t r i a n g l e s  c o n t a i n  more i . n f ~ r m a t i o n  .) 

Tr iang le s  provide us  wi th  a method f o r  
r ep reeen t ing  the  s o c i a l  s i g n i f i c a n c e  o f  a c t i o n s .  
As with any  o t h e r  r e p r e s e n t a t i o n  scheme, t h e  
advantage o f  t h e  symbols we c r e a t e  can o n l y  b e  I n  
t h e  new symbols o r  a c t i o n s  t h a t  t h e y  spawn. That 
i s ,  i t  i s  t h e  i n fe rences  t h a t  come from t h e  
t r i a n g l e s  t h a t  are o f  key importance.  When we 
c r ea t ed  t h e  o r i g i n a l  p r i m i t i v e  ACTs we sa id  t h a t  
PROPEL was no more than t h e  set o f  i n f e r e n c e s  t h a t  
i t  f i r e d  o f f .  The same i k  true h e r e ,  so  we must 
ask what t hese  i n fe rences  are. 

The f i r s t  t h i n g  we can recognize about  
p o t e n t i a l  i n f e r e n c e s  h e r e  i s  t h a t  t h e y  win come 

tm v a r i e t i e s .  The f i r s t  are t h e  i n f e r e n c e s  
t h a t  are f i r e d  o f f  from t h e  new s o c i a l  ACTs t h a t  
we have c r e a t e d .  The second kind a r e  those t h a t  
come from t h e  t r i a n g l e s  themselves.  That is, 
t h e r e  should be p a t t e r n s  o f  t r i a n g l e s  t h a t  a re  
r ecogn izab le  for t h e  t r i a n g l e s  t h e y  spawn a s  w e l l -  
n s  a set o f  i n f e r e n c e s  t h a t  come from the  fact  
that c e r t a i n  t r i a n g l e s  e x i s t .  

Aq examples o f  t h i s  l e t  us  cons ider  a g a i n  
sen tence  ( 2 )  

( 2 )  Burma a p p e a l s  t o  UY t o  s e t t l e  border d i s p u t e  
wi th  Thailand . 
Since  t h e  r e p r e s e n t a t i o n  wf ( 2 )  i nvo lves  a 
PETITION we can  employ t h e  in fe rence  r u l e s  that 
a r e  f i r e d  by PhTITION. %me of  t hese  a r e  

a .  For every  PhTITION we can expect 
corresponding AUTH. 

b. For every  PCTXrION t h e r e  was probablyh a 
DISPUTE t h a t  gave rise t o  i t .  

These rules l e a d  us  t o  t he  i n f e r e n c e s  a v a i l a b l e  
from AUTH and UISPUTE. O f  course ,  i n f e r e n c e s  from 
i n f e r e n c e s  have a lower p r o b a b i l i t y  o f  t r o t h ,  s o  
f o r  ( 2 )  t h e  i .nferences  below would be somewhat 
l e s s  c e r t a i n .  

c .  An AUTH can cause a DISPUTE t o  end. 

d .  An AUTH can cause a PETITION t o  a h igher  
a u t h o r i t y  from t h e  p a r t y  unfavorably a f f e c t e d  by 
the AUTH. 

e .  A n  unfavorable  AUTH can  cause a r e b e l l i o n ,  o r  
 lac^ of  acceptance  o f  t h e  v a l i d i t y  o f  t he  AUTH. 
This  can  give r i s e  t o  ORDERS t o  e f f e c t  t h e  AUTH i n  
t h e  case  o f  individ1lrtI.s v e r s u s  governments o r  vars 
i n  t h e  ca se  o f  govePnmenta1 con f l i . c t s  

f .  An AUTH causes  a new s t a t e  o f  t h e  world t o  
e x i s t ,  o f t e n  ending an o l d  s t a t e  i n  c o n f l i c t  rJith 
t h e  new s t a t e .  

g. A DISPUTE can cause one p a r t y  t o  PETITION. 

h .  A DISPUTE c s n  cause a PROPEL t o  cause damage 
t o  occur  f o r  individuals, or a W A R  t r i a n g l e  t o  b e  
i n i t i a t e d  f o r  c o u n t r i e s .  

There a r e ,  o f  c o u r s e ,  a g r e a t  many more o f  t h e s e  
kinds o f  i n f e r e n c e s  than  w e  a r e  l i s t i n g  here .  The 
above list i s  m o s t l j  rntended t o  g i v e  the  flavor 
o f  b a s i c  s o c i a l  A C r  i n f e rences .  It is  important 
t o  no te  t h a t  t h e  s o c i a l  ACTs S i v e  r t s e  t o  
i n f e r e n c e s  A t  bo th  o f  t he  o t h e r  l e v e l s  o f  
r e p r e s e n t a t i o n  b e s i d e s  t h o s e  a t  t h e  same level of 
r e p r e d e n t a t i o n .  That j, s ,  g iven  a s o c i a l  ACT we 
may b e  a b l e  t o  i n f e r  ano the r  s o c i a l  ACT, a new 
p r i m r t i v e  ACT, o r  a new t r i a n g u l a r  r ep re sen ta t ron .  

Thus ,  f o r  ( 2 )  we have t w o  r e p r e s e n t a t i o n s  t o  
s t a r t  w i th  one i s  a t  t h e  s tandard CD l eveL  and 
uses  MTRANS, t h e  o the r  i s  a t  t h e  s o c i a l  l e v e l  and 
uses  PETITION. Both o f  t hese  r e p r e s e n t a t i o n s  
would be a v a i l a b l e  a s  ou tput  from the pa r se r .  



The MTRANS rep resen ta t ion  would f i r e  o f f  
in fe rences  about t h e  methods of  communication 
poss ib ly  used - t h a t  the UN now knows about t he  
v r o b l m  and so on. 

The PETITION rep resen ta t i an  w u l d  f i r e  o f f  
in fe rences  about t h e  expected AUTH from the  UN. 
Since we know how the UN does i t s  AUTHs, t h i s  
rmuld Eire o f f  a UN s c r i p t  of  some kind t h a t  d e a l t  
with vot ing and debate .  PETITION would a l s o  cause 
DISPUTE t o  be in fe r r ed  which w u l d  cause 
in fe rences  about t h e  kind of methods possibly 
employed by the  quarrel ing count r ies ,  both i n  
c r ea t ing  the DISPUTE and esca la t ing  it. 

The ex is tence  o f  t he  PETITION-AUTH-DISPUTE 
t r i a n g l e  would f i r e  o f f  an inference t h a t  t he  
country kind of  t r i a n g l e  ex is ted .  Thus, a new 
t r i a n g l e  t h a t  was lopsided showing poss ib le  
aggression from Thailand towards Burma would be 
c rea ted .  This t r i a n g l e  would i n  t u r n  f i r e  o f f  
in fe rences  about  a t t empt s  t o  RESOLVE t h e  DISPUTE 
(one o f  which was (3) i t s e l f )  and would pred ic t  an 
e s c a l a t i o n  towards t h e  WAR t r i a n g l e  with i t s  

normal inferences  i f  a RESOLVE did not t ake  place. 

Althoirgh the above i s  r a the r  sketchy, t he  
point  should be c l e a r .  We need add i t i ona l  
represen ta t iona l  mechanisms t o  handle t he  many 
l e v e l s  a t  which s ta tements  can be in t e rp re t ed  . 
Triangles  provide us with a new s e t  o f  in fe rence  
rules probiding more power t o  the understanding 
system. Are they ad b c ?  O f  course they  a r e .  My 
point i s  simply t h a t  such ad hoe mechanisms w i l l  
e i t h e r  solve the problem o r  help us c r e a t e  a more 
genera l  so lu t ion  that w i l l  solve the problem. The 
pro4ram that we a r e  wr i t ing  t h a t  uses t r i a n g l e s  i s  
a l s o  ad l a c .  Is i s  a kludge' No. I f  i t  were it  
wouldn't be worth a th ing .  But ,  here  aga in*  i f  
the program we write can handle many examples a s  
we rewr i te  i t  because o f  what we have learned from 
i t  , then it wr l l  hav beeh mr thwhi l e  . 

The program below reads  newspaper headl ines  
i n  English and genera tes ,  by use o f  t r i a n g l e s  and 
t h e  in fe rences  a v a i l a b l e  from t r i a n g l e s ,  a 
paraphrase o f  t h e  input .  This EngUah para- 
phrase i s  generated by the program. 

TRIANGLE analyzer loaded . 
INPUT SENTENCE 
(CATAWBA INDIAN LAND CLAIMS bUPPORTED) 

Expanding token CON4 = 
( :CON ( (ACTOR ( *PP* CLASS (#GROUP) 

CFEAT&& (*AMERINDIAN*) TYPE 
(IkETHNIC*) NAME (CATAWBA) TOK NP1) 
.(P> (*PETITION*) OBJECT ((ACTOR 
(*PP* CLASS (#REGION) TOK NP2 REL CONI) 
Is ( WWN* VAL NPl ) ) TOK CON1) 
PROM NPI TO (*PP* CLASS (#INSTXTUTIOY) 
MnYl *COURT* TOK NP3)) TOK CON2) 
M ((ACTOR NP3 <=> (*AUTH*) OBJECT CON1 
R E I P l  NP1 RKIP2 GAP1 FROM 
GAP2) TOK CON3)) TOK CON4) 

The Catawba Indians a s k d  a Federal  
Court t o  rule t h a t  t h e y  own the land. 

The Catawba Indians  requested a Federal 
Court t o  r u l e  that t h e  land is owned by 
t hem. 

The Catawba Indians  appealed t o  a Federal  
Court. 

The Catawba Indians  asked a Federal  Court 
t o  rule t h a t  they  own the  land and it 
decreeed t h a t  the  land is owned by them, 

[ Generating in fe rences  from CON4 ] 

> (TELL-S TORY ) 

The Catawba Indians  and the o ther  p a r t i e s  
disagreed over the  ownership o f  t he  land.  

The Catawba Indians requested a Federal  
Court t o  r u l e  t h a t  they  own the  land. 

A Federal  Court decided that t  the  land i s  
owned by t h e  Catawba Indians.  

The o the r  p a r t i e s  w i l l  probably appeal the  
dec is ion .  

The o ther  p a r t i e s  might use force aga ins t  
t h e  Catawba Indians  t o  a s s e r t  t h a t  they  
own the land.  

This program was wr i t t en  by Jaime Carbonell and 
Stephen Slade. 

Re f e r  ences - 

Drssher , B,E. and Hornbeein, N. [1976) On some 
supposed cont r ibu t ions  of  a r t i f i  c i a 1  i n t e l l i ~ n c e  
t o  t he  scientific sbudy o f  l a q u a g e ,  Cognition. 
4(1976) 321-398. 

",hank, R.C. and Abeison. R.P.  119771. -- S c r i g t s ,  
Plans ,  Goals and Understanding An Inquiry i n t o  

- _ L  - 
Human S t ruc tu re s ,  ~ a w y n c e  Brlbaun - - 
Associates ,  U l l s d a l e  , New Jersey.  

Weizenbaum, J., [1976], Computer Power -- and Human 
Reasoninp. W.H. Freeman a n n o m p a n y ,  San 
Francisco.  



The Relation of Grammar to  Cognitiotk-a Synopsis 

Leonard Tal my 
Program i n  Cognitive Science / Center for  human Information Processi nc 

Abstract 

A sentence (or other portion of discourse) i s  
taken to evoke in the 1 i s  tener a meaning compl ex, 
here called a "cognitive representation". The lex- 
ical elements of the sentence, t o  simpli$y, by and 
large specify the content of the cognitive represen- 
tation, while the gramatical elements specify i t s  
structure. Thus, looking systematically a t  the 
actual notions specified by grammatical elements can 

9 ive us a handle for ascertaining the very makeup of 
l inguistic-)  cognitive structuring. We accordingly 

examine a number of grammatical 1 y spec 'fled notions, 
observe the categories and systems i n  which they 
pattern, and speculate on broader cognitive connec- 
tions. 

Some provisional findings have alreagy emerged. 
Grammatical specifications for  s tFucture are prepon- 
derantly re1 a t iv i s t i c  or topological, and exclude the 
fixed or  metrical Jy Eucl idean. The categories 7n 
which grammatical notions pattern irlclude: 
,bl exi ty perspectival mode 
s t a t e  of boundedness level of synthesis 
s t a t e  of dividedness 1 eve1 of exemplarity 
degyee of extensional i ty  axial characteristics 
pattern of distribution scene-breakup " 

Grammatical spec7 f ication ' o f  s t ruc tu r~ng  appears to  
be the same, in certain abstract  characterist ics,  as 
the structurinq of visual perception, 

0. Introduction 

A sentence (or other portion of discourse) i s  
taken to  evoke i n  the l is tener  a particular kind o f  
experiential compl ex--here t o  be termed a "cognitive 
representation" or " C P U . l  There appears to  be a sig- 
nificant way i n  which different portions of the lan- 
guage i n p u t  specify, g r  codk for ,  different portions 
of the CR. The major finding, is that--for a f i r s t  
approximation-- the 1 mica1 fraction of a sentence 
codes mainly for the content, or substance, of a CRY 
while the grammatical fraction of a sentence codes 
mainly for the structure of a CR. Determining the 
structure within a realm of phenomena has been a cen- 
t ra l  concern for analytic science, including 1 inguis- 
t i c s  and psychology. With grammar seen in the above 
l ight ,  i t  can be used in determining the structure,  
of the 1 anguage-re1 ated portion of human cogrTition, 
w i t h  possi bl e connections t o  further poreons. In 
particular, looking systematically a t  the actual not- 
ions specified by grammatical elements can give us a 
handle for  ascertaining the ery nakeup of (1 f nguis- 
t i c - )  cogni t ive  structuring.! The beqinnings of such 

a n  endeavor are the aims of this  paper 
Several ideas here require some immediate elab- 

oration. The distinction between lexical and gram- 
matical i s  made entirely formally--i,e., without any 
reference t o  meaning--on the basis of the distinc- 
tion between open-cl ass and cl osed-cl ass. 3 A1 1 open- 
class elem nts--i . e . ,  the stems of nouns, verbs, and B adjectives --are considered lexical .  Everything else 
i s  considered grammatical. Included here are a1 1 
closed-cl ass morphemes and words--infl ections , p a r -  
t iclles, adposi tons, conjunctions, demonstratives , 
etc. --as we1 1 as syntactic constructions, grama t ical  
re1 ations , categorial identi t i e s ,  word order, and 
intonation. Terminological ly here, "grammatical 
element" wi 11 be used to refer  t o  any o f  these. 

The nature of content and of structure, and the 
distinction between them, are  n o t  understood we1 1 
enough to  be addressed analytically i n  th is  paper and 
must be l e f t  t o  our intui t ive sense of the matter. 5 
Taking them for granted, however, we can now more 
finely characterize the linguistic-cognitive cross- 
relationships noted earlien While most of a CR's 
content i s  specified by the lexical fraction of a 
sentence, the lexical items do usually specify some 
structural  notions along with the contentful ones. 
The gramatical  elements Of a sentence more unalloy- 
edly specify only structural notions and specify them 
more determinately in the case of conflict  w i t h  a 
lexical item, e tab1 ishing perhaps the majority of a 
C R '  s structure.  8 

In other work in the present di recti on--notab1 y 
Fillmore's {e.g. , 1975, 1976)--concern has also been 
with ascertaining s t ructre ,  b u t  the sentence elements 
used as starting-points have generally been lexical 
i terns with prominently i nmi xed structural specif ica- 
tions ( l ike  buy and s e l l ) .  The present work, i n  part 
a complement to  the othet, takes advantage of gram- 
mar's greater directness and completeness i n  speci- 
fying structure. 

This paper i s  divided into three sections. In 
the f i r s t ,  a sampling of grammatical elements i s  ex- 
amined for  the notions that  they specify, both as an 
introduction to out method and for  the aim of notic- 
i n g  properties common to such notions as we1 1 as pro- 
per t ies  excluded from them. In the second, we pre- 
sent a number of the categories i n  which grammatically 
specified noSions have been observed to  pattern. In 
the third,  we speculate on broader cognitve connec- 
tions. 



1. The Nature o f  Gramnatically Specif ied Notions 

I n  t h i s  sect ion we examine a small sampling o f  
grammatical elements f o r  the pa r t i cu la r  component 
notions t ha t  they specjfy. The sample w i l l  g ive  a 
heur i s t i c  ind icat ion o f  the kinds of notions t ha t  get 
grammatically speci f ied as wel l  as o f  kinds o f  no- 
t ions t h a t  possibly never do. The excluded kinds 
w i l l  be seen as read i l y  speci f iable by l e x i c a l  ele- 
ments. A fu r ther  comparison between the character- 
i s t i c s  o f  gramnatically speci f ied notions and o f  
l e x i c a l l y  specif ied ones I s  then made. To indicate 
the major f inding a t  the outset, i t  seems that-gram- 
matical speci f icat ions f o r  s t ructure are  prepon'der- 
an t l y  r e l a t i v i s t i c  o r  topological,  and exclude the 
f i xed  o r  met r i ca l l y  Euclidean. 

For a f i r s t  simple case, many languages have in-  
f l ec t ions  for the noun (Engl i s h  has -b and - 5 )  
t h a t  specify the u n i ~ l e x  or  the m u l t i p ~ e x  ins taz t ia -  
t i o n  o f  t h e  object speci f ied by the noun. By con- ' - 
trast ,  no languages appear t o  have i n f l ec t i ons  t ha t  
speci fy the redness o r  b l  ueness , etc. -- i . e. , the par- 
t i c u l a r  color--of the object speci f ied by a noun. -. 
i n  the preceding, the underlined are instances o f  
"notions".  he,-f i r s t  set  are g ramat i cd l  l y  specif ied 
add can be read i l y  seen t o  play a s t ruc tur ing r o l e  
i n - a  C R . ~  The second set are perhaps never found 
speci f ied by gramnatical elements, though they are 
everywhere found speci f ied by 1 exical  elements (such 
as (Fed and blue).. 

- - 
For another case we consider a d e i c t i c  1 i k e  the 

English t h i s  o r  - that  as i n  This cha i r  i s  broken. A 
qramna t i c a l  element o f  this-De-ifie~ the 1 oca- 
t icn o f  an indicated object &' being, i n  e f fec t ,  on 
the speaker-side o r  the non-speaker-side o f  a concep- 
t ua l  p a r t i t i o n  drawn through space (or  t ime o r  other 
qua1 i t a t i  ve dimension). This in tegra l  spec i f ica t ion 
can be analyzed as containing the fo l lowing component 
notions (ehcl osed by quotes) : 

(1 
a-b. a ' p a r t i t i o n '  t ha t  divides a space i n t o  

' regionst / 's ides '  
c-e. the ' locatednes's' (a par t i cu la r  r e l a t i o n )  o f  a 

'po in t '  ( o r  object idea l izab le  as a po in t )  
'w i th in '  a region 

f-g. (a side t ha t  i s  the)  'same' as o r  ' d i f f e ren t '  
from 

h- i .  a 'cur rent ly  indicated' object and a 'cur rent ly  
communicating' e n t i t y  

Notions t ha t  might a t  f i r s t  be ascribed t o  such deic- 
t i cs ,  such as of distance o r  perhaps size, prove not  
t o  be, on the evidence o f  sentence-pairs 1 i k e  (2): 

(2) a. This speck i s  smaller than t ha t  speck. 
b. This planet i s  smaller than t ha t  planet. 

The CRs evoked by (2a) and (b) d i f f e r  great ly ,  i n -  
vol v ing t i n y  objects m i  1 1 imeters apart o r  huge objects 
parsecs apart. Yet the sentences d i f f e r  only l ex i c -  
a l l y ,  not  g r a m a t i c a l l y *  Hence, the CRs' notions as 
t o  the magnitude o f  s ize  o r  distsence cannot be traced 
t o  the de ic t i cs  (or t o  other gramnatical elements) i n  
the sentences. Thus, the not ional  speci f icat ions o f  
a t h i s  o r  a t h a t  appear, i n  part ,  t o  be genuinely 
topologicbl : the establishment of a p a r t i t i o n  remains 
a constant, but  i t s  pos i t i on  can vary un l imi ted ly  (or, 
using topology's character izabi l  i t y  as "rubber-sheet 
geometry", the p a r t i  t i o n ' s  distance away can be 
stretched i n d e f i n i t d y )  without any constra jnts i m -  
posed by the de ic t i cs '  speci f icat ions per se. This 

f i nd ing  about the de i c t i c s  a l e r t s  us t o  no t i c ing  
whether any gramnatical elements make speci f icat ions 
about magnitude. A spot, check through Engl i sh  and 
various other languages suggests that--whi le there are 
apparent1 gramnatical speci f icat ions f o r  r e l a t i v e  
magnitude$--there are possibly never any l o r  absolute 
o r  quant i f ied  magnitude, whether o f  s i te ,  distance, 
o r  other parameters. 

For a t h i r d  case, we consSder the type o f  adposi- 
t i o n  t ha t  specif ies, f o r  a moving object, cer ta in  
character is t ics  o f  path and o f  point- o r  frame-of- 
reference! An example of t h i s  type i s  Engl ish '  through 
as used, e'g., in :  

(3) a. I wal ked through the water. 
b. I walked through the timeber ( i  . e . p ,  woods). 

In t h i s  usage, through specif ies, broadly, 'motion 
along a l i n e  tha t  i s  w i t h i n  a medium'. The component 
notions contained here include: 

4 )  
1 a-e. motion '--i . e., 'one-to-one correspondences' 

between 'adjacent' points of ' space' and 
adjacent po in ts  o f  ' t i m e '  

f. motion t ha t  describes a "Line' 
g. t h e l o c a t e d n e s s o f a l i n e w i t h i n a  'medium' 
h-i. a medium, i.e., a region o f  ekree-dimensional 

space se t  apar t  by the lomtedness w i t h i n  i t  
d f  'mater ia l '  t ha t  i s  i n  a pat tern  o f  d is-  
t r i bu t i o? '  o f  a cer ta in  range o f  character 
( s t i  1 1 t o  be determined) 

Again, w i t h  (3a) and (b) d i f f e r i ng  only l e x i c a l l y ,  any 
not ional  differences i n  t h e i r  CRs cannot be a t t r i bu ted  
t o  through. Thus, no t  w i t h i n  the specif i ca t iona l  
purvue o f  that  element are: the 'k ind n f  substance' 
comprising the medi um and the ' sensorimotor #character- 
i s t i c s '  attendant on executing the motiok--as, here, 
those attendant on wading vs . weaving amidst obstacles. 
N i t h  other sentence pa i r s  l i k e  

(5) a/b. I crawled/ran through the timber. 
(6) a/b. I zig-zagged/arced throught the timber. 

i t  can be fu r ther  determined t ha t  ' ra te  of motion' and 
'shape/contour o f  1 inear path' are also no t  specif ied 
by the gramnatical element. 

As one s tep  i n  a program t o  ascerta in any proper- 
t i e s  comnon t o  gramnatical l y  specified notions, the 
not ions j u s t  found are gathered together i n  Table 1. 
For heu r i s t i c  purposes, the notions are very provis- 
i o n a l l y  divided i n t a  three groups on the basis o f  
t h e i r  r e l a t i o n  t o  topology. I n  group (a) are the 
not ions t h a t  properly be1 ong , o r  are read i l y  def  inabl e, 
i n  the actual mathematical system o f  topology. I n  
group (b), the notions might not  be p a r t  o f  topology 
proper but  in tu i t ive ly 'seem l i k e  those t h a t  are--and 
might be includable i n  a re la ted mathematical system 
t h a t  could be constructed. Pn group (c) are the no- 
t i ons  t h a t  f a l l  outside o f  any usual conception o f  a 
mathemat'ical system. The number of not ions i n  the 
f i r s t  two groups combined i s  13, whi le the  t h i r d  has 
6--an ind ica t ion  o f  a preponderant propensity f o r  
gramnati cal elements t o  specify quasi - topological no- 
t ions. The ratSo i n  t h i s  d i rec t ion  i s  i n  f a c t  i m -  
proved i f  we consider t h a t  even several n o t i ~ n s ~ i n  
group (c)--the bottom three--resemble topological  ones 
i n  the  sense o f  invo lv ing r e l a t i v i s t i c  re la t ionsh ips  
between quant i t ies  ra ther  than absol u t e l y  f i xed  
quant i t ies.  



(7)  Table 1: Some notions found t o  be spec i f ied  d. -5: - 'mu1 t i p l e x  o b j e c t t  by grammatical elements e. a.. .-a: 'un ip lex ob jec t '  
i s  

- 
f. the  grammatical category o f  "verb" f o r  lasso: 

a. topological ,  b. topology- l ike - ' even thood ' 
p a r t i t i o n  
region/side 
p o i n t  
1 i n e  
1 oca tedness 
- ~ .  - 

w i t h i n  
u n i p l e x i t y  
mu1 t i p l e x i t y  

same 
d i f f e r e n t  
pa t te rn  o f  d i s t r i b u t i o n  

"adjacency" of po ints  
(monotmic i ty) .  

one- to-one matter 
,correspondences space 

tSme 
motion 
med i urn 
cu r ren t l y  indicated/ 

comnunicating e n t i t y  

For a compl ementary program o f  ascer ta in ing any 
proper t ies excluded from gramnatical spec i f i ca t ion ,  
the not ions found above n o t  t o  be speci f ied by the  
.elerhents inves t iga ted  are 1 i s t e d  i n  Table 2. Rather 
than topologica l ,  topologf-l ike, o r  r e l a t i v i s t i c ,  
these not ions invo lve  Eucl idean-geometric concepts 
(e.g., set distance, Size, contour), quan t i f i ed  mea- 
sure, and var ious p a r t i c u l a r i t i e s  o f  a quant i t y - - in  
sum, cha rac te r i s t i cs  t h a t  a re  absolute o r  fixed. 

(8) Table 2: Some notions seemingly never spec i f ied  
gramnatical l y  

absol ure lquant i  f i ed  magnitude k ind of #substance 
( o f  distance, size, etc.  ) speed 

shapelcontour o f  l i u e  co lo r  
sensorimotor charac ter is t i cs  

The prov is iona l  c ~ n c l u s i o n  t o  be d r a m  from these 
f ind ings  i s  that ,  i f  grammatical spec i f i ca t ions  1 argely  
correspond t o  (1 i n g u i s t i c -  ) cogn i t i ve  s t ruc tur ing ,  then 
the nature o f  t h a t  s t r u c t u r i n g  i s  l a r g e l y  r e l a t i v -  
i - s t i c  *or tqpo log ica l  ra ther  than f i x e d  o r  absolute. 

I n  a search f o r  contrasts  between gramnatical and 
l e x i c a l  spec i f i ca t ion ,  a d iRerence  t h a t  presents 
i t s e l f  a t  t h i s  p o i n t  i s  t h a t  the r e l a t i v i s m  vs. abso- 
l u t i s m  r e s t r i c t i o n s  do not  apply t o  the l a t t e r .  Lex- 
i c a l  i terns can spec i fy  topo log ica l  and r e l a t i v i s t i c  
concepts, as the very words 1 i s t e d  i n  Table 1 a t t e s t  
to. And they can a lso spec i fy  Euclidean o r  absolute 
concepts. Thus, f o r  the no t i on  o f  co lo r  i n  Table 2, 
there are such l e x i c a l  items as rg, blue; f o r  con- 
tour, there are c i r c l e ,  s t ra igh t ;  f o r  quan t i f i ed  
rnagni tude, t h e r e  are inch, mi le ;  f o r  sensorimotor 
charac ter is t i cs ,  there are *, nimble, ef foyt .  

For a f u r t h e r  ~ o n t r a s f  between the  gramnati cal  
and the 1 ex i ca l  type o f  s p e c i f  i ca t ign ,  we consider 
the f u l l  complement o f  both element-types i n  a s ing le  
whole sentence, viz., t h a t  se le f ted  i n  (9):  

(9) A r u s t l e r  lassoed the s teers.  

We f i r s t  l i s t  the gramnatical elements present i n  the  
sentence and the not ions t h a t  they specify: 

(10) 
a. -ed: - 'occurr ing a t  a t ime before t h a t  o f  

t he  present comnuni ca t ion '  
b, - the: 'has ready i d e n t i f i a b i l i t y  fo r  the 

addressee ' 
c. a: - 'no t  before i n  discussion o r  otherwise 

r e a d i l y  i n d e n t i  f i a b l  e f o r  addressee' 

g/h. t he  gram: category of "nounu f o r  r u s t l  e r /s teer  : 
'objecthood' (one possib le spec, o f  "Nu 

i / J  . the gramnatical re1 a t ions  o f  "subject"/"objectu - 
f o r  r u s t l e r  steer:  

d t ' x t i e n t t  (among possible specs 
k. a c t i v e  voice: 

'point-of-v iew a t  the agent' 
1 . intonat ion,  word-order, s t a t e  o f  a u ~ i l i a r i e s :  

' t h e  speaker "knows" the s i t u a t i o n  
t o  be t r u e  and asserts i t ' 

The l e x i c a l  items i n  the  sentence can have t h e i r  spec- 
i f  i ca t i ons  character ized as f o l  lows : 

(11) A tompl ex o f  ccncepts i nvol v i  ng : 

a. r u s t l  e r  : property ownership, i 11 egal i ty  , mode 
of a c t i v i t y  

b. steer:  appearance, phys ica l  makeup, re1 a t i o n  
t o  animal kingdom 

i n s t i t u t i o n  of breeding fo r  intended 
purposes, esp. human consumptioll 

c. lasso: c e r t a i n  materiaTs (a body and a lasso) 
i n  c e r t a i n  conf igurat ions 

movement sequences o f  mater ia ls  ' par ts  
concomitant mental in tent ions,  d i  rec- 

t ings,  moni tor ings,  etc. 

I n  surveying the l i s t s ,  we can see these d i f f e r -  
ences emerge: The grammatical elements are more num- 
erous and t h e i r  5pec i f i ca t i ons  seem simpler and more 
s t r u c t u r a l  . Together, t h e i r  spec i f i ca t ions  seem t o  
detemaine the  main organizat ional  and communicatioaal 
de l  i nea t i o n s  of the CR evoked by the sentence. The 
l e x i c a l  elements are fewer i n  number, bu t  t h e i r  spec- 
i f ica t i ons  a re  more compl ex and seem t o  compri se most, 
o f  the  content of the CR. The l e x i c a l  spec i f i ca t ions  
a re  complex i n  three ways : compared , t o  a grammatical 
$pec i f i ca t ion ,  each has a) more t o t a l  information, 
b) greater  i n t r i c a c y  of information, and c) more d i f -  
f erent  types o f  in format ion together. 

These grammatical -1 ex i ca l  differences can be se t  
i n t o  f u r t h e r  r e l i e f  by i n  t u r n  vary ing one element- 
type  wh i le  keeping the other  constant. Thus, vary ing 
o n l y  the gramnatical elements o f  ( 9 ) ,  as i s  done i n  
(12), seems t o  a l t e r  the organizat ional  and comnunic- 
a t i ona l  cha rac te r i s t i cs  o f  the scene b u t  t o  leave i t s  
basic contents i n t a c t :  

(12) W i l l  the r u s t l e r s  lasso a s teer? 

Varying o n l y  ( 9 ) ' s  l e x i c a l  elements, as i n  (13), s h i f t s  
us t o  a new scene a1 together, and y e t  the  essent ia i  
breakup o f  the  scene and o f  the  communitative s e t t i n g  
seem t o  remain the same: 

(13) A machine cancelled the  stamps. 

2, Categories o f  Gramnat i c a l l  y Speci f ied Notions 

The preceding sampLing of g r a m a t i c a l  elements 
has y ie lded  a se t  o f  na t isns  helpfu l  toward d iscover ing 
comnon proper t ies .  But t he  s e t  has been small and 
haphazardly a r r i v e d  a t .  With a broader and more sys- 
tematic inves t iga t ion ,  pa t te rns  of organizat ion become 
evident. Gramnatical ly s p e c i f i e d  not ions can be seen 
t o  pa t te rn  Jn categories, and the categories, i n  turn, 



i n  integrated systems. I n  t h i s  section we look a t  
some o f  these categories and systems, 

The grammatical elements here w i l l  no t  be treated 
i n  iso la t ion,  but i n  associa%ion w i th  l ex i ca l  items. 
That i s ,  the grammatically speci f ied s t ruc tura l  no- 
t i ons  w i l l  be considered i n  in te rac t ion  w i t h  t ha t  
por t iop o f  l ex ica l  spec i f ica t ion t h a t  i s  a1 so struc- 
tu ra l .  This in teract ion en ta i l s  cogn i t ive  processing, 
and d i f f e r e n t  cases o f  such processing w i l l  be con- 
sidered along the way. 

The note on methodology should be made tha t  our 
d i r ec t i on  o f  analysis has been from grammatical spec- 
i f i c a t i ~ n  t o  category, not the reverse. That i s ,  the 
categories considered be1 ow were discovered t o  be 
re1 evant t o  the specif icat ions o f  various grammatical 
elements. They were not part o f  some a priori concep- 
t ua l  schema which then sought corrobovative exampl es. 

2.1 Dimension / Kind o f  Quant i ty  

The category o f  "dimension" has two member no- 
t ions, 'space' and ' time'. The k ind o f  "quanti ty" 
t ha t  ex is ts  i n  space i s - - i n  respect ively continuous 
o r  d iscre te  form--'matter8 o r  'objects' .  The k ind 
o f  quanti ty ex is t ing  i n  time i s  'act ion '  o r  'events' 
("action" i s  meant t o  refeF t o  any obtaining circum- 
stance not j us t  (w i l l ed )  motion). I n  tabular  form, 
these notions r e l a t e  thus: 

(13) space: matter/objects 
t i m e :  action/events 

A number of grammatical and l ex i ca l  referents are 
specif ic w i th  regard t o  one o r  the other pole o f  t h i s  
category. But s i ~ c e  the category cross-cuts the ones 
t r e d e d  next, we w i l l  not exempl i f y  i t  here but  w i l l  
endeavor i n  the following, t o  present both space and 
time examples side by side. 

2.2 P lex i ty  

The category here t o  be termed "plexi tyaL i s  a 
quant i ty 's  s ta te  o f  a r t i c u l a t i o n  i n t o  equivalent ele- 
ments. Where the quant i ty  consists o f  only one such 
element, i t  i s  "uniplex", and where i t  consists o f  
more than one, i t  i s  "multiplex". When the quant i ty  
involved i s  mate r ,  p l e x i t y  is ,  o f  course, equivalent 
t o  the t r ad i t i ona l  category o f  "number" w i th  i t s  com- 
ponent notions "s ingulsr"  and "p lural" .  But the pre- 
sent notions are intended t o  capture the generaliza- 
t i o n  from matter over t o  action, which the t r ad i t i ona l  
ones do not.9 

Specif ications as t o  p l e x i t y  are made by both 
l e x i c a l  items and gramnatical elements, and the in-  
terp lay between the two when they are both i n  associa- 
t i o n  must be noted. Example English l e x i c a l  items 
tha t  bas ica l ly  specify a unip l  ex re ferent  are--for 
matter and action, respect ively--bird - and (to) sigh. 
They q n  occur w i th  gramnatical elements t ha t  them- 
selves specify a un ip lex i ty ,  1 i k e  those under1 ined 
i n  (14a) (many languages have here a more regular,  
over t  system o f  markers than English). But they can 
a1 so occur w i th  gramnatical elements t ha t  specify a 
mu l t ip lex i t y ,  as i n  (14b). I n  t h i s  association, such 
elements can be thought t o  t r i gge r  a pa r t i cu la r  cog- 
n i t i v e  operation--in t h i s  case, one o f  "mu1 t ip lex ing".  
By t h i s  operation, an o r ig ina l  solo re ferent  i s ,  i n  
effect,  copied onto various points o f  space o r  time. 

(14 matter ac t ion 
a. uniplex A b i m w  in .  He (once). 
b. mul t ip lex  Birds flew in.  He kept sighing. 

The reverse o f  the preceding circumstances i s  
a lso t o  be found i n  language. F i rs t ,  there are lex-  
i c a l  items tha t  i n t r i n s i c a l l y  s ~ e c i f y  a mu1 t l p l e x i t y .  
Engl i sh  examples are f u r n i  t u r g  o r  timber ( I  l , 'stan- 
d ing  t rees ' )  f o r  m a t t m r e a t h e  f o r  action, as 
used i n  (15a). And, too, there are gramnatical ele- 
ments able t o  appear i n  association here, as i n  (15b), 
t h a t  s'ignal an operation the reverse of mu1 t ip lex ing--  
one t ha t  can be ca l led  "unit-excerpting". By t h i s  
operation, a s ingle one o f  the specif ied equivalent 
u n i t s  i s  taken and set  i n  the foreground o f  at tent ion.  

matter 
ac t ion  

a. mu1 t i p l e x  Furni ture overturned i n  the 'quake. 
She breathed without pain. 

b. uniplex A piece o f  f u rn i t u re  overturned.. . 
She - took bregthJbreathed in.. . 

The grarmatical elements t ha t  above signaled mu1 ti- 
plexing-- -s and keep -ing --have a d i r e c t l y  manifested 
surface form. The ones signal ing  uni  t-excerpting are 
i n  par t  abstract i n  form, as represented i n  (16): 

(16) matter ac t ion 
(a  ) Nt,ni t o f  + - v d u n m y ~ -  ' a N 

eg: a piece o f  f u r n i t u r e  take a breath 

or :  - + P r t c l e  (eg: - i n )  

2.3 State o f  Boundedness 

Another category o f  a t t r ibu te5 specif ied both 
grammatically and l e x i c a l l y  f o r  a quant i ty  i s  i t s  
"s ta te  o f  boundedness" When a quanti ty i s  speaif ied 
as "unbounded", i t  i s  conceived as continuing on in-  
d e f i n i t e l y  with no necessary character is t ic  o f  f i n i t e -  
ness i n t r i n s i c  t o  it, When a qua tit i s  specif ied 

indiv iduated u n i t  e n t i t y ,  
13;  as "bounded", i t  i s  conceived as dem rcated off as an 

Among Engl i sh exampl es of I ex1 ca I i terns, water - 
and ( t o )  sleep seem bas ica l ly  t o  specify unbounded 
quan tx i es  , whereas and (to) dress seem bas ica l ly  
t o  speci fy  bounded ones. These specif icat ions are 
demonstrated by th? word* ' respect ively unacceptable 
and acceptabl e occurrence w i th  the grammatical element "u NPextent-of-time", which specif ies boundedness : 

act ion 
a, unbounded *We f lew over water i n  1 hr. 

*She slept i n  8 hrs. 
b, bounded We f l ew  over a sea i n  1 hr. 

She dressed i n  8 mins. 

Now, there are grammatical elements su i tab le  I U, 

co-occurrence w i th  unbounded-type 1 ex ica l  i tems which 
therewith, i n  effect, t r i gge r  a cogn i t ive  operation 
o f  "bounding". By t h i s  operation, a por t ion o f  the 
spec i f i ed  unbounded quamti t y  i s  demarcated and placed 
i n  the foreground o f  at tent ion.  Examples o f  such 
gramnatical elements i n  English are: 

ac t ion for  Nextent-of-t ime + - 
Part i cu la r  cases o f  them i n  use are: 

(19) We flew over a bodxo fwate r  i n  1 hr. 
She s lept  --- f o r  8 hrs. 



The question arises whether the reverse o f  the 
preceding circumstances i s  ever t o  be found i n  lan- 
guage. Entailed would be the existence o f  gramnat- 
i c a l  elements that, when used wi th  lex ica l  i t m s  
specifying a bounded quantity, Would t r igger  an oper- 
a t ion  of "debounding". By th is ,  e.g., the referent  
o f  sea would be shi f ted t o  'pelagic water', and tha t  
of tear, t o  take another lex ica l  bounded case, 
woula s m  t o  'lachrymal f l u i d ' .  It seems l i k e l y  
that  such gramnatical elements exist; the closest 
candidate known t o  the author i s  the French s u f f i x  
- u e ,  but t h i s  has a range o f  meanings and many oc"- 
curFence restrictions--and does not, e.g. , happen t o  
combine w i t h  the French words f o r  "sea" o r  "tear". 10 

4.. 

2.4 State o f  Dividedness 

The category o f  "state o f  dividedness" re fe rs  t o  
a quantity ' s internal  qonsistency. A quantity i s  
"discrete" (or "part iculate")  if there are breaks i n  
i t s  00 inu i ty .  Otherwise, the quantity i s  "contin- 
u o ~ ~ " . ~ ~  Both lex ica l  and grmaat ica l  elements are 
sensitive. i n  t h e i r  specif ications, t o  the d is t inc -  
t ians o f  t h i s  category. But there appear t o  be n$ 
gramnatical elements tha t  sole ly specify discreteness 
o r  cont inui ty  f o r  a quantity, and also none tha t  sig- 
nal an operation f o r  reversing quanti ty 's lexdcal l y  
specif ied state o f  dividedness. f 2 I n  consequence, 
there i s  d i f f i c u l t y  i n  demonstrating t h i s  category 
e x p l i c i t l y  by i t s e l f ,  and so we defer i t s  treatment 
u n t i l  the next section, where i t  can be seen iU in- 
teract ion wi th  the other categories. 

2.1 - 2.4 The Disposit ion o f  a Quanti ty 

The preceding four categories o f  a t t r ibu tes  a l l  
perta in t o  a quantity s imul taneously and, taken to- 
gether, can be considered t o  const i tute a system of 
a t t r ibutes that  may be termed a quanti ty 's "dispdsi- 
t ion".  The par t icu lar  intersect ions o f  the several 
a t t r ibu tes  w i l l  be the main object o f  a t tent ion here. 
These, f i r s t l y ,  can be schematized as i n  (19): 

(19) p d iscrete continuous 

uniplex 0-4- r 
a 

t the d i s t i nc t i on  between matter and action, 
which cross-cuts a l l  o f  the a b o v e r  

Each intersect ion of a t t r ibu tes  indicated here has 
be'lln found specified by various l ex i ca l  items. An 
example o r  two (most s en ear l ie r )  i s  given f o r  each 
i'rttersection i n  (20) :1 8 

- 
(20) : timber/furni t u re  B: water 

( t o )  breathe ( t o )  sleep 
A: ( a )  family B: (a) seaitear 

( t o )  button up ( t o )  z i p  up 
a: ( a )  b i r d  

( t o )  sigh 

NOH if the par t icu lar  contentful referent for 
whf ch one chooses a lex ica l  'item happens t o  be wedded, 
by tha t  l ex i ca l  item, t o  an unwanted se t  of str'uctural 
specif icat ions , there general l y  are gramna t i c a l  means 
avai lable f o r  a l t e r i ng  t h i s  t o  a desired set. Such 
means range i n  directness from specjfying the single 
apt a1 te ra t ion  t o  involving a c i r c u i  tous sequence of 
operations. A number o f  s tar t ing-  and ending-point2 
for al terat ions, and the means f o r  accomplishing them, 
are indicated i n  (21): 

(21 - - 
A *A a stand o f  timber B +5 a body o f  water 

breathe f o r  1 hr. sleep for 1 hr, 
- 
A +a a piece O f  * f u rn i t .  ----- 

take a breath/ 
breathe i n  

A +a a member of a fmly ----- 
go through a step 

o f  buttoning up 

A +x members o f  a fmly B c B  tears ('tearage) 
(A -+a +A) ( 0  +a +K+E) 

button on and on z ip  on and on 

a +K t rees ----- 
keep sighing 

a -+A a stand of trees ----- 
(a +~LA) 

sigh f o r  a whi le 

2.5 Degree o f  Extens'ional i t y  

I m p l i c i t  i n  the ver t i ca l  dimension o f  the & 

matic arrangement i n  (19) i s  a fur ther  c a t e g o r y f c h a t  
can be ca l led "degree o f  extensionality". This cate- 
gory has three member notions, terms for which are 
given i n  (22) together wi th  schematics o f  the notions 
for the l inear dimension: 

(22) p o i n t  boundedextent unbounded extent - 

Lexical items w i t h  e i ther  a matter o r  an act ion re f -  
erent can make concurrent s t ruc tura l  specif icat ions 
f o r  t h e i r  referent  a% t o  i t s  basic degree o f  exten- 
sional i ty. Three examples--speci fying objects o f  
d i f f e r e n t  l i nea r  extens~onal i t ies--are the words 

(23) speck 1 adder r i v e r  - 
NOW a lex ica l  referent  tha t  i s  perhaps most bas- 

i c a l l y  t o  be conceived as o f  one par t i cu la r  degree of 
extensional i t y  can, by various grammatical sgecif  ica- 
tfions t ha t  induce a shi f t ,  be ideal ized as being o f  
some other degree o f  extensional i ty.  For a f i r s t  ex- 
amp1 e, consider the event re ferent  of climb % ladder, 
which seems basical lg o f  bounded 1 inear e x t e n t r  
time), as i s  i n  f a c t  manifested i n  (24) i n  conjunction 
w i th  the g rpma t i ca l  element "in + NPextent-of-time": 

(24) She c l  imbed up the f i re-1  adder i n  5 m i  ns. 

With a d i f f e r e n t  accompanying gramnatical element, 
l i k e  the "3 + NPpoint-or-time" i n  ( Z 5 ) ,  (as wel l  as 
d i f f e r e n t  contextual specif icat ions), the event re f -  
erent o f  the preceding can be sh i f ted  toward idea l iz -  



at ipn as a point  of time--i.e., as being point-dura- 
t i ona l  : 

(25) Moving along on the t ra in ing  course, 
she c l  imbed the f i re-1 adder a t  exactly niidday. 

This s h i f t  i n  the cognized extensionality O f  the ev- 
ent can be thought t o  involve a cognitiv'e process o f  
"reduction" or  of "taking the long-range view". The 
s h i f t  carralso go i n  the other direct ion. The event 
referent can be idealized as an unbounded extent from 
the e f fec t  o f  grammatical elements l i k e  "keep -w, 
"-er -- and -er", - and "as - + S", as i n  (26): *. + 

(26) She kept c l  imbing higher and higher up the 
fire-ladder as we watched. 

Here there would seem t o  nave taken place a cognitive 
process OK "magnification" o r  of "taking the close-up 
view". I n  such a process, a perspective i s  estab- 
1 i shed whereby the ex i s  tence o f  any ex ter io r  bounds 
f a l l s  outside o f  view and attention--or, a t  most, are 
a s y m p t o t i ~  149 qpproachable. 

TM prece- event referent was continuous, 
but a dpscrete case can exhib i t  the same s h i f t s  o f  
extensiu~ral i t y .  One such case, perhaps t o  be con- 
sidered as most basical ly o f  bounded extent, i s  shown 
with that  degree o f  extensionality i n  (27a). But the 
referent can also be idealized as a point, as i n  (27b) 
( i t  i s  clear that the cows here d id  not a l l  d i e  a t  the 
same moment, and ye t  the spread of t h e i r  death tl'rnes 
i s  conceptually collapsed i n t o  such a s ing le moment). 
Or,  the referent can be idealized as an unbounded ex- 
tent, as i n  (27c): 

(27) a. The cows a l l  died i n  a month. 
b. When the cows a l l  died, we sold our farm. 
c. The cows kept l y i n g  (and dying) 

u n t i l  the serum f i n a l l y  arr ived. 

The a1 ternative ideal izat ions o f  extensional i t y  
j u s t  seen as speci f iable fo r  an event referent are 
generally also avai lable f o r  an object referent. 
Thus, e.g., the referent o f  (g) & can be specified 
f o r  ideal izat ion as a point  or  as a bounded extent 
(of  area or  volume). Some gramnatical elements making 
such specifications are i l l u s t r a t e d  i n  (28). Also set 
f o r t h  here are the homologies between these and the 
event-specific elements: 

po in t  The box i s  20 ft. away f ron~  the wall  . 
I read the book 20 yrs. ago* 

bounded extent The box i s  2 ft. across. 
I read the book i n  2 hrs. 

(point  wi th in)  The b a l l  i s  i n  the box. 
bounded extent She arr ived as I was reading the book. 

2.6 Pattern o f  Dis t r ibut ion 

The pattern of d i s t r i bu t i on  of matter through 
space o r  o f  act ion through time i s  a further category 
of notions that can be both gramnatically and lex ic-  
a l l y  specified. 16 For act ion through time--the only 
dimension we w i l l  be looking a t  now--this category 
together wi th  the preceding one largely  const i tute 
the t rad i t iona l  category o f  "aspect". 

Several o f  the main patterns of d i s t r i bu t i on  f o r  
act ion through time are shown schematically i n  (29) 

(the dots here, representing s i  tuatedness i n  comple- 
mentary states, should rea l l y  be adjacent, but they 
are sketched apart wi th  a connecting 1 h e  t o  show the 
crossing o f  state- interfaces). Shown, too, are ex- 
amp1 e verbs whose basic d is t r ibut ional  specifications 
are as i n  the corresponding schematic: 

one-way one-way f u l l  - steady- gradient 
non- resettabl e cycle state 

resettabl  e 1 

die - fa1 1 - flash sleep widen 
cayry 

One can determine tha t  these lex ica l  items have the 
specificat-ions indicated by noting the grammatical 
e lem~nts wi th  wh~ch they can and cannot occur (or, to  
put the l a t t e r  case i n  our terms: . . . gramnatical ele- 
ments toward whose specif icat ions they w i l l  not 
s h i f t ) .  A f u l l  demonstration i s  not i n  order here, 
but a few examples show the pr inciple:  The resettable 
type o f  a one-way event i s  distinguished from the 
non-resettable type by i t s  compati b i  1 i ty i n  sentences 
I l k e :  ---- He f e l l  3 tin&, which the o t h e r  lacks: *& 
died 3 times.. This same one-way form i s  distinguished 
from a fu l l -cyc le  form by i t s  abi1it.y t o  aDpear i n  
sentences li&: He fe l l -  and then gdt up, which the 
l a t t e r  cannot do: *T& beacon flashed --- and then went 
o f f  - 

We can now consider the cirsumstance where a verb 
of one type appears wi th  gramat ica l  elements o f  an- 
other type Lnd sh i f ts  i n  cer ta in  of i t s  specificatjons 
o f  d is t r tbut ion.  For an example we again take die, 
whose basic specif icat ions can be adjudged as point- 
dura t ional  one-way non-resettable--schematizabl e, now 
more precisely, as: . This verb i s  used with i t s  
basic specifications i n  a sentence 1 i ke (30a). 

(30) a. He died as she looked on. 
b. He was (slowly) dying as she looked on. 

But i n  a sentence 1 i ke  (30b), the gramat ica l  ele- 
ment "be + -ing'I induces a sh i f t .  I n  ef fect ,  the 
i n f i n i z s i m a l  in te rva l  between the two states involved 
f o r  - die--viz., 'al iveness' and 'deadhessn--is spread 
out, wi th  the creat ion thereby o f  an extent-durational 
gradient. This i s  the s h i f t  i n  the d is t r ibu t ion  pat- 
tern 's  s t ructura l  type. ~ u t  concomitantly , a s h i f t  
i n  the basic contentful referent i s  engendered. In- 
stead o f  'dying', the new gradient re fe rs  ta 'mori- 
bundity'. The d i s t i nc t i on  becomes c lear  i n  i o t i n g  
tha t  one can have been dying without havingldied, 
and, corre la t ive ly ,  one can have died without having 
been dy i  ng .I7 

2.7 Perspectival Mode 

A specif ied act ion (which, i n  our terms, can as 
equally be s t a t i c  as involve change) has been seen t o  
have i t s  own, perhaps most basic, pat tern of d i s t r i -  
bution through time. But, as i t  turns out; there can 
be independent specif icat ion fo r  a mode o f  attending 
t o  the act ion tha t  has a d i s t i n c t  temporal pattern 
o f  d is t r ibut ion,  one that i s  e i ther  equal or  unequal 
t o  the action's. I n  what we shal l  now consider, 
there are two types of such "at tent ional"  o r  "per-, 
s p e c t i w l  mode" viz. : 



(31) The assuming o f :  
a. a steady-state 1 ong-range perspect ive p o i n t  

w i t h  synopt ic scope o f  a t t e n t i o n  
b. a moving close-up perspect ive p o i n t  

w i t h  l o c a l  scope o f  a t t e n t i o n  

To i l l u s t r a t e ,  we f i r s t  consider an example w i t h  
a b a s i c a l l y  steady-state re fe ren t ,  viz., ob jects  i n  
loca t ion .  The (31a) type o f  perspect iva l  mode--the 
one p o r e  congruent w i t h  such a referent- -holds i n  
(32a), mu1 t i  p l y  spec i f  ied/determined there by the  
set  o f  grammatical elements shown under1 ined. But 
by s u b s t i t u t i n g  grammatical elements coding f o r  the 
(31b) perspect iva l  mode, as i s  done i n  (32b), the  
scene evoked can be s h i f t e d  t o  one where one's mental 
gaze o r  'one's own pro jected l o c a t i o n  jumps i n  t u r n  
from ob jec t  t o  object .  I n  e f f e c t ,  a steady-state 
mu1 t i p l e x i t y  of objects has been converted t o  a 
sequential ml t i p l e x i t y  o f  events, viz., of concep- 
t u a l  i zed  encounters w i t h  the  objects.  

(35b). l9 Especia l ly  w i t h  regard t o  i n t e r n a l l y  d i s -  
c r e t e  quant i t ies--as w i t h  a c l u s t e r  o f  t rees-- the two 
NPs can here be seen as coding fo r  two d i f f e r e n t  
" l eve l s  o f  synthesis":  The l a t e r  NP spec i f ies  an 
unsynthesi ted m u l t i p l e x i t y ,  wh i l e  the e a r l i e r  NP spe- 
c i f i e s  a p a r t i c u l a r  g e a t a l t  synthesized therefrom. 

There i s  a f u r t h e r  cogn i t i ve  d i s t i n c t i o n  involved 
here t h a t  language usua l ly  makes: e l  t he r  l e v e l  of 
s in thes i s  can be placed i n  the  foreground of p t t e n t i o n  
wh i le  the  o ther  l eve l  i s  placed i n  the background. 
One grammatical form t h a t  speci f ies t h i s  involves 
p lac ing  the  foregrounded NP-type f i r s t ,  as shown i n  
(36a). With the use o f  t h i s  granmatical device, 
moreover, p red ica t ions  can be made t h a t  p e r t a i n  
s o l e l y  t o  one l e v e l  o f  synthesis o r  the other, a$ 
seen i n  (36b): 

(36) a. the  c l u s t e r  of t rees / the t rees  i n  the  c l u s t e r  
b. That c l u s t e r  of t rees i s  small. 

f The t rees i n  t h a t  c l u s t e r  am small.  

(32) a. There - are houses here and there  i n  the  va l ley .  There a r e  c e r t a i n  surface forms, furthermore, whose 
b. There -- i s  a house every now and t E n  through r e f e r e n t s  a re  keyed t o  apply ing t o  on ly  one o r  the  

the  va l ley.  o ther  l e v e l  o f  synthesis. Thus, toggther (toward 
each o t h e r )  tends t o  c o r r e l a t e  w i t h  mu1 t i p 1  e objects,  
w h i l e m u p o n  i t s e l f )  tends t o  c o r r e l a t e  w i t h  a In a comparable case, the moving-per-h~ect ive form, 

shown i n  (33b), i s  the on l y  mode t h a t  can be spec- composne thereof :  
i f i e d  us ing everyday language. One must r e s o r t  t o  
s c i e n t i f i c  language, as i n  (33a), i n  order t o  estab- 
i s h  the synopt ic perspect ive: 

(33) 
a. The telephone poles'  he ights  form a grad ien t  t h a t  

co r re la tes  w i t h  t h e i r  l oca t i ons  on the road. 
b. The telephone poles ge t  t a l l e r  the f u r t h e r  down 

t h e  road they are. 

The reverse o f  the preceding circumstances i s  
a1 so encountered. An example i nvo l v ing  a sequent ial  
m u l t i p l e x i t y  o f  eWnts i s  shown i n  (34a) w i t h  the  more 
congruent movi ng-perspec t i v e  mode speci f l ed. I n  (34b), 
the same r e f e r e n t  instead becomes the  o b j e c t  of syn- 
o p t i c  viewing. I n  metaphorical terms, t he  eYfect here 
i s  as i f  t h e  v e r t i c a l  t ime l i n e  i s  t i l t e d  up i n t o  pre- 
sent-moment ho r i zon ta l  i ty f o r  in tegra ted  o r  summational 
assessment. 

took an a s p i r i n  t ime a f t e r  t ime dur ing/ 
i n  t6& course of t he  1 a s t  hour. - 

have taken a number o f  a s p i r i n s  - 
the l a s t h o u r .  18 

a f t e r  t ime dur ing/ 
i n  the  course o f  t he  1 a s t  hour. - 

have taken - a number o f  a s p i r i n s  

(3) The b r i cks  i n  $he pyramid came c-rashing 
together/  i n .  

The pyramid o f  b r i c k s  came crashing 
i n  (upon i t s e l f  )/?together. 

The preceding has invo lved s h i f t i n g  a t t e n t i o n  
from a mu1 t i p l e x i t y  t o  the  g e s t a l t  t h a t  i t  cons t i -  
tu tes .  A lso encountered i n  language a rc  means f o r  
spec i fy ing  the reverse: s h i f t i n g  a t t e n t i o n  from a 
g e s t a l t  t o  the  components t h a t  c o n s t i t u t e  it. This 
procedure can take p lace when the s t a r t i n g  l e x i c a l  
i tem speci f ies an e n t i t y  taken t o  be already a t  the  
more syn the t i c  l eve l ,  as i s  t h e  case w i t h  iceberg i n  
(38a). By grammatical devices 1 i ke those seen i n  
(38b), such an e n t i t y  can be broken down from con- 
cept ion  as a coherent whole and presented i n  terms 
o f  component p a r t s  and t h e i r  i n t e r r e l a t i o n s  : 

(38) a. The iceberg broke i n  two. 
b. The two halves o f  the iceberg broke a p a r t  

( * i n  two). 

Again we encounter a surface form-- in -- two--that cor-  
r e l a t e s  w i t h  o n l y  one l e v e l  o f  synthesis and no t  t he  
other.20 

2.8 Level of Synthesis 
2.9 Level o f  Exemplarity 

The category t o  be considered now pe r ta ins  t o  
bounded quan t i t i es ,  1 i k e  those schematized i n  the  
A/B row i n  ( 1 9 ) .  One form o f  l o c u t i o n  a l ready seen 
t o  spec i f y  such q u a n t i t i e s  i s  t he  p a r t i c u l a r  type of 
"NP of NP" cons t ruc t ion  i l l u s t r a t e d  i n  (35a). Here 
the  second NP spec i f i es  t h e  ,identity o f  t he  q u a n t i t y  
involved, i t s e l f  conceptual i zed  as w i thout  i n t r i n s i c  
bo,unds, wh i le  the  f i r s t  NP s p e c i f i e s  the  bounding 
(o r  "por t ion-  tak ing" )  per  se o f  t h e  quant i ty :  

(35) a -  a se t  o f  t rees a body o f  water 
b. a c l u s t e r  o f  t rees a puddle/drop o f  water 

Now, beyond the fac t  alone o f  bounding o f f  a por t ion ,  
the f i r s t  NP can a d d i t i o n a l l y  speci fy the  p a r t i c u l a r  
:onfiguration o r  - form t h a t  t h e  p o r t i o n  takes, as i n  

The s p e c i f i c a t i o n  f o r  a mu1 t i p l e x i  t y  o f  ob jec ts  
can have a f u r t h e r  c o g n i t i v e  d i s t i n c t i o n  made per- 
t a i n i n g  t o  it. This d i s t i n c t i o n  does no t  a f f e c t  the  
basic  reference t o  a l l  t he  members o f  the multSplex- 
i ty ,  b u t  addresses how a t t e n t i o n  i s  d i r e c t e d  there in .  
EitMr the f u l l  complement o f  the mu? t i p l e x i t y  i s  i n  
t h e  foreground of a t ten t i on ,  w i t h  perhaps i n d i 9 i d u a l  
i terns here and tr iere s ing led  ou t  i n  the  background 
o f -a t ten t i on .  O r  a s i n g l e  exemplar o u t  o f  t he  m u l t i -  
p l e x i t y  i s  placed i n  the  foreground of a t ten t i on ,  
w i t h  t h e  remaining items more d imly conceived i n  the 
background o f  a t ten t i on .  eerhaps most 1 anguages have 
several  grammatical devices f o r  spec i f y ing  t h i s  d i s -  
t i n c t i o n  as t o  the  " l e v e l  o f  exemplarity". But Eng- 
l i s h  stands o u t  i n  the  extensiveness o f , i t s  forms: 



there are d i f f e r e n t  pa i r s  o f  grammat~jcal elements 
t h a t  mark the d i s t i n c t i o n  f o r  a  numb~r o f  d i s t i n c t  
types o f  mu l t i p lex i t y .  A ra ther  f u l l l l i s t  o f  these 
pa i r s  i s  i l l u s t r a t e d  i n  (39): 

(39) 

a. Oysters have siphonsla s iphw.  
An oyster has siphons/a ~ i ~ o h o n . ~ ~  

b. A l l  oysters have siphons/a siphon. 
Every oyster has s i  phons/a siphon. 

c. A l l  the members ra ised t h e i r  hand(s). 
d. Each member ra ised h i s  hand(s). 

d. Many members ra ised t h e i r  hand(s). 
Many a member ra ised hPs hand(s). 

e. Some members here and there raised t h e i r  hand(s). 
A member here and there ra ised h i  s  hand (s ) . 

f. Members one a f t e r  another raised t h e i r  hand(s). 
One member a f t e r  another raised h i s  hand(s). 

g, Hardly any members ra ised t h e i r  hand(s). 
Hardly a member ra ised h i s  hand(s). 

h. No members ra ised t h e i r  hand(s). 
No member (Not a member) raised h i s  hand(s). 

i. She held a gun i n  both hands. 
Sbe held a gun i n  e i t he r  hand. 23 

2.10 Other Categories and Processes 

More not ional  categories and cogn i t i ve  processes 
have been worked up than there i s  opportuni ty t o  pre- 
sent here. Some o f  t h i s  other mater ial  i s  t reated 
i n  an e a r l i e r  work, Talmy (1977) (which i t s e l f  lacks 
some o f  the mater ial  presented here). But we w i l l  
briefl'y ind ica te  some o f  the concepts involved. 

The adject ives i n  a p a i r  l i k e  s i ck jwe l l  behave 
d i f f e r e n t l y  i n  associat ion w i t h  g r a m n a t i x e l  ements 
speci fy ing vectoral  degree, as shown i n  (40). I n  t h t s  
they p a r a l l e l  the behgvior o f  cer ta in  spa t i a l  expres- 
sions l i ke a t  the border/past the border: 

(40) (s ick/past  the border.] 

He' s1 ightJykwel 1 /*ats the  border. 1 
f w e l l / a t  the border. ? 

He's k s i c k / ? p a r t  the bard-er. 5 
This behavior can be accounted f o r  by pos i t i ng  t h a t  
such adject ives are not  simply "opposites", bgt, ra- 
ther,  imply f o r  some semantic noticn, e.g., t h a t  o f  
' heal th '  , a p a r t i c u l a r  abst ract  topological  ax is  o f  
which each ad jec t ive  labels  a ce r ta in  por t ion.  The 
forms her-e seem i n  p a r t i c u l a r  t o  imply a l i n e  bounded 
a t  one ena; - well  r e f e r s  t o  the end-point whi le  s ick  
refers t o  the remainder of t h e  1 ine. These are the 
l e x i c a l  items' "ax ia l  character is t ics" ,  i ,e., the 
pa r t i eu la r  ( topologica l )  r d a t i o n s  ~ a c h  has t o  a par- 
t i c u l a r  semantic ax i s  and t o  other items albng thk 
same axis. Certain grdmnatical-elements, l i k e  those 
under1 i m d  i n  (40), a? so speci fy ax ia l  character is-  
t i c s ,  Used incompatibly, they can cause a s h i f t  i n  
an associated ad jec t i ve ' f  specif ications. Thus, i n  
(41), s ick  seems t o  label  an end-point, and o f  a  
d i f f ~ r e n t  axis as wel l ,  t ha t  of ' f e e l i n g  bad': 

(41) ( A f t e r  ea t i n  the shrimp, he f e l t  Worse and 
worse and 3 he was almost s ick  a t  one point /  

he f i n a l l y  go t  s i ck  i n  5 hrs. 

Lexical  expresdions3 1 i ke cottage and hote l  room 
mav be taken t o  have "as'sociated character is t ics"- -  
h&e, respect ively,  those of ' permanent residense' 
and 'temporary Ibdgihg ' . These a t t r i  bytes may mesh 
o r  c o n f l i c t  w i th  the spec i f i ca t ions  o f  another ele- 
ment i n  the same sentence, e.g., w i th  the d i rec t i ona l  
adverb - home, which spec i f ies  a permanent residence. 
I n  ;he cese of con f l i c t ,  as I n  (42b), the l e x i c a l  i tem 
i s  operated on by a cogn i t i ve  process t h a t  leaves i t s  
essent ia l  charac ter is t i cs  i n t a c t  but replaces i t s  i n -  
c identa l  character is t ics :  

(42) a. He drove home t o  h i s  cottage i n  the suburbs. 
b. He drove home t o  h i s  hotel  room. 

The "scene-brea kup charac ter is t i cs"  o f  a  1 ex ica l  
i tem 1 i ke - serve refer  t o  i t s  basic spec i f i ca t ion  o f  
a  dyadic event, i n  p a r t i c u l a r ,  a  social  event invol -  
v i3g the two ro les of 'host '  and 'guest' ,  as i s  mani- 
fested i n  (43a). But i n  a sentence 1 i ke (43b), such 
a l g x i c a l  i tem s h i f t s  t o  speci fy ing a monadic event 
comparable t o  a bas i ca l l y  monadic 1 ex ica l  expression 
1 i k e  t h a t  i n  (43c). This s h i f t  i n  (42b) takes place 
i n  accomnodation o f  the subject-plus-reflexive's 
s ing le - ro le  speci f icat ion.  (Though t h i s  grammatical 
element i s  determinative i n  se t t i ng  the  role-number 
as monadic, the verb's in f luence remains: blended i n  
here i s  the metaphoric suggestion o f  a dyad, as i f  
both"host t  and 'guest'  a re  t o  be found i n  the. "I"): 

(43) a. The host served me some dessert from the kitchen. 
b. I served myself some dessert from the kitchen. 
c. I went and go t  some dessert from the kitchen. 

A major aim i n  cogn i t i ve  l i n g u i s t i c s  must be t o  
inves t iga te  the in te rac t ions  between 1 e ~ i c a l  and 
grammatical spec i f i ca t ions  a r i s i n g  i n  a s ing le  sent- 
ence. Included here are  the cogni t ive accommodations 
t h a t  take place where there are c o n f l i c t i n g  specifc- 
cat ions. A number of in te rac t ions  have been provis ion 
a l l y  i d e n t i f i e d ,  and fou r  seem d e f i n i t e l y  established: 
operations, s h i f t s ,  blends (of two kinds: superimposed 
and in t ro jec ted) ,  and juxtaposi t ions. The l a s t  three 
of these arp  t-reatqd a t  length i n  Talmy (1977). 

The operations and s h i f t s  seen i n  2.1 - 2.6 need 
n o t  take place s ing ly .  The o u t p u  o f  one can serve 
as the  i npu t  t o  another, up t o  as as f i ve  h ie r -  
a rch i  ca l  1 eve1 s o f  "nesting" .b Whi le-ere are a num- 
ber o f  i n te res t i ng  examples o f  t h i s  f o r  d i f f e r e n t  
types o f  matter and act ion, we w i l l  go d i r e c t l y  t o  
i l l u s t r a t i n g  one of the longest cases: 

(44 

a. The beacon f lashed (as I glanced over). 
b. The beacon kept f lashing.  
c. The 'beacon f lashed 5 times i n  a row. 
d. The beacon kept f l ash ing  5 times a t  a s t retch.  
e. The beacon f lashed 5 times a t  a  s t r e t c h  f o r  3 hrs. 

I n  (44a), the l e x i c a l  verb f lash appears. w i t h  i t s  
bas ic  s t ruc tu ra l  spec i f i ca t ion  as a point-durat ional  
f u l l  -cycle unip l  ex event. This undergoes the process 
o f  mu1 t i p lex ing ,  t o  y i e l d  the unbounded mu1 t i p l e x i t y  
i n  (44b). This then undergops bounding i n  (44.c). 
This  bounded mu1 t i p l e x i t y  i s  then- f i r s t  pu t  through 



the process of reduction to become idealized as a 
point. and th is  is i n  t u r n  multiplexed, yielding 
(44d). This new unbounded mu1 tip1 exity i s  f inal ly  
then bounded i n  (44e). The nesting of structural 
specifications in this  las t  stage can be represented 
schematically as in (45): 

3.  Further Cognitive Connections 

Grammatical ly specified structuring appears to  
be similar, i n  certain of i t s  characteristics and 
functions, t o  the structuring i n  other cognitive do- 
mains, notably that of visual perception. In par t i -  
cul ar ,  the characteristic of being quasi-topological 
qan be pointed to, and three major functions can be 
identified: classification, synoptics, and continuity. 
The thinking here i s  not equally f a r  along on a l l  
these matters, bu t  something of i t s  directions can 
be indicated. 

Grammatical specifications can be seen to  con- 
s t i tu t e  a classification with regard to  the vast var-  
iety of 1 earned,. conceived, and perceived material . 
They gather different portions of the material toge- 
ther intq subdivisions d is t inc t  from each other. By 
th is ,  any particular currently cognized element i s  
associated with i t s  imp1 i c i t  "subdivision-mates". 
An i l lus t ra t ive  case here are the twenty-odd motion- 
relaied ppepositions in English, such as through and 
into whlch together subdivide the domain of 'paths -9 

considered with respect t o  reference-objects' . This 
domain covers a great and varied range, but  any par- 
t icular "path" fa1 1 s within the purvue of one or an- 
other preposition, associated there ~ 4 t h  other "paths" 
The associations are often language-specific and some- 
times seem arbitrary or idiosynchratic. Thus, a s  s?n 
earl ier ,  classed together by through are such dissim- 
i l a r  cases a s  a straightforward liquid-parting course 
(walking through water) and a ,zig-zag obstacle-avoid- 
i ng course (wal king through timber). The question 
arises why such distinctions should be effaced by 
the grammatical system, while they are  observed by 
the lexical and other cognitive systems. Why are 
grammaticdl elements--say, such prepostions--not a 
large and open class marking indefinitely many d i s -  
tinctions? One may speculate that  the cognitive 
function of such classificatioh l i e s  in rendering 
contentful material manipulable--i.e., amenable to  
transmission, storage, and processing--and tha t  i ts 
lack would render content an ineffective agglopergtion. 

The original assumption made i n  this paper about 
grammatical specification involved the synoptic func- 
tion. That i s ,  thO grammatical elements of any par- 
t icular sentence together specify the structure i f  
the cognitive representati on evoked by that sentence. 
Their specifications act  as a scaffolding or framework 
across which contentful material can be splayed or 
draped. I t  can be speculited that  such structure is 
necessavly for a disparate quantity of contentful mat- 
erial  to cohere in any sensible way or  to  be simul- 
taneously cognized as a gestal t .  

In the course of discourse, a great welter of 
notions pass i n  rapid succession. B u t  there a re  sev- 
eral ways in which  a cognitive continuity i s  main- 
tained through this  flux and a coherent ges ta l t  i s  
sumnated over time. For one, there are cognitive 
processes whereoy the successive notions generally can 
be sensibly connected together o r  f i t  -into a concep- 
tual matrix. For another, rhetorical specifications 
--all the y ' s ,  on. the other hands, and a num- 

ber of subtler elements not generally recognized for 
this--direct the i l  locutionary flow and make up the 
"logical" tissue of the discourse. Through th is ,  gram- 
matical elements appear to  play a determinative role. 
Their specifications establ ish a structural level w i t h  
greater temporal constancy amidst more f 1 eeting asp- 
ects  of content. 

These forms of grammatically specified structuring 
seem to  parallel forms discernable in the operation of 
visual perception.24 Firs t ,  the perception of anv 
particular object i s  mediated by i t s  association w i t h  
re1 a ted objects i n  a cl  assi f i catory schema. 

Secondly, the we1 t e r  of visual sensations cognized 
a t  any given moment for some who1 e scene i s  rendered 
coherent by the perception of structural delineations 
running through it. One specialized form of thjs  i s  
discernable when one intends t o  move through a space, 
say, from one to  the opposi~te corner of a restaurant. 
The sensations of tables, chairs ,etc. are, in effect ,  
perceived i n  simplified spatial arrangements as i f  from 
an aerial view, and the plot of a course one could 
follow through that  i s  sensed. 

T h i r d l y ,  i n  the course of motion th rough  space 
over time, there is a great flux of visual sensations 
rushing past, b u t  sense of continuity i s  maintained 
by the perception of structure r u n n i n g  through the 
successive scenes. Two 1 eve1 s of "scene-structure 
constancy" are  maintained. In the f i r s t ,  the perce~ved 
del ineations afford greater permanence t h a n  the sensory 
flux, b u t  do slowly sh i f t .  Thjs i s  the level where, 
say, i n  walking past a table, i t s  perceivedtoutl ine 
i s  maintained b u t  sh i f t s  gradually from a quadrilateral 
t o  a trapezoid and back to  a quadrilateral. A deeper 
level of greater constancy i s  also maintained, from 
which the table cont?nues to  be perceived as a rect- 
angle no matter where one i s  in relation to i t .  For 
a final parallel -w;ith grammatical specification, the 
topology-1 i ke nature of visual perception i s  evident 
here. For certain abstract characterjstics of a scene 
and i t s  contents are  maintained constant while other, 
more metrical and Eucl idean characteris t i c s  a re  free 
to  vary without re1 evance thereto. 

4. Notes 

1. The word "evoke" i s  used because the relationship 
i s  not direct ,  The CR i s  an emergent, compounded by 
barious cognitive processes out of the sentence ele- 
ments' referential meanings, understanding of the pre- 
sent s i tuat ion,  general know1 edge, etc. 

Our term "cognitive representation" i s  similar 
i n  purport to  Fillmore's (1975) "scene" bu t  i s  chosen 
over tha t  more specifically visual term, Ine 1 inguis- 
t ical  ly  evok~d somplex can have much from other sense 
modal i t i e s  (notably som/ k i  nestheti c and auditory) as 
we1 1 as meta-modal aspects. 

2. Comprehension, rather than production, i s  the d l r -  
ection we limit ourselves to  in the in i t i a l  endeavor. 
This direction would seem t o  yield more immediately 
re l iab le  findings, since i t s  s ta r t ing  point i s  w i t h  
more overtly manifest, hence handleab'l e, forms 1 i ke 
grammatical elements rather than w i t h  meanings and 
experiential Complexes, which rely more on introspec- 
tion and reports of introspection. Nevertheless , eacl 
direction does involve both the manifest and the ex- 
periential sides of language. 

3 .  This i s  a classical l inguis t ic  distinction. A 
class i n  which morphemes are  formally gathered i s  con 
Sidered open i f  i t  i s  quite large and easily augment- 



able relative to  other classes. A class is considered 
closed i f  i t  i s  relatively small and fixed i n  member- 
ship. 

4. 'Also includable here are "lexical complexes" l ike 
lodge a complaint or zero i n  on. ~xcluded are adverbs, 
which seem i n  a l l  languages to derive from the other 
three open classes rathe; than from any open class 
of specifically adverbtal stems. 

5. Since the term "structure" has broad usage, we 
can help focus i n  on the intended sense w i t h  a l ter-  
native terms : "principles qf organization", "pattern 
of del ineations", "schematic framework". 

6. The fact  of dual lexical specifications that can 
lead to conflict is a mojor issue that will be treated 
below under shifts .  Some gramnatical elements a1 so 
cross the 1 i ne and make contentful specificat ions a1 ong 
w i t h  structural ones. This i s  a more tangential issue 
t h a t  can be touched on here. The crossing ranges f~om 
the incorporation of a single contentful notion to  the 
orderly interweaving of contentful and sturctural 
notions. Thus, upon i n  We rode/sai 1 ed/rusked upon - ~ h e  
enemy incorporates the noti on of 'attackt , seemingly 
equivalent to the paraphrase ' i n t o  attack upon' . The 
closed-class adverb tomorrow i s  equivalent to the 
phrase 'during the day that occurs next af ter  the day 
during which I am now speaking' , an example of an 
organized interlacing. 

7. One can note, for example, the effect  on one's 
internal coqnitive representation i n  considering f i r s t  
the sentence I looked. -- a t  the 4% and then I looked a t  
the dogs. The addition of the gramnatical-element -s - - 
has a major effect on the delineational brealiup of-- 
t p  p u t  i t  visually--the scene before the mind's  eye. 

8. For example, augmentative and diminutive inflec- 
tions, insofar as they refer to  actual size, seem t o  
specify size relatively greater o r  lesser than the 
norm for an object. And gramnatical elements spec- 
ifying distance (1 i ke English wa-y and just  appearing, 
e.g., before there) appear to  specify notions of 
' f a r '  and ' n n a r ' t h a t  are relative to  the current 
situation. 

9. I t  i s  true t h a t  there are the traditional terms 
" semel factive" and "iterative" referring, respectively, 
to one and more than one instantiation of an event. But 
there i s  nu real equivalent to number: "aspect" i n -  
cludes too much else about the temporal structure of 
action. And i n  any case, none of the traditional 
terms refer generally t o  both the dimensions: 

10. The mechanism actually resorted+ by both E n g l i s h  
and French i n  many such cases, including that of tear, 
is the u s e  of the plural, as i n :  

( i )  Tears flowed through that channel i n  Hades. 

There seems t o  be a ssquence of cognitiye oper- 
Btions here in getting from a bounded to  an unbounded 
suanti ty .  Speculatively, the bounded quantity i s  
tlirst treated as a uniplex entity, i t  i s  then multi- 
p j  exed, the resul tant entl'ties are conceived as spa- 
tMl  ly juxtaposed, and their  boundaries are  las t ly  
effaced. 

11. The present category may be prone t o  confusion 
with the preceding one. Contributory here i s  the 
normal meaning range of c a i n u o u s ,  which as easily 

covers ' bound1 essness ' as i t  does ' internal seam1 ess- 
ness'. However, the two categories can vary Indepen- 
dently. Thus, in the preceding section, the lexical 
examples given for unboundedness, water and sleep, hap- 
pened also t o  be internally continuous; b u t  the same 
demonstration of unboundedness could have been made 
with internally discrete examples 1 ike timber and breathe 

12. There do exist certain mechanisms for  such reversal. 
Thus,  taking an unbounded case, the continuity-spec- 
Ifying word water can be shifted towirkd beSng cognized 
as discrete by the locution particles of water, as i n :  

( i  ) Water/Particles of water f i l l  ed the vessel. 

However, the gramnati cal compl ex used here does not 
directly specify the s h i f t  but ,  like the one in Note 10, 
seems to involve a several -atage route of cognitive 
operations. 

13. For schematizing action along the one-dimensions 
time axis, an adaptation of the two-dimensional A, B, 
A,  and 6 diagrams wpuld be necessary--add can be 
readily visualized. 

14. The lexical types for several of these intersec- 
tions, i t  should be noted, do have traditional terms. 
Thus, nominal forms of the a, A, and % types, respec- 
tively, have been call ed count nouns, coll ecti  v g  nouns, 
and mass nouns. And verbal forms of the a and B types, 
respectively, have been called punctual and durative 
verbs. The matrix presented here augments, systemat- 
i zes , and general izes the traditional notion$. 

15. I t  may be considered an extension of the cate- 
gory of state-of-boundedness via the incorporation 
of the notion of uniplexity. 

16. This categorv might be considered an extension 
or generalization of the "dSsposi tion of a quantity". 
Clearly, this category and the preceding five a l l  belong 
together i n  treating the greater disposition Of a 
quantity, b u t  the relationships have n o t  yet a l l  been 
worked out. 

17. Our main purpose here i s  to  note the sh i f t  in 
structure type. The s h i f t  in content, which will 
doubt1 ess prove to have some regulaitv i s  n o t  clearly 
understood a t  this point. 

18. A major function of perfect forms in language in- 
deed appears to  be the one involved here. More par- 
t icular ly,  the perfect seems able to  specify the temp 
oral counterpart of matter located w i t h i n  a bounded 
extent of space, as i n  ( i  ). T h a t  i s ,  a sentence con- 
taining the perfect, as i n  ( i i ) ,  suggests a paraphrase 
l ike tha t  i n  ( i i i ) ,  which i s  homologous w i t h  ( i ) :  

( i )  There were 5 aspirins on the table. 
( i i )  I have taken 5 aspirins i n  the l a s t  hour. 
( i i i )  There were 5 aspirin-takings i n  the l a s t  hour. 

(In support of this  interprpt?tion, as.pointed out,  t o  
me by Peyton Todd, the perl can be notect a1 ways <o 
involve a temporal span bounded ' a t  both ends. ) 

19. A1 1 three notion--identi ty of a quantity, portion- 
taking of a quantity, configuration of the portion-- 
are  generally specified simultaneously (or, "confl atedly" 
--see Talmy (19753) by' lexical items that would f i t  
in the A/B row of (20). For example, (&r tear spec- 
i f i e s  not only a certain s h a ~ e  of Quantum, b u t  also the 



material involved: lachrymal f 1 uid. Such words gener 
ally do not participate in an "NP of NP" construction 
--like *a tear of mil k--hnless they in fact accede t o  
a shift toward the type of word represented i n  drop. 

20. There i s  a foursome of apt terms t h a t  can be ap- 
plied t o  the two levels of synthesis i n  the two direc- 
tions of shift,  as indicated in ( i ) .  Employed here 
I s  the term "Figure" as i t  i s  used in my other work 
(Talmy 1978, 1976): 

(i ) cl ustey: "composite Figure" iceberg: - "meta- 
Figure" 

trees : "mu1 tip1 e Figures" 2 ha1 ves: "camponent 
Figures" 

21. For the plural form o sters, the plural form 2- + phons i s  ambiguous as to  w ether there are one or more 
siphons per oyster. All the other combinations unam- 
biguously indicate the number of siphons per oyster. 
Thus, the exemplar form is always unambiguous i n  this 
reagard--one of i t s  advantages over the full -compl ement 
form. This same arrangement holds through the l is t .  

22. I have longtwondered what  the differences between 
each and everyemight be. One apparent-difference shows - 
up here. Each seems t o  be the exemplar counterpart 
of a1 1 the b u t  not, of fi without the (*Each oyster 
has-a siphon makes a poor generic Z e r t m ,  Eveyy 
7- i s  not  constrained in this way, though i t  does s tnke  
me as more comfortably the counterpart of - all  without 
the. - 
23. One more pair can be added to  this l i s t  by adjoin- 
ing two complementary unpaired forms from two different 
languages. The English form some, as in some friends 
of mine, requires the plw&l andhas no ; f i l a r  coun- -- 
terpart. The Italian form qualque, as in qualque amico 
mio, requires the singular and lacks a plural. - 
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On primitives, prototypes, and other semantic anomalies 

Terry Winograd 
Stan ford University 

Over the past few years, there have been a number of 
papers arguing the relative merit5 of primrtives and prolo- 
types as replesentittions for the meaning. of natural 
language. Much of the drsc~~ssion has been both pug- 
nacious and confused, with-each author setting up one 'or 
another straw-man to knock down. Much of the confuQon 
has resulted from a lack of agreement as to what it would 
mean for a system to use prirn~tives or prototypes. There 
are several different dimensions along which semantic 
fo~malisms vary, and many of the arguments have blurred 
these into a single distinction. 

In this paper, I propose a framhork within which to 
compare a variety of semantic formalisms which have 
been proposed in lin$uistics and artificial intelligence. The 
paper lays out three dimensions (called ontoZogrca2, logical, 
and relarional),'describing the relevant options along-each 
and the implications of making alternative choices in the 
design of a formalism. It does not attempt to demonstrate 
that one or another alternative is right, but instead tries to 
clearly state the advantages and disadvantages of each in a 
non-partisan way. It is more in the style of a text-book 
than of a research paper. Its contribution will, 1 hope, be 
in dissolving some non-issues which have occupied 
previous disciission, and in focussing attention on the real 
distinctions between alternative proposals. My own 
prejudices are set fdrth in Winograd (1976) and Bobrow 
and Winograd (1977). In addition tp siting primary 
sources, I will make particular reference to the discussion 
by Wilks (1977) since it is recent and sets out a number of 
the same issues. 

The ontological dimension 

The formalisms we want to compare are all based on the 
use bf symbol struciures to represent meaning. There are 
deep philosophical questions as to b w  much of meaning 
can be captured in a formal system, but such questions are 
outside the scope oEthis paper. We will take it for granted 
that meaning is to be characterized in tenns of structured 
relationships between discrete symbols. T h e  first question, 
hen, is just what these sy~n~mls are. There are three basic 
positions which have been taken: 

LINGUISTIC. In many older accounts of meaning, the only 
entities which take part in the formal structure arc the 
entities of language: wol ds, morphemes, phrases, and sen- 
tences. The dictionary is an account of meaning within 
this tradition. The meaning of a word is expressed in 
terms of structures made up of other words, without any 
direct appeal to concepts which lie outside the latlguage. 
PSYCHOI~OGICAL. Most current work in A1 and psycho- 
linguistics assumes that the entities which are manipulated 
in the formal theory represent some sort of concepts which 
underlie language use, but are not themselves part of the 
language. These concepts have psychological reality, in 
that they correspond to functional components in the 
memory and language activity of a person. Words and 
sentences are seen ascorresponding to structures of under- 
lying concepts. A psycholinguist~c theory ~ncludes an ac- 
count of the processes By which language is translated into 
conceptual structures, and generated from them. In the 
case of A1 systems (such as the conceptual dependency 
formalism of Schank (1972)), the commitment to PSYCHO- 
' I D ~ I C A L  entities is a global assumptj~n which plays little 
role in the methodology of the work. In--'the case of 
psychological experimentation (for example, much of the 
work described by Clark crnd Clark (1977)), it is a hypo- 
thesis to be tested explicitly. Some theoretical psycho- 
logis& (such as Miller and Johnson-I~rrd (1976) and 
Fodor (1975)) have characterized it is a private "language 
of thought" 
TI3EORETICAL. A more cautious stance is taken by most 
theorists who work within the generative linguistics para- 
digm. They argue that the symbols of their fohnal seman- 
tic theories need not correspond to functional psycho- 
logical entitles. The symbols and structures play a role* 
similar to that of postulated theoretical entities in physics, 
such as neutrirros and probability waves. A system based 
OR them is justified in terms of its resulting overall 
sfmplicity and ability to account for the observable 
phenomena, not by finding psychologi~l correlates for its 
individual terms. This view shares with the psycholo~ical 
view the notion of lexical decomposition. Words and sen- 
tences of the language correspond to structures built up of 
non-linguistic symbols. 



There has been a certain amount of confusion within 
both syntactic and semantic theory about whether there is 
any psychological reality to the formal constnicts postu- 
lated by linguists. In the 60's, experiments were carried 
out (e.g., Miller, 1962) looking for psychological correlates 
of transformations, with generally negative results. Chom- 
sky has repeatedly reiterated his official Stance that the 
validity 6f transformational theory is not based on any 
assumption as to whether transformations play a functional 
role in language comprehension or production. Similarly, 
as Wilks (1977) points out, Katz's view of semantic mar- 
kers shifted from PSYCHOI.OGICAI~ (in Katz and Fodor, 
1965) to THEOKETICAI, (in Katz, 1972). 

In doing A1 research, the issue can be finessed. In 
building a program, one must de\fclop a set of symbolic 
str~ictures' which are used functionally-they play a direct 
role in the memory and reasoning of the sjstem. In this 
sense they Arc p~~rely psycilological (the psychology of the 
computer program, not of a person). whcn thc program is 
viewed as a 'theory of human language use', two routes 
can be taken. If strong psjfchological equivcrlence is 
claimed, there is an assumption that the internal organ- 
ization and objects of the program correspond to the 
organization and objects in the mind of a human language 

bbjects we beg the question by pushing it into a different ZP 
- 

domain. As many people have argued, (e.g. Lewis (1972) 
in discussing Katz and Fodor's theory of seniantic 
markers), translating English into 'Markerese' doesn't 
illuminate the fundamental nature of meaning dny more 
than translating it into French. 

Wilks (1977) describes several papers which argue for 
the neclessity of a semantic theory along the gencsal lines 
of 'Tarski And recent wot k in tnodcl-thcorctic sctnnntics for 
formal languages. Hc characterizes thcni us ctiticistns of 
scmatitic primitives and arglics illat tllcy arc based on 
weak 'escape argunlctlts'. He is corrcct in  concl~~tling that 
thc conccrns of thcsc authors arc or thogonnl to thc specific 
technical debate about primitives, but wrong in assuming 
that they art: arguments in the sanic doniaiti at all. In 
crcntitil; fo~mnl systems for rcprcsenting and met~ipulating 
structures corresponding to meaning, we arc not forccd to 
answer the fiinrlnmcntal question of what meaning is. As 
Wilks points out, this question has bccn askcd for 
thousands of years, r~tld technical progrcSs docs riot sccm 
to d e p t h  on clearing it up. 

Thcre are valid doubts about whether adequate 
semantic fortnalistlls (in the Al/opc~ational sense) can be 
developed without niole careful thoi~ght about the basic 

user. An alternative position of weak psychological equiv- questions. In particular, our unexmined assumptions 
alence is similar to that of the generative linguisk. The about the nature-of meaning can lead 11s down paths in the 
program as a whole is justified by its ability to match problems we choose to look at, which may in the long run 
- - 

human performance, but no claims are made about the conccal other more fruitfbl paths. Howeyer, this sort of 
ways in which its organization maps onto psychological question has not been addressed in current A1 work, and 
phenomena. Since programs can be built without con- for the purposes of setting up a clear framework for 
fronting this issue, there has been a tendency by A1 understanding that work, we will continue to ignore it. A 
researchers to handwave about it, taking whichever characterization of a semantic formalism in terms of the 
viewpoint seems most advantageouq in a given discussion. dimensions of this paper has nothing to say about the 

fundamental nature of semantics. 
Begging the fundamental question of 
semantic$ The logical dimension 

A persistent cause of misunderstanding in argurncnts As implied in the prcvious section, we are primarily 
about semantics has been a lack of agreement over what a concerned with the operational implications of different 
'semantic theory' should :chieve. From a philosophical formalisms-the ways in which they can be used in 
standpoint, the issue centers around what meaning is. The language comprehension and production, Each symbol or 
fundamental question is that of the relationship between structure of symbols plays a role in, ieasoning processes 
symbols (words) and a world abdut which they speak. which underlie language activities, and there are a number 
From an A1 standpoint, the question is ogemtional-how diff'erent approaches to 'dealing with them. There are three 
can a symbolic system be organized which accounts for the basically different views of t&e logical status of the 
phenomena of language use. As pointed oyt by Fodor individual concepts (or words): 
(1978). no answer to the second question. no matter hok 
clever or elegant, is an answer to the first. In creating a 
system which accepts text, answers questions, or enteis 
into a dialog, we have not created a theory of semantics, 
we have created another class of objects for which such a 
theory is needed. 

This observation applies regardless of which of the 
three choices is taken along the ontological dimension. In 
taking wordpas the formal objects, we leave the semantic 
problem completely unaddressed. In relying on psycho- 
logical entities, we transform the question into the equally 
difficult one "How are concepts related to the world which 
they are concepts about?". Similarly, with theoretical 

ABSTRACTION. The tradition drawn from logic and 
linguistics is to view the elements of a semantic formalism 
as logical  abstraction^-predicates and constants within a 
logical system. The meaning of a word is a structure of 
semantic elements which express the logical 'truth 
conditions determining its applicability. For example, if 
we analyze one sense of "bachelor" as hqving the semantic 
components AUMAN, MAI.E. and UNMARRIED, it is 
implied that any object to which that sense of the word 
could be properly applied will fit the truth conditions 
corresponding to those terms. If "kill" is analyzed as a 
structure of the form CAUSE(X, DIF.(Y)), then we can 
safcly dcduce from the fact that "A killed B" that, among 
other things. B died. 



There are many old and unsettled debates about the 
status of such knowledge as annlytic or synrhetic. The 
issue here is not that distinction, but the status of the 
semantic analysis as leading to logical c6nsequences which 
can be drawn from the the application of a given word. 
PRUICOTYPE. One of the currently fashionable trends in 
A I  i s z r  development of languages and systems based on 
some kind of frome or prororjpe representation. The basic 
motivation comes from the observation that much of what 
we know about the world is not in the fonn of simple 
logical statements, but in knowledge about what is. typical 
or expected. If we represent the meaning of "buy" and 
"seIl" in ternis of a COMMERCIAL-TRANSACTION scenario 
which includes the transfer d Money, we also want to be 
able to apply it to cases which involve tftc e: changc of 
valued objects other than money. However, we do not 
want to do this by creating an absti-action (e.g. the 
cxcf~angcd object is a VALUED-OBJECI') and thereby lose 
the information that it is usually money. 

Many papers have been written on the advantages and 
problems of including prototypical inforrnat~on as a 
fundamental part of a semantic representation. Formally, 
such systeqs are distinct from those based on logical 
abstraction only if issues of computational order and 
resources are taken into account (See Winograd (1976), for 
a discussion of these issues). However, it is impostant not 
to focus tch narroyly on fonn rather than use: there is a 
clear difference in approach between the adherents of the 
alternate views. Some systems (such as Schank's (1972) 
system of primitives) are clearly based on p~ototypes even 
though they may not appear as such in the formal 
characterization. The inferences t&y ddw Tcom semantic 
decomposition are based an Jypical expcdtation: rather 
than logical certainty. 

Prototype-based systems have often gone abng with a 
psychologica1 view of the status of the symbols thky use. 
Some of the nlotivation has cnrne from psycholinguistic 
experiments which indicate that in many cases people are 
uncertain about the applicability of words to borderline 
cases', although they have a clearaotion of thc 'proto- 
typical case*. This applies to area$ of the vocabulary as 
vaned as color terms (Berlin and Kay, 1969) and simple 
nouns such as "cup", "glass", and "bowl" (Labov, 1973)., 
The ~mplicat~on IS that the semantic representation of 
words is organized around a set of most typical' cases 
rither than around a checklist of logical criteria which 
must be met for the word to be applied. 
EXEMPLAR. Extending th?: prototype notion one step 
furd:~:, some psycho lo^^ have suggested that our 
understanding of words is based on having exemplers 
wh~ch are drawn from experience. Rather than hayiq~>a 
sernanclc prototype for "fruit", we may have an exemplary 
fruit (e.g. a red.apple) and understand the use of the word 
by comparisnn to what we know about this apple. The 
line between prototypes and exemplars is not sharp, but 
there is a difference in emphasis. Prototypes emphasize 
the  vesence of information wh~ch is typical to the class of 
objects described by a word, while exemplars emphasize 

the ability to reason by comparing one specific object to 
another specific object, which may have its own peculi- 
arities which are not general to ' b e  class. 

Although there has been some dfscussion of reasoning 
by anal~gy (e.g. Moore and Newell, 1973), no system I 
know of has really made use of exemplars in a substantial 
way. There are many difficult issues surrounding the 
selection of the important: or 'invariant' aspects of the 
exemplar in B spdfic antext. Critics of AI Qg. Dreyfus, 
1972) see this as being impossible to adequately represent 
in a formal system. Whether this turns out to be ulti- 
mately true or not, we are far from having explored the 
potentla1 for such reasoning within A1 programs. 

What is  a primitive? 

Before going on to the third dimension-the yay in ,which 
the symbols within a semantic formalism $re inter- 
related,--it is useful to examine the notion of primitive 
wh~ch plays a central role in argumen'ts on semantics. In 
understanding the propertie of semhntic primitives, it is 
helpfill to look at two otheq domains where primitives 
have played an important role: cbemlstry and wath- 
ematics. Much of the thinking and discussion about 
primi tl ves draws on conscious or tlnconscrous comparisons 
with these two dmarns, often without recognition that 
thw differ in some critical ways. 

Clrcmistry. One exemplar of a system based on primitives 
is theanalysis of physical substances as structures made up 
of elements. There are atomic elements (note how much 
of the abstract vocabulary comes from this exemplar), and 
well-defined rules for the ways they can be combined into 
structures. Every substance, no matter how c~mplex,  can 
be analyzed as a compound of these primitive elements. 
The set of elements is expenmentally determined and 
dealt with as a fact of nature-no two chemists would 
imag~ne postulatrng different sets of elements in their 
theories. Similarly, the structural analysls of a substance is 
not a matter of theorebcal choice, but can be detennined 
empirically. 
Mathematics. One of the methadolbgical advances in the 
foundations ,of mathematics at the beginning of this 
century was the understanding of how complex mathema- 
tical systems could be constructed in a systematic way 
from smaIl sets of primitive concepts. Beginning with a 
primitive basis (such as the notions of sei, inclusion, and 
rhe null ser), one can define complex constructions, and 
use these ie still further definitions to build up ever- 
w~dening c~rcles of complexity. . In doing this,. each new 
term is defined in terms of prevtous terms and simple rules 
of composition. TI& meaning of a complex term like 
zabelian group" or "divisor field can be reduced step @ 
step to primitives through these definitions: The choice of 
primBves is not determined by the domain be covered. 
For any field of mathematics, there are alternative 
axiomalizations which take different things & primitive, 
and define others in terms of them. Even with the same 
set of primitives, therii aie alternative ways of defining 



higher order concepts. For example, there are different 
ways of embedding the real numbers in the rational 
numbers for which it is quite difficult. to prove 
equivalence. 

These two examples illustrate some typical features of 
primitives listed below (the terms used here are somewl'lat 
expanded from those in Wilks. 1977). Not every system 
based on primitives exhibits all of them, but they form a 
part of our understanding of what it is to be 'primitive*: 
1. Finitude. A system contains a relatively small closed set 
o f  priinitives. A s  it is applied to a wider range of things 
(st~bstances. ma thematical constructs, vocabulary items), 
the set of primitives remains fixed. The nuinber of 
p~ i~nitivcs sl~ould be s~~bstsntiallp smaller tllnn the *umber 
nl' things wlricl~. an bc rcduced to -cc)lnbinations of 
1'1 imitives. 
2. C'on~prchcnsivcncss. 'I'l~c set of p~i~nitivcs cowrs the 
rongc of phcno~nena. Every cnlitp of interest can bc 
expressed as a structure of primitives. For example, a 
chemist would be upset by a new substance which was not 
built of the available elements, and a,mathernatician would 
reject a new definition which was not in terms of the 
primitiv'es of his or her axiomatization. 
3. Completeness. A description of an entity in terms of 
primitives is sufficient for generating all of the information 
about the entity. There are no 'hidden properties*. This 
does not mean that the information must be explicit-a set 
of mathematical definitions docs not provide all of the 
theofems, but it does provide a basis for proving all those 
which could be proved. $n the case of substances, this 
criterion does not apply. information other than the 
chemical structure (for example energy, phase, crystalline 
structure, etc.) is needed for determining the properties of 
a substance. 
4. Independence. Primitives should not be definable in 
terms of one another. This is clear in the case of chemical 
elements, and in mathematics it provides a strong metric 
for judging axiomatizations. There is a high value placed 
on reducing the primitives to an absolutely minimal set. 
5. Canonicality, The analysis of an entity as a structure of 
primitives should bc unique and unambiguous. Chemists 
agree on the struckure of a compound as a unique formula. 
Within a particular axiomatization of a mathematical 
system, there is one and ~ n l y  me way a term such as 
"integer" is defined in terms of the primitives. 
6. Irreducibility The meaning of a pr~mitive cannot be 
expanded within he same level ofaeory. There arc many 
issues here as to what a 'level of theory' is, but the 
applicaticm is clear in chemistry. The primitive elcmcnts 
can indeed be described as composite structures made, up 
of even more primitive sub-atomic particles. But in doing 
so, we move from chemistry to atomic physics. For the 
purposes of doing normal chemistry, it is more usef~rl to 
tieat them as primitives. It is important to recognize that 
'primitivity' is always relative to an overall choice of the 
scope of the theory. 

In comparing the various f o m s o f  semantic primitives, we 
will look ahthe ways in which they match these criteria, 

The relational dimension 

The. notion of primitive makes sense only within a system 
of interrelated terms. The basic idea of composition from 
primitives is gnly one of several possible ways of organ- 
izing such sets of relationships: 
PRIMITIV~S. The most straightforward use of semantic 
primitives would be a symem in which the full meaning of 
any word or phrase could be expressed as a strtkture 
whose components are chosen from a small set of primi- 
tives, combined according to a weir-defined st$ of r u l a  
No existing system is pure in this sense, as discussed 
below. 
MUTUAL Another approach is to have a web of mutually 
related elements, with no primitive set on which ,to 
'bottom out'. A standard dictionary describes word mean- 
i"ng in this way: Words are defined using other words 
which are defined using othen, and so on, inevitably 
leading to circularity. A mutually related system of terms 
can be either DEFINITIONAI, or DESCRIPTIV~ In a 
DEFINI'rIONAI, system, each item 3 defined by giving a 
structure made up of other items. The definition is 
complete, in that no information which is available from 
the term itself is lost by replacing it with the definition. In 
a DESCRIPTIVE system, each term is described by 
structures of other terms, but tfiese do not necessarily 
capture its full meaning. Although the dictionary is 
nomally thought of as being DEFINITIONAL, this is the 
case oniy for very precise technical terms. For most of the 
cornmob vocabulary, the dictionary definition* is a quite 
partial accaunt of the meaning of the word. 
~ISTINCUISI-IED. In systems based on mutual relations, it 
will often be the case that some tcnns tend be be used in 
definitions or descriptions much more often than others. 
There may be small finite distinguished subsystems of terms 
which form a standardized basis for a large number of 
descriptions. These terms need not be primitive in the 
senses discussed above-thsy may be further reducible, 
definable in terms of each other, and may provide only a 
partial coverage of the meanings to be expressed. 
However, there are organizational (and computitionalj 
advantages to granting them a privileged status in the way 
other definitions and descriptions are built up. In fact, 
most of the argument in favor of semantic primitives for 
A1 syitems has been (as we wid see below) argument in 
favor of having one or more preferred su bsysfems within a 
mutually related system. 

Some examples 

The following table summarizes the dimensions and 
chdces described above. In this wction, we will use it to 
characterize a number of existing formalisms. 



wdually shifted away fmm a strong PKIM~IYES based 31 
Ontological Logical Relational Vim, and has been one of the major developers of systems 
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Dimensions of choice in a semantic formalism 

The traditional dictionary. The traditional dictionary is 
dearly LINGUISTIC, based primarily on ABSI*HACTION, 
and MUTUAL relationships. It varies between being DEp 
INITIONAI, and DPSCRIFI'IVE and at times does include 
some PROTOTX~E informalion. The populai 3icw of the 
dictionary tends to ignore the PROTOTYPE and DISCRIP 
TIVE aspects. 
Theories from ge~erativc linguistics. Semantic theories 
within the Chotnskiatl tradition of generative linguistics 
tend to be TI-~EORB~CAL, bascd on A~STRACTION and 
PRIMITIVES. Katz and Fodor (1964)' Jackendoff (1976). 
and Leech (1969) all fit these categories. There is an 
occasional hint of PSYCHOLOGIC',ZI. relevance, but it does 
not play a major role in the methodology. Within the 
snool of 'generative semantics', there are many approa- 
ches. Much of Fil.lmorels (1974, 1975) work is an exam- 
ination .of h'ow PROTOTYPE and EXEMPLAR systems can 
provide insights which do not fit neatly into AWTRAC- 
TION. Some of the earlier work on 'underlying verbs* 
takes a more LINGUISTIC' turn, in which the underlying 
components are seen as closely related to actual lexical 
items. 
Semantics bwed on formal logic. Much of the work on the 
semantics of r~atural language has been closely related to 
work on the semantics of formal languages. ?'his incIudes 
the clasjal work on issues like reference, and Inore recent 
attempts to view English as a formal language, as 
developed in Montague grammar. On the first two 
dinreqsions, this work-is clearly THEORETICAL and 
AnSTRACrION based. On the third, the relationship 
between the symbols used Tor semantic representation 
carries over that or an underlying logical system. From 
the point of view of the semantic theory- (the relationship 
between words and underlying entities), each p-edicate or 
constant is a PRIMITIVE. The ,fact that these are related by 
theorems, definitions, etc. within the logical system is 
independent bf the semantic fortnalism ifi the mnle sense 
that the representation of elements in terms of sub-atomic 
particles is independent of ordinary chemistry. The clarity 
of this distinction (between the semantit r ~ l e s  and the 
reasoning rules) is one of the advantages of this style of 
work, not shared by most A1 programs, which use data 
structures and procedures which make no clear distinction. 
Conceptual Dependency. Schank has been one of the most 
insistent advocates of primitives, and his early (1972) work 
was clearly PSYCHOLOGICAL based on PRIMITIVB. AS 
mentioned above, his attention to 'typical' inferences 
places it closer to PROTOTYPE than to AhslR~Cf-ION.  In 
trying to expand his theory beyond the set of simple 
actions for which it was initially developed he has 

bascd on DIST1NC;UISH ED subsystems. Schank and 
Abdson (1977), provide subsystems for actions, scales 
reflecting a person's state, causes, scripts, goals, plans, goal 
outcomes, interpemonal themes, and life themes. Their 
students have carried out the same kind of activity in other 
areas, such as the us& and classification OF physical ob- 
jc~ts .  In all of this work, the emphasis is on finding~a 
plnusibl'e and useful set of terms, rather than on justifying 
their primitive status. Most of the arguments are based on 
the pragmatics of doing language comprehension and 
reasoning within ;the system. 
KRL. KRL pr0vides.a language for representation within 
computer systems. As such, it is neutral between a 
PSYCtIOLOGICAL and TIJEORETICAL stance, but the 
authors lean heavily towards t h ~  'PSYCHOLOGIC& in 
developing tdeir formalism. It is clearly based on 
PROTOI'YPFS, and much of the discussion (see Bobrow 
and Winograd, 1977) centers around this aspa.  It is 
based on a MUTUAL DFSCRIPTIVE set of relationships. 
DISTINGUISHED subsystems have been deteloped within 
specific applications (see Bobrow, Wjpograd, et. al., 1977). 
but gthkse have not been a pah of the basic formalism. 
Preference Semantics. Wilks' system of 'preference 
semantics' is one of the hardest to understand, since he 
seems to combine many differeht (and often incompatible) 
views. He insists that his system is based on PRIMITIVES, 
but it has few of the characteristics described above. In 
fact, his discussio.n argues strongly for the possibility of a 
M u ' r u ~ L  DEFINI'I-IONAL system, and he provides an 
interesting set of D~STII$GUISHED subsystems (1977, 
Appendix A). In stating that "primitives are to be found 
in 'all natural language understanding systems" (1977, p. 
19) he seerris to be using the term 'primitive' to cover any 
formal symbol used in a semantic system. He argues 
against the PsYCHOLOG~CAL basis, but alternates between 
the other two possibilities along the ontalogical dimension. 
He is LINGUISI'IC in stating that his formalism is con- 
sistent with the view that "Every semantic primitive can 
appear as a surface word in a na!ural language", and 
TH~~ORE~'ICAI~  in arguing that the primitivts are part ol 'an 
interlingual "primitim language" whid is a "useful 
organizing hypothesis" which has no indepcnderlt justi- 
fication it3 psychologi~i31 terms, and "has no correct 
vocabulary, any morc than English bas". His formulas 
generally onntain only AUS'SRACI'ION information in their 
structure, but have PRO'I'OTYI1E information (or in his 
terms, 'preferences') in the assignment of types of objects 
to the nodes. 

OWL. The OWL rcprescntation is much closer to a 
LINGUIS~~IC base than any of the 0the.k listed here. It 1s 
described as a systcm ~f 'concepts', but its developers 
(Szolovits, Hawkinson, and Martin, 1977) have paid a 
good deal of attention to the way that natural language 
words and collocations can be preserved in the repre- 
sentation. I t  has a MU'I'UAL DESCI(IPTIVE organization, 
which focuses on A~~SIRACTION sorts of information. 



although the semantics of the reasoning process are not 
clearly enough specified to distinguish between this and 
other chaices on the logical dimension. The term 
'exemplar' is used in OWL &refer to sub-classes of a 
larger class, a1concept related to but not the same as the 
one described above. 
Semantic networks. There are many versions of semantic 
networks, and it is hard to say anything which applies 
across the board. The majority have been argued on 
PSYCHOLOGICAL grounds, have focussed on ARSTRAC- 
TION information, although with some PROTOTYPE, and 
have been a web of Mu'~I.JAL DESCRIFTION. The network 
notation is well suited to MUTUAL (as opposed to 
PRIMITIVE). but is general enough to be used for almost 
anything. 

Properrn semantic systems 

The purpose of the classification given above is to pr~vide, 
a basis for comparing the merits end probfems of 
alternative formalisms. Rather than arguing whether 
primitives are rigYIr or wrong, we will examine some 
desirable properties for semantic systems and see what 
they imply for the choices to be made along the three 
dimensions. This paper cannot hope to covsr the full range 
of important issues, but as examples we will consider the 
following properties: 

The ability to state signifimnt generalizations 
Criteria for deciding on a s'et of semantic entities 
Coverage of relevant semantic phenomena 
Canonicrtlity and its effects on memory form 
Possibilities for dealing with extended meaning and 
metaphor 

The ability to state significant genenlizatiow. nte raison 
dare of a semantic theory is the desire to find regularities 
in the way language conveys rnealiing. Rather than 
enumerating the relationships among every possible set of 
texts, we can assign formal semantic structures to texts in a 
regular way, and systernatimlly describe relationships 
between these structures. The theory is interesting to the 
extent that the formal scrnantic system allows us to find. 
regularities -'and mte broader generalizations than we 
could at the surface level. 

There are many possible views ,as to what kinds of 
generalizations are most interesting. Linguists look for 
generalizations which predict the judgemenb of native 
speakers as to whether sentences arc well-formed. Some. 
like Jackendoff (2976) also look for generalizations as to 
the entailment relations between sentences. A1 work, such 
as that of Rieger (1975) emphasizes inferential general- 
izations-that certain inferences will be made whenever a 
given underlying semantic structure appears. \I systems 
in general are based on 'reasoning' programs which make 
use of semaqtic representations to do reas~*ng which is 
independent of the specific linguistic form in which the 
knowledge was stated. 

3 2  
In some discussions of primitives, it is implied that it is 

necessary to  have a system based on primitives in order to 
make significant genernlizati~ns. It shoula be clear from 
the discussion above that this is a confusion of categories. 
Any system of formal semantics is based on generalization. 
The specific choice to base it on primitive decomposition 
may lead to a different set of generalimtions, but not a 
necessarily better one. 
Criteria for deciding on a set of semantic entities. The 
main factor influencing the choice and justification of 
semantic entities within a formalism is the choice along the 
ontological dimension. Those who take a LING UlsrIc  
position need make no choice-the words of the language 
are themselves the entities of the semantic theory. There 
is work to be done in determining the reliitions between 
them, but the sct of entities is given from the beginning. 
Those who take a THEORE~ICAL stance are free to create 
semantic edties at will, but most justify (hem by dcmon- 
strating that the set chosen lcads to generalizations and 
simplifications which are not shared by alternative sets. In 
the generative grammar tradition, a ~ o o d  deal of attention 
is given to finding a highly valucd set. Through careful 
work, one can construct tests in the form of sentences 
whose acceptability would be predicted by one possible 
set, and not by another.. Simplicity of stating the semantic 
theory is used to choose between sets'with equal coverage. 

In the A1 tradition, the selection of entities is mdre 
intuitive a ~ d  l e s  caref~d A system as a whole is claimed 
to 'work', and there is little precise evaluation of which 
aspects of the formalism were critical, and what might be 
done with alternatives. In this cotitcxt, there are only 
vague intuitions and heuristics to guide the choice of 
entities and their relationships. Wilks accepts this. in 
noting that "no direct justification of the vocabulary [of 
primitives] makes any sense," 

The must interesting problems arise if the forma\ism is 
intended as a PSYCHOLOGICAL theory. In this wse,'the 
determination of a set of semantic entities is an empirical 
question. There is an implicit claim that there are 
functional equivalents to the elements of the semantic 
theory within the psychological activities of compre- 
hending and pnera?ing.language. It is possible to invent 
experiments which can choose between alternative theories 
a ~ r d i n g  to the detailed predictions they make about 
human performance. Some of the distinctions above (such 
as that between ABSTRACTION, PRO'I'O-I-YPE and EXEM- 
PLAR) grew out of -t%periments of this type. However, 
there is a large gap between the isolated examples handled 
in experiments and the kind of coverage needed irra 
comprehensive semantic formalism. Those people in A1 
who have built large-scale systems have not looked to 
detailed psych~logical justifications, even though they 
often informally describe their formalism as a 
psychological theory. When Schank (1972) calls his 
formalism 'conceptual dependency', or Jackendoff desc- 
ribes his system as using cognitive primitives' the appeal 
to psyhology is suggestive, not of direct relevance to the 
methodologies they fbllow. 



Within a ESYCHOLOGICAL viewpoint, there are many 
further issues as to the genertility of the postulated 
semantic entities. Are they idiosyncratic, or shared by all 
competent speakers of a language? Are they language- 
specific, or do they represent a more basic experiential 
knowledge which cuts across cultures and lafigwges? If 
they are not language-specific, then are they innate or 
learned? There has been some interesting work done on 
these questions in very specific.semantic domains such as 
the lexicon for describing colors, but once we move 
outside of these limited domains, most of what can be 
said is anecdotal or, purely speculative. 
Coverage of relevant semantic phenomena. In developing 
a comprehensive semailtic theory, then are many aspects 
of meaning which must -be taken into. account A 
formalism which is developed for one aspect of meani~g 
(for example, the hierarchical relationships between the 
classes named by common nouns) mace inadequate or 
completely irreleva~t for others (for example, the ways in 
which participants are related to events). In some cases, a 
general approach cuts across several aspects. Much of the 
discussion of primitives and prototypes above can be 
applied both to classification (for example, Schank's (1972) 
classification ( s f  acts vs. LakoRs (1977) 'gestalts') and to 
the case relationships between participants and an act 
(Fillmore's (1968) notion of a primitive set of cases vs. the 
~obrow and Winognd (1977) notions of hierarchies of 
prototypes with named 'slots'). 

Existing smantic formalisms are all partial, and many 
of the arguments in the literature are of the "I can do 
something you can't do" style. It is clear, for example, 
that PrtiMI'rIvES are not well suited for handling the broad 
vocabulary of nouns and verbs describing the objects and 
actions of our world, in all their variety. As Wilks says, 
"No representation in primitives could be expected to 
distinguish by its structure hammer, mallei, and axe" 
Formalisms based on A B S I ' R A ~ I O N  me problematic when 
we attempt to deal with lexical fields where 'there are no 
clear criteria for whether a word applies.. This indudes the 
naming d simnlle objects, such as "cup" and "bow.l" 
(Labov,' 19733, as well as thg more obvious ate& of 
metaphor. On the other hand, alternatives, such as 
PKOI'O'TYPE systems based on MUTUAL relations have 
been far less developed in the details of the generalizations 
they allow, and the specification aT how they would deal 
with any specific semantic domains. 

I t  is clear that no formalism at this point has.a claim to 
"Anything you can do, I can do better." Intuitions as to 
which aspccts of language are most central play the 
leading %lc in determining which of the competing 
theories seems most promising. 
Canonical form and its ellects on memory and reasoning. 
In early work on semantic primitives, there was a good 
deal of debate about the advantages provided by a 
canohic~l form- for the representation of meaning. Two 
words or sentences with the same meaning have identical 
semantic representations in a formalism based on 
canonical form. In other formalisms, they may have equi- 
valeM representations (anything inferrable from one would 

be inferred from the other) which nevertheless differ in 
33 

farm. Typicdy, PRIMITIVE systems tend to support a 
canonical form, while MWAL organizations do not 
However, D I ~ N G U I S H E D  subsystems can be used to cre- 
ate a canonical form for their particular aspect of meaning 
in a system which does not depend on primitives By 
choosing to always expand into the te'rtns of this subsystem 
in the same way, all of the properties of canc ~ical form 
apply 

In evaluating the benefits of canonical form. it is 
important to take into account the procedural aspects. In 
its simplest usage, each piece of input text is converted 
immediately to canonical form and stored that way. 
Inferences are based on the elemelit3 of this expanded 
form, ang memory m c h  depends on finding the form 
corresponding to the query as a subset of what is stored. 
In a more sophisticated use, the canohical form is available 
for po~en~ia~expansion, but memory can include unex- 
panded structures built up out of a vocabdlary of non- 
primitive semantic entities. Expansion is done only when 
needed for a specific task such as matching h new input to 
previous knowledge in answering a- question. The 
advantages and disadvmtages of  canonical form arc 
somewhat di ffe rcnt for these two organizations. The 
primary ones can be summarized: 
1. Absence of ambiguity and vagueness. This propeay 
applies to the canonical form after expansion. It is a 
global property of systems based o n  expansion at 
input-since meanings arc expanded into canonical struc 
tures of primitives at the time they are analyzed, there is. 
no remaining uncertainty about their meaning. This is 
viewed as an advantage by those who emphasize the use of 
the formalism in abstract reasoning, and as a disadvantage 
by those (like Martin, 1976) who emphasize the impor- 
tance of cantext and interpretation in using knowledge. 
Martin argues that a semantic representation for natural 
language must share its ability to represent imprecise 
meaning. 
2. Reasoning activity at input time. The process of 
expansion to canonical form can be used as a procedural 
driver for carrying out inference. Much of the work on 
concepbifl dependency makes use of this organizatibn. 
mue advantage is a uniform way or tngenng stanclard 
inferences. The disadvantages code from the problems of 
pitriggering too much--of drawing inferences far below the 
level of detail relevant to the particular context because 
the canonical form demands expansion to that level. 
3. Uniqueness for indexing and search. A canonical fbrm 
can be stored and indexed in a uniform way whiph makes 
it possible to use straightfoxward algorithms ror memory 
scarch and consistency checking. These have the 
advantages and disadvantages of most uniform procedures 
for dealing with comple? struc~ures-they are easy to write 
and understand, but they suffer from combinatorially 
explosive inefficiency and tend to bog down for all but 
tiny t o y  bodies of knowledge. One of the fuhdamental 
technical differences among existing systems is in whether 
they emphasize uniformity (as in most logic-based systems, 
and in early versions of cohceptual dependency) or the 



provision of explicit tools for controlling memoty starch 
and inference (as in KRL). 
4. Association of inference rules with primitive elenkents. 
In a system which is expected to expand meanings into 
canonical form (either at input time or in the process of 
reasoning), inference rules can be associated with the most 
general primitives (e.g. GO, used in a sense which covers 
all sorts of change, as in Jackendoff (1976)). In a sybTem 
which does not expand to a common base, the same 
inference might have to be repeated in a numbcr'of places. 
The disadvantage arias in the case where an inference is 
associated with a higher-level meaning (suoh as "flee*' 
having implications not shared by other instances of 
going), In a fully canonical system. it is. necessary to 
recognize the particular combination d primitives which 
triggers the inference. In systems like that of Rieger 
(1975), there arc discrimination nets, used to sort out the 
appropriate inferences from the expand4 forms This 
again leads to a combinatorial problem which becomes 
untenable in all but the smallest systems. Like the other 
issues, this one is complicated by the ability to build 
systems which p a w e  of canonical expansion to some 
degree, either by expanding only along certain dimensions, 
or by operating with a mixture of expanded fonns and 
non-primitive-based forms from which they were derived. 
Possibilities for dealing withe extended meaning and 
metaphor. A recurring theme in discusqions of semantics 
is that of metaphor. Any realistic view of language mu@ 
take into account the fact that words are used in ways 
which defy simljk analytic characteri~at~on of their 
meaning. There are explicitly poetic metaphors, conven- 
tional metaphors ("His ideas were beyond me", "Carter 
named three lain mrgets in his war on inflation"), and a 
wide range of cases in which meanings are extended 
bey& their prototypical application. For-example, if we 
define "spend" in terms of a commercial tranmtion, then 
it must be extended to deal with "I spent a weekuin 
Boston." In benerd, formal semantic theories have ~ o t  
gone very far in dealing with these probiems. Those who 
base systems on PROTOTYPE or EXEMPLAR reasoning 
argue that this is an important step towards dealing with 
the fuzzier aspects of language. However, the cornpi- 
tational details needed to make the power of such systems 
clear have not been filled in. They either stick to trivial 
cases (as in Moore and Newell. 1973). or operate in ways 
which do not depend on going beyond standard logical 
meaning. This area remains one of the most tantalizing 
and difficult for future research. 
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1. The Role of a Knowledge Network for an 
Intelligent Machine 

m e  k i n d s  of in t e l l igen t  computer 
a s s i s t a n t s  tha t  we wguld l i k e  to be able  
t o  construct a re  very much like 
i n t e l l i g e n t  organisms i n  t he i r  own r i q h t .  
Imagine for a moment an i n t e l l i g e n t  
organism trying t o  g e t  along i n  t h e  world 
( f i n d  enough food , * s tay out of t rouble,  
s a t i s f y  basic needs, e t c . ) .  The most 
valuable service played by an internal  
knowledge base for such  an organism is t o  
repeatedly answer question6 l i k e  "what's 
going on out /there?" , "can it harm me?" , 
"how can I avoid/placate i t ? " ,  " I s .  it 'good 
to  eat?" ,  w I s  there  any specia l  thing I 
should do about i t ? " ,  e t c .  To support 
t h i s  k i n d  of a c t i v i t y ,  a  subs tan t ia l  par t  
of the knowledge base m u s t  be organi>ed as 
a recognition device for c lass i fying and 
i d m t i f y i n g  s i tua t ions  i n  the world. The 
major purpose of t h i s  s i tua t ion  
recognition is t o  locate in te rna l  
procedures which a re  applicable 
(appropriate,  permitted, mandatory, e t c  .) 
t o  the current s i tua t ion .  

I n  constructing an inte lqigent  
computer a s s i s t an t ,  t h e -  ro les  of knowledge 
a r e  very simil'ar. The basic goals of food 
ge t t ing  and danger avoidance are  replaced 
by goals of doing .what the user wants and 
avoiding things that the machine has been 
instructed t o  avoid. However, the 
fundamental problem of analyz in'g a 
s i tua t ion  (one established e i ther  
l inguis t ica l ly  or physically or by some 
cambination of the two) i n  order t o  
determine whether i t  is one for which 
there  a re  procedures t o  Be executed, or 
one which was to be avoided (or one which 
might lsad to  one t ha t  is t o  be avoided) , 
e tc .  is  basical ly  the same. For example, 
dne might want t o  ins t ruc t  such a system 
t o  remind the  user i n  advance of any 
upcoming scheduled meetings, t o  inform h im 
i f  h e  t r i e s  t o  assign a resource t h a t  has 
already been committed, t o  always p r i n t  
out meehges i n  reverse chronological 
order (when requested),  t o  assume that 
" t h e  f i r s t a  r e fe r s  t o  t h e  f i r s t  day of the 
upcoming month i n  a future  schedulhg 
context and the f i r s t  day of the current  
mo-nth i n  a  past context,, e t c .  

Ihe principal  role of the knowledge 
network for such a system is essen t i a l ly  
t o  serve as a "coat rack" upon which t o  
hang vat ious pieces of advice for the 
system t o  execute. Thus  the notion of 
procedural attachment becomes not just an 
ef f ic iency  technique, b u t  the main purpose 
for the existence of t h e  network. This 
does not necessari ly imply, however, t ha t  
the procedures involved cons is t  of 
low-level machine code. @ey may instead,  
and probably usually w i l l ,  be high level  
spec i f ica t ions  of things t o  be done or 
goals t o  be achieved. The principal  
s t ruc tu re  tha t  organizes a l l ,  of these 
procedures is a conceptual tax~nomy of 
s i t u a t i o n s  about which t h e  machine knows 
something . 

support the above uses  of 
knowledge, an important character i s t i c  
required of an ef f  icienk knowledge 
representation seems t o  be a mechanism of 
inheri tance tha t  w i l l  permit i'nEormation 
t o  be stored i n  its most general form and 
ye t  s t i l l  be tr iggered by any more 
s p e c i f i c  situ&Eion or instance t o  which i t  
appl ies .  Moreover, t h e  nodes i n  t h e  
network (or. at l e a s t  a  major c l a s s  of 
nodes) should be in te rpre tab le  a s  
s i t u a t i o n  descript ions.  One of t h e  most 
fundamental kinds of information t o  be 
s t w e d  i n  the knowledge base w i l l  be ru les  
of the form " i f  <s i tua t ion  descript ion> is 
s a t i s f i e d  then do tact ion descript ion>",  
or "if <s i tua t ion  descript ion) then expect 
<s i tua t ion  descript ion>".  * *  Situat ion 
descr i p t  ions are  i n  general 
character izat ions  of c lasses  of s i tua t ions  
t h a t  the machine could he i n .  They a re  
not complete descript ions of world s t a t e s ,  
b u t  only p a r t i a l  descript ions t h a t  apply 
t o  c lasses  of worla s t a t e s .  (The machine 
should never be assumed or required t o  
have a complege descr ipt ion of a  world 
s t a t e  if it  is t'd deal  w i t h  the rea l  
world.) A s i tua t ion  i n  t h i s  p a r t i a l  u n s e  
is defined by the r e s u l t s  of certain 
measurements, namputations, or recognition 
procedures applied to the systemg s input. 
Examples of s*uations might be ' Y o u  have 
a goal to achieve which is an example of 
s i tua t ion Y" "You are  perceiving an 
object  of class Z", "'Ihe user has asked 
you to  perform a task of type Wn, etc. 



More s p e c i f i c  s i t u a t i o n s  might  be: 
" t r y i n g  t o  schedu le  a  meet ing  f o r  t h r e e  
p e o p l e ,  two of which have  busy s c h e d u l e s n ,  
"about  to p r i n t  a message from a use r  t o  
h i m s e l f n ,  "about  t o  r e f e r  t o  a  d a t e  i n  a 
r e c e n t  p r e v i o u s  y e a r  i n  a  c o n t e x t  where 
p r e c i s i o n  b u t  c o n c i s e n e s s  is r e q u i r e d u .  

The major r e f e r e n c e s  to. t h i s  
c o n c e p t u a l  taxonamy by t h e  i n t e l l i g e n t  
machine w i l l  be a t t e m p t s  t o  ident ' i fy  and 
a c t i v a t e  t h o ~ e  s i t u a t i o n  d e s c r  i p t i o n s -  t h a t  
app ly  t o  its c u r r e n t  s i t u a t i o n  o r  some 
hypo thes ized  s i t u a t i o n  i n  o r d e r  t o  
cons ide r  any gdv ice  t h a t  may be s t o r e d  
t h e r e .  N o t e '  t h a t  " c o n s i d e r i n g  a d v i c e  of 
type  Xn is i t s e l f  an example of a 
s i t u a t i o n ,  s o  t h a t  t h i s  p r o c e s s  can e a s i l y  
become r e c u r  s i v e  and p o t e n t i a l l y  
unmanageable wi thou t  a p p r o p r i a t e  c a r e .  

Concep tua l ly ,  one might  t h i n k  of the  
p r o c e s s  o f  a c t i v a t i n g  a l l  of t h e  
d e s c r i p t i o n s  t h a t  a r e  s a t i s f i e d  by t h e  
c u r r e n t  s i t u a t i o n  as one of t a k i n g  a  
d e s c r i p t i o n  of t h e  c u r r e n t  s i t u a t i o n  and 
matching it a g a i n s t  d e s c r i p t i o n s  s t o r e d  i n  
t h e  system. However, t h e r e  are i n  g e n e r a l  
many t3i f f e r e n t  ways i n  which t h e  c u r r e n t  
s i t u a t i o n  might  be d e s c r i b e d ,  and it is 
n o t  c l e a r  how one s b u l d  c o n s t r u c t  such a 
d e s c r i p t i o n .  

Moreover, u n t i l  it is s o  recogn ized ,  
a  s i t u a t i o n  c o n s i s t s  of a  c o l l e c t i o n  of  
u n r e l a t e d  e v e n t s  and c o n d i t i o n s .  The 
p r o c e s s  of  r e c o g n i z i n g  t h e  e l ements  
c u r r d n & l y  be ing  p e r c e i v e d  as an i n s t a n c e  
of, a s i t u a t i o n  a b o u t  which some 
i n f o r m a t i o n  is knoaKI c o n s i s t s  of  
d i s c o v e r i n g  t h a t  t h o s e  elements can  be 
i n t e r p r e t e d  a s  f i l l i n g  r o l h s  i n  a  
s i t u a t i o n  d e s c r  i p t i o n  known t o  t h e  system. 
I n  f a c t ,  t h e  p r o c e s s  of c r e a t i n g  a 
d e s c r i p t i o n  of t h e  c u r r e n t  s i t u a t i o n  is 
v e r y  much l i k e  t h e  p r o c e s s  of p a r s i n g  a 
s e n t e n c e ,  and i n h e r e n t l y  u s e s  t h e  
knowledge s t r u c t u r e  of t h e  system l i k e  a  
p a r s e r  uses a  grammar i n  o r d e r  t o  
c o n s t r u c t  t h e  appropr  i a t e  d e s c r i p t i o n  . 
Consequent ly,  by t h e  t ime a d e s c r i p t i o n  of 
t h e  s i t u a t i o n  h a s  been c o n s t r u c t e d ,  it h a s  
a l r e a d y  been e f f e c t i v e l y  ma tched  a g a i n s t  
t h e  d e s c r i p t i o n s  I n d h e  knowledge base. 

2, Parsing Situations 

A s  sugges ted  above,  t h e  p r o c e s s  of  
r e c o g n i z i n g  t h a t  a c u r r e n t  s i t u a t i o n  is an 
i n s t a n c e  of an  i n t e r n a l  s i t u a t i o n  
d e s c r i p t i o n  is s i m i l a r  t o  t h e  p r o c e s s  of 
p a r s i n g  a s e n t e n c e ;  a l t h o u g h  c o n s i d e r a b l y  
more d i f f i c u l t  due t o  a more open- ended 
s e t u o f  p o s s i b l e  r e l a t i o n s h i p s  among t h e  
n c o n s t i t u e n t s n  bg a s i t u a t i o n .  That is, 
whereas t h e  pt i n c i p a l  r e l a t i o n s h i p  between 
c o n s t i t u e n t s  i n  s e n t e n c e s  is mere ly  
ad jacency  i n  t h e  i n p u t  s t r i n g ,  t h e  
r e l a t i o n s h i p s  among c o n s t i t u e n t s  of a 
s i t u a t i o n  may be a r b i t r a r y  (e.g.  e v e n t s ,  
p r e c e d i n g  one ano the r  i n  time, p e o p l e ,  

p l a c e s ,  or  p h y s i c a l  objects i n  v a r i o u s  
spa t i a l  r e l a t i o n s h i p s  w i t h  each  o t h e r ,  
objects i n  p h y s i c a l  o r  l e g a l  p o s s e s s i o n  of  
p e o p l e ,  p e o p l e  , i n  r e l a t i o n s h i p s  o f  
a u t h o r i t y  t o  Other p e o p l e ,  e t c  .) However, 
t h e  b a s i c  c h a r a c t e r  ist ic of  p a r s e r s ,  t h a t  
t h e  o b j e c t s  recognized  a r e  c h a r a c t e r i z e d  
as s t r u c t u r e d  o b j e c t s  assembled o u t  o f  
r e c o g n i z a b l e  p a r t s  a c c o r d i n g  t o  known 
r u l e s  of  assembly,  is s h a r e d  by t h i s  task 
o f  s i t u a t i o n  r e c o g n i t i o n .  

Note t h a t  it is n o t  s u f f i c i e n t  mere ly  
t o  c h a r a c t e r i z e  a s i t u a t i o n  as a member of 
one o f  a f i n i t e  number of known classes. 
That  is, where it is n o t  s u f f i c i e n t  f o r  a 
p a r s e r  t o  s imply  s a y  t h a t  i ts i n p u t  is an  
example o f  a d e c l a r a t i v e  s e n t e n c e  (one  
wants  Zo ' be  able t o  ask what t h e  s u b j e c t  
is, what t h e  v e r b  is, whether  t h e  s e n t e n c e  
h a s  p a s t ,  p r e s e n t  or  f u t u r e  t e n s e ,  e t c . )  , 
i n  a  s imi lar  way it 'is i n s u f f i c i e n t  t o  
mere ly  say t h a t  an i n p u t  s i t u a t i o n  is  an  
example of someone do ing  something. One 
must g e n e r a t e  a d e t a i l e d  d e s c r i p t i o n  o f  
who is do ing  what t o  whom, etc. 

It  is a l s o  n o t  s u f f i c i e n t  t o  
c h a r a c t e r i z e  a s i t u a t i o n  as a s i n g l e  
i n s t a n c e  of an e x i s t i n g  concept  w i t h  
v a l u e s  f i l l e d  i n  f c r  empty, s l o t s .  I n  
g e n e r a l ,  a s i t u a t i o n  d e s c r i p t i o n  must be a 
composi te  s t r u c t u r e d  object, v a r i o u s  
s u b p a r t s  of  which w i l l  be i n s t a n c e s  o f  
o t h p r  c o n c e p t s  assembled t o g e t h e r  i n  ways 
t h a t  are fo rmal  p e r m i t t e d ,  i n  much t h e  
same way t h z  t h e  d e s c r i p t i o n  of a 
s e n t e n c e  is p u t  t o g e t h e r  from i n s t a n c e s  o f  
noun p h r a s e s ,  c l a u s e s ,  and p r e p o s i t i o n a l  
p h r a s e s .  The s p e c i f i c  i n s t a n c e  b u i l t  up 
must keep track o f  which c o n s t i t u e n t s  of 
t h e  s p e c i f i c  s i t u a t i o n  f i l l  which r o l e s  of  
t h e  c o n c e p t s  be ing  recogn ized .  Moreover, 
it canno t  do so by s imply  f i l l i n g  i n  t h e  
s l o t s  o f  t h o s e  g e n e r a l  c o n c e p t s ,  s i n c e  a 
g e n e r a l  concep t  may have m u l t i p l e  
i n s t a n t i a t i o n s  i n  many s i+ua t  i o n s .  
R a t h e r ,  new s t r u c t u r e s  r e p r e s e n t i n g  
i n s t a n c e s  of  t h o s e  c o n c e p t s  must be 
c o n s t r u c t e d  and p a i r i n g s  o f  c o n s t i t u e n t  
ro le s  from t h e  concep t  and role f i l l e r s  
from t h e  c u r r e n t  s i t u a t i o n  must be  
a s s o c i a t e d  w i t h  each  new i n s t a n c e .  

3. lhe Process of Situation Recognition 

The p r o c e s s  of s i t u a t i o n  r e c o g n i t i o n  
c o n s i s t s  of  d e t e c t i n g  t h a t  a  set  of 
p a r t i c i p a n t s  of c e r t a i n  k i n d s  s t a n d  i n  
some s p e c i f i e d  r e l a t i o n s h i p  t o  each  o t h e r .  
I n  g e n e r a l ,  when some set o f  p a r t i c i p a n t s  
is p r e s e n t  a t  t h e  s e n s o r y  i n t e r f a c e  of t h e  
sys tem (immediate '  i n p u t  p l u s  p a s t  memory) , 
t h e  t a s k  o f  de te rmin ing  whether t h e r e  is 
some s i t u a t i o n  d e s c r i p t i o n  i n  memor-y t h a t  
w i l l  a c c o u n t  f o r  t h e  s e l a t i o n s h i p s  o f  
t h o s e  i n p u t s  is n o t  t r i v i a l .  I f  t h e  t o t a l  
number o f  s i t u a t i o n  d e s c r i p t i o n s  i n  t h e  
system is s u f f i c i e n t l y  small, a l l  of them 
can  be i n d i v i d u a l l y  t e s t e d  a g a i n s t  t h e  
i n p u t  to s e e  i f  any a r e  s a t i s f i e d .  I f  t h e  



number of such  d e s c r i p t i o n s  is 
s u f f i c i e n t l y  l a r g e ,  however, t h i s  is no+ 
feasible. 

A l t e r n a t i v e l y ,  i f  t h e r e  is some 
p a r t i c u l a r  p a r t i c i p a n t  t h a t  by v i r t u e  of  
its type  s t r o n g l y  s u g g e s t s  what s i t u a t i o n  
d e s c r  i p t i o n s  it might  p a r t i c i p a t e  i n ,  t h e n  
an index from t h i s  p a r t i c i p a n t  might  
select a  more manageable set of s i t u a t i o n  
d e s c r i p t i o n s  t o  t e s t .  Even i n  t h i s  c a s e ,  
however, t h e  number of  s i t u a t i o n s  i n  which 
t h e  c o n s t i t u e n t  cou ld  p a r t i c i p a t e  may 
s t i l l  be t ~ o  l a r g e  t o  test e f f i c i e n t l y .  
I n  t h e  most d i f f i c u l t  s i t u a t i o n ,  no s i n g l e  
p a r t i c i p a n t  i n  t h e  i n p u t  is s u f f i c i e n t l y  
s u g g e s t i v e  by i t s e l f  t o  c o n s t r a i n  t h e  s e t  
of p o s s i b l e  p a t t e r n s  t o  a r e a s o n a b l e  
number. However, it may s t i l l  be t h a t  t h e  
c o i n c i d e n c e  of s e v e r a l  c o n s t i t u e n t s  and 
r e l a t i o n s h i p s  may s u f  £ i c e ,  p r o v i d i n g  t h a t  
t h e  coincsidence can  be d e t e c t e d .  I t  is 
t h i s  problem of c o i n c i d e n c e  d e t e c t i o n  t h a t  
I b e l i e v e  t o  be c r u c i a l  t o  s o l v i n g  t h e  
g e t f e r a l  s i t u a t i o n  r e c o g n i t i o n  ptoblem. 

A s  an  example, c o n s i d e r  t h e  f o l l o w i n g  
f ragment  of a p r o t o c o l  of  a  commander 
g i v i n g  commands t o  an i n t e l l i g e n t  d i s p l a y  
system: 

Cdr: Show m e  a d i s p l a y  nf t h e  
e a s t e r n  Medi ter ranean.  
[computer produces  d i s p L a y ]  

Cdr : Focus i.n more on I s r a e l  and 
Jordan.  
[computer d o e s  s o ]  

Cdr : Not t h a t  much; I want t o  be 
a b l e  t o  s e e  P o r t  Sa id  and t h e  
I s l a n d  of Cyprus. 

I n  t h e  f i r s t ,  c l a u s e  o E  t h e  t h i r d  command 
of  t h i s  d i s c o u r s e ,  (i.e. " n o t  t h a t  much"), 
t h e r e  is no s i n g l e  word t h a t  is s t r o n g l y  
s u g g e s t i v e  of t h e  i n t e r p r e t a t i o n  of  t h e  
s e n t e n c e .  MoreoQer, t h e r e  is no th ing  
e x p l i c i t  t o  s u g g e s t  t h e  r e l a t i o n s h i p  of  
t h i s  c l a u s e  t o  t h e  one t h a t  follows t h e  
semicolon .  !Che l a t t e r ,  i f  i n t e r p r e t e d  i n  
i s o l a t i o n ,  would mere ly  be a r e q u e s t  f o r  a  
d i s p l a y ,  perhagbe a s u c c e s s i o n  of t w o  
d i s p l a y s ,  g h i l e  i n  t h e  c o n t e x t  g i v e n ,  it 
is a  r e q u e s t  t o  modify a p rev ioud  d i s p i a y .  

There a r e .  two methods t h a t  I b e l i e v e  
may be s u f f i c i e n t ,  e i t h e r  i n d i v i d u a l l y  or 
i n  kombinat i o n ,  t o  model c o i n c i d e n c e  
d-etection. One 1s t h e  use of f a c t o r e d  - - - - ~ - . - -. - . . - - . . 

knowledge s t r u c t u r e s  t h a t  merge ccammon 
p a r t s  of a l t e r n a t i v e  hypotheses .  The - - 
o t h e r  involves t h e  use  of  a markable  
c l a s s i f i c a t i o n  s t r u c t u r e  i n  which t h e  
i n d i v i d u a l  r e c o g n i t i o n  p r e d i c a t e s  
t r i g g , e r e d  by t h e  ongoing d i s c c u r s e  w i l l  
l e a v e  traces of t h e i ~ ,  having f i r e d ,  s o  
t h a t  c o i n c i d e n c e s  o f  such  t r a c e s  can  be 
e f f i c i e n t l y  d e t e c t e d .  I have  been 
i n v e s t i g a t i n g  a s t r u c t u r e  which I c a l l  a 
"taxonomic l a t t i c e n ,  t h a t  combines some 
f e a t u r e s  of both  methods. 

3.1 Factored Knowledge Structures 37 

Given a  knowledge-based sys tem wi th  
l a r g e  numbers of s i t u a t i o n - a c t i o n  rules, 
where it is i n f e a s i b l e  t o  f i n d  t h e  r u l e s  
t h a t  match a g i v e n  s i t u a t i o n  by 
s y s t e m a t i c a l l y  c ~ n s i d e r i n g  each r u l e ,  one 
n e e d s  t o  have some way of  r educ ing  t h e  
c o m p u t a t i o n a l  l o a d .  A s  mentioned b e f o r e ,  
one a p p r o a t h  is t o  index t h e  r u l e s  
a c c o r d i n g  t o  some s a l i e n t  f e a t u r e  t h a t  
w i l l  be e a s i l y  d e t e c t a b l e  i n  t h e  irtjput 
s i t u a t i o n  and can t h e n  be used t o  f i n d  a  
much more l i m i t e d  s e t  of r u l e s  t o  apply .  
This h a s  been done i n  many sys tems ,  
i n c l u d i n g  t h e  LUNAR sys tem f o r  n a t u r a l  
l anguage  q u e s t i o n  answer ing  [Woods, 1973, 
19771. I n  t h a t  sys tem,  r u l e s  f o r  
i n t e r p r e t i n g  t h e  meanings of s e n t e n c e s  
were indexed a c c o r d i n g  t o  t h e  v e r b  of t h e  
s e n t e n c e  and r u l e s  f o r  i n t e r p r e t i n g  Roun 
p h r a s e s  were indexed by t h e  head noun. 
Although t h i s  approach r e d u c e s  t h e  number 
o f  r u l e s  t h a t  need t o  be c o n s i d e r e d ,  it 
h a s  s e v e r a l  l i m i t a t i o n s  s t i l l .  The f i r s t  
is t h a t  t h e r e  may be some v a l u e s  o f  t h e  
index key f o r  which t h e r e  a r e  still a 
l a r g e  number of r u l e s  t o  c o n s i d e r .  'In t h e  
case of t h e  LUNAR sys tem,  f o r  example,  t h e  
v e r b  "be" had a  l a r g e  number of r u l e s  t o  
a c c o u n t  f o r  d i f f e r e n t  s e n s e s  of t h e  word. 
Another is t h a t  t h e r e  can  be c e r t a i n  
c o n s t r u c t i o n s  f o r  which t h e r e  is no s i n g l e  
e a s i l y  d e t e c t e d  f e a t u r e  t h a t  is s t r o n g l y  
c o n s t r a i n i n g  a s  t o  p o s s i b l e  meaning. I n  
t h i s  c a s e ,  t h e r e  is no u s e f u l  index key 
t h a t  can  be used t o  s e l e c t  a  s u f f i c i e n t l y  
c o n s t r a i n e d  s e t  of  r u l e s  t o  t r y .  

Another l i m i t a t i o n  Of t h i s  index ing  
a p p r ~ c h  a s  t h e  range of  language  becomes 
more fl!uent is  t h a t  i n  c e r t a i n  e l l i p t i c a l  
s e n t e n c e s ,  t h e  c o n s t r a i n i n g  key may be 
e l l i p s e d ,  and a l t h o u g h  one can have t h e  
r u l e s  indexed by o t h e r  keys as w e l l ,  t h e  
remaining  ones may n o t  s u f f i c i e n t l y  
c o n s t r a i n  t h e  s e t  of races t h a t  need t o  be 
c o n s i d e r e d .  F i n a l l y ,  even when t h e  s e t  o f  
rule 's  h a s  been c o n s t r a i n e d  t o  a  r e l a t i v e l y  
s m a l l  s e t ,  t h e r e  is f r e q u e n t l y  a good d e a l  
o f  s h a r i n g  of common t e s t s  among d i f f e r e n t  
r u l e s  , and c o n s i d e r i n g  e a c h  r u l e  
i n d e p e n d e n t l y  r e s u l t s  i n  r e p e a t i n g  t h e s e  
tests s e p a r a t e l y  f o r  each  r u l e .  

One approach t o  s o l v i n g -  a l l  of t h e  
above problems i s  t o  use  what I have been 
c a l l i n g  a I1factored knowledge s t r u c t u r e n  
f o r  t h e  r e c o g n i t i o n  p r o c e s s .  I n  such  a 
s t r u c t u r e ,  t h e  common p a r t s  o f  d i f f e r e n t  
r u l e s  a re-merged s o  t h a t  th'e p r o c e s s  o f  
t e s t i n g  t h e m  is done o n l y  once.  With such  
s t r u c t u r e s ,  one can  e f f e c t i v e l y  t e s t  a l l  
o f  t h e  r u l e s  i n  a v e r y  l a r g e  s e t ,  and d o  
s o  e f f i c i e n t l y ,  b u t  never cons idek  any 
s i n g l e  r u l e  i n d i v i d u a l l y .  A t  each  p o i n t  
i n  a  f a c t o r e d  knowledge s t r u c t u r e ,  a test  
is made and some i n f o r m a t i o n  g a i n e d  a b o u t  
tho i n p u t .  The r e s u l t  of t h i s  test 
d e t e r m i n e s  t h e  n e x t  t e s t  t o  be made. As 
e a c h  t e s t  is made and a d d i t i o n a l  
i n f o r m a t i o n  accumula ted ,  t h e  s e t  of 



p o s s i b l e  r u l e s  t h a t  cou ld  be s a t i s f i e d  by 
t h e  i n p u t ,  g i v e n  t h e  v a l u e s  of t h e  t e s t s  
so f a r  made, is g r a d u a l l y  narrowed u n t i l  
e v e n t u a l l y  o n l y  r u l e s  t h a t  a c t u a l l y  match 
t h e  i n p u t  remain. U n t i l  t h e  end ~ f  t h i s  
d e c i s i o n  s t r u c t u r e  is reached,  however, 
none of t h e s e  r u l e s  is a c t u a l l y  cons ide red  
e x p l i c i t l y .  T h i s  pr i n c i p l e  of f a c t o r i n g  
t o g e t h e r  common p a r t s  of  d i f f e r e n t  
p a t t e r n s  t o  f a c i l i t a t e  shared p r o c e s s i n g  
is t h e  b a s i c  t echn ique  t h a t  makes ATN 
grammars ,[Woods, 19701 more e f f i c i e n t  i n  
some sense than  o r d i n a r y  phrase  s t r u c t u r e  
grammars. I t  has  a l s o  been used by t h e  
l e x i c a l  r e t r i e v a l  component of t h e  BBN 
speech unders tanding  system [Woods e t  a 1  . , 
1976; Wolf and Woods, 19771 and accoun t s  
f o r  t h e  e f f  i c i e n c p  of t h e  f i n l t e  s t a t e  
grammar? approach of t h e  CMU Harpy system 
[Lowerre, 19761. A r e c e n t  innova t ive  u s e  
of t h i s  p r i n c i p l e  appears  i n  R i e g e r t s  
" t r i g g e r  t r e e s "  f o r  o r g a n i z i n g  spontaneolls 
computat ions [ R i e g e r ,  19771. 

Whethe? f a c t o r e d  t o g e t h e r  or no t ,  t h e  
t a s k  of accegs ing  r u l e s  is n o t  a s imple  
one, One problem i s  t h a t  r u l e s  d o n ' t  
match t h e  i n p u t  l e t t e r - f o r - l e t t e r  : r a t h e r ,  
they  have v a r i a b l e s  i n  them wi th  v a r i o u s  
r e s t r i c t i o n s  on what t h e y  can match. For 
example a  r i l e  might  say  t h a t  whenever an 
access is made t o  a  c l a s s i f i e d  f i l e ,  t h e n  
a record  of t h e  pe r son  making t h e  r e q u e s t  
should be made. Z'he d e s c r i p t i o n ,  "ali 
a c c e s s  t o  a c l a s s i f i e d  f i l e n  needs t o  be 
matched a g a i n s t  t h e  user8,s r e q u e s t  ( o r  
some s u b p a r t  o f  it) and i n  t h a t  match, t h e  
d e s c r i p t i o n  " a  c l a s s i f i e d  f i l e n  w i l l  be 
matched a g a i n s t  some s p e c i f i c  f i l e  name. 
I n  this kind of s i t u a t i o n ,  t h e r e  is rrr, 
n a t u r a l  o r d e r i n g  of t h e  rules,  analogous 
t o  t h e  a l p h a b e t i c a l  o r d e r i n g  of words, 
that w i l l  h e l p  i n  f i n d i n g  t h e  r u l e s  t h a t  
a r e  satlsfled by the g i v e n  s i t u a t i o n .  Nor 
i s  a s t r u c t u r e  a s  s imple  as t h e  d i c t i o n a r y  
t r e e  above adequate  f o r  t h i s  c a s e .  

Another problem is t h a t  a g i v e g  
s i t u a t i o n  may be matched by s e v e r a l  r u l e s  
s imul taneous ly  w i t h  d i f f e r i n g  degrees  of 
g e n e r a l i t y .  For example, t h e r e  m y  be a 
r u l e  t h a t  s a y s  "whenever a c c e s s  is made t o  
a t o p  s e c r e t  f i l e  (more s p e c i f i c  t h a n  
c l a s s i f i e d ) ,  then  check t h e  need-to-know 
s t a t u s  of  t h e  user  for  t h a t  in fo rmat ion  
and block a c c e s s  i f  n o t  s a t i s f i e d " .  I n  
t h e  case of a r e q u e s t  t o  a  t o p  s e c r e t  
f i l e ,  both  of t h e  above r u l e s  must be 
found, whi l e  i n  t h e  c a s e  of an o r d i n a r y  
c b s s i f  i e d  f i l e ,  only  t h e  f i r s t  should .  
The a c t u a l  i n p u t ,  however, b i l l  n o t  
e x p l i c i t l y  mention e i t h e r  " t o p - s e c r e t n  o r  
" c l a s s i f i e d n ,  b u t  w i l l  mere ly  be some' f i l e  
name t h a t  has  many a t t r i b u t e s  and 
proper  t i es ,  among which t h e  a t t r i b u t e  
" c l a s s i f  ied"  is no t  p a r t i c u l a r l y  s a l i e n t - .  

3.2 Markable Classification Structures 3g 
Another t echn ique  t h a t  h o l d s  promise 

f o r  s i t u a t i o n  r e c o g n i t i o n  is the use of a 
markable c l a s s i f i c a t i o n  s t r u c t u r e  in  which 
c o i n c i d e n c e s  of r e l a t i v e l y  n o n - s a l i e n t  
e v e n t s  can  be d e t e c t e d .  The keystone o f  
t h i s  approach is a  technique  : t h a t  Q u i l l i a n  
proposed f o r  modeling c e r t a i n  a s p e c t s  of 
human a s s o c i h t  i v e  memory [Qui lT i a n  , 1966, 
19681 . Q u i l l  i a n  I s  t e chn ique  of "semant ic  
i n t e r s e c t i o n "  c o n s i S t e d  of p ropaga t ing  
t r a c e s  of " a c t i v a t i o n "  through a  semant ic  
network s t r u c t u r e  so t h a t  connec t ion  p a t h s  
r e l a t i n g  a r b i t r a r y  c o n c e p t s  could be 
d e t e c t e d .  For example, h i s  system was 
a b l e  t o  c c n n e c t  concep t s  snch  a s  " p l a n t n  
and "nour ishment" by d i s c o v e r  inq the 
" c h a i n w  e q u i v a l e n t  t o  " p l a n t s  draw 
nourishment  fkom t h e  s o i l " .  I f  t h e  
appropr  i a t e  in fo rmat ion  were i n  t h e  
network, t h i s  t echn ique  would a l s o  f i n d  
c h a i n s  of i n d i r e c t  c o n n e c t i o n s  such a s  
" P l a n t s  can be food f o r  people"  and 
"People  draw nourishment from food,"  The 
method was c a p a b l e  of f i n d i n g  p a t h s  of 
a r b i t r a r y  length. 

The problem of f i n d i n g  c o n n e c t i o n s  
between c o n c e p t s  i n  a  knowledge network is 
l i k e  t h e  problem of f i n d i n g  a p a t h  through 
a maze from a s o u r c e  node tb some goal 
node. A t  t h e  lowest  l e v e l ,  it r e q u i r e s  a  
t f ' i a l  and e r r o r  s e a r c h  i n  a space  t h a t  can  
be l a r g e  and p o t e n t i a l l y  combina to r i c .  
That is, i f  one element  of t h e  i n p u t  cou ld  
be connected t o  k d i f f e r e n t  c o n c e p t s ,  each 
of which would i n  t u r n  be connected  t o  k 
o t h e r s ,  and s o  on, u n t i l  f i n a l l y  a  concep t  
t h a t  connected to t h e  g o a l  was d i s c o v e r e d ,  
t h e n  the space  i n  which one would have t o  
s e a r c h  t o  f i n d  a p a t h  of  l e n g t h  n would 
m n t a i n  kn  p a t h s .  However, i f  one s t a r t e d  
from b o t h  ends  (assuming a branching  
f a c t o r  of k a l s o  i n  t h e  r e v e r s e  
d i r e c t i o n )  , one could f i n d  a l l  t h e  p a t h s  - 
of 1 g t h  n/2 from e i t h e r  end i n  o n l y  

nP9 2.k . 
I f  one then  had an  e f f i c i e n t  way t o  

de te rmine  whether any of t h e  p a t h s  from 
t h e  s o u r c e  node connected wi th  any of t h e  
paths from the-  g o a l  node, such s e a r c h  
from b o t h  ends  would have a  c o n s i d e r a b l e  
sav ings .  This  can be done q u i t e  
e f f i c i e n t l y  i f  t h e  a l g o r i t h m  is capab le  of 
p u t t i n g  marks i n  t h e  s t r u c t u r e  of t h e  maze 
i t s e l f  ( o r  some s t r u c t u r e  isomorphic t o  
it), s o  t h a t  it can t e l l  when reach ing  a  
g i v e n  node whether a p a t h  from t h e  soulrce 
or t h e  g o a l  h a s  a l r e a d y  reached t h a t  node. 
However, wi thou t  such a b i l i t y  t o  mark the 
nodes o f  t he  maze>, t h e  p r o c e s s  of  t e s t i n g  
whether a g i v e n  pa th  from t h e  s o u r c e  c a n  
hook up wi th  a path  from t h e  g o a l  would 
i n v o l v e  a s e a r c h  thrnugh a l l  t h e  p a t h s  
from t h e  g o a l  i n d i v i d u a l l y ,  and a  s e a r c h  
down each  such p a t h  t o  see i f  t h e  node a t  
the  end of t h e  sodrce p a t h  occur red  
anywhere on t h a t  p a t h ,  I f  t h i s  were 
necessa-ry,  then  a l l  of t h e  advantage of 
s e a r c h i n g  from both  ends  would be lost, 



The u s e  of t h e  g raph  s t r u c t u r e  i t s e l f  t o  
hold  marks is t h u s  c r i t i c a l  t o  g a i n i n g  
advan tage  from t h i s  a l g o r  i thm. 
E s s e n t i a l l y ,  t h e  nodes of t h e  graph s e r v e  
a s  rendezvous poiants where p a t h s  t h a t  a r e  
compa t ib le  can  meet each  o t h e r .  Th e 
c o i n c i d e n c e  of a  p a t h  from t h e  s o u r c e  
m e e t i ~ g  a p a t h  from t h e  g o a l  a t  some node 
g u a r a n t e e s  t h e  d i s c o v e r y  of a  cbmple te  
path wi thou t  any pa th  r e q u i r i n g  more t h a n  
a s imple  t es t  a t  t h e  co r respond ing  node i n  
t h e  graph a s  each  l i n k  is added t o  t h e  
p a t h .  

m a t  is needed f o r  s i t u a t i o n  
r e c o g n i t i o n  i n  a  g e n e r a l i z a t i o n  of 
Q u i l l i a n ' s  semant i c  i n t e r s e c t i o n  t e c h n i q u e  
i n  which t h e  s o u r c e  and g o a l  nodes a r e  
r e p l a c e d  by a  p ~ t e n t i a l l y  l a r g e  number of 
c o n c e p t  nodes,  some of  which a r e  
s t i m u l a t e d  by immediate i n p u t ,  and some of 
which a r e  remember ing  r e c e n t  a c t i v a t i o n  i n  
t h e  p a s t .  Moreover , what is s i g n i f i c a n i  
is  n o t  j u s t  s i m p l e  p a t h s  between two 
nodes ,  b u t  t h e  c o n f l u e n c e  of marks frpm 
mu1 t i p l e  s o u r c e s  i n  predetermined 
p a t t e r n s .  Moreover, u n l i k e  Q u i l l i a n ,  who 
c o n s i d e r e d  a l l  c o n n e c t i o n s  i d e n t i c a l l y  i n  
s e a r c h i n g  f o r  p a t h s ,  w e  w i l l  c o n s l d e r  
marker p a s s i n g  s t r a t e g i e s  i n  which marks 
can' be passed  s e l e c t i v e l y  a long  c e r t a i n  
l i n k s .  RecentAx, Fahlman [I8771 h a s  
p r e s e n t e d  some s n t e r e s t i n q  - formal  machine 
s p e c i f i c a t i o n s  of Q u i l l i a n - t y p e  s p r e a d i n g  
a c t i v a t i o n  p r o c e s s e s  which have t h i s  
c h a r a c t e r  i s t i c .  

4, The Structure of Concepts 

'In b u i l d i n g  up i n t e r n a l  d e s c r i p t i o n s  
of s i t u a t i o n s ,  one  needs  t o  make use of 
c o n c e p t s  of o b j e c t s ,  s u b s t a n c e s ,  times; 
p l a c e s ,  e v e n t s ,  c o n d i t i o n s ,  p r e d i c a t e s ,  
f u n c t i o n s ,  i n d i v i d u a l s ,  etc . Each such 
i n t e r n a l  concep t  w i l l  i t s e l f  have a 
s t r u c t u r e  and can  be r e p r e s e n t e d  a s  a 
c o n f i g u r a t i o n  of  a t t r  i b d t e s  o r  p a r t s ,  
s a t i s f y i n g  c e r t a i n  r e s t r i c t i o n s  and 
s t a n d i n g  i n  s p e c i f i e d  r e l a t i o n s h i p s  t o  
each  o t h e r .  Brachman [1978] has  developed 
a  s e t  of e p i s t e m o l o g i c a l l y  e x p l i c i t  
c o n v e n t i o n s  f o r  r e p r e s e n t i n g  such  c o n c e p t s  
i n  a n S t r u c t u r e d  I n h e r i t a n c e  Network", i n  
which i n t e r r e l a t i o n s h i p s  of  v a r i o u s  c a r t s  
of c o n c e p t s  t o  each  o t h e r  and t o  more 
g e n e r a l  and more s p e c i f i c  c o n c e p t s  a r e  
e x p l i c i t l y  r e p r e s e n t e d .  The e s s e n t i a l  
c h a r a c t e r  i s t ic  of t h e s e  networks is t h e i r  
a b i l i t y  t o  r 4 p r e s e n t  d e s c r i p t i o n s  of 
s t r u c t u r e d  o b j e c t s  of v a r i o u s  d e g r e e s  of  
g e n e r a l i t y  wi th  e x p l i c i t  r e p r e s e n t a t i o n  of 
t h e  i n h e r i t a n c e  r e l a t i o n s h i p s  between 
c o r r e s p o n d i n g  c o n s t i t u e n t s  of t h o s e  
s t r u c t u r e s .  A c o n c e p t  node i n  B-rachmanls 
f o r m u l a t i o n  c o n s i s t s  of a s e t  of d a t t r s  ( a  
g e n e r a l i z a t i o n  of  t h e  n o t i o n s  of  
a t t r i b u t b  p a r t ,  c o n s t i t u e n t ,  f e a t u r e ,  
etc.) and a  set  of  s t r u c t u r a l  
r d a t i o n s h i p s  among them. Some of t h e s e  
d a t t r s  are r e p r e s e n t e d  d i r e c t l y  a t  a given 
node,  and o tKers  a r e  i n h e r i t e d  i n d i r e c t l y  

from o t h e r  nodes i n  t h e  network to  which 
t h e y  a r e  r e l a t e d .  

L e t  u s  assume t h a t  each concep t  t h a t  
t h e  sys tem u n d e r s t a n d s  is t e p r e s e n t e d  a s  a  
node i n  one of t h e s e  s t r u c t u r e d  
i n h e r i t a n c e  networks.  The network, as a  
whole,  t h e n  s e r v e s  as a c o n c e p t u a l  
taxonomy of a l l  poSfiible nent i t iesB1 t h a t  
t h e  sys tem can p e r c e i v e  o r  unders tqnd.  
Each node i n  t h i s  taxonomy can  be though t  
of as  a  mic ro  schema f o r  t h e  r e c o g n i t i o n  
of i n s t a n c e s  of t h a t  c o n c e p t .  Each h a s  a  
s e t  of d a t t r s  wi th  i n d i v i d u a l  r e s t r  i c t i o n s  
and a  s e t  of s t r u c t u r a l  c o n d i t i o n s  t h a t  
r e l a t e  t h e  d a t t r s  t o  one a n o t h e r .  These 
r e s t r i c t i o n s  and s t r u c t u r a l  c o n d i t i o n s  may 
themse lves  be d e f i n e d  i n  te rms of o t h e r  
concepfs  d e f i n e d  by o t h e r  mic ro  schemata,  
and s o  on u n t i l  a l e v e l  of p r i m i t i v e l y  
d e f i n e d ,  d i r e c t l y  p e r c e i v a b l e  c o n c e p t s  is 
reached  . 

Each concept  i n  t h e  taxonomy can  be 
t h o u g h t  of  a s  having  a  l e v e l  o$ 
a b s t r a c t n e s s  d e f i n e d  as the maximum depth 
9f n e s t i n g  of its c o n s t i t u ' e n t  s t r u c t u r e .  
I n s t a n c e s  of p r i m i t i v e l y  d e f i n e d  concep t s  
have l e v e l  0 ,  c o n s t e l l a t i o n s  of  those  
c o n c e p t s  have l e v e l  1, a concep t  having 
l e v e l  1 and lower c o n c e p t s  a s  d a t t r s  has 
l e v e l  2 ,  and s o  on. I f  a taxomm) 
c o n t a i n e d  o n l y  l e v e l  0 and l e v e l  1 
c o n c e p t s ,  t h e n  the s i t u a t i o n  r e c o g n i t i o n  
problem would be g r e a t l y  s i m p l i f i e d ,  s i n c e  
one never needs  t o  r e c o g n i z e  p o r t i o n s  of  
t h e  i n p u t  as e n t i t i e s  t h a t  p a r t i c i p a t e  a s  
c o n s t i t u e n t s  of l a r g e r  e n t i t i e s .  The 
g e n e r a l  problem, however,  r e q u i r e s  u s  t o  
do  e x a c t l y  t h a t .  More , s e r i o u s l y ,  t h e  
g e n e r a l  c a s e  r e q u i r e s  u s  t o  r e c o g n i k e  a  
c o n c e p t  some of  whose d a t t r s  may have 
r e s t r i c t i o n s  d e f i n e d  i n  te rms of t h e  
c o n c e p t  i t s e l f .  This  is  t r u e ,  f o r  
example,  for t h e  c o n c e p t  of noun p h r a s e  i n  
a  taxonomy of s y n t a c t i c  c o n s t r u c t i o n s .  
Such r e c u r s i v e l y  d e f i n e d  c o n c e p t s  have no 
maximum l e v e l  of a b s t r a c t n e s s ,  a l t h o u g h  
any g i v e n  ins ta f i ce  w i l l  o n l y  i n v o l v e  a  
f i n i t e  number of l e v e l s '  of  r e c u r s i o n .  
T h i s  p o t e n t i a l  f o r  r e c u r s i v e  d e f i n i t i o n  
m u s t  be kept i n  mind when f o r m u l a t i n g  
a l g o r i t h m s  f o r  s i t u a t i o n  r e c o g n i t i o n .  

5. The Need for Inheritance Structures 

As a resu l t  of havinq d i f f e r e n t  
l eve ls  of a b s t r a c f  %on i n  o n e ' s  taxonomy, 
an i n p u t  s i t u a t i o n  w i l l  o f t e n  s a t i s f y  
s e v e r a l  s i t u a t i o n  d e s c r  i p t i o n s  
s i m u l t a n e o u s l y ,  no o n 6  of  which w i l l  
a c c o u n t  f o r  a l l  of t h e  i n p u t  nor s u p p l a n t  
t h e  r e l e 5 a n c e  of  t h e  o t h e r s .  For example,  
add ing  a  s h i p  t o  a d i s p l a y  is 
s i m u l t a n e o u s l y  an example of  changing  a 
d i s p l a y  and of d i s p l a y i n g  a  s h i p .  Advice 
f o r  bo th  a c t i v i t i e s  d u s t  be c o n s i d e r e d .  
Moreover, a s i n g l e  d e s c r i p t i o n  may Rave 
s e v e a l  d i f f e r e n t  i n s t a n t  i a 0 t i o g s  i n  - t h e  
c u r r e n t  s i t u a t i o n ,  w i t h  s i t u a t i o n  
d e s c r i p t i o n s  becdming a r b i t r a r  i l y  complex 



by t h e  a d d i t i o n  of v a r i o u s  q u a l i f i e r s ,  by 
t h e  con junc t ion  and d i s j u n c t i o n  of 
d e s c r i p t i o n s ,  e t c .  For exarnple, one might 
want t o  s t o r e  adv ice  a s s o c i a t e d  wi th  t h e  
s i t u a t i o n  [wanting t o  d i s p l a y  a  . large s h i p  
a t  a l o c a t i o n  on t h e  sc reen  t h a t  1s w i t h i n  
one u n i t  d i s t a n c e  fram e i t h e r  t h e  top ,  
bottom, o r  side of t h e  s c r e e n  when t h e  
s c a l e  of t h e  d i s p l a y  is g r e a t e r  than 
1:1000]. F i n a l l y ,  s i t u a t i o n  descriptions 
may subsume o the r  d e s c r i p t i o n s  a t  lower 
l e v e l s  of d e t a i l ,  and advice  from both may 
be r e l e v a n t  and may e ~ t h e r  supplement or 
c o n t r a d i c t  each o t h e r .  For example, 
d i s p l a y i n g  an a i r c r a f t  c a r r i e r  is a 
s p e c i a l  c a s e  of d i s p l a y i n g  a  s h i p ,  and 
t h e r e  may be s p e c i f i c  adv ice  a s s o c i a t e d  
with d i s p l a y i n g  c a r r i e r s  a s  well a s  more 
g e n e r a l  adv ice  f o r  d i s p l a y i n g  any sh ip .  
Thus, convent ions  w i l l  be r equ i red  to  
determine which  advice  t a k e s  precedence 
over the  o the r  i f  c o n f l i c t s  a r i s e .  

The or,ganizat ion of l a r g e  numbers of 
such s i t u a f i o n  d e s c r i p t i o n s  of varying 
degrees  of g e n e r a l i t y  s o  t h a t  a l l  
d e s c r i p t i o n s  more g e n e r a l  or hoxe s p e c i f i c  
than  a  g iven  one can e f f i c i e n t l y  be found 
is one t h i n g  w e  r e q u i r e  of an i n t e l l i g e n t  
cornputer a s s i s t a n t .  I n  order  t o  b u i l d  and 
mainta in  such a  s t r u c t u r e ,  it is important  
t o  s t o r e  each r u l e  a t  t h e  a p p r o p r i a t e  
l e v e l  of g e n e r a l i t y ,  r e l y i n g  on a  
mechanism whereby more s p e c i f l c  s i t u a t i o n s  
a u t o m a t i c a l l y  i n h e r i t  informat ion  from 
more g e n e r a l  ones.  That is ,  when one 
wants t o  c r e a t e  a s i t u a t i o n  d e s c r i p t i o n  
t h a t  is more s p e c i E i c  than  a  given one i n  
some dimension, one does n o t  want t o  have 
t o  copy a l l  of t h e  a t t r i b u t e s  of t h e  
g e n e r a l  s i t u a t i o n ,  but on ly  those  t h a t  a r e  
changed. Aside from conserving memory 
s t o r a g e ,  avoiding such copying a l s o  
f a c i l i t a t e s  updat ing and mainta in ing  t h e  
cons i s t ency  of t h e  d a t a  base  by avoid ing  
t h e  c r e a t i o n  of d u p l i c a t e  c o p l e s  of 
informat ion  t h a t  then may need t o  be 
independent ly  modified and could 
a c c i d e n t a l l y  be modified i n c o n s i s t e n t l y .  

For example, one may want t o  s t o r e  
advice  a b o u t  d i s p l a y i n q  geographica l  
f e a t u r e s ,  about d i s p l a y i n g  such f e a t u r e s  
t h a t  cover an a r e a ,  about  d i s p l a y i n g  
bod ies  of water ,  about  d i s p l a y i n g  l a k e s ,  
e t c .  Thus, information about  f i n d i n g  t h e  
a r e a  covered by a  f e a t u r e  would be s t o r e d  
a t  the  l e v e l  of d e a l i n g  with such 
area-cover ing f e a t u r e s .  in f  oxmat ion  about  
d i s p l a y i n g  water inqa c e r t a i n  c o l o r  would 
be s t o r e d  a t  t h e  l e v e l  of d i s p l a y i n g  
bod,les of water ,  and informat ion  about  
having i n l e t s  and o u t l e t s  would be s t o r e d  
a t  the  l z v e l  of l akes .  I n  any s p e c i f i c  
s i t u a t i o d  t h a t  t h e  system f i n d s  i t s e l f ,  
many such Concepts a t  d i f f e r e n t  l e v e l s  of 
g e n e r a l i t y  w i l l  be s a t i s f i e d ,  and t h e  
advice  a s s o c i a t e d  with a l l  of bhem becorn- 
a p p l i c a b l e .  That is, any more s p e c i f i c  
concept ,  inc luding  t h a t  of t h e  c u r r e n t  
situation, rnherlts a g r e a t  d e a l  of 
informat ion  t h a t  is e x p l i c i t l y  s t o r e d  a t  
h igher  l e v e l s  i n  t h e  taxonomy. 

In  t h e  c a s e  of t h e  s i t u a t i o n  h 

d e s c r i p t i o n s  t h a t  we a r e  d e a l i n g  wi th ,  
even t h e  s p e c i f i c a t i o n  of what d a t t r s  -a 
given concept  possesses  1s skored a t  t h e  
most g e n e r a l  l e v e l  and i n h e r i t e d  by more 
spec i f  ic concep t s  . n u s ,  f o r  examp,le , the 
d e s c r i p t i o n s  of 3 t t r  i b u t e  d a t t t s  f o r  co lo r  
and weight  a r e  s t o r e d  f o r  a genera l  
concept  of p h y s i c a l  o b j e c t .  These d a t t r s  
a re  then i n h e r i t e d  by any more specific 
concep t s  of p h y s i c a l  o b j e c t s ,  such a s  
p l a n e s ,  s h i p s ,  desks, and p e n c i l s .  

6 .  lhe Taxonomic Lattice 

I b e l i e v e  t h a t  a  g e n e r a l  s o l u t i o n  t o  
the s ~ t u a t i o n  r e c o g n i t i o n  problem can be 
ob ta ined  by t h e  use of a c l a s s i f i c a t i o n  
s t r u c t u r e  i n  which t r a c e s  of ind iv idua l  
e lements  of complex concepts  can i n t e r s e c t  
t o  f a c i l i t a t e  t h e  d i s c o v e r y  of 
coincidences and connec t ions  t h a t  may not  
be s t r o n g l y  i n f e r a b l e  ,from c o n s t r a i n i n g  
e x p e c t a t i o n s .  The s t r u c t u r e  t h a t  I 
propose t o  use is a  v e r s i o n  of Brachman's 
s t r u c t u r e d  inher  i t a n c e  networks,  i n  which 
d e s c r  i p t i o n s  of a l l  p o t e n t i a l l y  r e l e v a n t  
s i t u a t i o n s  a r e  s t o r e d  wi th  e x p d i c i t  
i n d i c a t i o n s  of  g e n e r a l  subsumpkion.of one 
s i t u a t i o n  by ano the r ,  and e x p l i c i t  
i n d i c a t i o n s  of t h e  i n h e r i t a n c e  of d a t t r s  
and of adv ice  by one concept  from another .  
This s t r u c t u r e ,  whlch I have c a l l e d  a  
taxonomic l a t t i c e ,  i s  c h n a c t e r i z e d  by a  
m u l t i t u d e  of s i t u a t i o n  d e s c r i p t i o n s  a t  
d i f f e r e n t  l e v e l s  of g e n e r a l i t y .  

We s a y  t h a t  a s i t u a t i . o n  d e s c r i p t i o n  
S1  subsumes a d e s c r i p t i o n  S 2  i f  any 
s i t u ? t l o n  s a t i s f y i n g  S2 w i l l  a l s o  s a t i s f y  
Sl.  I n  t h i s  c a s e ,  S1 is a more g e n e r a l  
d e s c r i p t i o n  than  S2 ,  and is placed  h igher  
i n  t h e  taxonomy. For example, [ d i s p l a y i n g  
a p o r t i o n  of coun t ry ]  is a more s p e c i f i c  
s i t u a t i o n  than  [ d i s p l a y i n g  a  geographica l  
a r e a ] ,  which is i n  t u r n  more s p e c i f i c  than 
[ d i s p l a y i n g  a d i s p l a y a b l e  e n t i t y ] .  A l l  Of 
t h e s e  a r e  subsumed by a g e n e r a l  concept  
[purpos ive  a c t i v i t y ] ,  wh-ich i n  t u r n  is 
more s p e c i f i c  t h a n  [ a c t i v i t y ]  . Moreover, 
a  g iveq  d e s c r i p t i o n  can subsume many 
incomparable d e s c r i p t i o n s  an4 can i t s e l f  
be subsumed by many incomparable 
d e s c r i p t i o n s .  For example, an i n s t a n c e  of 
[ d i s p l a y i n g  a geograph ica l  a r e a ]  is  a l s o  
an i n s t a n c e  of [ access ing  a  geographica l  
a r e a ] ,  [d i sp lay ing .  i n f o r m a t i o n ] ,  and 
[us ing  t h e  d i s p l a y ] ,  and may p o s s i b l y  a l s o  
be an i n s t a n c e  of [ responding to  a user  
comma~~d] . 

The space  of p o s s i b l e  situation 
d e s c r i p t i o n s  forms a l a t t i c e  under t h e  
r e l a t i o n  of subsumption. A t  t h e  top  of 
t h e  l a t t i c e  is a s i n g l e ,  most g e n e r a l  
s i t u a t i o n  we w i l l  c a l l  T, which is always 
s a t i s f i e d  and can be thought  of a s  t h e  
d i s j u n c t i o n  of a l l  p o s s i b l e  s i t u a t i o n s .  
Anything t h a t  is u n i v e r s a l l y  t r u e  can be 
s t o r e d  h e r e .  Conversely,  a t  t h e  bottom of 
t h e  l a t t i c e  is a  s i t u a t i o n  t k a t  i s  nevef 



s a t i s f i e d ,  which w e  c a l l  NIL;  I t  can  be 
khought  of  as t h e  c o n j u n c t i o n  o f  a l l  
p o s s i b l e  ( i n c l u d i n g  i n c o n s i s t e n t )  
s i t u a t i o n s .  Assert  i o n s  of n e g a t i v e  
e x i s t e n c e  can  be s t o r e d  h e r e .  

A t  t h e  "middle" l e v e l  of  t h e  l a f t i c e  
a r e  a  se t  of p r i m i t i v e  p e r c e p t i b l e  
p r e d i c a t e s  -- d e s c r i p t i o n s  whose t r u t h  i n  
t h e  wor ld  a r e  d i r e c t l y  m e a s u t a b l e  by t h e  
" s e n s e  organs' '  of  t h e  sys tem.  A l l  classes 
above t h i s  l e v e l  a r e  constructed by some 
form of g e n e r a l i z a t i o n  o p e r a t e o n ,  and a l l  
c l a s s e s  below a r e  formed by some form of 
s p e c  i a l  i z a t  i o n .  A t  some p o i n t  
s u f f i c i e n t l y  low i n  t h e  l a t t l c e ,  one  c a n  
b e g i n  t o  fgrm i n c o n s i s t e n t  d e s c r i p t i o n s  by 
t h e  c o n j u n c t i o n  of i n c q p a t i b l e  c o n c e p t s ,  
t h e  i m p o s i t i o n  of i m p o s s i b l e  r e s t r i c t  i o n s ,  
e t c .  ,There is n o t h i n g  t o  p r e v e n t  such  
c o n c e p t s  from being  formed; i n d e e d ,  i t  is 
n e c e s s a r y  i n  o r d e r  f o r  t h e  o rgan i sm t o  
c o n t e m p l a t e ,  s t o r e ,  and remember t h e i r  
i n c o n s i s t e n c y  . 

There a r e  a  number of s p e c i f i c  
r e l a t i o n s h i p s  t h a t  c a n  c a u s e  one s i t u a t i o n  
d e s c r i p t i o n  t o  subsume a n o t h e r .  A g i v e n  
s i t u a t i o n  d e s c r i p t i o n  c a n  be made more 
g e n e r a l  t e l a x i n g  a  c o n d i t i o n  on a 
d a t t r ,  by e l i m i n a t i n g  t h e  r e q u i r e m e n t  f o r  
a  d a t t r ,  by r e l a x i n g  t h e  c o n s t r a i n t s  of 
its s t r u c t u r a l  d e s c r i p t i o n ,  o r  by 
e x p l i c i t l y  d i s j o i n i n g  it ( o r  ' ing  i t)  w i t h  
a n o t h e r  d e s c r  i p t i o n .  A g i v e n  d e s c r i p t i o n  
can  be made more s p e c i f i c  by t i g h t e n i n g  
t h e  c o n d i t i o n s  on a  d d t t r  , by a d d i n g  a  
d a t t r ,  by t i g h t e n i n g  t h e  c o n s t r a i n t s  of 
its s t r u c t u r a l  d e s c r i p t i o n ,  o r  by 
e x p l i c i t l y  conja l -n ing  (and1  i n g )  it w i t h  
a n o t h e r  d e s c r i p t i o n .  These o p e r a t i o n s  
a p p l i e d  t o  any f i n i t e  set of s i t u a t i o n  
d e s c r i p t i o n s  induce  a l a t t i c e  s t r u c t u r e  of 
p o s s i b l e  s i t u a t i o n  d e s c r i p f i o n s  t h a t  can  
be formed by c o m b i n a t i o n s  of  t h e  e l e m e n t s  
of t h e , i n i t i a l  s e t .  We r e f e r  t o  t h i s  
s t r u c t u r e  a s  t h e  v i r t u a l  l a t t i c e  induced 
by a g i v e n  se t  of s i t u a t i o n  d e s c r i p t i o n s .  
Note t h a t  o n l y  a f i n i t e  p o r t i o n  of  t h i s  
l a t t i c e  need be s t o r e d  w i t h  e x p l i c i t  
c o n n e c t i o n s  from more s p e c i f i c  t o  more 
g e n e r a l  w n c e p t s  . By p r o c e s s i n g  this 
e x p l i c i t  l a - t t i c e ,  one  can  tes t  any g i v e n  
d e s c r i p t i o n  f o r  membe"rship i n  the v i r t u a l  
l a t t i c e  .and a s s i m i l a t e  any  new s i t u a t i o n  
d e s c r i p t i o n  i n t o  t h e  e x p l i c i t  l a t t i c e  i n  
t h e  a p p r o p r i a t e  p l a c e  c o r r e s p o i d i n g  t o  i t s  
p o s i t i o n  i n  t h e  v i r t u a l  l a t t i c e .  

I n  o p e r a t i o n ,  any  s i t u a t i o n  
d e s c r  i p t i o n  abou t  which i n f o r m a t i o n  is 
e x p l i c i t l y  s t o r e d  w i l l  be e n t e r e d  i n t o  t h e  
e x p l i c i t  l a t t i c e .  Any s i t u a t i o n  t h a t  t h e  
machine c a n  u n d e r s t a n d  is i n  some s e n s e  
a l r e a d y  i n  t h e  v i r t u a l  l a t t i c e  and needs  
o n l y  be " looked up" i n  it. One t a s k  we 
have S e t  f o r  o u r s e l v e s  t o  d e v e l o p  
e f f i c i e n t  a l g o r i t h m s  t o  tell whether  a  
g i v e n  s i t u a t i o n  c a n  be unders tood  i n  t e rms  
of  t h e  c o n c e p t s  of t h e  l a t t i c e  and i f  so ,  
t o  c o n s t r u c t  i t s  c o r r e s p o n d i n g  d e s c r  i p t  ion  
and e x p l i c i t l y  r e c o r d  i k s  r e l a t i o n s  €0 
o t h e r  c o n c e p t s  i n  t h e  e x p l i c i t  l a t t i c e .  

7. An Example 

A s  a n  example of  t h e  s i t u a t i o n  
r e c o g n i t  i o n  p r o c e s s  u s i n g  mat ker  
p r o p a g a t i o n  i n  a  taxonomic  l a t t i c e ;  l e t  us  
c o n s i d e r  a  s i m p l e  c a s e  of  i n t e r p r e t i n g  t h e  
i n t e n t  of a s imple  E n g l i s h  s e n t e n c e .  The 
example chosen  is n o t  complex enough t o  
r e q u i r e  a l l  of the machinefy  d i s c u s s e d ,  
b u t  is p r e s e n t e d  h e r e  t o  i l l u s t r a t e  t h e  
mechanism. me major  f e a t u r e s  o f  t h e  
s i t u a t i o n  r e c o g h i t i o n  mechanism o n l y  
become c r i t i c a l  i n  i n t e r p r e t i n g  commands 
t h a t  r e q u i r e  s e v e r a l  S e n t e n c e s  t o  b u i l d  
up, o r  which depend on t h e  cur  r e n t  c o n t e x t  
i n  complew ways, b u t  such  s i t u a t i o n s  a r e  
d i f f i c u l t  t o  i l l u s t r a t e .  

For o u r  example,  suppose  t h a t  t h e  
s y s t e m  c o n t a i n e d  a c0ncep.t f o r  r e q u e s t s  t o  
d i s p l a y  a  g e o g r a p h i c a l  r e g i o n ,  and t h e  
u s e r ' s  i n p u t  r e q u e s t  were "Show me t h e  
e a s t e r f i  end of t h e  Medi te r ranean . "  The 
c o n c e p t  [ r e q u e s t ]  c o n t a i n s  d a t t r s  f o r  t h e  
r e q u e s t o r ,  t h e  r e q u e s t e e ,  a d e s c r i p t i o n  of 
t h e  s t a t e  t h a t  t h e  r e q u e s t o r  d e s i r e s ,  a  
form of r e q u e s t  (demand, o r d e r ,  p o l i t e  
r e q u e s t ,  e x p r e s s i o n  of  p r e f e r e n c e ,  e t c . ) ,  
and p e r b p s  o t h e r s ,  Requests,  c a n  t a k e  
many forms.  Assume t h a t  w e  have s t o r e d  i n  
t h e  sys tem a  r u l e  t h a t  s a y s  "Any s e n t e n c e  
of t h e  form: 'show m e  NP1 is a r e q u e s t  t o  
d i s p l a y  t h a t  NP." T h i s  r u l e  c o u l d  be 
s t o r e d  i n  t h e  l a t t i c e  as  a  p i e c e  of a d v i c e  
a s s o c i a t e d  wi th  t h e  c o n c e p t  " A  s e n t e n c e  o f  
t h e  form: 'show m e  N P '  ," i n  such  a way 
t h a t  when a s e n t e n c e  of t h e  i n d i c a t e d  form 
was found ,  an i n s t a n c e  of  a d i s p l a y  
r e q u e s t  would be c r e a t e d .  A t  t h a t  p o i n t ,  
t h i s  r e s u l t i n g  d i s p l a y  r e q u e s t  would be 
p l a c e d  i n  t h e  l a t t i c e  i n  such  a way t h a t  
a l l  more g e n e r a l  c o n c e p t s  of which i t  is 
an  i n s t a n c e  would be a c t i v a t e d ,  and i n  
p a r t i c u l a r ,  t h e  c o n c e p t  of a  r e q u e s t  to 
d i s p l a y  a g e o g r a p h i c a l  r e g i o n  would be 
a c t i v a t e d .  

The p a r s i n g  o f  t h e  o r i g i n a l  s e n t e n c e  
can  e i t h e r  be done by an ATN grammar, o r  
by a v e r s i o n  of t h e  taxonomic l a t t i c e  
j . t s e l f  (one  t h a t  c h a r a c t e r i z e s  a tamnomy 
of  s e n t e n c e  t y p e s )  . Let u s  assume h e r e  
t h a t  it is done by a n  ATN grammar t h a t  is 
c l o s e l y  coup led  to  a taxonomic l a t t i c e ,  
w i t h  t h e  ATN r e p r e s e n t i n g  t h e  s y n t a c t i c  
i n f o r m a t i o n  abou t  s e n t e n c e  form and ) t h e  
taxonomic l a t t i c e  r e p r e s e n t i n g  gener-a1 
s e m a n t i c  i n f o r m a t i o n .  As t h e  ATN grammar 
p i c k s  up c o n s t i t u e n t s  o f  t h e  s e n t e n c e ,  i t  
r e a c h e s  s t a t e s  where i t  m a k e s  h y p o t h e s e s  
a b o u t  t h e  s y n t a c t i c  r o l e s  ' t h a t  t h o s e  
c o n s t i t u e n t s  p l a y  i n  t h e  s e n t e n c e  (e.g.. 
" t h i ?  is t h e  s u b j e c t " ,  " t h i s  is t h e  v e r b w ,  
etc.1-. Such h y p o t h e s e s  a r e  t h e n  e n t e r e d  
i n t d  t h e  l a t t i c e ,  where t h e y  b e g i n  t o  
a c t i v a t e  t h e  r e c o g n i t i o n  c o n d i t i o n s  of  
c o n c e p t s  i n  t h e  network.  For example,  i n  
t h e  taxonomic l a t t i c e  t h e r e  i s  a c o n c e p t  
of an  i m p e r a t i v e  s e n t e n c e  whose s u b j e c t  is 
t h e  s y s t e m ,  whose v e r b  is "show", whose 
i n d i r e c t  a b j e c t  is t h e  u s e r  and whose 
d i r e c t  o b j e c t  is a d i s p l a y a b l e  o b j e c t .  



As t h e  pa r s inq  proceeds ,  t h e  ATN w i l l  
make a s s e r t i o n s  about  t h e  s e n t e n c e .  i t  is 
b u i l d i n g  up, and it w i l l  no t  on ly  be 
b u i l d i n g  up s y n t a c t i c  r e p r e s e n t a t i o n s  of 
c o n s t i t u e n t s  of t h e  s e n t e n c e ,  b u t  
a l s o  be b u i l d i n g  up r e p r e s e n t a t i o n s  of 
p o s s i b l e  meanings of t h o s e  c o n s t i t u e n t s .  
I n  p a r t i c u l a r ,  it w i l l  be b u i l d i n g  up a  
list of Qhose concepts  i n  t h e  l a t t i c e  of 
which t h e  c u r r e n t  d o n s t i t u e n t  may be a 
r e s t r i c t i o n  or  ili 'stance ahd a l ist  0% t h e  
da t t r -va lue .  p a i r i n g s  t h a t  have been found 
s o  f a r .  I f  a p a r s e  p a t h  succeeds  ( i . e m U  
reaches  a  POP a r c )  , then a node i n  t h e  
taxonomic l a t t i c e  corresponding to+ t h a t  
hypothes is  w i l l  be found o r  c p n s t r u c t e d .  
!Chis node w i l l  have l i n k s  t o  more g e n e r a l  
and more s p e c i f i c  concep t s ,  and will have 
its c o n s t i t u e n t s  l inked  t o  a p p r o p r i a t e  
d a t t r s  of those  concepts .  A t  t h e  p o i n t  
when t h i s  concepL node is 
found/cons t r u c t e d  , a p rocess  of a c t i v a t i o n  
spreading  w i l l  be launched i n  t h e  l a t t i c e  
t o  f i n d  any adv ice  tha t  may be i n h e r i t e d  
by t h a t  concept .  This p r o c e s s  w i l l  a l s o  
l e a v e  " f o o t p r i n t s "  i n  t h e  l a t t i c e  t h a t  
w i l l  f a c i l i t a t e  the d e t e c t i o n  of concepts  
of which t h e  c u r r e n t  one may i t s e l f  be a 
d a t t r  (or  p a r t  of a s t r u c t u r a l  c o n d i t i o n ) .  

In t h e  example above, wnen t h e  p a r s e r  
has  parsed t h e  i n i t i a l  p o r t i o n  of t h e  
sentence  "show me", it has  b u i l t  up in  i ts  
i n t e r n a l  r e g i s t e r s  t h e  informat ion  
corresponding t o  t h e  h y p o t h e s i s  t h a t  t h e  
sen tence  is  an i m p e r a t i v e ,  wi th  s u b j e c t  
Iqyout' and i n d i r e c t  o b j e c t  "me". Moreover, 
i t  knows k h a t  ( i n  i n p u t  s e n t e n c e s )  "you" 
r e f e r s  t o  t h e  system i t s e l f ,  while  "me1' 
r e f e r s  t o  t h e  speaker .  I t  a l s o  knows t h a t  
t h e  main ve rb  is t h e  v e r b  "show". Let us 
suppose t h a t  a t  t h i s  p o i n t ,  t h e  p a r s e r  
dec ides  t o  a c t i v a t e  t h e  corresponding 
taxonomic l a t t i c e  nodes f o r  t h e  concepts  
[ t h e  s y s t e m ] ,  [ t h e  u s e r ] ,  and [ t h e  ve rb  
show] ( p o s s i b l y  with p o i n t e r s  t o  t h e  
s y n t a c t i c  hypo thes i s  be ing  c o n s t r u c t e d  
and/or t h e  l a b e l s  ~ u B ~ E C T ,  OBJECT,  VERB, 
r e s p e c t i v e l y )  . Ignor i n g  f o r  now whatever 
informat ion  or  advice  may be found 
a s s o c i a t e d  with t h e s e  concep t s  or  t h e i r  
g e n e r a l i z a t i o n s ,  t h e  f o o t p r i n t s  t h a t  t h e y  
l eave  i m t h e  network w i l l  i n t e r s e c t  a t  a 
node [dis?l-ay r e q u e s t ]  which has  d a t t r s  
f o r  r e q u e s t o r ,  r eques tee  , form of r e q u e s t ,  
and reques ted  t h i h g .  They a l s o  i n t e r s e c t  
a t  o t h e r  concepts  such a s  [ impera t ive  
sentence]  , [ a c t i v e  s e n t e n c e ]  , [ a c t i o n ]  , 
and a more s p e c i f i c  kind of d i s p l a y  
r e q u e s t  [ r eg ion  d i s p l a y  r e q u e s t ] ,  whose 
reques ted  t h i n g  is a geograph ica l  reg ion .  
This l a t t e r  concept  was c r e a t e d  and 
i n s e r t e d  i n t o  t h e  l a t t i c e  p r e c i s e l y  t o  
ho ld  adv ice  about  how t o  d i s p l a y  
geographica l  , r e g i o n s ,  and t o  s e r v e  a s  a 
monitor f o r  t h e  occur rence  of such 
s i t u a t i o n s .  F i g .  1 is a fragment of a 
taxonomic l a t t i c e  showing t h e  concepts  of 
i n t e r e s t .  (For d e t a i l s  of t h e  n o t a t i o n ,  
see Brachman (19781, Woods and Brachman 
[I9781 .) 
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When t h e  f i n a l  noun phrase  has  been 
parsed  and given an i n t e r p r e t a t i o n ,  the 
f o o t p r i n t s  t h a t  i ts  a c t i v a t i o n  l e a v e s  i n  
t h e  network w i l l  awaken t h e  [ r eg ion  
d i s p l a y  r e q u e s t ]  node, which w i l l  then  be 
f u l l y  s a t i s f i e d ,  and t h e  p a r s e r  w i l l  
c r e a t e  a corr'esponding i n s t a n c e  node, with 
a p p r o p r i a t e  bind'ings for '  i ts d a t t r s .  In 
p rocess ing  t h e  noun p h r a s e ,  t h e  p a r s e r  
w i l l  d i s c o v e r  t h e  a d j e c t i v e  " e a s t e r n u  and 
t h e  noun "Mediterranean" and w i l l  a c t i v a t e  
t h e  correspanding  nodes i n  t h e  taxonomlc 
l a t t i c e .  The concept  [ e a s t ]  1s an 
i n s t a n c e  of [ d i r e c t i o n ]  , which, among 
o t h e r  t h i n g s ,  i s  t h e  r e h t r i c t i o n  f o r  a 
d a t t r  of a  concept  [ d i r e c t  i o n a l l y  
determined subceg ion]  t h a t  d e f i n e s  the 
meaning of such concepts  a s  " n o r t h  e a s t e r n  
Idaho".  Another d a t t r  of t h i s .  same 
concept  h a s  t h e  r e s t r i c t i o n  [geographica l  
r e g i o n l ,  which is an t h e  s u p e r c  chain  from 
Red i t e r ranean .  Hence, f o o t p r i n t s  from 
" e e s t e r  n" and "Medi ter raneann w i l l  
i n t e r s e c t  a t  t h e  c o w e p t  [ d i r e c t i o n a l l y  
determined subreg lon]  , caus lng  an i n s t a n c e  
of t h a t  concept  t o  be c o n s t r u c t e d  a s  a 
p o s s i b l e  meaning of t h e  nyun phrase .  'he 
[ d i r e c t i o n a l l y  determined subregion]  
concept  i t s e l f  has  a  s u p e r c  connect ion  t o  
[geograph ica l  r eg lon]  , which happens t o  be 
the r e s t r  i c t i o n  f o r  t h e  " regues ted  ' thing" 
d a t t r  of t h e  concept  [ r e g i o n  d l s p l a y  
r e q u e s t ]  which h a s  a l r e a d y  rece ived  marks 
f o r  ~ t s  o t h e r  d a t t r s .  Thus, t h e  
i n t e r s e c t i o n  of f o o t p r i n t s  from t h e  
v a r i o u s  c o n s t i t u e n t s  of t h e  sen tence  a <  
t h l s  concept  node has  s e r v e d  t o  s e l e c t  
t h i s  node o u t  o f  a l l  t h e  o t h e r  nodes i n  
t h e  network. S ince  t h e  more g e n e r a l  
concept  [ d i s p l a y  r e q u e s t ]  is on a s u p e r c  
c h a i n  from [ region  d i s p l a y  r e q u e s t ] ,  it 
w i l l  a l s o  be a c t i v a t e d ,  and advice  from 
both  p l a c e s  w i l l  be cons ide red .  

8. Conclusion 

In  s i t u a t i o n  recognition, the nodes 
of a taxonomlc lattice s t r u c t u r e  s e r v e  as 
rendezvous p o i n t s  where f o o t p r  i h t s .  from 
v a r i o u s  c o n s t i t u e n t  e lements  of a concept  
can meet. This f a c i l i t a t e s  t h e  d e t e c t i o n  
of co inc idences  of r e l 5 t e d  e v e n t s ,  w h i c h  
i n  many c a s e s  w i l l  n o t  be s u g g e s t i v e  i n  
i s o l a t i o n .  The implementat ion of t h e  
k inds  o f  o p e r a t i o n s  d e s c r i b e d  above 
invo lves  a  system of marker passTng 
conven t ions  f o r  p ropaga t ing  t h e  v a r i o u s  
" f o o t p r i n t s "  around t h e  network, d e t e c t i n g  
c o i n c i d e n c e s ,  c r e a t i n g  i n s t a n c e  nodes,  and 
propagat ing f u r t h e r  markers  when 
c o i n c i d e n c e s  a r e  found. A major p o r t i o n  
of our c u r r e n t  r e s e a r c h  invb lves  the  
d i s c o v e r y  of e f f e c t i v e  convent ions  f o r  
such marker pass ing  o p e r a t i o n s  Other 
i s s u e s  i n c l u d e  working ouc convent ions  f o r  
how f a r  markers should  propagate  
(amounting t o  d e c i s i o n s  a s  t o  where t o  
rendezvous) , decid ing  how much informat ion  
a mark c a r r i e s  w i t h  it and t o  what e x t e n t  
marks a r e  i n h e r i t e d ,  deve lop ing  ways t o  
a l low a node t o  remember p a r t i a l  



i n t e r s e c t i b n s  a£ marks i n  such a way t h a t  
A 

it c a n  i n c r e m e n t a l l y  e x t e n d  them a s  
a d d i t i o n a l  marks a c c u m u l a t e ,  i d e n t i f y i n g  
imp1 i c a t  i o n s  o f  . t h e  marker p a s s i n g  
s t r a t e g i e s  on r e p r e s e n t a t i o n a l  
conven t  i o n s ,  e  tc. 

9. Referendes 

Brachman, R. Jt (1978) 
" A  S t r u c t u r a l  Paradigm f o r  R e p r e s e n t i n g  
Knowledge*," Techn ica l  Repor t  No. 3605, 
B o l t  Ber anek and Newman I n c  . , Cambridge 
MA. 

Fahlman, S. E. (1977) 
n A  .System f o r  R e p r e s e n t i n g  and Using 
Real-World Knowledge, "' P h a .  dissertation, 
Dept, of Elect r ica l  Eng inee r ing  . and 
Computer S c i e n c e  , M. I .  T. 

Lowerre, B.T. '(1976) 
" The HARPY Speech R e c o g n i t i o n  Sys tem,  
Techn ica l  Repor t ,  Department of Computer 
S c ~ e , n c e ,  Carnegie-Mellon U n i v e r s i t y ,  
Pittsburgh, Pab 

Q u i l l i a n ,  M.R. (1966)  
" Semantic Memory , " Repor t 
No. AFCRL-6.6-189, B o l t  Beranek and Newman 
I n c  . , 'Cambr idge  , Ma. 

Q u i l l i a n ,  M.R.  ( 1 9 6 8 )  - 
" seman t i c   erno or^," i n  Semant ic  - I n f a r m a t i ~ n  
~ r o c e s s i ~ q  ---- (Mw Minsky, ed.)  . cambridge;  
Ma:bI .T.  P r e s s . ,  pp. 27-70. 

R i e g e r ,  C .  ( 1 9 7 7 )  
"Spontaneous  .Computation i n  C o g n i t i v e  
Models," C o g n i t i v e  Sci,ence, - 1, No. 3, 
pp. 315--354. ' 

Wolf, J.J. and W.A. Woods (1977) 
'I The HWIM Speech Unders tanding  System," - 

Conference  Record,  IEEE - 
Confe rence  on ~ c o u s t i c s ,  
S i a n a l  ~ r o c e s s i n a .  H a r t f m  

~ n t e r n a t i o n a l  
Speech,  and - 

* d ,  Conn., May, 

Woods, W.A (1970) 
"  rans sit ion Network Grammars fo r  Natural ,  
Language' ~ n a l y s i s , ' "  CACM, Tfol . 13 ,, No. 10 ,  
October  ( r e p r i n t s  a v a i l a b l e )  . 
Woods, W.A. (1973) 
" P r o g r e s s  i n  N a t u r a l  Language 
Unde r s t and ing  : An A p p l i c a t i o n  t o  Lunar 
Geology,'' AFIPS con£ e r e n c e  P r o c e e d i n  , 

__r_Q Vol. 42, -  1973 N a t i o n a l  Computer Con e r e n c e  
and E x p o s i t i o n  ( r e p r i n t s  a v a i l a b l e )  . 
Woods, W.A., M. B a t e s ,  G .  Brown, B. Bruce ,  
C .  .-Cook, 3. K l o u s t a d ,  , J. Makhoul, 
a. Nash-Webber, R. Schwar t z ,  J. Wolf, 
V. Zue (1976)  
Speech Under s t a n d i n g  Systems - F i n a l  
R e p o r t ,  30 October 1974 t o  29 October  
1976 ,  BBN Repor t  No. 3438,  Vols. I-V, B o l t  
Beranek and Newman Inc . , Cambridge, Ma. 

Woods, W.A; (19773 
"Seman t i c s  and ( r u - d ~ t i f i c a t i o n  i n  N a t u r a l  
Language Q u e s t i o n  Answer ing  ," t o  appea r  i n  
Advances 

C o p  
1 17 ,  N e w  Y o r k :  

Academic P re so .  Repor t  No. 3687, 
B o l t  Beranek and Newman ~ n c i ,  1977)  . 
Woods, w.A.  and R.J. Bracbman (1978) 
"Resea rch  i n  Natural  Language 
Onders  t a n d i n g "  - Q u a r t e r l y  T e c h n i c a l  
P r o g r e s s  Report  No. 1 (BBN Repor t  
No. 3 7 4 2 ) ,  B o l t  Beranek and Newman I n c . ,  
Cambr i d g e  , MA 

Fig. 1 



Descriptiqri)Pormation = and Discourse Model Synthes i s  

Bonnie Lynn Webber 
BoLt Beranek and Newman I n c .  

50 Moulton S t r e e t  
Cambridge MA 02138 <*I>,  

Many r e s e a r c h e r s  i n  l i n g u i s t i c s ,  
p,,pychology, ph.i losophy and a r t i f i c i a l ,  
i n t e l l i g e n c e  have  r e c e n t l y  begbn t o  
abandon d p u r e l y  l i n g u i s t i c  approach t o  
d e f i n i t e  anaphora < * 2 >  i n  fa.vor of a 
n o t i o n  o f  r e f e r e n c e  i n t o  some kind of  
model of t h e  d i s c o u r s e ,  
(1976.1 1 Levin & Goldman 
[1978].  S tenn ing  [ I 9 7 5  J . 
on d e f l n i t e  anaphor a 
[1978a&b] ) f o l l o w s  t h i s  
p a r t i c u l a r  making t h e  
a s sumpt ions  : 

c f .  Kar t tunen  
[19781, Lyons 

My own r e s e a r c h  
( c f .  Webber 

approach ,  i n  
f o l l o w i n g  f i v e  

1. One o b j e c t i v e  of  d i s c o u r s e  is t o  
e n a b l e  a  speaker  t o  comrqunicate t o  a  
l i s t e n e r  a made1 s / h e  h a s  o f  some 
s i t u a t i o n .  mus t h e  
d i s c o u r s e  is ,  on one 
a- t tempt  by t h e  speaker  t o  
1 - i s t ene r  i n  s y n t h e s  izin+g 
model. 

e n s u i n g  
l e v e l ,  an 
d i r e c t  t h e  
a  s i m i l a r  

Such a  d i s c o u r s e  mo'del c a n  be viewed 
a s  a  s t r u c t u r e d  c o l l e c t i o n  of  
e n t i t i e s ,  o r g a n i z e d  by t h e  r o l e s  
t h e y  f i l l  w i th  r e s p e c t  t o  one 
a n o t h e r ,  t h e  r e l a t i o n s  t h e y  
p a r t i c i p a t e  i n .  e tc .  

The f u n c t i o n  of  a d e f i n i t e  anaphoric 
expres s ion  is t o  r e f e r  t o  an e n t i t y  
i n  t h e  s p e a k e r ' s  d i s c o u r s e  model 
( D M S ) .  < * 3 >  I n  u s i n g  a  d e f i n i t e  
anaphor , t h e  s p e a k e r  assumes 
( a )  t h a t  on t h e  b a s i s  of  t h e  
d i s c o u r s e  t h u s  f a r ,  a  s imi lar  e n t i t y  

w i l l  be i n  t h e  l i s t e n e r ' 6  model 
( D M )  a s  w e 1 1  and ( b )  t h a t  t h e  
l i s k e n e r  w i l l  be a b l e  t o  a c c e s s  t h a t  
e n t i t y  v i a  t h e  g i v e n  d e f i n i t e  
d e s c r i p t i o n  o r  d e ? l n i t e  pronoun. 

The referent of a d e f i n i t e  anaphor 
is t h u s  an e n t i t y  i n  DMS, which t h e  
speaker  presumes t o  have a 
c o u n t e r p a r t  i n  DML. D i scourse  
e n t i t i e s  may have t h e  p r o p e r t i e s  of  
i n d i v i d u a l s ,  s e t s ,  e v e n t s ,  a c t i o n s ,  
s t a t e s ,  f a c t s ,  b e l i e f s ,  h y p o t h e s e s ,  
p r o p e r  t i e s ,  g e n e r i c  c l a s s e s ;  t y p i c a l  
se t  members , s t u f f ,  a p e e i f  i c  
q u a n t i t i e s  of s t u f f ,  e tc .  

I n  d e c i d i n g  which d i s c o u r s e  e n t i t y  a 
d e f i n i t e  anaphor r e f e r s  t o ,  a  
l i s t e n e r ' s  judgments stem i n  p a r t  
from how t h e  e n t l t i e s  i n  DML are 
described. (When a d i s c o u r s e  e n t i t y  
E i s  t h e  r e f e r e n t  of  a  d e f i n i t e  
anaphor A, one m i g h t  d i s t i n g u i s h  
t h a t  d e s c r i p t i o n  o f  E conveyed t o  
t h e  l i s t e n e r  by t h e  immedia te ly  
p r e c e d i n g  t e x t  and c o n s i d e r  i t  A ' s  
a n t e c e d e n t .  ) 

Tne p o i n t  of  maklng t h e s e  a s sumpt ions  
e x p l i c i t  i s  t o  s t ress  t h a t  i n s o f a r  a s  
r e a s o n i n g  a b o u t  d i s c o u r s e  e n t i t i e s  is 
media ted  by t h e i r  d e s c r i p t i o n s ,  d i s c o u r s e  
e n t i t y  d e s c r i p t i o n s  a r e  c r i t i c a l  t o  
anaphor r e so l -u t  ken .  

N o w  one consequence  of  these -- a s s u m p t i o n s  a b o u t  d i s c o u r s e  models and 
1 The a u t h o r ' s  c u r r e n t -  a d d f e s s  is: r e f e r e n c e  is t h a t  Department of  Computer and Fnformat ion  the t a s k  o f  

u n d e r s t a n d i n g  d e f i n i t e  anaphora  can be S c i e n c e s ,  The Moore S c h o o l ,  Un ive r s i  t y  of 
Pennsy lvan ia ,  P h i l a d e l p h i a  PA 19174.  

decomposed i n t o  s e v e r a l  complementary 

< * 2 > .  Although I w i l l  soon e x p l a i n  what I 
p a r t s  : 

mean by " d e f i n i t e  anaphora" , t h e  
term b a s i c a l l y  d e n o t e s  a funct ion  t h a t  
some t y p e s  of s y n t a c t i c  e x p r e s s i o n s  can  
s e f v e .  E x p r e s s i o n s  which can f u n c t i o n  as  
d e f i n i t e  anaphor s, i n c l u d e  d e f i n i t e  
pronouns and d e f i n i t e  d e s c r i p t i o n s .  Other  
r o l e s  t h a t  d e f i n i t e  pronouns and 
d e s c r i p t i o n s  can  f i l l  a r e  d i s c u s s e d  i n  
Geach [1962], P a r t e e  [1972], Norman & 
Rumelhart [I9751 and Webber [1978a] .  
< * 3 > .  A similar assumpt ion  is made by 
Kar t t u ~ e n  [I9761 , Levin & Goldman [197&] , 
Lyons (19781 and S t e n n i n g  [1975] .  

1. d e c i d i n g  whether a d e f i n i t e  pronoun 
o r  d e f i n i t e  d e s c r i p t i o n  is t r u l y  
a t l aphor ic  ( 1 ,  is in tended  t o  
r e f e r  t o  some e n t i t y  presumed t o  
a l r e a d y  be i n  DML) o r  whether t h e  
te rm f i l l s  some o t h e r  r o l e  i n  t h e  
d i s c o u r s e  ; 

2. s y n t h e s i z i n g  a d i s c o u r s e  model which 
is s i m i l a r  t o  t h a t  of  t h e  speaker  
and i n h a b i t e d  by s i m i l a r  d i s c o u r s e  
e n t i t i e s ;  



3. constraining t h e  possible  re fe ren t s  
of a given anaphoric expremsion down 
t o  one possible choice - the 
" anaphor Lesolution* problem! 

4. determining what other funct ions a 
d e f i n i t e  descr ipkion is  intended ta  
f i l l  besides enabHng the l i s t e n e r  
t o  construct or ge t  to  its referent .  

While I cannot hope in t h i s  shor t  
paper t o  cover even one of these  four 
sub-tasks, what I s h a l l  t r y  t o  do is 
i l l u s t r a t e  how the e x p l i c i t  data - i.e., 
the actual  sentences of the discourse,  
produced by a par t i cu la r  person (or a 
par t icular  computer program) i n  a 
par t icular  s i t ua t ion  - provide material  
fo r  the model synthesis process. I n  
pa r t i cu l a r ,  I sha l l  show (1) how 
indef in i t e  noun phrases are  associated 
w i t h  the evocation of new discourse 
enb i t i es ,  independently of any 
higher-level expectations,  and ( 2 )  how 
those new discourse e n t i t i e s  w i l l  
i n i t i a l 1 9  be described. I w i l l  claim tha t  
such an i n i t i a l  descript ion ( I D )  is 
c r i t i c a l  to  both model synthesis  and 
gnaphor tesolut ion  since i t  aliows the 
1 is tener  to  reason appropriately, about the 
discourse en-tity i n  order t o  assign it to  
an appropriate role  vis-a-vis h i s  or her 
higher-level expectat ions. < * 4 >  
Moreover, since it is possible for a 
d i scourse  e n t i t y ' s  current  role  assignment 
t o  be found incorrect ,  it is the e n t i t y ' s  
I D  t h a t  allows .it t o  @ re-assigned t o  
another ro le  w i t h  respect t o  t h e  
1 is tener  's revised expectations. 

I n  S e c t i o n 2  I w i l l  consider 
indef in i t e  noun phrases vis-a-vis t h e  
dibcourse e n t i t i e s  they evoke and how 
those e n t i t i e s  a re  described. I w i l l  
cont ras t  them b r i e f ly  w i t h  non-anaphor i c  
de f in i t e  noun phrases and then show t h a t  
a l l  determined noun phrases, including odd 
ones l i k e  "few orc  eggsn,  'many lemon gum 
b a l l s n ,  e t c .  pat tern a f t e r  e i t he r  
def i n i t e s  or indef in i t es  vis-a-vis the 
discourse e n t i t i e s  they evoke and how 
those e n t i t i e s  can be described. I n  
gection 3 I w i l l  show how t h i s  approach to  
d e f i n i t e  anaphora i n  terms of aiscourse 
e n t i t i e s  and the i r  dcscr ip t ions  can 
accommodate ce r t a in  problematic cases of 
anaphor ic reference t h a t  have been 
discussed i n  the l i n g u i s t i c s  and 
philosophic l i t - t u r e s  - the famous 
"donkeyn sentence (cf. Bartsch 11976 1 , 
Edmund eon A1976 , Hintikka & Carlson 
(1977)) an the  problem of reference i n  
d is junct ive  contexts (cf . Kar ttunen 
[I9771 ) . Final ly,  t o  show tha t  it i s  not 

<*4> .  Prom d i f f e r en t  points of view, 
discussions of the re la t ionship  between 
t h e  exp l i c i t  t e x t  and higher-level 
organizing s t ruc tures  can be found i n  
Coll ins ,  Brown & Larkin 11977 1 and Webber 
[1978b] . 

just  definite and indef in i t e  noun phrases 
that can evoke e n t i t i e s  i n  the l i s t e m r ' s  
discourse model, I w i l l  i l l u e t r a t e  i n  
Section 4 an example of deict-irrally-evoked 
e n t i t i e s  and comment on the ptoblem of 
descr ibing them appropr iately . 
2- Xndefinite Noun Phrases and Discougse 
Entities 

Except a f t e r  a copula, indef in i t e  
noun phrases <*5> may evoke a new 
dijzcourse e n t i t y  in to  a l i s t e n e r  (s 
discaurse model. €*6> What. I wan t  t o  
focus on here is appropriate IDS for them. 
Consider t h e  following sentences. 

l a .  Wendy bought a yellow 'Fshi r  t t h a t ,  
Bruce had l iked.  

b. It cos t  twenty dol lars .  

2a. Each third-grade g i r l  brought a 
pelican to  Wendy's house. 

b. Sne is roosting them on her f ron t  
lawn. 

3a. I f  Bruce manages t o  catch d f i s h ,  
b. he w i l l  e a t  it for  dinher. 

4a. John d idn ' t  marry a Swedish woman. 
b. She was Norwegian. 

5a. Whether Bruce buys a mini-computer 
or an Advent TV, 

b, he w i l l  have to  do the repa i r s  on it 
himself. 

6. Every man who owns a donkey beats 
it. 

I claimea e a r l i e r  t n a t  the  i n i t i a l  
descr ip t ion  ( I D )  of a newly-evaked 
discourse e n t i t y  is c r i t i c a l  fo r  both 
model synthesis and anaphor resolut ion ,  
s ince  the ID mediates a l l  reasoning about 
the  e n t i t y  u n t i l  i ts assignment t o  some 
r o l e  w i t h i n  t h e  model. An e n t i t y ' s  Ir 
sbould imp1 y neither more nor l e s s  about 
it than is appropriate. Now consider what 
an appropriate descript ion would be for 
the  discourse e n t i t y  tha t  "it*' r e f e r s  t o  
i n  sentence lb.  It is not ' the yellow 
$-shirt  t h a t  Bruce had l iked" ,  since 
sentence la .  can be uttered t ru th fu l ly  
even i f  Bruce had liked several yellow 
T-shirts (and both speaker and l i s t e n e r  
were aware of tha t  f a c t )  . Nor i.s it " the  
yellow T-shi r t  t h a t  Bruce had liked and 
t h a  Wendy boughtn, since senkence l a .  can 

< * 5 > .  I w i l l  o f ten  S f e r  t o  i h e s e  a s  
" ex i s t en t i a l sn  because of the i r  logibal  
in te rpre ta t ion  a s  e x i s t e n t i a l  quan t i f i e r s .  
<*6> .  An iedef i n i t e  nouh phrase following 
a copula functions together w i t h  the  
copula as a predicate ,  e -9. 

Beverly is a bargain hunter. 
Bruce became a l ib ra r ian .  

A s  such, it is purely d e s c r i p t i w  and does 
not refer  to  any part icular ,  l i b r a r i a n  or 
bargain hunter, cf. Kdrlo (19701.  



be t r u t h f u l l y  . u t t e r e d  even i f  Wendy had 
bought s e v e r a l  sQch T-sh i r t s .  What is an 
a p m q p r  ia te  d e s c r i p t i o n  for  t-he r e f e r e n t  
o f  "itn is something l i k e  " t h e  ye l low 
T - s h i r t  t h a t  Bruce had l i k e d  and t h a t  
Wendy bought  and t h a t  was mentioned i n  
ser i tence l a .  " 

What I am c la iming  is t h a t  i n  t h e  
case of a s i n g u l a r  e x i s t e n t i a l  t h a t  is n o t  
w i t h i n  the sco,pe of e i t h e r  n e g a t i o n ,  a 
u n i v e r s a l  q u a n t i f i e r  , a h y p o t h e t i c a l  (e .g . 
I if IU , "supposen)  o r  one of s e v e r a l  o t h e r  
s p e c i a l  c o n t e x t s  ( c f .  Webber [1978a) ) , t h e  
e n t i t y  it evokes  w i l l  be a p p r o p r i a t e l y  
d e s c r i b e d  v i a  a c o n j u n c t i o n  of (1) t h e  
d e s c r i p t i o n  in l l e ren t  i n  t h e  noun p h r a s e  
( e - g -  "ye l low T-shirt that Bruce had 
admiredn)  ; ( 2 )  a p r e d i c a t e  t h a t  embodies 
t h e  remainder of t h e  s e n t e n c e  (e.9. "which 
Wendy b o u g h t n ) ;  and (3 )  a  p r e d i c a t e  t h a t  
r e l a t e s  t h a t  e n t i t y  t o  t h e  u t t e r a n c e  
evoking it (e.g. "which was mentioned i n  
( o r  evoked by)  s e n t e n c e  b a a n ) .  This  is 
t h e  d e s c r i p t i o n  t h a t  I am c a l l i n g  t h e  
en t i ty - '% i n i t i a l  d e s c r  i p t i o n "  o r  ID. 
Given how I s p e c i f i e d  its components then ,  
it should n o t  be s u r p r i s i n g  t h a t  I w i l l  
c l a i m  t h a t  t h e  I D  of  an 
existentially-evoked.discourse e n t i t y  can  
be d e r i v e d  from an a p p r o p r i a t e l y  
s t r u c t u r e d  s e n t e n c e - l e v e l  l o g i c a l  
r e p r e s e n t a t i o n ,  Such a  r e p r e s e n t a t i o n  is 
independen t ly  mot iva ted  by its use  i n  
r e g u l a r .  i n f e r e n c e  p rocedures .  

Using a somewhat simp1 i f  i ed  v e r s i o n  
of t h e  formalism d e s c r i b e d  i n  Webber 
[1978a] ,  a s imple  r u l e  can  be s t a t e d  f o r  
forming t h e  I D  of an e x i s t e n t i a l l y  evoked 
d i s c o u r s e  e n t i t y  - i.e., 

(Ex:C) . Fx ==> 
(Ez) . z = ix :  Cx 6 P, c evoke S,x 

Were (ExrC) is an example of restricted 
q u a n t i f i c a t i o n ,  i n  which C r e p r e s e n t s  an 
a r b i t r a r y  p r e d i c a t e  which  x s a t i s f i e s .  Px 
r e p r e s e n t s  an a r b i t r a r y  open s e n t e n c e  i n  
which x  is f r e e ;  i s t a n d s  f o r  R u s s e l l ' s  
d e f i n i t e  o p e r a t o r ,  i o t a ;  and S is the. 
l a b e l  a s s i g n e d  t o  t h e  p r o p o s i t i o n  on t h e  
l e f t -hand  s i d e  of t h e  arrow. I n f o r m a l l y ,  
t h i s  r u l e ,  which I s h a l l  c a l l  [RW-1) , s a y s  
t h a t  i f  a  p r o p o s i t i o n  S s t a t e s  t h a t  t h e r e  
is a member x of c l a s s  C w h i c h  makes F 
true, then t h e r e  e x i s t s  a h  individual[  
d e s c r i b a b l e  as " t h e  C whicH F 1 s  which was 
evoked by p r o p o s i t i o n  Sw. This  i n d i v i d u a l  
is taken  to  be t h e  d i s c o u t  +re e n t i t y  evoked 
by t h e  e x i s t e n t i a l  noun phrase .  For 
example, l e t  Y s t a n d  for  t h e  p r e d i c a t e  
c o r ~ e s p o n d i n g  t o  "yel low T-shirt t h a t  
Bruce had l i k e d " .  <*7> Then s e n t e n c e  l a .  
can be r e p r e s e n t e d  s imply  as 
<*7>. 1 w i l l  .soon be m r e  p r e c i s e  about  
t h e  r e p r e s e n t a t i o n  aS r e l a t i v e  c l a u s e  
c o n t a i n i n g  noun p h r a s e s .  Here,  where t h e  
d e s c r i p t i v e  p a r t  of t h e  noun phrgse  can be 
t r e a t e d  as an unanalyzed u n i t ,  t h e  
p r e d i c a t e  name Y is an adequa te  
r e p r e s e n t a t i o n .  

(Ex : Y) . Bought Wendy, ,x 

S i n c e  t h i s  hatches t h e  l e f b - h a n d  s i d e  o f  
t h e  abave r u l e ,  i t  f o l l o w s  t h a t  

(Ez) . z = i x f  Y x & Bought Wendy,x 
& evoke Sl,,x 

f i a t  is. t h e r e  is an ind i v  i d u a l  
d e s c r i b a m k  a s  " t h e  ye l low T - s h i r t  t h a t  
Bruce had- TlLked, t h a t  Wendy bought  and 
t h a t  was evoked by g e n t e n c e  l a  ." TZle 
d i s c o u r s e  e n t i t y  SO- d e s c r i b e d  is tko 
r e fe r t en t  of "itn i n  s e n t e n c e  lb .  

Examples 3 L 6  i l l u - a t e  s i n g u l a r  
i n d e f i n i t e  noun p h r a s e s  i n  some of t h e  
s p e c i a l  c o n t e x t s  noted  above.  While I 
w i l l  o n l y  be d i s c u s s i n g  examples 5 and 6 
i n  t h i s  p a p e r ,  n o t i c e  t h a t  i n  a l l  f i v e  
cases, t h e  e n t i t y  evoke& by t h e  i n d e f i n i t e  
noun p h r a s e  is a p p r ~ p f i a t s l y  d e s c r  ibed by 
t a k i n g  i n t o  accoun t  a t  l e a s t  the t h r e e  
f a c t o r s  mentioned above mat is, i n  
example 2 t h e  r e f e r e n t  o f  "them" can be 
d e s c r i b e d  u n i q u e l y  a s  " t h e  se t  of 
p a l f c + n s ,  each  of w h i c h ,  mentioned i n  
s e n t e n c e  2a. ,  some t h i r d  g r a d e  g i r l  
b rough t  to  Wendy's house.: <*8> 'In 
example 3, t h e  r e f e r e n t  of  "itn Can be 
desctibed as " t h e  f i s h  mentioned i n  clause 
3a.  t h a t  Bruce h a s  managed t o  c a t c h ,  i f  
Bruce h a s  managed t o  c a t c h  a f i s h "  . I n  
example 4 ,  t h e  n e g a t i o n  a p p e a r s  in tended  
t o  scope on-ly "Swedish".  Thus t h e  
d i s c o u r s e  e n t i t y  r e f e r e n t  o f  Ushen can be 
d e s c r i b e d  a s  " t h e  woman mentioned i n  
s e n t e n c e  4a. t h a t  John marr ied" .  (We 
l a t e r  l e a r n  i n  s e n t e n c e  4b. that s h e  is 
Norwegian r a t h e r  than  Swedish.) IDS f o r  
t h e -  two other e x i s t e n t i a l l y - e v o k e d  
d i s c o u r s e  e n t i t i e s  i n  examples 5 and 6 
w i l l  be d i s c u s s e a  i n  S e c t i o n  3. 

Not ice  t h a t  a  d e f i n i t e  noun p h r a s e  i n  
t h e  same. c o n t e x t  a s  a n c  i n d e f i n i t e  noun 
phrase  w i l l  a l s o  evoke a  d i s c o u r s e  e n t i t y ,  
b u t  one whose I D  i s  somewhat d i f f e r e n t .  
To see t h i s ,  c o n s i d e r  t h e  fo l lowing  
sentences 

<*8>.  A i u l e  s imi lar  t o  '[RW-11 is g iven  
i n  ~e7jber [1978a]  for  e x i s t e n t i a l s  scoped 
by u n i v e r s a l b .  In  a l l ,  sfx such r u l e s  a r e  
g i v e n  cover  ing  

r independent  e x i s t e n t l a l s  ( s g / p l )  
"1 saw {a c a t ,  three eats} -on the 
s toop .  'I 

2 &  d e f i n i t e  d e s c r i p t i o n s  ( s g / p l )  
" I  saw the [cat, c a t s ) '  which hate  
Sam. n 

3 ,  d i s t r  i b u c i v e s  
"Each cat on the stoop h a t e s  S a m . "  
"The three cats each s c r a t c h e d  Sam." 

4 .  u n i v e r s a l l y  q u a n t i f i e d  e x i s t e n t i a l s  
"Each boy gave each g i r l  {a peach, 
three peaches)  . I' 

5. c l a s s  dependent  d e f  i n i t e s  
''Each boy gave a woman he  k n e w  the 
{peach, t w o  peaches) she wanted." 

6. c l a s s  dependent  d i s t r  i b u t i v e s  
"Each boy I know l o v e s  every woman 
he meets." 



7a. Wendy bought t h e  yel low T - s h i r t  t h a t  
Br uce bad 1 iked . 

b. I t  cost - twenty d o l l a r s .  

8a.  E a E h t h l r d  g rade  g i r l  h a s  s e e n  t h e  
p e l i c a n  on Wendy's law&. 

b. They p r e f e r  it t o  t h e  p l a s t g c  
flamingo she  had t h e r e  b e f o r e .  

9a. John dldn'  t macry t h e  Swedish woman. 
b. He t h r e w  her over  f o r  a Welsh. 

e c d y s i a s t  . 
I n  each case, -an a p p r o p r i a t e  desct i p t i o n  
for t h e  d i s c o u r s e  e n t i t y  evoked by t h e  
s i n g u l a r  d e f i n i t e  noun phrase  is  j u s t  t h a t  
s i n g u l a r  d e f i n i t e  noun phrase  i tself  

t h e  ye l low T - s h i r t  t h a t  Bruce had, l i k e d " ,  
"the p e l i c a n  pn Wendy's- lawnn , " t h e  
Swedish wernan?. While it is c e r t a i n l y  
true- t h a t  t h e  def  i n i t e n e w  of t h e s e  nOUh 
p h r a s e s  may be c o n t i n g e n t  on c o n t e x t  
( i . e . ,  i a e n t i f i a b i l i t y  w i t h i n  t h e  
speaker  I s  model of t h e  under ly ing  
s i t u a t i o n )  n e v e t t h e l e s s  u n l i k e  e n t i  t i e s  
evoked by i n d e f i n i t e  noun phrasi is ,  t h o s e  
Bvoked by d e f  i n i t e s  do no t  depen'd f o r  
t h e i r  a p p r o p r i a t e  IDS on the  p a r k i c u l a r  
s e n t e n c e s  the d e - f i n i t e  noun p h r a s e s  
appgared in. 

The same c h a r a c t e r  i s t i c  behgvior  of 
d e f  i n i t e s  and i n d e f i n i t e s  d i s c u s s e d  f o r  
s i n g u l a r  noun p h r a s e s  h o l d s  f o r  plur 'a l  
noun phrases as w e l l .  That is, w b i l e  both 
i n d e f i n i t e  and d e f i n i t e  plu-ral noun 
phrases evoke d i e c o u r s e  e n t i t i e s ,  t h e  
nri-ique i n i t i a l  d e s c r i p t i o n s  that can be 
ass igned  t o  those  e n t i t i e s  w i l l ,  d i f f e r  i n  
t h e  two cases .  see t h i s ,  consider t h e  
fo l lowing  example. 

10a. I saw t h e  guys from n~iss' on TV 
today. 

b. I saw the t h r e e  guys from " K i s s "  or. 
TV today. 

c .  I saw a l l  three guys from " K i s s n  orl 
!I'V today. 

d. I saw some guys from " K i s s "  on TV 
today. 

e. I saw t h r e e  guys fr-om on W 
today. 

11, They were being in terv iewed by ~ i c k  
cave t t . 

Sentences  10a-c each  c o n t a i n s  a d e f i n i t e  
p l u r a l  ndun phrase .  That noun phrase  
shou ld  evoke a d i s c o u r s e  e n t i t y  i n t o  t h e  
l i s t e n e r ' s  model, one a p p r o p r i a t e l y  
d e s c r i b e d  as " t h e  ( s e h  o f )  guys from 
' K i s s ' "  This can be v e r i f i e d  by 
fo l lowing  e i ther  of these s e n t e n c e s  by 
s e n t e n c e  11 and c o n s i d e r i n g  what is t h e  
r e f e r e n t  of t h e  d e f l n i t e  pronoun "they".  
< * 9-> 

<kg>. While serf'tences. lBb&c. p rov ide  t h e  
a d d i t i o q a l  in fo rmat ion  t h a t  t h e  number of  
guys  i n  "Kiss" is t h r e e  [ n o t  a c t u a l l y  true - BLW] , t h a t  in fo rmat ion  is n o t  needed i n  
o r d e r  t o  d e s c r i b e  t h e  s e t  uniquely .  

Sentences.  10d&er on t h e  o t h e r  hand 8 

eaeha c o n t a i n s  an indef ifiite p l u r a l  noun 
phrase .  !That noun p h r a s e  w i l l  evoke a 
d i s c o u r s e  e n t i t y  a p p r o p r i a t e l y  d e s c r i b e d  
a s  "the ( s e t e b f )  guys from tXiss~8 t h a t  I 
saw on W todayvand that was mentioned i n  
Sentence  10d (e) ." This is because e i t h e r  
s e n t e n c e  is c o n s i ~ t e n t  w i t h  t h e r e  be ing  
o t h e r  members of "Kissn whom I d i d n ' t  see 
on TV today,  a s  w e l l  as o t h e r  members whom 
I d i d  see b u t  whom I don ' t  meen t o  include 
i n  my s t a t ement .  < * l a >  Notice again,that 
t h e  set  s i z e  i n f o r m a t i o n  provided  i n  
s e n t e w e  10e. is n o t  n e c e s s a r y  for  
descr ibing t h a t  set uniquely.  However, it 
too  may be useful l a t e r  i n  r e s o l v i n g  
d e f i n i t e  anaphora.  

An i n t e r e s t i n g  p o i n t  is t h a t  them 
seem t o  be no o t h e r  patterns t h a t  E n g l i s h  
d e t e r m i n e r s  f o l l o w  vis -a-v is  d i s c o u r s e  
e n t i t y  IDS. To see t h i s  c o n s i d e r  t h e  
f o l l o w i n g  s e n t e n c e s .  

12a. Few l i n g u i s t s  smoke s i n c e  they know 
it causes cancer. 

b. Few l i n g u i s t s  were a t  the  p a r f y ,  b u t  
they drank more t han  t h e  whole Army 
Corps of Engineers .  

13a.  Many l i n g u i s t s  smoke although they 
know it c a u s e s  cance r .  

b. Not many l i n g u i s t s  smoke since they 
know it c a u s e s  cancer .  

c. Many l i n g u i s t s  d o n ' t  smoke s i n c e  
t h e y  know it causes cancer .  

I n  s e n t e n c e  12a,  t h e  r e f e r e n t  of " they"  is 
t h e  d i s c o u r s e  e n t i t y  a p p r o p r i a t e l y  
d e s c r i b e d  a s  " ( t h e  e n t i r e  set o f )  
l i n g u i s t s 1 ' .  That is, "few <x>dn can  evoke 
t h e  same d i s c o u r s e  e n t i t y  as t h e  d e f i n i t e  
noun phrase  " t h e  < x > s w .  However as 

However, it should n o t  be ignored ,  as it 
may be needed l a t e r  i n  r e s o l v i n g  a 
d e f i n i t e  anaphor 1 i ke " t h e  t h r e e  guysn .  
< * l a > .  This l a t t e r  p o i n t  is a s u b t l e  one,  
and usage may va ry  from person t o  person.  
!that is, some peop le  i n t e n d  an i n d e f i n i t e  
p l u r a l  noun phrase  con ta ined  i n  a s e n t e n c e  
,S , "Some < x > s  Pn - t o  r e f e r  t o  t h e  
maqimal s e t  - i . e . ,  " t h e  s e t  of <x>s which 
Pn. Other people  in tend  it t o  r e f e r  t o  
some s u b s e t  of t h a t  set - " t h e  set of <x>s 
which P which I ( t h e  speaker )  in tended  t o  
mention i n  s e n t e n c e  S". For a System t o  
cope with t h i s  v a r i a t i o n  i n  usage ,  it 
would be b e t t e r  f o r  procedures  to d e r i v e  
t h e  l a t t e r ,  non-maximal s e t  des.cr i p t i o n  , 
which is always a p p r o p r i a t e .  I f  a system 
is s o p h i s t i c a t e d  enough t o  a s s o c i a t e  a 
" b e l i e f  spaceh with t h e  speaker  (c f .  Cohen 
[I978 J ) , o t h e r  p rocedu tes  can l a t e r  a c c e s s  
t h a t  b e l i e f  space  (if rlecessary o r  
d e s i r a b l e )  to  judge whether t h e  maxima1 
s e k  i n t e r p r e t a t i o n  might have been 
in tended .  (Th i s  w i l l  aga in  became an  
i s s u e  wheh I discuss) otHer de te rminer$  
1 i k e  *manyw and "several". ) 



sen tence  12b. shows, "few <x>sn  can a l s o  
p a t t e r n  a f t e r  t h e  i n d e f i n i t e  p l u r a l :  t h e  
r e f e r e n t  of  " theyn is t h e  e n t i t y  
appropr i a t e l y  d e s c r  ibed a s  " t h e  
just-mentioned set of l i n g u i s t s  who were 
a t  t h e  p a r t y n .  (We l e a r n  from' '#fewn t h a t  
t h i s  s e t  is smal l  o r  s m a l l e r  than  t h e  
speaker  expec t s .  ) 

"Many" , on the other hand, seems t o  
p a t t e r n  only a f t e r  t h e  i d d e f i n i t e  p l u r a l .  
I n  sen tence  13&,, t h e  r e f e r e n t  of " theyn 
is a p p r o p r i a t e l y  d e s c r i b e d  as " t h e  
just-mentioned s e t  of l i n g u i s t s  who 
smoke" (We l e a r n  from "many" t h a t  t h i s  
s e t  of l i n g u i s t s  is l a r g e  o r  l a r g e r  t h a n  
t h e  speaker  expects . )  Sentence 13b. shows 
t h a t  t h e  r e v e r s e  p o l a r i b y  " n o t  many" a c t s  
l i k e  "few" v is -a-v is  evoking d i s c o u r s e  
e n t i t i e s :  t h e  r e f e r e n t  of  n t h e y n  is t h e  
e n t i r e  s e t  of l i n g u i s t s .  However aS 
sen tence  13c. shows, a NEG which o c c u r s  i n  
t h e  sen tence  a u x i l i a f y  does  n o t  e f f e c t  
t h i s  same change i n  behavior :  " they" 
r e f e r s  t o  t h e  just-mentioned set o f  
l i n g u i s t s  who don1 t smoke. 

3. hJo Interesting Reference Problems 

Reca l l  t h a t  ' t he  purpose of t h i s  paper 
is to  p o i n t  out t h e  importance of 
d e s c r i p t i o n  format ion  t o  both d i s c o u r s e  
model s y n t h e s i s  and r e f e r e n c e  r e s o l u t i o q  
and t o  show t h a t  t h i s  p r o c e s s  can ,  t o  an 
impor tant  degree ,  be f ~ r m a l i z e d .  I have 
taken B s  g iven  t h e  n o t i o n  t h a t  a l i s t e n e r  
is us ing  both  t h e  d i s m r s e  and his or  h e r  
knowledge of t h e  world t o  s y n t h e s i z e  a 
model of what s /he  b e l i e v e s  t o  u n d e r l i e  
t h e  d i s c o u r s e .  D e f i n i t e  anaphora a r e  
viewed a s  means by which t h e  speaker  
r e f e r s  t o  e n t i t i e s  i n  DMs t h a t  a r e  
presumed t o  have c o u n t e r p a r t s  i n  t h e  
l i s t e n e r ' s  model. What I want t o  show i n  
t h j s  s e c t i o n  is t h a t  this approach t o  
d e f i n i t e  anaphora can accommodate n o t  o n l y  
s t r a i g h t - f o r w a r d  c a s e s  as d i s c u s s e d  above,  
bu t  c e r t a i n  problemat ic  c a s e s  a s  well. 

3.1 Parameter ized I n d i v i d u a l s  

The pr ~ b l e m  of fo rmal ly  
c h a r a c t e r i z i n g  t h e  r e f e r e n t  of  "itn i n  
examples l i k e  6 below has o f t e n  been 
d i s c u s s e d  i n  t h e  l i n g u i s t i c s  and 
phi losophy l i t e r a t u r e s  

14 
c f .  Bar t s c h  

[1976], Edmundson [1976], Hintikka & 
Car l s o n  [ 19771. 

6. Every man who owns a donkey b e a t s  it. 

The probliim has  been t a k e n  t o  be t h a t  
whi l e  "it8' i n t u i t i v e l y  seems r e l a t e d  t o  
t h e  embedded noun phrase  " a  donkeyn, t h e r e  
is no way t o  r e p r e s e n t  t h i s  l o g i c a l l y  i n  
term: of s imple q u a n t i f i e r  scoping.  &?hat 
I s h a l l  show is t h a t  an approach i n  terms 
of d i s c o u r s e  e n t i t i e s  and t h e i r  IDS makes 
cMs i n t u i t i v e  r e l ' a t i o n s h i p  s imple  both t o  
e x p l a i n  and t o  r e p r e s e n t .  

F i r s t  n o t i c e  t h a t  t h i s  problem a r i s e s  qg - 
independent ly  of  how t h e  m a t r i x m  noun 
ghr a s e  is determined.  

14. A man I know who owns a donkey b e a t s  
it. 

15. The man who owns a donkey beats it. 
16. Which man who owns a donkey b e a t s  

it? 
17. No man who own6 a donkey beats it. 

I n  a l l  t h e s e  examples, " i t n  seems 
i n t u i t i v e l y  r e l s t e d  t o  n a  donkeyn. 
In fo rmal ly  one might d e s c r i b e  its 
r e f e r e n t  a s  " t h e  just-mentioned donkey he 
owns", where "hen is bound t o  whatever 
v a l u e  t h a t  " ( each ,  a ,  the, which, no) man 
who owns a donkeyn may take. B u t  t h i s  is 
j u s t  a d i s c o u r s e  e n t i t y  of a r a t h e r  
s p e c i a l  t y p e  - one wi th  a parameter ized  
I D ,  r a t h e r  than  a r i g i d  one. I c a l l  such 
e n t i t i e s  "parameter ized  i n d i v i d u a l s n ,  
borrowing t h e  term &om Woods & Brachman 
[1978] .  <*11> 

Notice  t h a t  parameter  ised i n d i v i d u a l s  
behave somewhat differently from t h e  
n a c t u a l l l  d i s c o u r s e  e n t i t i e s  the s e n t e n c e s  
evoke. <*12> That  is, parameter ized  
i n d i v i d u a l s  a l l  have t h e  same I D ,  
independent  of how the noun pHrase 
c o n t a i n i n g  t h e  r e l a t i v e  c l a u s e  is 
determined,  On t h e  o t h e r  hand, the a c t u a l  
d i s c o u r s e  e n t i t i e s  evoked by t h e s e  
s e n t e n c e s  do  nob. For example, 

18a.  Each man who owns a donkey b e a t s  i t .  
i t  = t h e  donkey he owns 

b e  However, t he  donkeys a r e  p lanning  t o  
g e t  back a t  them. 
t h e  donkeys = t h e  set of  donkeys, 

each of which some man 
who owns a donkey owns 

them = t h e  set  of men, each of whom 
owns a dofiey 

19a.  m e  man I know who owns a donkey 
b e a t s  it. 
i t  = the donkey he  owns 

b.  B u t  the donkey is p lann ing  t o  g e t  
back a t  him. 
t h e  donkey = t h e  just-mentioned 

donkey t h a t  t h e  man I 
know who owns a donkey 
owns 

him = t h e  man I know who owns a 
donkey 

20a.  Which man who owns a donkey b e a t s  
lc? 

<*ll>. - The. p h r a s e  parameter ized 
i n d i v i d u a l n  is being used somewhat l o o s e l y  
t o  i n c l u d e  ~ ~ a r a m e t e r  i z e d n  s e t s ,  s t u f f ;  
e t c .  For example, 

(i) No man who owns two donkeys b e a t s  
them. 
them = ' t h e  two donkeys he owns 

<*12>. By " a c t u a l n  d i s c o u r s e  e n t i t i e s ,  I 
mean ones  t h a t  can be r e f e r r e d  t o  
a n a m o r  i c a l l y  i n  subsequent  sen tences .  



it = t h e  donkey he owns -- "Nonen 
b . = ~ r e  the donkeys plaarring t o  g e t  back 

a t  (him, them, 33333  
t h e  donkeys = ??? 

c . * I s  the donkey, p lann ing  to g e t  back 
a t  {him, them, 3 3 1 3 1  
t h e  donkey = 313 

show t h a t  t h i s  approach t o  
d e f i n i t e  anaphora i n  te rms of d i s c o u r s e  
e n t i t i e s  q ~ d  t h e i r  d e s c r i p t i o n s  can  
e x p l i c a t e  "donkey" s e n t e n c e s  a s  well, I 
w i l l  have t o  i n t r o d u c e  a b i t  more of t h e  
Eormal i s m  d e s c r i b e d  i n  Webber 119781 . 
That  b i t  i n v o l v e s  an e x t e n s i o n  of 
restricted quantification, c f  . [ RW-11 
above. In  r e s t r i c t e d  q u a n t i f i ~ a t i ~ o n ,  a 
q u a n t i f i c a t i o n  o p e r a t o t  (e.g. V , E ) ,  t h e  
v a r i a b l e  of a u a n t i f i c a t i o n  and t h e  c l a s s  - 
it ranges  over  (noted  i m p l i c i t l y  a s  a 
p r e d i c a t e )  c o n s t i - t u t e  a  s t r u c t u r a l  u n i t  of 
t r e p r e s e n t a t i o n .  For example,  "Every 
boy is happyn can be r e p r e s e n t e d  a s  

(4x:Boy) . Happy x 

This  is t r u t h  f u n c t i o n a l l y  e q f i v a l e n t  t o  
w 

(Yx) , Boy x ==> Happy x 

S i m i l a r l y  "Some boy is h a p p y v a n  be 
r e p r e s e n t e d  a s  

(Ex:Boy) . Happy x 

which is  t r u t h  f u n c t i o n a l l y  e q u i v a l e n t  t o  

(Ex) . Boy x & Happy x 

The e x t e n s i o n  I w i l l  i n t r o d u c e  w i l l  
p e r m i t  t h e  e g r e s e n t a t i o n  of noun p h r a s e s  
w i t h  r e l a t w e  c l a u s e s  a s  w e l l  as s imple  
noun p h r a s e s .  S e m a n t i c a l l y ,  a r e l a t i v e  
c l a u s e  can  be viewed as a p r e d i c a t e .  One 
way to  p rov ide  f p r  a r b i t r a r y  p r e d i c a t e s  is 
th rough  t h e  u s e  o f  t h e  a b s t r a c t i o n  
o p e r a t o r ,  r e p r e s e n t e d  a s  " " by Hughes & 
Cresswell 119681 , f o l l o w i n g  Church [1941].  
For example, t h e  noun$ p h r a s e  " a  peanu tn  
can  be r e p r e s e n t e d  a s  

(Ex :Peanut) 

w h i l e  the  noun p h r a s e  "a  peanu t  t h a t  Mendy 
gave t o  a g o r i l l ' a "  can be r e p r e s e n t e d  as 

(Ex: X ( u : ~ k a n u t )  [ (Ey:Gor i l la )  
Gave Wendy,u,y]) 

I n  t h i s  c a s e  

X ( u : ~ e a n u t )  [ ( E ~ : G O ~  i l l a )  
Gave Wendy, u  ,y] 

names a unary p r e d i c a t e  which is t r u e  i f  
its argument is a peanu t  t h a t  Wendy gave  
t o  some g o r i l l a .  

Using t h i s  n o t a t i o n ,  s e n t e n c e  6 can 
be r e p r e s e n t e d  as 

(VX: h ( u : ~ a n )  [ (EytDonkey) . Own u,yl  
Beat x , I T  

By a p p l y i n g  rule [RW-11 t o  t h e  embedded 
clause [ (Ey: Donkey) . Own u] , t h e  e n t i t y  
evoked by t h e  e x i s t e n t i a l  can  be 
i d e n t i f i e d  a s  

i y :  Donkeyey & Own u,y & evoke Ssbl,u 
* the j ust-ment ioned donkey t h a t  u  ownsn 

<*13> 

As I mentioned above ,  t h e  semant ic$  of  
r e s t r  i c t e d  q u a n t i f i c a t i o n  is such t h a t  t h e  
v a r i a b l e  of q u a n t i f i c a t i o n ,  h e r e  x ,  
sa t i s f i e s  t h e  p r e d i c a t e  irt t h e  
r e s t r i c t i o n .  Thus i f  K s a t i s f i e s  
X(u:Man) [(Ey:Donkey) . Own u , y ] ,  there 
must be an e n t i t y  i d e n t i f i a b l e  a s  

i y :  Donkey y & Own x,y  & evoke Sgdl,Y 
P t h e  jus t -meht ioned donkey x owns 

Th i s  is a p a r a m e t e r i z e d  i n d i v i d u a l  - 
paramete r i zed  by the v a r i a b l e  i n  (Vx: . . .) 
- t h a t  is a p o s s i b l e  r e f e r e n t  f o r  "itn i n  
the m a t r i x  s e n t e m e  - i.e., 

( ~ s : k ( u : ~ a n )  [ ( E s D o n k e y )  . Own u , y ] )  
Beat  x ,  iy :  bonkey y & Own x , y  
& evoke S6 l ,y  

"Byery man who owns a donkey b e a t s  t h e  
j ust-mentioned donkey-he owns" 

I noted  above t h a t  a  s e n t e n c e  l i k e  
"Every man #who owns a  donkey b e a t s  it" 
c o u l d  s e n s i b l y  be fo l lowed by a s e n t e n c e  
l i k e  "However, the donkeys a r e  p l a n n i n g  t o  
g e t  back a t  themn (cf .  example 1 8 ) .  Given 
t h a t  I have shown how t o  accoun t  f o r  t h e  
r e f e r e n t  of "itn i n  t h e  f i r s t  s e n t e n c e  i n  
terms of d i s c o u r s e  e n t i t i e s  and t h e i r  
f o r m a l l y  d e r i v a b l e  d e s c r i p t i o n s ,  can t h e  
r e f e r e n t  of " t h e  donkeysw be accoun t  f o r  
i n  t h e  same way? <*14> 

Po show t h a t  it c a n ,  1 need t o  
p r e s e n t  t h e  r u l e  f o r  d e a l i n g  with c l a s s  
dependent  d e f i n i t e  d e s c r i p t i o n s  t h a t  5 
mentioned i n  f o o t n o t e  8. Th i s  r u l e  is 
m o t i v a t e d  by examples  s u c h  a s  21, where 
t h e  r e f e r e n t  of  *themn is presumably t b e  
d i s c o u r s e  e n t i t y  evoked l z ~  the noun p h r a s e  
I t the  f lower  s h e  p i c k e d n ,  where "shen  
stands f o r  t h e  v a r i a b l e  bound by "each 
g i r l  i n  t h e  c lassN. 

<*13>. I n  l a b e l i n g  each  c l a u s e  of a  
complex s e n t e n c e ,  I use  t h e  f ~ l l o w i n g  
c o n v e n t i o n t  if t h e  m a t r i x  c l a u s e  is 
l a b e l l e d  S, its l e f t m o s t  embedded c l a u s e  
will be l 'abel led S.1, t h e  l e f t m o s t  
embedded c l a u s e  i n  S.1 w i l l  be l a b e l l e d  
S.1.1, etc. 
<*14>. I s h a l l  n o t  t a k e  t h e  t i m e  h e r e  t o  
d i s c u s s  t h e  p a t h  4,som t h e  p h r a s e  "every  
man wh-a owns a donkey" ta t h e  d i s c o u r s e  
eht i t y  i n f o r m a l l y  desor i b a b l e  as " t h e  se t  
of men, each of  whom owns a-donkeyn , s i n c e  
it #.s r a t h e r  s t r a i g h t f o r w a r d ,  cf. Webber 
[1978a] . m i s  e n t i t y  is a p o s s i b l e  
r e f e r e a t  f o r  'ltheml' i n  s e n t e n c e  18b. 



21a. Each g i r l  i n  t h e  c l a s s  gave Ivan t h e  
flower s h e  picked.  

b. He ar ranged them a r t f u l l y  i n  an 
empty Glen£  iddach b o t t l e ,  

This i s  a d e f i n i t e  noun p h r a s e ,  b u t  
because of its binding  t o  t h e  
d i s t r i b u t i v e l y  q u a n t i f i e d  noun phrade 
"each g i r l n ,  it w i l l  evoke a  d i s c o u r s e  
e n t i t y  with t h e  p r o p e r t i e s  of a  set r a t h e r  
than  an i n d i v i d u a l  ( c f .  example 8 )  . I n  
t h i s  c a s e ,  it w i l l  be " t h e  se t  of f l b k e r s ,  
each of which was t h e  f lower t h a t  some 
g i r l  i n  t h e  c l a s s  picked".  S impl i fy ing  
f o r  b r e v i t y  h e r e ,  t h i s  r u l e  can be w r i t t e n  

where R r e p r e s e n t s  an a r b i t r a r y  unary 
p r e d i c a t e  which x s a t i s f i e s  and both  P and 
C r e p r e s e n t  a r b i t r a r y  b i n a r y  ptredicates .  
The right-hand s i d k  of t h i s  r u l e  impl ie s  
t h a t  i n  c a s e  t h e  le f t -hand s i d e  matches 
some s e n t e n c e ,  t h e r e  w i l l  be a  d i s c o u r s e  
e n t i t y  roughly d e s c r i b a b l e  a s  " t h e  s e t  of 
u 1 s ,  each of which is t h e  t h i n g  t h a t  
s t a n d s  i n  r e l a t i o n  C t o  some member of Kn.  

Notice now t h a t  a f t e r  the. "itn is 
reswlved i n  "Every man who owns a donkey 
b e a t s  it" ( s e e  above) ,  t h e  sen tence  
matches t h e  l e e - h a n d  s i d e  of t h e  above 
r u l e  - i .e. ,  "Every man who owns a  donkey 
b e a t s  the just-mentioned donkey he owns. 
Thus it f o l l o w s  t h a t  t h e r e  is a d i s c o u r s e  
e n t i t y  d e s c r i b a b l e  as "tk set of donkeys, 
each of which is t h e  just-mentioned donkey 
t h a t  some man who owns a donkey owns1@ - 
i . e . ,  

{ w l  ( ~ x : x ( u : ~ a n )  [(Ey:Dohkey) . Own u , y ] )  
w = i z :  Donkey z & Own x , z  

& evoke S le fz )  

This is a p o s s i b l e  r e f e r e n t  f o r  "them" i n  
sen tence  18b. 

3.2 Dis junc t ion  

The o t h e r  c l a s s  o f  p rob lemat ic  
examples t h a t  I want t o  d i s c u s s  h e r e  i n  
te rms of d i s c o u r s e  e n t i t i e s  and t h e i r  
d e s c r i p t i o n s  is one I f i r s t  encountered i n  
Kar t t u n e n  [1977]. Kar t t u n e n  p r e s e n t s  
examples l i k e  t h e  fo l lowing.  

22.  If Wendy h a s  a  ca r  or Bruce h a s  a  
b i k e ,  it w i l l  be i n  t h e  garage .  

23. Bruce can have e i t h e r  a  b ike  o r  a 
c a r ,  b u t  h e  m u s t  keep it i n  t h e  
garage ,  

24. E i the r  Bruce h a s  a  new c a r  or he h a s  
borrowed h i s  b r a t h e r  I s .  I n  any 
c a s e ,  it is blocking  my driveway. 

25. Whether Bruce buys a  car o r  h i s  
b ro the r  buys a  b ike ,  h e  w i l l  have-to 
keep it i n  t h e  garage .  

The pr-pblem is aga in  t o  de termine  j u s t  
what, it is t h a t  "itn r e f e r s  to. 

I s e e  t w o  ways of approaching t h i s  
problem i n  terms of 6 h c o u r s e  e n t i t i e s  and 
t h e i r  IDS. One way h o l d s  t h a t  i n  each 
s e n t e n c e ,  each  term of t h e  d i s j u n c t i o n  
evokes a  d i f f e r e n t  d i s c o u r s e  e n t i t y  i n t o  
DMLt each wi th  a d i f f e r e n t  ID:  

( 2 2 )  " t h e  c a r  t h a t  Wendy h a s  ( i f  she  has  
a  c a r ) "  
" t h e  b i k e  t h a t  Bruce h a s  ( i f  he has  
a  b i k e ) n  

( 2 3 )  " t h e  b i k e  t h a t  Bruce w i l l  have (if 
he chooses  a  b i k d - "  
" t h e  c a r  t h a t  BruCe w i l l  have ( i f  h e  
chooses a  c a r )  I' 

( 2 4 )  " t h e  new c a r  t h a t  Bruce has  ( i f  
Bruce h a s  a  new c a r )  " 
l 'Bruce's  b r o t h e r  I s  c a r "  

(25)  Ythe c a r  Bruce w i l l  have bought ( i f  
he buys a  c a r )  l1 
" t h e  b ike  Bruce ' s  b r o t h e r  w i l l  have 
bought ( i f  B r u c e l s  b r o t h e r  buys a  
b i k e )  " 

The t r u t h  of t h e  d i s j u n c t i o n  (which  seems 
i n  each c a s e  t o  be i n t e r p r e t e d  a s  
e x c l u s i v e  " o r " )  then  g u a r a n t e e s  t h e r e  
be ing  one and on ly  one en tit^ i n  t h e  model 
t o  wh,ich " i t "  r e f e r s .  Not ice  t h a t  i f  t h e  
terms were conjo ined  r a t h e r -  than  
d i s j o i n e d ,  t h e  t r ~ t h  of t h e  con junc t ion  
would .imply the  s imul taneohs  e x i s t e n c e  of  
two e n t i t i e s  w i t h i n  t h e  model. In  t h a t  
c a s e ,  e i t h e r  t h e  r e f e r e n t  of " i t "  would be 
ambiguous or t h e  sen tence  would j u s t  be 
b i z a r r e .  

The o t h e r ,  I t h i n k  n i c e r ,  way of 
approaching t h e  problem h o l d s  t h a t  each 
sen tence  evokes o n l y  a  single d i s c o u r s e  
e n t i t y  i n t o  t h e  model, w i t h  t h e  i n d e c i s i o n  
( i - e m ,  t h e  d i s j u n c t i o n )  embodied i n  its 
ID .  That I D  is of t h e  form " A  i f  P, 
o the rwise  B" . For example, t h e  e n t i t y  
evoked by s e n t e n c e  22 would be d e s c r i b a b l e  
a s  " t h e  car. t h a t  Wendy has  ( i f  she  has  .a 
c a r )  or t h e  b ike  t h a t  Bruce h a s  
a the rwise"  t h a t  evoked by sen tence  23 
Gould be d e s c r i b a b l e  a s  " t h e  b ike  t h a t  
Bruce w i l l  have ( i f  he chooses  a b i k e )  or 
t h e  c a r  t h a t  Bruce w i l l  have o therwise" ;  
t h a t  evoked by, sen tence  2 4 ,  a s  " t h e  new 
m r  t h a t  Bruce has  ( i f  he has  a new c a r )  
o r  B tuce ' s  bro th& 's c a r  o t h e r w i s e n  ; and 
t h a t  evoked by sen tence  25, as " t h e  c a r  
Bruce w i l l  have bought ( i f  he buys a c a r )  
or t h e  b ike  Bruce ' s  b r o t h e r  w i l l  have 
bought o the rwise" .  

One advantage  t o  t h i s  approach is 
t h a t  a d d i t i o n a l  proper  t i es  which 
t r u t h f u l l y  f o l l o w  from e i t h e r  I D  can be 
a s c r i b e d  t o  t h e  e n t i t y  wi thou t  committing 
o n e s e l f  t o  one d e s c r i p t i o n  or  t h e  o t h e r .  
 hi.^ can be u s e f u l  i n  anaphor r e s o l u t i o n .  
For example, i n  sen tence  24, t h e  s u b j e c t  



of "block my drivewayr must be a p h y s i c a l  
object, p r e f e r a b l y  l a r g e  and somewhat 
mobile .  This  c o n d i t i o n  is s a t i s f i e d  by 
t h e  d i s c o u r s e  e n t i t y  evoked by s e n t e n c e  
24 ,  independent  of which I D  is 
appropr  i a  t e  . 

Although t h e r e  may be o t h e r  ways t o  
approach the problem of d i s j u n c t i o n ,  t h e  
ndonkeytl problem, and t h e  whole problem of 
d e f i n i t e  r e f e r e n c e  i n  g e n e r a l ,  what I hope 
t o  have shown i n  t h e s e  two s e c t i o n s  is t h e  
r o b u s t n e s s  of an approach based on n o t i o n s  
of a  d i s c o u r s e  model, d i s c o u r s e  e n t i t i e s  
and t h e i r  f o r m a l l y  d e r  ived  d e s c r  i p t  ions .  

4. Conclusion 

I n  arguing  f o r  t h e  importance of 
d e s c r i p t i o n  fo rmat ion  t o  both  d i s c o u r s e  
model s y n t h e s i s  and r e f e r e n c e  r e s o l u t i o n ,  
I c o n c e n t r a t e d  on how i n d e f i n i t e  noun 
p h r a s e s  evoke new e r i ' t i t i e s  i n t o  t h e  
l i s t e n e r ' s  d i s c o u r s e  model and how t h e i r  
a p p r o p r i a f e  i n i t i a l  d e s c r i p t i o n s  ( I D S )  
could  be d e r i v e d ,  from a formal  
s e n t e n c e - l e v e l  r e p r e s e n t 9 t i o n  of t h e  t e x t .  
There are  many o t h e r  ways i n  which 
d i s c o u r s e  e n t i t i e s  can  be evoked, and many 
i n t e r e s t i n g  problems i n  forming 
a p p r o p r i a t e  d e s c r i p t i o n s  of them. 1 w i l l  
conclude t h e r e f o r e  w i t h  a b r i e f  d i s c u s s i o n  
o f  d e i c t i c a l l y - e v a k e d  d i s c o u r s e  e n t i t i e s  
pnd t h e  problem of d e s c r i b i n g  them 
a p p r o p r i a t e l y .  

The exanple  comes from t h e  c h i l d r e n ' s  
book Babar W s e s  his Crown by Laurent  d e  
Brunhof £ , and i n v o l v e s  t h e  f o l l o w i n g  
s i t u a t i o n :  Babar , King of t h e  E l e p h a n t s ,  
d e c i d e s  t o  t a k e  h i s  w i f e  Celeste and his 
f a m i l y  on a t r i p  t o  P a r i s .  I n  packing  f o r  
t h e  t r i p  

''Babar p u t s  h i s  crown i n  a 1i.ttle 
red  bag." (p.3) 

They t r a v e l  by t r a i n  and ,then by t a x i  t o  
t h e i r  h o t e l  i n  P a r i s ,  and when t h e y  a r r i v e  

" C e l e s t e  opens all t h e  bags. Last 
of a l l ,  s h e  opens t h e  l i t t l e  red  
one. 'Look! she c r i e s .  !What is 
this? A flute! Babar l %his is not 
your bagl' '' (p.10) 

Before  t h i s  p o i n t  i n  t h e  s t o r y ,  t h e r e  
shou.ld have been one l i t t l e  red bag i n  
DML. dow t h e r e  should  be two. The f i r s t  
is t h e  e x i s t e n t i a l l y - e v o k e d  d i s c o u r s e  
e n t i t y  ( s a y ,  eq3) - " t h e  l i t t l e  red  bag 
mentioned i n  s e n t e n c e  <x>  Ehat Babar p u t  
h i s  crown in t1 ,  However i f  " t h i s n  on 
page 10 is n o t  t h a t  e n t i t y ,  t h e n  it must 
be some o t h e r  one ( s a y ,  ed8) . How sbou.ld 
it be d e s c r i b e d ?  S i n c e  " t h i s "  presumably 
poi .n ts  t o  t h e  l i t t l e  r ed  bag Celeste is 
opening,  e48 can appropr  i a t e l y  be 
d e s c r i b e d  as " t h e  just-mentioned l i t t l e  
r e d  bag which Celeste is opening ,  which 
c o n t a i n s  a  f l u t e  and not Babar Is crown, 

and which is not e q u i v a l e n t  t o  eqjn. <*15Y 

The problem hem is to be able tq 
a r t i c u l a t e  c l e a r l y  what each  o f  t h e s e  
p r o p e r t i e s  d e r i v e s  from s i n c e  t h e y  do no t  
come from a s i n g l e  s e n t e n c e .  Ih t h i s  
case one m u s t  d e t e r m i n e  owhat t h i n g s  
r e l e v a n t  t o  t h e  s t o r y  do  or  do no t  f o l l o w  
from eqals n o t  be ing  B a b a r g s  bag. 

I n  t h i s  p a p e r ,  I have t r i e d  i n  as 
b r i e f  a way a s  p o s s i b l e  t o  r e v e a l  an  
a s p e c t  of unders t and ing  d e f i n i t e  anaphora 
t h a t  p recedes  t h e  more f r e q u e n t l y  
d i s c u s s e d  problem of "anaphar r e s o l u t i o n N .  
Thxs a s p e c t  i n v o l v e s  accoun t ing  f o r  what 
i t  is t h a t  d e f i n i t e  anaphors  r e f e r  t o  and 
how such t h i n g s  become a v a i l a b l e .  I moved 
from t h e  n o t i o n  of r e f e r e n c e  i n t o  a model 
t o  problems of how t h a t  model.  i s  
s y n t h e s i z e d ,  and i n  p a r t i c u l a r ,  how t h e  - 
e n t i t i e s  i n  it are a p p r o p r i a t e l y  
d e s c r i b e d .  I n  t h i s  endeavo t ,  I focused  on 
t h e  i n i t i a l  d e s c r i p t i o n s  ( K D s )  ascribed t o  
e x i s t e n t i a l l y - e v o k e d  e n t i t i e s ,  b r i e f l y  
t o u c h i n g  upon d e i c t  ica l ly-evoked e n t i t i e s  
as w e l l .  This paper  h a s  j u s t  skimmed t h e  
s u r f a c e  of a  v e r y  l a r g e  problem. I n  
p a r t i c u l a r ,  one must  s t i l l  accoun t  f o r ,  
inter ' al ia ,  r e f e r e n c e  t o  a c t i o n s ,  e v e n t s ,  
p r o c e s s e s ,  s t u f f ,  q u a n t i t i e s  of s t u f f ,  
e t c .  ; r e l a t i v i z a f  i o n  of d e s c r i p t i o n s  t o  
t h e  s p e a k e r ' s  b e l i e f s  ( c f .  Cohen [1978],  
Pr i n c e  [I9781 ) ; a d d i t i o n a l  d e s c r i p t i o n s  
d e r i v e d  from tkPe v a r i o u s  r o l e s  i n  
h i g h e r - l e v e l  s i t u a t i o n s  t h k t  an e n t i t y  is 
a s s i g n e d  t o ;  e f f e c t s  of t e n s e ,  m o d a l i t y ,  
n e g a t i o n ,  e t c .  on d e s c r i p t i o n  fo rmat ion :  
and how desc r  i p t i o n s  change over t j m e .  
Some of t h e s e  problems (as w e l l  as others)  
a r e  d i s c u s s e d  f u r t h e r  i n  Webber [1978a&b] ,  
and much i n t e r e s t i n g  work remains  t o  be 
done.  
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The Processing of Referr ing Expressions d i t h i n \ a  Semantic Network 
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Yale University 

Frege (1892) is c red i t ed  with emphasizing t h e  
dds t inc t ion  between sense and reference.  H i s  fa- 
mous example involved t h e  mornige star and the  
evening s t a r .  Despite the  f a c t  t h a t  they both re- 
f e r  t o  the same ob jec t  ( i . e . ,  Venus), they have 
d i f f e r e n t  senses a s  witnessed by the  f a c t  t h a t  
sentence (1) is not  synonymous with sentence ( 2 ) :  

(1) The morning s ta r  is  the  morning star. 
(2)  The morning s t a r  i s  t h e  evening s t a r .  

This philosophical i s s u e  has s i m i l a r i t i e s  t o  an 
i s s u e  tha t  i s  of importance t o  understanding nat-  
u r a l  language processing: How do sub jec t s  process 
r e f e r r i n g  exptessions t o  ex t rac t  i n t e r n a l  repre- 
senta t ions  (a) of theih meaning and (b) of t h e i r  
r e fe ren t s  An the  ex te rna l  world. The exanple sen- 
tence tha t  we w i l l  be returning t o  i n  t h i s  paper 
i s  : 

(3) The f i r s t  pres ident  of the  United S t a t e s  
was a bad husband. 

It is c l e a r  tha t  i n  understanding t h i s  sentence 
we both process t h e  subject  a s  a descr ip t ion ,  
and i d e n t i f y  t h i s  a s  r e f e r r i n g  t o  George Wash- 
ington. This paper w i l l  t r y  t o  explain how t h i s  
comes about. A s  I b e l i h e  t h a t  a l l  i n t e r e s t i n g  
questions about representa t ion  come down t o  
questions about memory, I w i l l  approach t h i s  ques- 
t i o n  from a human memory perspective. 

Some "self -evident1' t r u t h s  about human memoty . 
To set up a framework f o r  further dis-  

cussions, I would l i k e  t o  l i s t  some of t h e  f a c t s  
that I think we know +bout human memory -- e i t h e r  
because of a soph i s t i ca ted  common sense  and s e l f -  
observation o r  because of a mass of experimental 
data: 

(1) Human memory can be conceived of as a 
neswork of associations,among concepts. 

(2) Some nodes i n  t h i s  network refer t o  in-  
d iv iduals  i n  the  e x t e r n a l  world. 

(3) Once information is deposited i n  memory 
i t  cannot be erased. 
While t h e r e  are a number of memory t h e o r i e s  t h a t  
embody these  assumptions, I w i l l  be using t h e  ACT 
model (Anderson, 1976) t o  present  t h e  theory and 
discuse the  data i n  t h i s  paper. With t h i s  b r i e f  
statement of the pre-theoret ical  biases,  I would 
l i k e  t o  t u r n  t o  an experimental paradigm which 
captures,  i n  expanded t i m e  sca le ,  t h e  processes 
that I think a r e  going on when we comprehend re- 
f e r r i n g  expressions. 

A Mock-up of t h e  Morning Star-even in^ S t a r  Exaplple 

One of the  experiments i n  t h i s  s e r i e s  (see 
Anderson, 1977; Anderson & Hastie, 1974 for a 
thorough repor t )  had sub jec t s  study a s e t  ~f f a c t s  
such a s  (4) - (8) : 

(4) The smart Russian ie t h e  t a l l  lawyer, 
(5) The smart Russian cdrsed t h e  s a l e s g i r l .  
(6) The smart Russian rescued the  kitten' .  
(7) The t a l l  lawyer adopted t h e  c h i l d .  
(8) The t a l l  lawyer caused the accident .  

The c r i t i c a l  manipulation was whether the ident i -  
f i c a t i o n  sentence (44 was learned some time be- 
f o r e  o r  some time a f t e r  sentences (5) -(8) . For 
t h e  i d e n t i f i c a t i o n  befoxe condition, p a r t  (a) o f  
Figure 1 i l l u s t r a t e s ,  bery scbernatically, the  
network s t r u c t u r e  w e  thought was crea ted .  There 
is a node-X set up t o  represent  t h e  indiv idual  
and attach;& t o  t h a t  node a r e  the  various f a c t s  
learned about t h i s  person. Par t  (b) of Figure 1 
i l l u s t r a t e s  the  network s i t u a t i o n  i n  t h e  iden t i -  
f i c a t i o n  a f t e r  condition. Becuase the sub jec t  
did not l ea rn  of the  i d e n t i t y  between the two 
indiv iduals  u n t i l  a f t e r  learning sentences ( 5 ) -  
(8).  he was led  t o  c r e a t e  two nodes i n  memory 
which tu rn  Gut: t o  r e f e r  t o  t h e  same i ad iv idua l ,  
It would seeui opttmal i f  he could merge nodes X 
and together  but t h i s  would amount t o  erasin; 
memory atquctures,  v i o l a t i n g  p r inc ip le  3. Rather 
w e  assume t h a t  the  subjec t  e n c o b  a s e r a t a b  
proposi t ion  t o  t h e  e f f e c t  t h a t  tne  two individuals  
a r e  i d e n t i c a l .  This  is  represented I n  Fig:tre l b ,  
by the l i n k  between X and Y l abe l l ed  with an ' = I  

(a) I d e n t i f i c a t i o n  Before 

CURSED RESCUED ADOPTED CAUSED 
SALESGIRL KITTEN CHILD ACCIDENT 

(b) I d e n t i f i c a t i o n  After  

CURSED RESCUED ADOPTED CAUSED 
S & E y x  Y E N  CH1Lty<DENT 

/ \  
SMART RUSS IAN TALL LAWYJIR 

/ 

Figure 1. Memory representa t ions  a t  t h e  beginning 
of t h e  reac t ion  t i m e  ver i fkcat ion  phase. 



The memory representat ions  i n  Par t s  (a) v8.m 
(b) make d i f f e r en t  predict ions  about time t o  
ver i fy  statements (9) vs. (LO): 

(9) The amart Russian cursed t h e  s a l e sg i r l .  
(10) The smart Ruasian caused the  accident.  

Statement (9) is re fe r red  t o  a8 a d i r e c t  statement 
because it is iden t i ca l  to  a study statement, 
while statement (10) i d  re fe r red  t o  as an in fe r -  
ence ae i t  can be Inferred from statements (4) 
and (8) , 

Table 1 displays  subjects '  react ion times t o  
ver i fy  d i r e c t  statements and inferences i n  the  
i den t i f i ca t ion  before  and ident i f icat ion,  a f t e r  
condition. We would expect aubjects tn ehow very 
l i t t l e  advantage f o r  d i r e c t  statement over infer-  
ence i n  a representat ion l i k e  Figure l a  s ince  
there  is no apec ia l  connec~ion  preserved between 
the predicates  and the re fe r r ing  expressions they 

Table 1 

Reaction Times  ( i n  msec) t o  v e r i f y  
Statements l i k e  9 and 10 

Iden t i f i ca t ion  Provided 

Before After 

Direct  
Statement 

Inference 

were studied with. In  f a c t  the  ve r i f i ca t ion  times 
a re  almost i den t i ca l  i n  the  two conditions. I n  
contras t  the a f t e r  condition i n  Pa r t  b of Figure 1 
each re fe r r fng  expression l a  only d i r e c t l y  con- 
nected t o  the  bredicates  it was s tudied with. To 
verify an inference requires an ex t ra  step of ac- 
t i va t ing  the path encoding the  equa l i ty  of X and 
Y, Correapondipgly, w e  f ind  an advantage f o r  d i -  
rec t  statements over inference. Finally,  note  
tha t  there  are many more l inkb attached to  node 

X i n  par t  (a) than t o  e i t h e r  3 o r  q i n  pa r t  (b). - 
This means there  ire more frreflevant paths  t h a t  

fl 
can i n t e r f e r e  with finding the  desired connectlon. 
Correspondingly, we f i n d  subjects  f a s t e r  t o  d i r ec t  
statement t rues  in t he  a f t e r  condition. 

The data  reported i n  Table 1 come from the  
first block of react ion time t e s t  tr ia l s .  There 
were foup such blocks of t r i a l s .  The react ion 
time data f o r  a l l  four blocks are  displayed i n  
Figure 2 .  Besides i l l u s t r a t i n g  a general  speed-up 
over the course of the  expertlnent, the  f igure  il- 
l u s t r a t e s  t he  d i f fe rences  among t h e  conditions 
gradually dioappear over the  couree of t he  experi- 
ment. Spec i f ica l ly ,  the  dif ferences  between in- 
ference and d i r e c t  statements i n  t he  after condi- 
t i o n  disappears and the  differences  between iden- 
tif&,c@tion before and i d e n t i f i c a t i o n  a f t e r  condi- 
dlsappear . 

To account f o r  t h i s  across-block trend we 
propose tha t  t he  subjec t  begins a process of 
copylng t h e  predicates  from one of the  nodes in  
Figure l b  t o  t he  o ther  node. Thet is, one node 
i s  chosen to  be abandoned and the o the r  t o  receive 
a l l  information. Therefore, supposing the subject  
choses t o  copy from node Y t o  X, everytime he en- 
counters a f a c t  at tached t o  X he w i l l  attempt t o  
copy it t o  Y .  Figure 3 i l l u s t r a t e s  wr bel ie f  a- 
bout t he  memory representat ion by the  end o f  the 
experiment. Note t h a t  the node X has been attach- 

Figure 3: Memory representation i n  the iden t i f i -  
ca t ion  - a f t e r  condition a f t e r  much practice a t  ver- 
f ying inference quest ions. 

CURSED RESCUED ADOPTED CAUSED 
ACCIgENT 

SMART RUSSIAN 

ed t o  a l l  t he  f a c t s  learned of Y. ALSO the  con- 
nectiond involving Y a r e  dotted t o  ind ica te  that 
they have become weak through disuse.  The a f t e r  

M After Inference 

o- -o Before In£ erence 

Before Direct  Statement 

c-4 After Direct  Statement 

Figure 2: Verif icat ion times for  
various kinds of probes as a 
function of p tac t ice .  

BLOCK OF THE EXPERIMENT 



represen ta t  ion i n  Figure 3 has become func t iona l ly  
almost equivalent  t o  t h e  before  represen ta t ion  i n  
Figure la. Thus there  i s  l i t t l e  d i f f e r ence  between 
inferenee and d i r e c t  statement o r  between t h e  a f -  
ter and before  condition.  

One might wonder why t h e  subject did  not pet- 
form t h i s  copying when he learned about t h e  iden- 
t i t y  between t h e  two r e f e r r i n g  expressions r a t h e r  
than l a t e r  i n  t he  v e r i f i c a t i o n  phase of t h e  experi-  
ment. In  t h e  ACT memory model such copying opera- 
t i ons  cannot be performed unless  t h e  d a t a  t o  be 
copied i s  a c t i v e  i n  working memory. A t  t h e  time 
of studying the  i d e n t i f i c a t i o n  statement (4) t h e  
p r e d i d t e s  needed f o r  copying would not be a c t i v e  
i n  memory. It is only when i n f e r e n t i a l  statements 
l i k e  (10) a r e  encountered i n  t he  test t h a t  t he  aop- 
ying can take place. The r e f e r r i n g  expression 
could be copied while l ea rn ing  t h e  i d e n t i f i c a t i o n  
statement,  So the expreesion t a l l  lawyer might be 
immediately a t torhed t o  X. Thus, Figure l b  might 
be an overs impl i f ica t ion  of the  s t a t e  of memory i n  
t he  i d e n t i f i c a t i o n  ,a f te r  .condition. But i n  any 
case,  t he  inference e f f e c t  w i l l  not  go aw5y u n t i l  
t he  predicates  a r e  copied and t h i s  wilk  no t  occur 
u n t i l  t h e  reac t ion  t i m e  t e s t  phase. 

Why should we believe t h i s  copying explana- 
t i o n  r a t h e r  than any of t h e  mult i tude of a l t e rna -  
t i v e  mechanisms tha t  might, be of fe red  the  explain  
t h e  da ta  i n  Figure 2. F i r s t ,  i t  s a t i s f i e s  t h e  
cons t r a in t  t h a t  t he  sub jec t  not  be a b l e  t o  e r a se  
information from memory and many of the mechanisms 
would not be. Second, un l ike  many of t h e  o the r  
mechanisms, i t  assumes an asyae t ry  i n  t h e  f a t e  of 
t h e  two individual  nodes i n  Figure- lb ,  One node 
is fa t ed  t o  receive a l l  t h e  information and the 
o the r  node i s - t o  be abandqned. It seema reason- 
a b l e  t h a t  a subjec t  would choose to preserve t h a t  
node which had tbe  more iaformation a t tached  and/ 
o t  had t h i s  infomatLon at tached more s t rongly.  
W e  have been ab le  t o  demonstrate t h a t  sub jec t s  do 
abandon the "weaker" node. 

The evtdence f o r  t h i s  asymetry comes from 
experiments t h a t  use .a proper name rather than 
one of t h e  d e f i n i t e  descriptions. That is, t h e  
ma te r i a l  is the  same as i n  the  example except 
t h a t  wherever t a l l  Lawyer appears a proper name 
l i k e  James B a r t l e t t  would be used. There is  evi- 
dence (Anderson, l.377) t h a t  sub jec ts  l e a r n  mater- 
i a l  less w e l l  involving t h e  proper name than the  
d e f i n i t e  descr ipt ion.  ~or respohdingly ,  w e  would 
expect sub jec ts  t o  choose t o  abandon t h e  proper 
name node and rnajlntain t h e  d e f i n i t e  deecr fp t ion  
node. Evidence f o r  this comes from t h e  follow- 
i n g  ana lys i s :  We would propose t h a t ,  ia the ind 
t i a l  d r i l l i n g  on the  sentence James Battlett & 
t h e  Russian, i n  the  i d e n t i t i c a t i o n  a f t e r  cofidi- - - 
t i o n  sub jec t s  copy t h e  James Bartlett name tn 
t h e  Russian node. Figure  4 i l l u s t r a t e s  t h e  mem- 
o r y  representat ion w i t h  t h i s  asymetry. Note t h a t ,  

CURSED RESCIfED ADOPTED CAUSED 
SALESGIRL KITTEN CHILD ACCIDENT 

1 X N  
1 1  

'-4 I 

- 
B ARTLETT 

Fi . 4 : Ver i f ica t ion  t h e e  i n  t h e  i d e n t i f i c a t i o n  
be&rc and Ldentif i c a t i o n  a f t e r  con- i n  an. - 

experiment t h a t  used both proper names and defin- 

i t e  desc r ip t ions  as r e f e r r i n g  expreaeions. 

according t o  t h i s *  represen ta t ion ,  subj ecte should 
be as f a s t  when v e t i f y i n g  an inference  p red ica t e  
of James B'artlett as a d i r e c t  statement predicate .  
This i s  because the  proper name is d i r e c t l y  a t tach& 
ed to  both. I n  con t r a s t ,  s u b j e c t s  should b e  much 
slower f o r  an inference  p red ica t e  tow d e f i n i t e  
desc r ip t ion  because those p red ica t e s  have not yet  
d i r e c t l y  been at tached t o  node 5 t o  which the  des- 
c r i p t i o n  is attached. To v e r i f y  t hese  ques t ions  
involves  t h e  e x t r a  r e t r i e v ~ l  of the prqpoai t ion 
t h a t  node X equals node Y. Figure 5 p resen t s  t h e  
da t a  from one of t he  experiments (Anderson & Has- 
tie, 1974) cont ras t ing  definite desc r ip t ions  and 
proper namef3, A s  predicted t h e r e  i e  a l a r g e  fn- 
ference e f f e c t  only f o r  d e f i n i t e  descr ip t ions  i n  
the  a f t e r  condi t ion,  

BEFORE 

PROPER 

DWINI;TE 
DESCRIPTION DESCRIPTION 

I 1 I I I I 1 
DIRECT INFERENCE DIRECT INFERENCE 
STATEMENT STATEMENT 

Figure 5. 

Application t o  Recognition 
of Referr ing Expressfon 

The advaritage of  t h e  para-m j u s t  reviewed 
is that the sequence of states of memory i s  s u f -  
f i c i e n t l y  spread out  over t i m e  t h a t  it i s  poss ib le  
to  map out t h e  changes i n  memory. I w i l l  be pro- 
posing that t h e t e  is a similar sequence of memory 
s t a t e s  when sub jec t s  pracess r e f e r r i n g  expressions 
as i n  (3) : 

(3) The f i r s t  p res ident  of t h e  United S ta t e s  
was a bad husband. 

However, t h e  processing happens so r a p i d l y  it i s  
not  a s  easy t o  v e r i f y  each s t a t e  i n  the sequence. 

Figure 6 i l l u s t r a t e s  two poss ib le  sequences 
bf information processing. Part (a) illustrates 
the s t a t e  of memory r i g h t  a f t e r  comprehension of 
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Figure 6. Possible s t a r e s  of memory representlation during the  procearring of sentence (3). 

t he  d e f i n i t e  descr ipt ion.  A node Y has  been crea- 
ted t o  which there has  been atrached the " f i r s t  
president of USA" desoript ion.  A separa te  node, 
5, i n  memory encodes permanent information about 
George Washington. Par t  (a) of Figure 6 i l l u s -  
t r a t e s  a s i t u a t i o n  analagous t o  the  i d e n t i f i c a -  
t i o n  a f t e r  condition,, p r i o r  t o  t h e  i d e n t i f i c a -  -- 
t i o n  statement. There a r e  two d i s t i n c t  nodes, un- 
connected, t h a t  r e f e r  t o  t he  same individual .  In- 
t rospec t ive ly ,  it seems c l e a r  t h a t  a t  l e a s t  some- 
times I comprehend d e f i n i t e  descr ip t ions  before 
recognizing t h e i r  re fe ren ts .  For ins tance ,  f un- 
derstand t h e  descr ip t ion  -- The pres ident  of France 
i n  1970 l o ~ &  before  I decide t h a t  t h i s  is George -- 
Pompidou. The s t r u c t u r e  surrounding Y i n  Par t  ?a) 
not  only provides an embodiment of t h i s  pre-icfen- 
t i f i c a t i o n  comprehension, it serves, a s  an encod- 
i n g  of the  information t h a t  i s  t o  guide the search 
f o r  a re fe ren t .  The ACT theory would use t h i s  re- 
presentation t o  b u i l d  a pa t te rn  t h a t  ,could be , 
matched t o  memory t o  r e t r i e v e  kke r e f e ren t .  I n  t he  
case of a descr ip t ion  l i k e  - f i r s t  g r e s iden t  of the 
USA a d i r e c t  p a t t e r n  match should s u f f i c e  t o  r e  - 
t r i e v e  the  referent. I n  my case for t he  Presid'enr 
of France i n  1970 descr ip t ion ,  a more complex prob- 
4 

l e m  solving s t r a t e g y  had rn be evolked. 

Once t h e  descr ip t ion  of sentence (3) has 

been comprehended two th ings  can happen: The sub- 
j e c t  can proceed t o  recognize the  r e f e r e n t  of the 
d e f i n i t e  descr ip t ion  and he can go on to compre- 
hend the "was bad husband" predicate. De~ending 
on the  order  of t hese  two events w e  w i l l  wind up 
wi th  s l i g h t l y  d i f f e r e n t  represen ta t ions  i n  memory. 
Par r  (b) of Figure 5 i l l u s t r a t e s  t he  s t a t e  of mem- 
ory a f t e r  recogni t ion of t h e  desc r ip t ion  and be- 
f o r e  comprehensian of the predicate .  A s  i n  t h e  
a f t e r  condition (Par t  b o f  Figure 1) a 12nk i s  
introduced encoding the i d e n t i t y  of  X and Y. When 
the predicate  i s  comprehended a represen ta t ion  of 
i ts  meaning can be at tached d i r e c t l y  t o  X, giving 
t h e  representat ion i n  Par t  (c) of Figure 6. 

Pa r t  (d)  i l l u s t r a t e s  t he  s t a t e  of memory 
when the predica te  has been comprehended but t h e  
d e f i n i t e  desc r ip t ion  has not  been i den t i f i ed .  I n  
this case t h e  meaning representat ion of t h e  pred- 
i c a t e  has been a t tached  t o  node, 1. Part (e) of 
Figure 6 i l l u s t r a t e s  t he  s t a t e  of memory when the  
d e f i n f t e  descri.ptlop is subsequently~recognized. 
Again a l i n k  is intrbduced ind ica t ing  t h e  i d e n t i t y  
between and Y. The - bad husband pred ica te ,  which 
is ac t ive  i n  memory, i s  copied from Y t o  X. The 
d i f fe rence  between t hd  f i n a l  state of th,eere=og- 
nize-description-then-comprehend-predicate se- 
quence (Par t  c )  a d  t h e  comprehend-predicate-then- 



recognize-description sequepce (part e) is tha t  i n  
the l a t t e r  ease  the  pred ica te  is at tached t o  both 
nodes. This l a t t e r  s i t u a t i o n  is l i k e  t h e  s i t u a t i o n  
i n  t he  a f t e r  condition of t h e  previous memory ex- 
periments, 

What determines which occurs f i r s t  -- re- 
cogni t ion of descr ip t ion  o r  oomprehension of pred- 
i c a t e ?  In  the  ACT model both processes can go on 
independently. It would simply be a race  between 
two independent processes.  Factors such a s  how 
quickly the  predicate  i s  presented ( i f  spoken) o r  
how quickly the  subjec t  t u rns  t o  t he  pred ica te  ( i f  
p r in ted)  w i l l  determine t h e  speed of t he  comprehen- 
s i o n  success.  The speed of recognizing t h e  des- 
c r i p t i o n  w i l l  vary wi th  t he  d i f f i c u l t y  of f inding 
its re fe ren t .  It i s  c l e a r  t h a t  n e i t h e r  process 
wa i t s  on t h e  o ther  a s  witnessed by t h e  sentences:  

(11) The f i r s t  prime minis te r  of  Canada was a 
bad husbaad . 

(12) The f i r s t  p res ldent  of t he  United Skates 
pilacked g ibs .  

I n  (11) we comprehend the  pred ica te  although we 
never f i nd  a r e fe ren t  f o r  the subject .  I n  (12)  
we f i nd  a re fe ren t  f o r  the  subjec t  although we 
never Comprehend t h e  predicate .  

Evidence on t h e  Recognition of Referring Exprea- 
s i o n s  . - 

Right now the  content ious  reader  might be 
thinking "Yes, t h a t  is a poss ib le  model f o r  t h e  
processing of r e f e r r i n g  expressions. Yes, i t  i s  
t o n s i s t e n t  with t he  model f o r  your e a r l i e r  memory 
experiments. Yes, you presented evidence f o r  t h a t  
model. But, i s  the re  any independent experimental 
evidenoe for this model when appl i ed  to the real- 
t 5 m e  recogni t ion of d e f i n i t e  descr ipt ions?"  Be- 
cause of i ts  rapid real-time c h a r a c t e r i s t i c s  i t  is 
hard to provide p a r t i c u l a r l y  d i r e c t  evidence f o r  
this process. But-there are some cons is ten t  ex- 
perimental  result,^ : 

A re levant  f e a t u r e  t o  n N e  about Figure 
6c is t h a t  i t  preserves no record t h a t  t h e  bad 
husband pred ica te  was as se r t ed  v ia  the f i r e r  prea- 
iden t  of USA descr ip t ion .  I n  cont ras t  Figure 6e --- 
does preserve tttis information. Both representa- 
t i o n s  a r e  poss ib le  depending on the  exact  timing 
of descr ip t ion  recogni t ion versus pred ica te  .com- 
prehension. To t h e  extent  t h a t  t he re  is a mix- 
t u r e  of these  represen ta t ions  we pred ic t  both a 
tendency t o  make confusions about what r e f e r r i n g  
expression was used (repregentat ion 6 4  and t h a t  
sub jec t s  w i l l  have Some r e s idua l  a b i l i t y  t o  make 
t h i s  discr iminat ion ( represen ta t ion  6e). An ex- 
periment reported by Anderson and Bower (1973) 
supports t h i s  dual predict ion.  They had sub jec t s  
study sentences l i k e :  

(11) The f i r s t  p res ident  of t he  United S t a t e s  
was a bad husband. 

(12) Abraham Lincoln was a good husband. 
Af te r  studying such sentences sub jec t s  were asked 
t o  chose among a l t e r n a t i v e s  such a s  the following: 

(13) The f i r s t  president  of t h e  United S t a t e s  
was a bad husband. 

(14) George Washington was a bad husband. 
(15) The f i rs t  president  of t h e  United S t a t e s  

was a good husband. 
(16) George Washington was a good husband. 

These a l t e r n a t i v e s  were presented t o  t h e  eubject  
5l 

randomly ordered but 1 present  them here systemat- 
i c a l l y .  Subjects  were i n s t r u c t e d  t o  i n d i c a t e  the  
exact  sentence tha t  they had s tud ied  i n  which case 
(13) would be the  correct choice. To t h e  extent 
t h a t  s u b j e c t s  f a l s e  alarm more t o  (14) over (15) 
o r  ,(16), t h i s  i s  evidence f o r  a r ep re sen ta t ion  l i k e  
Figure  6c whbre no information is re t a ined  about 
t h e  r e f e r r i n g  expression used. To the  e x t e n t  t h a t  
s u b j e c t s  p r e f e r  (13) Qver (14) t h i s  i s  evidence 
f o r  a represen ta t ion  like Figure 6e. Thus, our 
p red ic t ions  i n  terms of preference i s  (13) > (14) ) 
(15) = (16). The evidence c l e a r l y  confirms t h i s  
p red ic t ion  with  sub jec t s  saying t h a t  they had seen 
sentences  l i k e  (13) 65.2% of t h e  t i m e ,  l i k e  (14) 
21.4% qf t he  t i m e ,  l ike  (15)  7.2% of t h e  t i m e ,  and 
l i k e  (16) 683% of t h e  time.. An earlier memory 
model, HAM (Anderson 6 Bower, 1973) predicted t o t a l  
confusion i n  t h i s  s i t u a t i o n  r a t h e r  than an i n t e r -  
mediate l e v e l  of confusion. I n  t h e  recbgni t ion 
model f o r  HAbt t he re  was no separa te  memory s t ruc-  
t u r e  t o  encode the  r e f e r r i n g  expression.  Rather 
t h e  r e f e ren t  node was d i r e c t l y  r e t r i eved  from mem- 
ory without t h e  in te rmedia te  s t e p  of ca l cu l a t ing  
a represen ta t ion  of the  r e f e r r i n g  expression I n  
memory. 

Recently Ortony and Anderson (1977) reporc 
a s tudy  which r e p l i c a t e d  and extended t h i s  reb,ult, 
They noted t h a t  some pred ica tes  seemed more appro- 
p r i a t e  to a proper name and o the r  p red ica t e s  seemed 
more appropr ia te  t o  a d e f i n i t e  descr ip t ion .  Con- 
s i d e r  t h e i r  examples: 

(17) The f i r s t  man on the moon became a nation- 
a l  hero. 

(18) Neil Armstrong has  s eve ra l  children. 
(19) The f i r s t  man on the  moon has s eve ra l  

children.  
(20) Nei l  Armstrong became a na t iona l  hero. 

Ortony and Anderson point  our t h a t  t he  uses i n  
(17) and (18) a r e  somewhat more n a t u r a l  than @he 
uses i n  (191 and (20) . Correspondingly, they 
found subjec ts  made fewer e r r o r s  i .n  remembering 
what t h e  r e f e r r i n g  expression had been f o r  senten- 
ce s  l i k e  (17) and (18) than f o r  sentences l i k e  
(19) and (20) . The e r r o r  rates were 19.6% Versus 
30.7%. Note, however, t h a t  i n  both cases  s u b j e c t s  
i d e n t i f i e d  the  o r i g i n a l  referring expression b e t t e r  
than chance (50%). 

The Ortony and Anderson r e s u l t  wou-ld be  
expected under t h e  cu r r en t  theory. To t h e  ex ten t  
t h a t - t h e  pred ica te  f i t s  t h e  r e f e r r i n g  expression 
sub jec t s  might . a t t ach  it t o  t he  new node Ce.g., 
node Y i n  Figure 5) which has the  r e f e r r i n g  ex- 
pression atcached t o  i t .  A s  Ortony and Anderson 
noted, t he  HAM theory had no way t o  expla in  t h i s  
a f f i n i t y  between c e r t a i n  r e f e r r i n g  expressions and 
c e r t a i n  pred ica tes .  To explain  t h e  Ortony and An: 
derson r e s u l t s  i n  t h e  HAM framework we had t o  
a t t r i b u t e  them r o  a response b ias .  

I n  the cu r ren t  ACT theory we can explain  
t h i ~  r e s u l t  i n  terms of t h e  frequency with which 
s u b j e c t s  chose Pa r t  (c) versus  Par t  (e) of Figure 
6. The claim is t h a t  sub jec ts  use represen ta t ions  
l i k e  Pa r t  (e) more f requent ly  when t h e  r e f e r r i n g  
expression i s  appropria te .  This is because i t  is  
e a s i e r  t o  e l abo ra t e  on t h e  connection between t h e  
r e f e r r i n g  expression and t h e  predicate .  



Opaque and .Transparent Refexences 

This a n a l y s i s  ,of refemnce has a n a t u r a l  ex- 
tension t o  analyzing t h e  d i f f e r s n c e  between opaque 
and t ransparen t  reference.  For m t a n c e ,  c o n t r a s t :  

(21) I am looking f o r  t h e  bes t  lawyer i n  
town. 

(22) 1 a m  looking f o r  my l i t t l e  o l d  mother. 
While both (21) and (22) might be conszdered am- 
biguous, t h e  more apparent i n t e r p r e t a t i o n  of (21) 
i d  t h a t  I am looking f o r  someone who f i t s  t he  des- 
c r i p t i o n  "the b e s t  lawyer i n  town" and t h a t  I do 
no t  have a p a r t i c u l a r  person i n  plind. In c o n t r a s t ,  
t h e  more apparent  i n t e r p r e t a t i o n  of (22) is t h a t  I 
do have a p a r t i c u l a r  person i n  mind, The former i s  
an in s t ance  of opaque re fe rence  and t h e  l a t t e r  is 
an fns tanee  of t ransparen t  reference.  Our discus- 
s i o n  has so  fo r  focused on t ransparen t  reference.  
To c o r r e c t l y  remember an instance of opaque r e f e r -  
ence i t  is c r i t i c a l  t h a t  it n o t  be t r e a t e d  i n  t h e  
same manner a s  t ransparent  reference.  That is ,  
even i f  t h e  l i s t e n e r  knows t h e  re fe rence  of "the 
b e s t  lawyer i n  town", he  should no t  use t h e  node 
f o r  t h i s  re fe rence  i n  represen t ing  t h e  meaning of 
(21). Rather he should c r e a t e  a new node, a t t a c h  
t h e  desc r ip t ion  t o  i t ,  and put t h i s  node i n  t h e  
r ep re sen ta t ion  of (21). Figures  7a and 7b i l l u s -  
t r a t e  t h e  d i f f e r e n t  represen ta t ions  appropr ia te  
f o r  (21) and (22). In Par t  (a) t h e r e  are two d i s -  
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X Y 
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BEST CAWYER 
I N  TOWN I N  TOWN 

( by 
OTHER PRIOR 

FACTS 
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JOHN ' S LITTLE 
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Figure 7:. Memory represen ta t ion  do r  any ivsfance 
of opaque re fe rence  (a) and t ransparen t  
re fe rence  (b) . 

t i n c t  nodes preserved t o  represen t  t h e  bes t  lawyer 
i n  town. One node (3 has t h e  p r i o r  f a c t s  known 
about t h e  person while t h e  second node- (x) s t o r e s  
information about t h e  opaque r e f e rence  i n  sentence 
(21) .  There i a  no s u c h - d i s t i n c t i o n  i n  Par t  (b) of 
Figure 7 f o r  t h e  t ransparen t  ca se  i n  (22) .  A l l  
information is a t tached  t o  t h e  a r i g i n a l  node 2. 
So, the  d i f f e r ence  between t r anspa ren t  and opaque 
reference is  whether tbe new information is  copied 
t o  &n e x i s t i n g  node. 

Conclusions 

d i s t i n c t i o n  between sense and reference.  The f i r s t  
ha l f  of this paper repor ted  experiments where we 
b a s i c a l l y  r ec rea t ed  Frege 's  example and discovered 
t h a t  s u b j e c t s  d e a l t  with t h a t  dilemna by the  pro- 
ce s s  of cbpying from one r e f e r r i n g  node t o  another.  
The argument i n  the second ha l f  of  t he  paper was 
t h a t  Frege' s examples a r e  not  i s o l a t e d  t o  d4scov- 
eries of sc ience  o r  t o  b i z a r r e  psychological  ex- 
periments. Rather,  every tlme we recognize a 
t ransparen t  r e f e r r i n g  expression w e  go through a 
discovery l ike  t h a t  of the i d e n t i t y  between the 
mbrning s t a r  and evening s t a r .  We c r e a t e  a node 
t o  represen t  t h e  r e f e r e n t  of t h e  r e f e r r i n g  expres- 
s i o n  and only  then discover, with  varying d i f f i -  
c u l t y ,  t h a t  t h i s  node has  t h e  same reference  as 
an e s t ab l i shed  node I n  memory. 
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When we make a d e f i n i t e  reference t o  a th ing ,  
w e  normally make s u t e  t h a t  our  audience t 'shares" 
w i t h  u s  c e r t a i n  kilbwledge about t h a t  th ing .  To 
r e f e r  t o  a woman a s  she, t h e  woman, o r  Nancy, we 
usua l ly  have good evidence t h a t  our audience knows 
about h e r  too.  But e x a c t l y  what "shared" knowledge 
Is  requi red?  This ques t ion  is c r i t i c a l  i f  we a r e  
ever  t o  discover  haw people make o r  i n t e r p r e t  def- 
i n i t e  reference--how they- represen t  knowledge i n  
memory and consul t  i t  i n  u t t e r i n g  and i n t e r p r e t i n g  
exp res s ions l ike  &, t h e  woman, o r  Nancy. _ The ques- 
t i o n  is c r i t i c a l  i f  we a r e  ever  t o  c k a r a c t e r f z e  
t h e  mental  a rch ive  people have fo r  s t o r i n g  t h e  
f a c t s  they need t o  know f o r  d g f i n i t e  re fe rence .  
We w i l l  argue t h a t  t h i s  a r ~ h i v e  has  t o  be another  
d e t a i l e d  d i a ry ,  o r  r e f m e n c e  d i a ry ,  supplemented 
by atlases, h i s t o r i e s ,  and c e r t a i n  o t h e r  re fe rence  
t e x t s .  To make t h i s  argument, and t o  see what goes 
i n t o  t h e  archive,  w e  w i l l  examine the  p r i o r  ques- 
t i o n ,  What "shared" knowledge is requi red  f o r  def- 
i n i t e  re fe rence?  4s i t  happens, t h i s  ques t ion  
l e a d s  d i r e c t l y  t o  a puzz le  w e  w i l l  c a l l  t h e  mutual 
knowledge paradox. It is i n  t h e  s o l u t i o n  of t h i s  
puzzle  t h a t  w e  ge$ ou r  b e s t  c l u e s  a s  t o  what the  
r e f e rence  d i a r y  must be l i k e .  

The Mutual Knowledge Paradox 

Imagine t h a t  t h e r e  is a Marx b ro the r s  r e t r o -  
s p e c t i v e  on a t  t h e  l oca l '  t h e a t e r  f o r  which t h e r e  
a r e  two o r  t h r e e  movies a n igh t  f o r  s e v e r a l  even- 
ings .  Against t h i s  background consider  t h e  fo l -  
lowing scena r io  : 

Version 1. On Wednesday n igh t  Ann and Bob 
go t o  see Monkey Business. The next  morn- 
i ng  Anh meets Bob and a sks ,  "What d i d  you 
th ink  of t h e  movie?" 

What w e  are i n t e r e s t e d  i n  is Ann's d e f i n i t e  ref- 
e rence  , the movie, which she  i n ~ n d s  t o  r e f e r  t o  
MonkGy Business. What f a c t s  does Ann have t o  
a s s u r e  he r se l f  of before  she  can f e l i c i t o u s l y  
make t h i s  re fe rence?  Our i n t e r e s t  nere is in 'only 
those  f a c t s  that; are involved in-"shared" knowl- 
edge. As a first condi t ion ,  f o r  example, Ann must 
h e r s e l f  have a c e r t a i n  awareness of  onk key Busi- 
ness.  For now we w i l l  express  t h a t  awareness as - 
"knowing abdut R" (where R s t ands  f o r  t h e  r e f e r e n t  
Monkey Business).  Thus one f a c t  Ann must a s s u r e  
h e r s e l f  of i s  t h i s :  

(1) Ann knows about  R. 

But is t h i s  enough? Of course  not ,  f o r  (I) 
provides  no assurance t h a t  Bob knows about Monkey 
Business.  The way it  f a i l s  can be  made c l e a r  i n  
a v a r i a t i o n  on the  o r i g i n a l  s cena r io  t h a t  goes l i k e  
this : 

Version 2: On Wednesday n ight  Ann and Bob go 
P 

t o  see Monkey Busiqess,  but  n e i t h e r  knows 
t h a t  t he  o t h e r  went too. The next  morning 
Ann mee'ts Bob and asks ,  "What d id  you th ink  
of t h e  movie?" 

Although ve r s ion  2 s a t i s f i e s  condi t ion  (I), Ann 
has  c l e a r l y  made her  d e f i n i t e  r e f e rence  without  the  
r i g h t  assurances .  I f  (1) were a l l  t h a t  had t o  be 
satisfied, ve r s ion  2 would lead t o  a f e l i c i t o u s  
d e f i n i t e  reference.  Since i t  docs no t ,  w e  must 
add another  condi t ion ,  and the  ,obvious one i s  t h a t  
Ann must a l s o  a s su re  h e r s e l f  t h a t  Bob knows about: 
t h e  movie, condi t ion  (2 ) :  

(2)  Ann knows t h a t  Bob knows about R. 

(If i t  seems too s t r o n g  t o  r equ i r e  knowledge in-  
s t e a d  of b e l i e f ,  each - know can be replaced by 
be l i eve ;  without l e g i s l a t i n g  on the  argument, we 
w i l l  s t i c k  with  - know). 

A t  f i r s t ,  cond i t i ons  (1). and (2) t oge the r  seem 
enough, bu t  i t  is easy t o  show t h a t  they a r e  no t .  
Consider t h i s  ve r s ion  of t h e  o r i g i n a l  scenar io :  

Vers iop  3: On Wednesday n igh t  Ann goes t o  see 
Modliey Business,  and t h e r e  she  sees Bob. 
But he doesn ' t  see her ,  and s h e  r e a l i z e s  
t h i s .  Furthermore, she r e a l i z e s  t h a t  Bob, 
un l ike  h e r s e l f ,  might have seen A Day a t  t he  
Races and A Nigh t  a t .  t he  Opera, which are  
a l s o  showing t h a t  nigh&. The next  morhing 
Ann m e e t s  Bob and asks, "What d i d  you t h ink  
of t h e  movie?" 

$lthough Ann has  s a t i s f i e d  condi t ions  11) and (2)-- 
s h e  knows about Monkey Business and s h e  knows t h a t  
Bob knows aboue Monkey Business--she has no t  y e t  
a s su red  h e r s e l f  of enough. She cannot be  sure Bob 
won' t t ake  t h e  movie as r e f e r r i n g  t o  A Day at  t h e  
Races or A Night-at. the Opera o r  even some o t h e r  
movie. Why? Because he couldn ' t  be s u r e ,  uniquely,  
which movie she  had i n  mind t h a t  he knew about.  
Bob must know not  o n l y l b o u t  Monkey Business,  bu t  
a l s o  t h a t  Ann knows about Monkey Business,  A t  
l e a s t ,  t h i s  is something Ann must t r y  t o  a s s u r e  
h e r s e l f  of .  This l e a d s  d i r e c t l y - t o  t h e  next-  



( Ann knows t h a l  Bob knows t h a t  Ann knows 
about R. 

Vi th  cond i t ion  (3) we must eurely  have s t r o n g  
enough cond i t ions  f o r  t h e  success  of Ann's d e f i n i t e  
reference .  But t h a t  i s n ' t  so ,  a s  we can show i n  
s t i l l  another v a r i a t i o n  a n  t h e  o r i g i n a l  scenar io :  

Version 4: On Wednesday n igh t  Ann goes t o  s e e  
Monkey Business,  and t h e r e  s h e  sees Bob. A s  
she walks down t h e  aisle!, s h e  n o t i c e s  t h a t  
he  s e e s  h e r ,  but a s  she  is  about  t o  wave he 
t u r n s  and mmes t o  another p a r t  of t h e  
t h e a t e r .  So she does not b e l i e v e  t h a t  he 
r e a l i z e s  t h a t  she  has seen him. The next t  
morning Ann meets Bob and asks, "What d i d  
you t h i n k  of t h e  movie?" 

This ve r s ion  s a t i s f i e s  cond i t ions  ( I ) ,  (2 ) ,  and (3). 
Ann knows about Monkey Business; she  knows t h a t  
Bob knows about it; and she  knows t h a t  he knows 
t h a t  she knows about: it. B L * ~  Ann doesn ' t  b e l i e v e  
t h a t  he knows t h a t  she  knows t h a t  he  knows about 
i t .  Th is  p i e c e  of negat ive  knowledge should be 
enough t o  keep Ann from us ing  her  d e f i n i t e  r e f -  
erence.  What i f  Bob had gone t o  A Day a t  t h e  
Races and A Night , a t  t h e  Opera too? ,  she  should - 
ask h e r s e l f .  He might t h i n k  t h a t  whi le  he i s  s u r e  
she didn'  t s e e  him at Monkey Business, she  might 
have seen him a t  one of  t h e  o t h e r  two, I f  s o ,  she  
might be r e f e r r i n g  t o  one of t h e  o t h e r  two. H e  
couldn ' t  be su re .  According t o  Ann's reasoning,  
the re fo re ,  she must a s s u r e  h e r s e l f  of somefhing 
more--that Bob realizes t h a t  Ann r e a l i z e s  t h a t  he 
had been t o  see Monkey Business. That is, she  must 
s a t i s f y  the  fo l lowing cond i t ion  too:  

(4) Ann knows tha t  Bob knows t h a t  Ann knows 
t h a t  Bob knows about R. 

With cond i t ion  (4) i t  looks as i f  we have gone 
a r  enough ( s e e  Kempson, 1975, p. 165; Stalnaker,  
,977, p ,  137), but  can w e  be su re?  Only i f  w e  can- 

not  dream up another  v a r i a t i o n  t h a t  s a t i s f i e s  con- 
d i t i o n s  (1) through (4)  but  s t i l l  doesn ' t  work. 
Indeed, wi th  a l i t t l e  d i f f i c u l t y  , w e  can: 

Version 5: On Wednesday n igh t  Ann gdes t o  s e e  
Monkey Business and t h e r e  s h e  sees Bob and 
Charles. Because she  sits down a few rows 
i n  f r o n t  of' them, she  b e l i e v e s  t h a t  they 
see  her  t h e r e ,  bu t  because she  doesn ' t  
tu rn  around while they a r e  t h e r e ,  she  be- 
l i e v e s  t h a t  they don ' t  r e a l i z e  t h a t  she  has  
r e a l i z e d  t h a t  they have seen  h e r  t h e r e .  On 
the  way home, however, she  meets Charles,  
who t e l l s  h e r  t h a t  Bob d i d  r e a l i z e  t h a t  she  
had seen them t h e r e ,  bu t  because she  hadn ' t  
waved a t  them, Bob was c e r t a i n  t h a t  s h e  
d i d n ' t  r e a l i z e  t h a t  they had seen her  
n o t i c e  t h a t  they were t h e r e  too. The next 
morning Ann meets Bob and a s k s  him, "what 
d id  you t h i n k  of  t h e  movie?" 

Complicated as t h i s  v e r s i o n  is, we r e a l i z e  t h a t  
Ann i n  good conscience  shou ldn ' t  have made t h i s  
d e f i n i t e  r e fe rence .  Althbugh cond i t ions  (1) 
through (4) a r e  a l l  s a t i s f i e d ,  Ann should have con- 
s i d e r e d  t h i s  p o s s i b l e  reasoning on Bob's p a r t .  
What if Bob had seen A Day a t  -the Races and - A 

N i g h t , a t  the  Opera too. He might t h i n k  t h a t  she 
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had seen  him a t ,  say, A Day a t  t h e  Races and t h a t  
she thought he had seen h e r  t h e r e  too .  even though 
he hadn't,. H e  would then have reason t o  t h i n k  she  
was-referr ing t o  A Day a t  t h e  Race%, s i n c e  t o  have 
r e f e r r e d  t o  Monkey Business she would have been 
s u r e  t h a t  he knew t h a t  she  knew t h a t  he knew tha t  
she  was t h e r e  (Bob's equivalent  t o  cond i t ion  ( 4 ) ) .  
So d e s p i t e  a l l  of t h e  cond i t ions  s h e  has  a l ready  
assured h e r s e l f  o f ,  sh; must add one more: 

(5) Ann knows t h a t  Bob knows t h a t  Ann knows 
t h a t  Bob knows t h a t  Ann knows about R.  

Is c o n d i t i o n  (5) enough? Hardly. What these  
v e r s i o n s  show i s  t h a t  t h e r e  is  a' way i n  p r i n c i p l e  
of demonstrat ing t h a t  t h e  l a s t  p i e c e  bf i t e r a t e d  
knowledge is  'Tnsufficient .  The  method is t h i s .  
Corresponding t o  Ann's cond i t ion  (1) is an analo- 
gous cond i t ion  t h a t  Bob must a s s u r e  himself o bff he is t o  uniquely i d e n t i f y  t h e  r e f e r e n t  f o r  Ann s 
d e f i n i t e  r e f e r e n c e ,  and i t  is t h i s :  

(1' ) Bob knows about R. 

For Ann t o  be  s u r e  t h a t  her ~ e f e r e n c e  goes through, 
she  must put h e r s e l f  i n  Bob'k shoes ,  reason as Bob 
would, and make s u r e  t h a t  he would i d e n t i f y  t h e  
intended r e f e r e n t  uniquely. What we d i d  i n  con- 
s t r u c t i n g  v e r s i o n  2 was c r e a t e  a s c e n a r i o  i n  which 
(1) and (1') h e l d ,  but  Ann cou ldn ' t  know t h a t  (1') 
held. This  l e d  u s  t o  add cond i t ion  (2) , Ann knows 
t h a t  Bob knows about R ,  the equ iva len t  of - Ann 
knows. t h a t  (1'1. But j u s t  a s  Ann needs t o  a s s u r e  
h e r s e l f  of (2 ) ,  Bob needs t o  a s s u r e  himself of 

(2') Bob knows t h a t  Ann knows about R. 

But theh ( 2 ' )  i s  something e l s e  Ann needs to  know, 
a s  w e  showed i n  c r e a t i n g  ve rs ion  3 o f - o u r  scenar io ,  
and t h i s  l ed  t o  cond i t ion  (3) .  Corresponding t o .  
( 3 ) ,  however, i s  Bob's ( 3 ' ) ,  which we used i n  crea t -  
ing yergion 4. I n  p r i n c i p l e ,  we could use t h i s  
procedure  io c o n s t r u c t  countermanding v e r s i o n s  ad 
in f in i tum.  

The s u c c e s s i v e  ve r s ions  apd t h e  cond i t ions  they 
g ive  rise t o  e v e n t u a l l y  become absurdly  complicated, 
b u t  they do b r i n g  out  a genera l  p o i n t .  I n  p r inc i -  
ple, one must s a t i s f y  onesel f  of a n  i n f i n i t e  num- 
be r  of cond i t ions  e i t h e r  t o  make o r  t o  i r i t e rp re t  
a d e f i n i t e  r e fe rence .  Hence t h e  mutual knowledge 
paradox. I f  each cond i t ion  t a k e s  a f i n i t e  amount 
of time t o  check,  no mat te r  how small, and i f  t h e s e  
checks cannot a l l  be made i n  para l le l ' ,  then making 
o r  i n t e r p r e t i n g  a d e f i n i t e  r e f e r e n c e  l i k e  the 
movie should t a k e  an i n f i n i t e  amount of time. 

Mutual Knowledge 

I n  common par lance ,  "shared knowledge" has sev- 
eral d e f i n i t i o n s .  Ask your aunt  what i t  means f o r  
t h e  two of you t a  s h a r e  knowledge t h a t  t h e  mayor 
is an embezzler,  and s h e  would probably say,  "It 
means t h a t  you know he As an embezzler,  and t h a t  I 
do too." I£ we express  t h e  proposi . t ion t h a t  the  
mayor *s an ercbezzler as p ,  then t h e  f i r s t  d e f i n i -  
t i o n  of shared knowledge comes o u t  i i k e  t h i s :  



A and B @harel knowledge that p heuristics. 

(1) 4 lcnows that. p. 
Truncation Heuristics 

(1') 3 knows that p. 

However, she might give you a more complicated 
answer: "It means that both of us know that he is 
an embezzler, and furthermore, I know that you know 
he is, and you know that I k n o ~  he $s." This leads 
us to a second definition of shared knowledge: 

A and B sharep knowledge that p Edef. 

(1) A knows that p. 

(1') B knows that p. 

(2) A. knows that B knows that p. 

(2 t )  B k h w e  &hat A knows that p. 

Indeed, we can define a series of types of "shared" 
knowledge merely by extending the list of state- 
ments. None of these finite definitions, of 
course, descr- the "shared" knowledge required 
of Ann and Bob in her reference to Monkey Business. 
For that we need something prore. 

What is required, apparently, is the techni~al 
notion of mutual knowledge. It has been defined 
and exploited by Lewis (1969) and Schiffer (1972) 
for dealing with close cousins of the problem we 
have raised here. Mutual knowledge is Schifferl-s 
term, while Lewis' term for the same thing is com- 
mon knowledge. We have opted for Schiffer's term 
since it seems more transparent and less open t o  
miainterpretatiqn. In any case, mutual knowledge 
is defined as follows : 

A and B mutually know that p 
=def. 

(1) A knows that p. 

(1') B knows that p. 

(2) A knows that: S knows that p. 

( 2 ' )  B knows that A knowp that p. 

(3) A knows that B knows that A knows that p .  

(3') B knows that-A knows that B knows that p. 

et cetera ad infin-m. 

Heuristics for Assessing Mutual Knowlecige 

So far two conclusions seem firm. First, defi- 
nite reference requires a certain amount of mirtual 
knowledge. Other sim~ler notions of f'shared" 
knowledge will not do. Second, it is unthinkable 
that speakers and listeners assess mutual knowledge 
by working serially, statement by statement, 
through the infinity of statements that make up 
mutual knowledge. But they surely assess it some- 
how, as the first conclasFon seems to require. The 
inevitable conclusion is that they use some gort of 
heuristics. We will consider two families of such 
heurzstics--truncation heuristics and co-presence 

The stickler in assessing mutual knowkdg~ 
statements is that thete is an fnf inity of such 
statements, and that is too many to check. What if 
people checked only a few of them--like the first 
four? The task could thenbe carried out in a fin- 
ite, even short, amount of time. There would be 
errors, of course, but they would probably be 
neither very serious nor very frequent. If Ann 
has verified the statement (4) , Ann knows that Bob 
knows that Ann knows that Bob knows that.p, it is 
extremely likely, on aktuarial gtouiids, that the 
higher order statements would check out too. And 
when she does make an error, Bob will often look 
puzzled or ask for clarTfication, which will allow 
her to repair-her reference. Indeed, repairs are 
quite frequent in spontaneous speech as if speakers 
might be doing just that. So people could assess 
only a truncated @art of mutual knowledge. Heuris- 
tics of this kind will be called truncation heuris- 
tics. - 

Are these heuristics plausible as the way 
people normally assess mutual knowledge? We 
believe not. Our doubts lie in two areas. First, 
it is not easy to deal with statements as compli- 
cated as (4). rt is implausible that people check 
these statements per se. Second, the evidence 
needed to verify such statements anyway suggests a 
radically different family of heuristics. 

In vershn 4 of our movie scenario, Ann didn't 
believe that Bob knew that she knew that he knew 
about Monkey Business, a vgolation of knowledge 
statement (4). Version 4 is co~plicated. Not only 
did we haye a-hard time creating it, but people 
have a hard Zime grasping it, for it is difficult 
to keep track of who knows what. Statements like 
(4) are difficult not because of their syntactic 
form, but because they describe reciprocal rela- 
t ions be tween two people. whereas ~ohn:~ean knew 
that Nixon knew that Haldeman knew that Magruder 
knew that McCord had burgled OfBrien's office is 
fairly comprehensible, John Dean knew that .Nixon 
knew that John Dean knew that Nixon knew that 
McCord had burgled O'Brien's office is not. 
Although when we need to we can figure out fourth 
order reciprecal relations--not just the statements 
themselves, it seems highly implausible that we do 
so robrinely . 

But what counts as evidence for the truth of 
statements like (I), (Z ) ,  ( 3 ) ,  and (-415 Take 
statement (3) ,  Ann knows that Bob knows' that Ann 
knows about R. Obviously, Ann wonf t have this 
statement per .se already stored in memory. She 
doesn't go thujiucigh life creating statements like 
this for every object she or anyone elge might want 
to refer to. Rather. what she needs to verify (3) 
is a piece of evidence from which she can deduc- 
tively or inductively infer it. Imagine that she 
and Bob had gone to Monkey Business together. It 
is hard to think of better evidence than this that 
she could appeal to for the truth of (3). Of 
course, the inductive rules by which she infers (3) 
from this evidence -need to be spelled out, but 
that doean't sound impossible. 



The f a c t  that Ann and Bob eaw t h e  movie toge the r ,  
however, i s  more u s e f u l  evidence even than t h a t .  
It is a l s o  about t h e  b e s t  evidence w e  could imagine 
f o r  t h e  t r u t h  of  ( I ) ,  and of @), and of ( 4 ) ,  and 
ao on ad infini turn.  It is a p i e c e  of evidence 
t h a t  a l lows Ann, i n  one quick jump, to be s u r e  of 
t h e  t ru th  of t h e  s ta tements .  Why, then,  would. 
she want t o  check t h e  s ta tements  one by one--even 
a t runca ted  l ist  of them? She would be b e t t e r  o f f  
looking f o r  t h a t  s i n g l e  p iece  of evidence  t h a t  
could i n  p r i n c i p l e  confirm them a l l .  Indeed, t h a t  
is  t h e  foundat ion assumption of t h e  nex t  family oE 
h e u r i s t i c s  We w i l l  t ake  Up, t h e  co-presence heur is -  
tics. 

Consider t h e  fo l lowing s t r a t e g y .  When people 
make o r  i n t e r p r e t  a d e f i n i t e  r e f e r e n c e ,  they t r y  
t o  a s s u r e  themselves of mutual knowledge of t h e  
r e f e r e n t  by searching f o r  evidence of what w e  w i l l  
c a l l  t r i p l e  co-presence. This 4s evidence of a 
p a r t i c u l a r  event  i n  which the - speaker ,  l i s t e n e r ,  
and r e f e r e n t  are "co-present," i .e . ,  are "present" 
sirnultaneoualy , as when Ann, Bob, and Monkey Busi- 
ness  a r e  openly "present" toge the r  on Wednesday --- 
nigh t .  S t r a t e g i e s  l i k e  t h i s  w i l l  be c a l l e d  co- 
presence  h e u r i s t i c s .  To see how they a r e  reason- 
a b l e ,  we wilt look a t  f i r s t  p r i n c i p l e s .  

When Lewls and S c h i f f e r  h i t  on t h e  no t ion  of 
mutual knowledge, both recognized t h e  need f o r  a 
f i n i t e  means of handling t h e  i n f i n i t y  of s t a t e -  
ments. Thei r  s b l u t i o n s  were e s s e n t i a l l y  t h e  same. 
I f  A and B make c e r t a i n  assumptions about each 
o t h e r ' s  r a t i o n a l i t y ,  they can u s e  c e r t a i n  k inds  of 
evidence, o r  s t a t e s  of a f f a i r s ,  t o  i n f e r  t h a t  each 
one of t h e  i n f i n i t e  number of s t a tements  i n  mutual 
knowledge i s  t r u e .  But how? We g e t  some h i n t s  
from a concre te  i l l u s t r a t i o n  of mutual knowledge 
devised by S c h i f f e r .  

The scene: Ann and Bob are s i t t i n g  a c r o s s  a 
t a b l e  from each o t h e r ,  and t h e r e  is a s i n g l e  
candle  between them. Both are looking a t  t h e  
candle,  and bo th  see t h e  o t h e r  looking a t  i t  too.  
The p ropos i t ion  is  t h a t  t h e r e  i s  a candle on t h e  
t a b l e .  Consider t h e  scene from Ann's po in t  of 
view. Clea r ly ,  she  has d i r e c t  evidence f o r  t h e  
t r u t h  of (1): 

(1) Ann knows t h a t  p. 

But she a l s o  sees t h a t  Bob has  h i s  eyes open and 
is looking simultaneously a t  h e r  and t h e  candle .  
That  is, she  has  evidence t h a t  she and Bob are 
looking a t  each o t h e r  and the-candle  simultaneously.  
we w i l l  c a l l  t h i s  t h e  s imul tane i ty  assumption. 
Indeed, she  assumes t h a t  he is n o t  only looking a t  
he r  and t h e  candle ,  but  a l s o  a t t e n d i n g  t o  them. 
W e  w i l l  call this the a t t e n t i o n  assumption. 
F i n a l l y ,  she  assumes t h a t  Bob is normal and i n  her  
shoes he would be drawing t h e  same c o n c ~ u s i o n s  
she  is. We w i l l  c a l l  t h i s  t h e  r a t i o n a l i t y  assump- 
t ion .  But i f  Bob is a t t e n d i n g  t o  t h e  candle  and 
i s  r a t i o n a l ,  h e  has  evidence f o r  (1'): 

(I' ) Bob knows t h a t  p. 

This ,  however, i s  Arm's conclusion,  and s o  she  has 
evidence f o r  (2 ) :  

(2) Ann knows t h a t  Bob knows t h a t  p. 

But i f  Bob is r a t i o n a l ,  he w i l l  be drawing t h e  
i n f e r e n c e  t h a t  corresponds t o  hers--his equ iva len t  
of (2)--namely (2') : 

(2 ' )  Bob knows t h a t  Ann knows t h a t  p. 

Once aga in ,  t h i s  is Ann's conclusion,  and s o  she  
has  evidence fox (3) : 

(3) Ann knows t h a t  Bob knows t h a t  Ann knows 
t h a t  P, 

I n  l i k e  fash ion ,  Ann would be j u s t i f i e d  i n  i t e r a - r -  
i n g  t h i s  process through t h e  remaining knowledge 
s t a tements  (4) through inCin i ty ,  and Bob would be 
j u s t i f i e d  i n  doing the  same f o r  h i s  

So Ann h a s  reason t o  b e l i e v e  t h a t  she  and Bob 
mutually know t h a t  t h e r e  i s  a cand le  on t h e  t a b l e .  
F i t s t ,  t h e r e  is t h e  "d i rec t "  evidence.  She 
d i r e c t l y  p e r c e i v e s  t h a t  t h e r e  is a candle  oh t h e  
t a b l e  and t h a t  Bob is simultaneously looking a t  
both  he r  and the candle.  Second, t h e r e  a r e  her  
assumptions about t h e  s i t u a t i o n .  She assumes t h a t  
Bob is consciously  a t t e n d i n g  t o  h e r  and t h e  candle,  
t h a t  he is doing s o  at t h e  same time she is, and 
t h a t  h e  i s  r a t i o n a l .  The upshot i s  t h a t  ghe has  
no reason t o  b e l i e v e  t h a t  she c o u l d n ' t  confirm t h e  
knowledge s t a tements  a s  f a r  down the  l i s t  a s  she  
wanted t o  go. She is t h e r e f o r e  j u s t i f i e d  i n  claim- 
i n g  mutual knowledge. Indeed, s i n c e  nothing she 
doesn ' t  k o w  h e r s e l f  can be mutual knowledge, and 
s i n c e  she can assume Bob is  c h r o n i c a l l y  r a t i o n a l ,  
a l l  she  needs t o  do normally is s e a r c h  f o r  evidence 
df h e r  and Bob s imul taneously  a t t e n d i n g  t o  each 
o t h e r  and t h e  cand le  on t h e  t a b l e .  With t h i s  we 
have t h e  essence  of t h e  co-presence h e u r i s t i c s :  
To a s s e s s  mutual  knowledge, people sea rch  f o r  evi -  
dence of t r i p l e  co-presence--an event  i n  which A - 
and B a r e  s imul taneously  a t t e n d i n g  t o  each o t h e r  
n o t i n g  t h e  same evidence  f o r  p. I n  equat ion form: 

Co-presence + Assumptions = Mutual knowledge 

The co-presence h e u r i s t i c s  bo th  s o l v e  t h e  
mutual knowledge paradox and make i n t u i t i v e  sense .  
kJen  we a s s u r e  ourse lves  of mutual  knowledge, i t  is 
u n l i k e l y  t h a t  w e  check f o r  a series of p i e c e s  of 
evidence,  even as few as t h e  t r u n c a t i o n  h e u r i s t i c s  
might let u s  g e t  away with.  More l i k e l y ,  w e  check 
f o r  a s i n g l e  p i e c e  of evidence of j u s t  t h e  r i g h t  
kind.  The cand le  example sugges t s  t h a t  what we 
check f o r  is evidence of t r i p l e  co-presence. 

V a r i e t i e s  6f T r i p l e  Co-presence 

There are many d i f f e r e n t  k inds  of evidence 
people may u s e  f o r  t h e  t r i p l e  co-presence of t h e  
speaker ,  l i s t e n e r ,  and r e r e r e n t .  Some of these  
c o n s t i t u t e  s t r o n g  evidence f o r  t r i p l e  co-presence, 
and o t h e r s  c o n s t i t u t e  weak evidence. That is, 
some kinds r i g h t l y  g ive  people a lot  of confidence 
t h a t  t h e  r e f e r e n t  i s  mutually k n o w ,  whereas o t h e r  
k inds  do not .  A s  r e f l e c t e d  i n  aur. equa t ion ,  t h e r e  
is a trade-off  between t h e  evidence and t h e  assump- 
t i o n s .  The s t r o n g e r  t h e  evidence  is, t h e  fewer 
assumptions ate needed t o  i n f e r  mutual knowledge. 
Conversely, t h e  fewer assumptions t h a t  a r e  needed, 
t h e  s t r o n g e r  t h e  evidence is  considered t o  be. The 
s t r o n g e s t  evidence  r e q u i r e s  t h e  fewest ,  or weakest,  
assumptions-. 



The corneretane of our argument is this. The 
prototypical kind of evidence for mutual knowledge 
is physical co-presence, very much as illustrated 
in Schif fer's caridle example. It is the strongest 
possible evidence, the one requiring the fewest 
auxiliary assumptions, and all other kinds are 
weaker in one way OP another. What follows is a 
tentative classifi#tion of these varieties of 
triple co-presence, 

1. Physical co-presence. Ann, Bob, and the 
candle are an exampae par excellence of physical 
co-presence. Not ooly are the three of them phys- 
ically present together, but Ann can readily 
assume that B6b is attending to this fact, is doing 
so at the same time she is, and -i?s rational. All 
three auxiliary assumptions are necwsary. If she 
believed B6b was catatonic, or hypnotized the 
right way, or very near-sighted, for example, she 
wouldn' t want td assume physical cossresence . 
Once Ann has assured herself of the direct evidence 
and these assumptions, she is warranted in infer- 
ring mutual knowledge of the candle and can refer 
to it as the candle. 

There are two distinct types of physical co- 
presence. Ann may refer to the candle while it is 
still physically co-present with them, as in The 
candle is romantic, isn't it?* Or she may refer4to 
the candle some time after it has been co-present 
with them, as in The candie was romantic, wasn' t 
it? These two types could be called immediate - 
and delayed physical co-presence. The first kind, 
on the face of it, is the stronger evidence. When 
physical co-presence is synchronous with the def- 
inite reference, Ann can be sure that she and Bob 
mutually know about the candle at the time she is 
referring to it. She doesn't have to count on 
Bob's remembering the past incident of physical 
co-presence, as she doea in the delayed kind. 

The-assumptidns Ann would need fn order to in- 
fer mutual knowledge from immediate physical co- 
presence are these: simultaneity, attention, and 
rationality. She would need an additional one fof 
the delayed case: simultanef t;y , attention, 
rationality, and memory. Simultaneity, attention, 
and rationality refer to the assumptions we have 
described earlier. Memary refers to the addi- 
tional assumption for delayed physical co- 
presence: Ann must assume that Bob can and will 
recall the earlier incident of their physical-co- 
presence. So far so good. The stronger the evi- 
dence, the fewer assumptions Ann needs in order to 
make her definite reference. Immediate physical 
co-presence has one fewer requirement than delayed 
physical co-presence . 

2. Linguistic co-presence. Many rhings we 
refer to have never been physically co-present. 
They-are often things we or someone else has men- 
tioned in convarsation. Imagine Ann saying to Bob 
I bought a candle yesterday. Her utterance of 5 
candle is a locutionary act that posits for Bob the 
exhtence of a particular- candle in the real world. 
If Bob hears and underdtands a candle correctly, 
he knows abopt the candle's existence at the very 
same time as she posits it. It is as if Ann has 
placed the candle on the stage before the t w 6  of 
them so that it would be physically co-present. 
So when Ann utters a candle and Bob simultaneously 

understande it, the two of them can be said t o  be- 6 3  
in the linguistic co-presence of the ca~dle. Once 
Ann has established this, of course, she cari make 
a definite reference to it, as in The - pandle cost 
me plenty. 

Linguistic co-presence is weaker evidence for 
mutual knowledge than physical co-presence. Seeing 
ib believing--hearing about something isn't. To 
begin with, linguistic co-presence requires the 
assumptions of simultaneity, attention, and ration- 
ality. Ann and Bob must be attendieg to Ann's 
utterance af a candle stmultaneously, and both 
must be rat5onal. And l i k e  delayed physical  cow 
presence, linguistic co-preaence requires memry . 
For Ann to refer tb the candle, she ha8 to count 
on Bob's tecalling the earlier ipcident of linguis- 
tic co-presence with her uttering of a candle. 
But there is an additional assumption we wila call 
understandability. Ann must assume that Bab will 
penetrate her indefinite reference, a candle, and 
understand thac she is sincerely positing the 
candle's existence. She must assume that Bob 
understands her, and he must assume that she be- 
lieves he does. 

3. ,Indirect co-presence. Imagine Ann saying 
to Bob I bought a candle yesterday; the wick is 
made of cotton. In uttering a candle Arin has 
established the linguistic co-presence of him, her, 
and the candle, but-ndt of him, her, and the wick. 
How, then, can she refer to the wick? She has ta 
assume that when Bob accepts the existence of the 
candle, he wili also accept the existence of its 
wkck. This way, by uttering a candle; Ann has 
established what we will call the indirect co- 
presence of her, Bob, and the wick. 

The inferences required in indirect co-presenc~ 
are often much stronger than those needed for wick 
(see Clark, 1977; Clark & Naviland, 1977). Ann 
can refer to something that is only libely to 
be associated with a thing she has already estab- 
lished, or-even only possibly associated with it. 
She can tell Bob: I bought a candle yesterday, 
but the wrapper was torn; or I bought a candle yes- 
terday, an4 the hayberry smelled great. Candles 
don' t necessarily ' come in wrappers nor are they 
often made of bayberries, yet these are parts she 
expects Bob to infer on the basis of her definite 
references to them. So what is established may be 
only the likelihood or possibility of a thing being 
co-present with the speaker and listener. Its 
certain existence is established only with the def- 
inite reference itself. 

Indirect co-presence is parasitic. It has to 
be established via some other type of co-presence-- 
for example, physical or linguistic-co-presence. 
Before Ann can say The pric,e was $3 of a candle, 
she must .already have established the candle's 
co-presence. She and Bob couAd be looking at it, 
for physical co-presence, or she could have just 
mentioned it, for linguistic co-presence. For the 
moment we will assume that indirect co-presence 
is always established via either physical or lin- 
guis tic co-presence . 

There is both a strong and a weak case or-in- 
direct co-presence. Instead of saying The price 
waB S3, Ann could have said The price of the candle 



was $3, providing a much more c e r t a i n  reference.  
She wcrtlld have made it e x p l i c i t t h d t  t h e  p r i ce  
r e f e r r ed  t o  i s  t h a t  of t h e  candle and no t  of 
something e l se .  Bob would then have had no t rouble  
i n f e r r i n g  t h a t  t he re  was one hnd only one p r i c e  
associated with t h e  candle. They both could then 
assume t h a t  they mutually knew about t h e  pr ice .  
This case may be s o  d i r e c t  t h a t  it aught t o  be 
placed i n  a separa te  category. For now w e  w i l l  
t r e a t  i t  a s  a v W y  s t rong  kind of i n d i r e c t  co- 
presence. 

To i n f e r  mutual knowledge from i n d i r e c t  co- 
presence, Ann and Bob need a l l  the  assumptions 
o f  physical  o r  l i n g u i s t i c  co-presence, whichever 
is the  p a r a s i t e ' s  hos t ,  p lus  one we w i l l  c a l l  
a s s ~ c i a t i v i t ~ .  They have t o  assume t h a t  each othef 
i s  capable of en t e r t a in ing  the c e r t a i n t y ,  l i k e l i -  
hood, o r  p o s s i b i l i t y  of a p a r t i c u l a r  p a r t  o r  r o l e  
being associated with the  th ing  whose ca-presence 
has already been es tab l i shed .  The hierarchy st i l l  
works a s  expected. I n d i r e c t  co-presence, because 
of its added assumption, is weaker evidence f o r  
mutual knowledge than e i t h e r  physical  o r  l i n g u i s t i c  
to-presence, 

4.. Cul tu ra l  co-presence. Even when Ann is not 
acquainted with Bob, she can assume the re  a r e  par- 
t i c u l a r s  t h e  two of them tnutually know. The bas ic  
idea  is  t h a t  t he re  a r e  th ings  everyone i n  a cul- 
t u r e  knows about. She reads  newspapers, and so  
does everyone else i n  her  cu l tu re .  So Bob and she 
can mutually assume t h a t  they bbth read newspapers. 
Ann can then take  t he  f a c t  t h a t  John Dean, Michael 
Doonesbury, and B i l l y  Jean King have been promi- 
nen t ly  mentioned i n  t h e  newspaper a5 good evidence 
t h a t  she and Bob mutually know about these  people. 
This is an ins tance  of what w e  w i l l  c a l l  c u l t u r a l  
co-presence. Cer ta in  p a r t i c u l a r s  a r e  assumed t o  
be  universal ly  known i n  a c u l t u r a l  milieu--they 
a r e  c u l t u r a l l y  co-present f o r  everyone i n  tt-- 
and t h a t  is taken a s  evidefice t h a t  everyone i n  t he  
mil ieu knows about them. 

The t r i c k ,  d f  course, is t o  judge c u l t u r a l  m i l -  
ieus .  Ann may th ink  t h a t  she and Bob mutually 
r e a l i z e  t h a t  they a r e  both high school graduates,  
o r  drug dea le rs ,  o r  nineteenth century h i s to ry  
buf fs ,  o r  New Yorkers, o r  telephone opera tors ,  o r  
some combination of these,  and her assumptions 
about c u l t u r a l  co-presence w i l l  change accordingly. 
I f  her assessments are accurpte,  her  d e f i n i t e  
reference i s  l i k e l y  t o  succeed, and i f  no t ,  i t  
i sn '  t. 

Cul tura l  co-presence doesn' t  appear t o  belong 
t o  the  same hierarchy a s  the  previous t h r ee  types 
of co-presence. For one thing,  i t  i s  r e l a t i v e l y  
permanent, whereas t h e  o ther  t h r ee  are r e l a t i v e l y  
t rans i to ry .  Cul tura l ly  known p a r t i c u l a r s  take 
t i m e  t o  become f ami l i a r  and t o  l o se  f ami l i a r i t y .  
Teddy Roosevelt is f ami l i a r  t o  Americans today, 
j u s t  as he was 75 years- ago. P a r t i c u l a r s  known by 
physical ,  l i n g u i s t i c ,  o r  i n d i r e c t  co-presence have 
o ~ l y  Eleeting f a m i l i a r i t y  and then only t o  s p e c i f i c  
p a i r s  of people. M~tual~knowledge about these  
p a r t i c u l a r s  is e a s i l y  es tab l i shed ,  but  a l s o  e a s i l y  
l o s t .  For another th ing,  c u l t u r a l  co-presence i s  
p a r a s i t i c  on o the r  forms of mutual knowledge. For 
Ann t o  e s t a b l i s h  t h a t  she and Bob mutually know 
t h a t  they belong t o  t he  same c u l t u r a l  subgroup, 

she must f i n d  evidence of t r i p l e  co-presence sf 
t h a t  f a c t .  She might e s t a b l i s h  i t ,  f o r  example, - 
through l i n g u i s t i c  co-presence, a s  i n ,  What do  you 
know--we're-both New Yorkers. 

To i n f e r  mutual knowledge from c u l t u r a l  co- 
presence, there fore ,  people need assumptions t h a t  
a r e  not comparable wi th  those of t he  o the r  th ree  
typos. Take Ann's re fe rence  t o  Hoover Tower i n  a 
convelsation with Bob. F i r s t , . s h e  must assume 
t h a t  she and Bob mutually know t h a t  they belong 
t o  a p a r t i c u l a r  c u l t u r a l  subgroup, say Stanford 
Universi ty s tudents .  We w i l l  c a l l  t h i s  assumption 
c u l t u r a l  membership. How Ann j u s t i f i e s  t h i s  
assumption, however, w i l l  not  be simple. Like 
o t h e r  types of mutual knowledge, i t  must be based 
on evidence of some kind of co-presence. Second, 
she must assume t h a t  v i r t u a l l y  everyone i n  t h i s  
c u l t u r a l  mil ieu t akes  it f o r  granted t h a t  they a i l  
know about Hoover Tower. We w i l l  c a l l  t h i s  assump- 
t i o n  un ive r sa l i t y  of knowledge. The pauci ty  of 
these  assumptions should not foo l  us i n r o  thinking 
ehat c u l t u r a l  co-presence is  s t rong ,  for  they,hide 
a tang le  of complex j u s t i f i c a t i o n s  based on other  
pieces  of evidence and a t h e r  assumptions. I t  is 
bes t  t o  t r e a t  c u l t u r a l  co-presence as incommensu- 
r a t e  with t he  o the r  three .  

With c u l t u r a l  GO-presence w e  have come t o  t h e  
l a s t  of t h e  major k inds  of co-presence. Not every 
kind of evidence for7mutua l  knowledge, however, 
can be nea t ly  c l a s s i f i e d  a s  one of these  four  
types.  Some appear t o  requi re  a complex combina- 
t i o n  of them, and no t  surpr i s ing ly ,  they provide 
i n t u i t i v e l y  weaker evidence f o r  mutual knowledge. 

Reference Diar ies  

If people assess mutual knowledge via t r i p l e  
co-presence, they must have a memory f u l l  of f a c t s  
about t r i p l e  co-presence. What do these  f a c t s  
look l i k e ?  How a r e  they represented? How a r e  
they asdesSed? I f  mutual knowledge is c r i t i c a l  
t o  def i f i i t e  reference--as we have suggested--then 
quest ions  l i k e  these  ought t o  be c e n t r a l  t o  any 
theory of speaking, l i s t e n i n g ,  o r  memory. Indeed, 
t h e  arguments we have offered lead t o  a r a t h e r  pro- 
vocat ive  conception of memory represen ta t ion  and 
ntemory search.  It is provocative i n ,  t h a t  some of 
i ts  c r i t i c a l  p rope r t i e s  a r e  absent from most CUP- 
r e n t  models of comprehension and memory. 

Most i nves t i ga to r s  have assumed t h a t  i n  pro- 
cess ing  d e f i n i t e  re fe rence  People search memory 
f o r  t h e  p a r t i c u l a r s  a c t u a l l y  re fe r red  to.  Take 
Ann's reference t o  Monkey Business* On hear ing 
t h i s  Bob would search  memory f o r  a r e f e r e n t i a l  
index t o  t he  intended r e f e r en t  Monkey Business. 
This  index is a stand-in,  so  t o  speak, f o r  t he  
movie i t s e l f .  Although t h e  current  models of 
comprehension d i f f e r  i n  t h e i r  spec i f i c s ,  v i r t u a l l y  
a l l  of them assume t h i s  kind of search f o r t h e  
intended r e f e r en t .  That includes Anderson (1976), 
Clark and Haviland (1977), Kintsch (1974), Rumel- 
h a r t ,  Lindsay, and Norman (1972), Schank and 
Abelson (1977), and Winograd (1972), t o  name j u s t  
a few. 

But i f  people use some kind of co-presence 
h e u r i s t i c s ,  then a l l  of these  models a r e  incor- 
rect--or a t  l e a s t  incomplete. The point  is  t h a t  



Bob cannot search memory for the referent alone. 
That would hardly guarantee that it was mutually 
known to him and Ann, as it must be for her refer- 
ence to be legitimate. Rather, he must search Ebr 
an event that involves not only the referent but 
also Ahn and him. That is, it must be an event of 
triple co-presence--of physical, linguistic, 
indirect, or cultural co-presence, or of some com- 
binati~n of these four types. In none of the cur- 
rent models just mentioned does the listener search 
for such an event. 

Previous models of comprehension have treated 
search t?rrough-memory as if it kere a search 
through a telephone book. In a definite reference 
like the man in thered shirt we are told the name 
and address af the individual we want to get hold 
of. Our ta3k is to search the telephone book for 
his number, our direct connection to him, his ref- 
erential index. With the co-presence heuristics-, 
memory must be more like a diary, more like the 
personal log Nixon kept of everything he did and 
experienced during his years at the White House. 
As before, in the man in the fed shirt we are told 
the name and address of the indi9idual we want to 
get hold of. But to find him we must search our 
diary for an entry that provides evidence of the 
co-presence of the speaker (say, Gertrude), us, 
and an individual of that description. The diary 
entry must show that we were physically or linguis- 
tically co-present, or that we were co-present in 
some other sense. That is, we must search in every 
case for an event. This 1s-far more complicated 
tharr searching the telephone book, with or without 
yellow pages, for the hight number. 

The diary, of course, cannot be used alone. We 
also need histories and atlases to refer to John 
Dean, the Second Worfd War, the decline and fall 
of the Roman Empire, and Ch-ina, particulars that 
are culturally co-present. And for indirect CU- 
presence we will also need texts on science, med- 
icine, engineering, and law. To know that candles 
have wicks we need to look up facts about the 
engineering of candles. 

What we need, in summary, is a diary of the sig- 
nificant events in our own personal experience, 
supplemented by cultural histories and. atlases 
for cultural co-presence and by various reference 
texts for indirect co-presence. Such a diary cori- 
tains a record of the events we will need for 
assessing co-presence. Anything less than a diary 
will be too little. 
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Abstract 

01ce an oblect is  infrsduced 'into r discourse, the form of 

subsequent references to it are slrongly governed by 

converrt,i?n Tliis paper discusses how Chose conventions can 

be represerrled for use by a generation facility. A multistage 

representation is used, allowing decisions to be made when 

and w l ~ e r e  the inforn~ation is available. I t  is suggested that a 

specification of rhetorical structure of the inteded message 

skould he ir~cluded with the present syntactic one, and the 

conventions eventually reformulated in terms of it. 

I n t roduc t i on  

Whenever a speaker wants to refer in text or speech to 

some object, action, state, etc., slie must find phrase which will 

both p r ~ v i d e  an adequate description and fit the context. 

What governs her choice? One way to f ~ n d  out might be to 

look at the selected phrase after the fact and t fy  to develop a 

static characterizatton of lhe relation between it and its 

context. This is what most non-computationdl linguisls do. 

However, relations derived from fin~shed texts are al best 

incomplete. They will not tell us how the choice was made or 

even guarentee that the relation(s) was apparent when the 

c l i o~ re  had to be made. 

To get a clear picture of what people know about making 

references, we have to focus our at tention of the process- that 

they go through. I t  must involve making decisions on the basis 

of some contextual evidence. What is the evtdence? &w and 

wli,en is it computed? Mow is it described? Is the decision of 

what phrase to use made all at once or as a gradual 

refinement' How IS this process interleaved wilh the larger 

process of constructing the rest of the utterance? 

............................ 
TI1 is  report clescribes research done at the Artificial 
lnlelligcnce Laboratory of the Massachuselts Institute of 
Technology. Support for the laboratory's artificial intellience 
research is provided In part by  the Advanced ~esearch 
Projects Agency of IhqOepartrnent of Defence under Office of 
Naval. Research contract N00014-75-C-0643, 

We can narrow the research problem by distinguishing two 

kinds of  references: rntt~al and subsequent. This classifrcrtion 

d~vlclt-s instances of reference by their position in a discourse. 

"Injli~I" references introduce new entitles into the discourse, 

wliilc "subscquenl" references are another mention of one 

already intro(luced. 

An tntlial reference must be an encompassing enough 

description of  the new entity that the audence will be able to 

recogntze it. Tliis requires matching goals with evidence from 

a model of  what the ai~d~ence i s  likely to already know and 

how likely they are to understand various choices of wording 

(e.g. which of ~ t s  properties should be emphasized? - why is i t  

being introdbced?). This IS not easy. People talking or writing 

about ilnfamiliar things or to unfamiliar audiences are not 

parttcularly good at it. 

Subccquent references are another matter. They are very 

hielily prammal~stzed. While an initial reference may take 

alniost any form: noun phrases with unrestricted numbers of 

adjectives and qualifying phrases, nominalired clauses, verb 

~ h r a s e s  (for actions), etc., subsequent references must use 

very  e.pecialited forms: personal, reflexive, and personal 

pronoums; spec~al determiners like "thisw or "myN; class nouns 

like "thirtg' or "orie"; and so on. Here, grammatical convention 

d~c t ates nmst dec tsions ~ n d  leaves only some details to free 

choice. 

* * *  
hny ob~ervst ions in  this paper are based on experiences 

with a progranr for generating English texts from the 

goal-orientccl, internally represented messages of other 

programs. My program, and Ihe stale of the art in general, can 

deal much better with the representation of a grammar than 

w i th  t l i ~ n  representation of an audience model. Hence the 

focus here on. subsequent references. 

The ne3t secl~on looks at the course of the whole 

generation process as my program models it, and fits the 

sub,-process o f  findlng phrases fos references within it. Then 

the process of deciding whether or not to use a pronoud will 

be cxam~ned in some detail. This will lead to the problem of 



i r c c ~ ~ ~ i t i ~  audience moclels and, the idea that tlie relevant 

i~rfortnat inn r.lioulcl be computed outside the linguistic 

co~v.trriction pi oress per se. That ~dea is expanded to ~nclude 

"tLL3~tor1cal slruc ti~res'* like tlie relation "all of a set" that leads 

to  a plirases i i ~ e  "...a square, ... the other square". Finally, a 

clesigt~ for Ill is rhetorical slruc ture is sketched. 

In tsrndl representation 

St~~,por;e we had a logically n~inded program that wanted to 

11iake l l ie  stalc~irent: 

Vx man(x) mortal(x) 

PPOFJI'P wlio Ija\le worked on lanelaage p ,cneram have almost 

u11\tc1 :.ally lac torcd out ail of the program's knowledge of 

l a ~ i g i ~ n ~ : c  into a lernporally and computat,ionally distinct 

c o t ~ i p ~ n e n t .  Once the rest of the program has compiled a 

clescrlption of what it wants to say like the formula above - 
i t  par.c.es tt off to   its "l~ingutstic generation component" and lets 

lit come up with t l ie actual text. 

Ru! rlelorp rnovlng on t o  tha\ component, let us look closer 

at tlllis formilla. 1 am presum~ing I l ia \  the speaker's primary 

(I~OI~-~I~~,LIIS!~C 1 represent ation, be lit predicate logic, semantic 

11ct s, or wtintcver, uses a tot ally unambiguous style of 

represet,lalioli - sornelhing equivalent to always refering to an 

01, jcc I, ctc by rts unique name For example, the three "xm's 

in t l rp formula all tletrote the same object (albe~t local). The two 

p~cc l~cs tcs ,  tlic qiiant~ifier and the impl~cation slgn all denote 

(114 f r r  etit objccts. 

We usually lli~ink of objects - noun phrases - as being the 

o ldy I l i l ~ i p , ~  that nliglrt be refered to more than once, but that 

15 not tlicr taw?. Cons~der llre formula mortal(Rome0) A 

moi tal(Jul1iet). 1 f iat  could be rendered In any of several ways 

~ ~ ~ c l ~ t c i t n ~ . : . , :  "Romro IS mot f a1 and so 1s Juliet". Here the second 

 tis stance o f  mortal() was realtzed by a spec~al, highly restr~cted 

~r a~litnat~c clcv~cc - exac tly t hc characteristics of a "subsequent 

refcrwice". From llre po~nt  of view of the language generation 

cor~rpnncnt, the ~mportanl t l r~ng will be the repetition of some 

nattrr f rom tlic rnput formula not, at f ~ r s t  glance at least, the 

kind o f  ol>ject I l l a t  name deraotes. (The set of descripttve 

tornrt~lac. supplicd to the linp,uistics component is called the 

pro i : ra~~i  s "tn~r.~ap,e" Sul~formulas or terms wlthtn a message 

are c ;tllcd "elc~~tcnts" o r  "msg-elmls".) 

1 11r linlrcnal, 0hjects t l ia l  appear in  a speaker's 

der.criptions will have defln~nz snd incidental properties 

assoc~atecl with I l icm-wh~ch aye accesstble through their names. 

ThlC will ~ n c l i ~ t l e  a property (actually a packet of properties 

and PI oc ~ c l t ~ r e s )  which records what the program knows about 

real tz~~lp.  the objcct as an English phrase. 1 refer to this 

proprbrty ac the object's "entry" - as In an entry In a 

I r a ~ ~ ~ . l a t ~ ~ ~ e  dtctiotrary. An entry specifies what are the set of 

po9*.ilrle* English plirazes that could be used for the object, and 

incli~cles a set of cot~text setrsit~ve tests that will indicate 

which phrase to clioose. Breaking down the speaker's "how to 

say l t r *  knowleclge into such small chunks facililates the use of 

a gcticral rccurslve process for turning messages into texts by  

followi~jp, the compositional structure of the forrnula(s) frgm 

top to bollom. 

Bcsiclcs poi~itinp, to permanent properties, a object's name 

wi l l  a150 be the repository of more or less temporary 

annot alionc.. 113 par licular, wheh the generation component 

real~scs an instance d an object as phrase, i t  can add an 

~ r i t t o ta l i on  to lit marking what kind of phrase was selected, 

wl.rc~,c i n  I l i c  tcxt this occured, what the immediately 

cloni~t iat~ng clau%e was at the time. and so on. The next time 

there is  an instance of that same object the annotation*can be 

foillrd and used to help decide what kind of subsequent 

reference slioiild he made. 

Unfore th r  l~itigu~stic processing is begun, is i t  possible to 

tax;rlliine the itrput formbla and delermine what subsequent 

I e f m  ~ I ICC~ .  lit will cclucc' The bound variable x appears three 

t ~ m ~ s ,  ot i tc  will1 the quanttf~er and once with each predicate. 

i t  would he a catid~clate for some subsequent references if, in 

I ac 1, I l ic for'h~ula was rendered tnto English literally. 

"i'or art)- Cl~rrtg, rf Illat thing is a man, then it is mortal." 

i311t oltiar. more fluent, renderings of that formula will not give 

the  x s a separate status: 

**BCI rr): a rllar~ limplies being mort a/" 

"All nterr are ntorlal" 

111 short, i t  IS not possible to predict which objects will be 

cwplicilly r c f c r ~ d  to and which not just on the basis- of a 

fo rmt~ la   in tlie internal representation language. You would 

II~VP to  know (1) how I l ie ternis that dom~nate the object in 

t l ie  fortnula are going to be rendered; and (2) dhether the 

ohjec t was n~ent i~nec l  earher in the d~scourse and how it was 

CIP~.CI ibct l  tlicre. Tl i rn you would still have to, in effect, 

r l up l~ r  ate I l r ~  reasoning process that the generation component 

woirlcl p,o 1111 O C I ~ ~ P  itr.elf. 

A we will see later, the generat~on component will often 

need "actvice" as to v~ t~e the r  or not the aud~ence would 

i ~ ~ i c l c i  s t a ~ i d  ccrlait'l phrasings. The audience model which 

makcr. these clects~ons w ~ l l  presumably prefer to work from 

p i e  calculated observattons so as to avoid delay. The 

iniplrc al~ioti of t l ~ c !  fact that you cannot whether that lhere wiU 

be a subsequent reference to a partlcvlar object u n t ~ l  i t  

actually Irsppcnc, is that you cannot make special preparations 

for i t  Tlie aucl~ience model, or any other effected part of the 

progralhr, wlill have to I>e generally. preparea ror whatever 



objqcts might be asked abouf. 

Thm possibility of three different renderings for the samU 

formula implies lhat the formula psr se does not' contan 

enough specification to pick out just o m  6f them If you 

consider the three sentences for a moment, you will appreciate 

tlrat what distinguishes them ere differences In rhetorical 

emphasis mrtd in how to interpret Vn, These are things that 

Frege deliberately omitted from the predicate calculus. TO 

direct the generat~on component so as to arrive at a particular 

oiie of those sentences, more formulas would have to be added 

to the message or else found in the larger context (dg. the 

formula might be part of a proof), and the entries for 

quantifiers, implication, etc. would have to. be augmented to 

notice Ihem. 

Upgrading the predicate calculus enough to motivate the 

use 01 fluent English is a facinating prob\em, but one which 1 
will gloss over in  l h ~ s  pnper. See Mctknald [1978a] for more 

detrils. For now, I will nssume that the decisions made by the 

various entries come out sa as to give the literal version 

the formulr with the exp l~ l t  references just so that we can 

use it for am exatnple. 

Syntactic Context 
E e l ~ w  is my progrsm'r representation ~f the situalion just 

ss it i~ rrbout to choose a phrase for the third instance of x in 

the formula The polnt of showing this constituent structure k 

to deinonstrale that w h i  the progrem has a greet deal of datr. 

to bring to bear on the choice, it also has &great deal ol data 

which is utterly irrelevant to ~ t .  The packaging of the d d r  - 
the size of the search spjce - is at least as important as 

hrnrlng the data ava~lnble in the first place. 

[clause] 

1- coord "~f"  

any thng [subj] [pred] 

I-- .- r- ..-.I 

[clause] 
1- coord 'then" 

cIaJml=g 

/ I 
[defxhead] [al[pred-nom] 

lhat lkng kA 
k* t l l kA l  

a man 

In the diagram, the names of grammatical categoriec: 

t\auselr pp, etc , derlote the syntactic nodes of an annotated 
surface structure. Each node has a set of 'Immediate 

consliluenls, dgntwzed by a list of named constituent slots. A 

slot can be empty, hold another node, nold a word or idiom, or 

hold an element of the input formula which hss yet to be 

processed, e.8. rs, or mortd0. T )re words at the l a m s  of the 

tree are given in their root farm. A morphology subroutine 

specializes lhern for number, lense, etc, when they rro spoken 
(pr inled on the console). 

The choice of whet syntactic categories, descriptiva 

features and conslituen\ slots to maintain is tied up with the 

cholce of actions rssoctftted with them by the hngusticr 

compomnt. Tlre [intro] constituent, for example, will act to 
insurc lhat any introductory clause is realized a a participlb 

Tl~ere are many trade-offs involved in the design of this 

grammar, and I will again gloss over them for this paper. 

The choice of refering phrase for a subsequent reference 

is delermlned largely by the syntactic relationship between 

Ihcr current instance nnd the previous instance to the same 

ebject. In s static, after 'the fed maljrsis, we would detcr)mine 

this relationship by examining their positiofi in a tree 'fib the 

orre above This is a simple enough operation for a person 

usiiig her eyes, but it 1s an awkward mark and sweep style 

search for I computer program. 

My program uses a much more efficient, and I would say 

more porspicbous approach based on recording potentially 

relevant facts st the time they are first noticed by the 
I~irguistics component The wwd~ng of the heuristics that are 
used for 4 k  detisions are similar to the wordings used h 

static anrlys~s. (They almost have to be, given that that is how 

thd biilk of Iinguishc research has been done to date.) But fhe 

d+to I'w the heurist~cs is Acquired n a more natural mm_ner. 

Before discussing the program actual pronominal/zatibn 

heuristics, 1 w~ l l  first dieress !a describe the workings ol the 

generation proceso which collecl~ ( a d  creates) tddata. 

I$$ 

Tlre tree in the previous colum wa6 developed 

~ncremeiilally. ClmweL is the result of realizing the 

conceptually topmost prrt of the input formula - ths 

quantification. Its argument - the Implicatlm - was then 

positioned in  lhe new syntactic structure but not ybt realized 

itself. This IS what the constituent tree Iaoked like at that 

point. 

ilause 1 

for x 

All of Ihe generation componeht's actual knowkdgq is 
spread about many small, local routines: dictionary entries fDr 

the abject that will appear in input formulrs; "realization 

slratcg~cs" - the corrstruction routines that those' entries 

execute to implemenl their decisions~ or brarnmar routinesw - 



assoclatcd with the names of categories .or constituents and in 

c l ra~ge of effect~ng conventional details not involved in 

r or1\,txylng meaning These routines are all activated and 

organ~zed by a simple controller. 

The cotrtroiler works by walking the constitbent tree, top 

down throu* tlre syntactic nodes and from left to right at 

each level of canstituents, The process beg~ns with the t ~ p  

node of thc tree just after it is built by the entry for the the 

topmost element of tlie input formula. 

Outlirie of* [he Controller 

Examine~nodc 

( l) ,cal l  the grammar routine for this category node 

(2) reblnd the node recursive~tate variables 

(3) cal l  Examine-constituents 

Examhe-c.onstituents 

- For each constiti~ent slots of the current node in order do: 

(1)  call tlae grammar routine f ~ r  that slot name 
(2) call Examine-slot-contents 

contents = nil do nothing 

contelils 2 <word> 
cal l  the morphology subroutine with the word 
p r~n t  the result 

co~itetils = <n~r;g-elmt> 
use t l ~ e  dic t~onary entry for the element to  find 

.a phrase for the element; replace the element with 
that phrase as the contents of the slot; 
loop tlrrougl~ Ihe cases again. 

So, having e~nerated 'clause2, in effect by starting the 

controller on I Ire last case of Examine-slot-contefls, the 

controllcr will loop around. The contents will now be clause2; 

the t l ~ i r d  case will be taken and the clause "entered". Its first 

cons tiluent cbnlains anot her node; the controller recursively 

re-enters Exainine-node and enters the prepositional phrase. 

I ts  first conslituent contains the word " f ~ r " ,  which is 

immcdialedly pr~ntcd out with no changes from the morphology 

subroutine; the second'contains the f~rst instance of x which is 

processed wilh the d~ctionary entry common to "issolated 

variables". Tlrc noun phrase i t  constructs replaces the x in the 

constrtuenf tree; the controller then loops thrqugh the cases 

Once more, recurs~vely calling Examine-node on NP3. It  is now 

three it~vocat~ons deep. The dotted line shows its path. 

f & e ~ ~ ~ b j r  
for fle;r 

[*j 
any th i t~g 

spoken; "For any fhirrg, " 

After processing np3, the controller will leave the np and 

thepp, go to the next constituent of clausel, use the dictionarv 

entry for ~~nplications, and so on, et cettera. 

Thc dcsign of this generation cpmponent i i  oriented 

around the dec~s~on making procew of the dictionaty entries 

(see [McDonald 197Sb) for more discbssion). The princide 

reawn  t l iat tlre process is deterministic and indelible, for 

example, IS to simpIFiy tlre conditions that the entries will have 

to test for. A more relevant example here Bs the use the 

controller to "pre-calculate" certain relations aboqt the context 

a ~ i d  rnake them available through the valuesol recursive state 

variablcs maintained by Exam~no-node. For example, the 

controller keeps po~nt ers to the "current-main-clause", 

"current-verb-phrase", etc.. I t  keeps track of whethei it is in 

a subordlnate context. of what the last constituent, *as, last 

sentence, and so on. 

Any of these relations could be calculated independantly 

by cl~rectly exsmcnlng the form of the.constituent _tree and the 

annotations on 11s nodes and embedded message elements. But 

tlie point I<. more than just efficiency. By makipg certain 

relat~ons read~ly available and not others, one says that just 

those rslations are the important ones for making linguistic 

dec~s~ons. A one of a k~nd  operat~on like subject-verb 

agreement will have a special predicate written for i t  that 

"knows" where "to find the rsrevant subject constituent in the 

corrstltuent tree. But relations that are often used, particularly 

those needed for evaluating pronominaliza\ion, are maintained 

by tlie, controller, WIU, ds a corollary, are only available In 

their pre-r-ompt~led form when the controller is present at that 

point in the tree. 

The deslgn of the controller guarentees !hat tha 

generation process WIII nave ,these properties: (1) I t  is done in 

one pass - the controller never backs up. (2) Therefore 

ckcistons, choices of phras~ng, must be made correctly the first 

time. (3) i t  is incremental. When the f~rst  part of the text ik 

being printed out, later parts will be in their internal form. (4) 

Tlrcrefore very spetific facts about the linguistic 

characteristics of earlter parts of the text are available to 

~nf lue~rce tile decrsions made about the later parts. (5) In 

particular, when the time comes to render any particular 



aqsoc la ted w ~ t l i  tl ie names of categories or constituents and in 

clial ge of effect lng convenlional details not involved in 

con\~,yin[: Incanme. Tliese routines are all activated and 

orfianlzed by a slmpl i  controller. 

Thc controller works by walking the constituent tree, top 

down through tl ie syntactic nocles and from left to right at 

each level of co~sti luents, The process begins with the' top 

nocle of thc tree just after it is builf by the entry for the-the 

Ioplnost clement of the Input formula. 

Out1111e of the Controller 

&giiine-tioclc 

( 1 )  call the grammar roilttne for this category node 

(2) I c1111icl tlie node recursive state variables 

(3) ta l l  Examitie-constituenls 

~k.x.li!ye=~o~i<. t it u e n k  

- For tach const~tucnt slots of the current node in order do: 

( 1 ) call the grammar roirline for that slot name 
(2) call Exa~liitie-slot-contents 

conte~its = n ~ l  do nothing 

conlc~\ ls  -. <word> 
call tlie morphology subroutine With the word 
print Ills result 

contrnls = <node> 
call Cxam~ne-node 

cdntenl:. = <~nsg-elm!> 
use tlip dlctlonary entry for the element to flnd 
a plirose for the element; replace the element w ~ t h  
that plirase as the contcnts of the slot; 
loop t l i ro i~gl i  tlie cases again. 

So, having g r n e r a t ~ d  clauso2, in e f fed  by starting the 

controller oti t l tc last case of Examine-slot-contents, the 

controllrr will loop around. Tlie contents will now be clause2; 

tlie thtrt i  case wrll be taken and the clause "enteredn. Its first 

cotist~luent conl ains allot her node; the controller recursively 

re-ent ers Exam~ne-notle and enters the prepositional phrase. 

I ts  first constltuent contans the word "tor", which' is 

~ m t ~ i c d ~ a t c c i l ~  prlntcd oirt w ~ l h  no changes from the morphology 

~ k ~ b r o u t ~ n ~ .  the second contains the f~ rs t  instance of x which is 
I ,  

PI o-qed Wllh the cllc tlonary entry common to "~ssolated 

varial>lcsw. Thc noun phrase ~t constructs replaces the x in  the 

constituent tree; the controller then loops thrqugh the cases 

once more, rccurslvely ca l l~ t~g  Examine-node on NP3. I t  i s  now 

three invocat~ons deep. The dotted line shows ~ t s  path. 

I 

[ ~ r e b l l ~ b j l  
for p 

f '  
any tliirig 

spoken: "For any tI,rrrd 

Alter processlne, np3, the controller will leave the np and 

lliepp, go to tlie next conslituent of clausel, use the dictionery 

entry for ~lnpllcat~ons, and so on, et  cettera. 

The design o f  this generation component is orientbd 

around the d e c ~ s ~ o n  mak~ng process of the d~ctionary entries 

(see (McDonald 1978b] for more discussion). principle 

reaqor\ Ihal tlie process IS deterministic and indelible, for 

example, ~ s ' t o  slnjpllfy tlie cond~t~ons that the entries will have 

l o  t c \ l  for. A more relevalit example here IS the use the 

cotit I oner to "pre-calculate" certaln relations about the context 

alicl make Illem available lhrougli tlie values of recursive state 

var ia l~ lcs maintained by  Exam~ne-node For ,iample, the 

controller keeps pointers to the "current-main-clause", 

"curre~it-\terb-phrase"; etc.. I t  keeps track of whether it is in 

a suI>ordlnate confext, of what the last constituent was,,last 

sentence, and so on. 

Any of these relatrons could be calculated independantly 

135' drrectly examlntng the form of the constltuent tree and the 

a ~ i ~ ~ o t a l ~ o l i s  on 14s nodes and embedded message elements. But 

the pollit is more than just eff~ciency. By maklpg certain 

relaliolrs reacllly available and not others, one says that' just 

those rclatlonq are tlie important ones for maktng l~ngu~stic 

clec~s~onr. A one of a k ~ n d  operat~on like subject-verb 

agreement w ~ l l  have a special predicate wr~ t ten  for ~t that 

"know%" where to flnd the relevant subject constituent in the 

c o ~ i ~ t  I t uent tree. But relat Ions that are often used, particularly 

tliose t~esdcd for evaluallng pronominalizat~on, are maintained 

by the controller, and, as a corollary, .are only available in 

their pre-compirted fdrm when the controller is present at that 

point In  the tree. 

Tlie design of the controller guarentees that the 

generat1011 prores wtll have these properties: (1) I t  is done in 

one pass - tl ie controller never backs up. (2) Therefob 

decls~ons, c l ~ o ~ c e s  of pliras~ng, must be made correctly the first 

time. (3) I t  IS incremental. When the f ~ r s t  part of the texi is 
t>e~ng prlt i ted out, laler parts will be In thew internal form. (4) 

Tlicrcforc very speclfic facts about the llnguistlc 

cliaracterist~cs of earller parts of the text are available to 

~nfluel ice t l ie dec~s~ons mgde abeut the later parts. (5) In 

particular, when the time comes to render any particular 



was-a-tliing, vs. was-a-proposition once and for all gnd mcrkes i t  

cmrwcer.sary for the hevrrstics that refer to this distinction to 

repcat~c l l y  include all of the particular cases. For that matter, 

i t  1qplr.o ur inrressar~ to rewrite the code for the heuristics 

every t l~ne tlicre 15 a new defin~tion for a feature. 

Other syntact~c featurcs currently computed include 

tiieazt~fes of relative poslt~on like same-simplex, same-sentence, 

01 stale, ancl proceed-and-command, wli~hc are computed from 

t l i ~  qcveraL posit~sn indexes In the record. The record of what 

c6t i~t1tuent slot tlie last rnslance was in, in conjunction with 

I l ic  clause iticlex~s, 1% used to check for features such as 

wlSrt l her- t11e last instance was the previous-subject. Also, 

parallel po%~Iions w ~ l t r ~ n  conlolnea phrases are rioted. 

Oncc 111c 11st of features IS compuled, the heuristics are 

run  At the mnment, they are ln~plemented as simple 

cotidrl~onalo. I lcre again, there can be an immed~de yes or no 

d e ~ l ~ r o ~ i ,  or dr,c a yet Inore ~nvolveo process is invoked (see 

below). Tlie grammar forces an immed~ate decision when 

proceed-and-command appl~os. Otherwise, a number of 

I ietr~ ls t~cs  w+ll imrr>edlatsly cause a pronoun to be used i f  there, 

arc no "d~s t rac l~~~p, "  refefentes to other object in  that vic~nity 

of  the tl~scuurse For example, ~f tlie last instance of the 

objec 1 Wac. 11c.elf reallzed as a pronoun, Illis wlll cause an 

~mnic t l~a lc ly  clcc~s~on to irse one again. 

In the ,case 61 tliis example, the third instance of "x" will 

I>c desc, ~ b c d  as: 

same-sentence, last-subjest, was-a-thing 

As Nbere are r o  o!lier simrlar references In the-vicinity to  

d ~ s t  I act l l ~ e  sudtcnce, the heurrstics will Immediately decide 

t t~a t  a pronoun sliould be used. The subroutine for computing 

f t ~ e  correct prrnt name for pronouns is then consulted, and the 

result, "rt" 1s returned to be inserted In the constituent tree 

and "spoken" on tile next loop of (he controller. 

n e a s o n ~ n g  about  d l s t rac t l ng  references 

Ewrcpt whcn 111slance ancl anaphor are in the same simplex 

clarr~,< syritactrc relat~ons alone are never enough to dictate 

wtiettier or  ncr! a message element should be pronominalized. 

The I~n=l,u~stics component must I& be able to fell i f  there are 

ally other elements with which t h ~ s  one might possibly be 

cotlfuc.cd The problem IS, of course, that the "confusion" will 

he a t.emalittt or pragmat~c dne, i.e. i t  will be based on 

c o e , ~ i ~ l ~ \ ~ c  fact5 about the message elements which the 

I ~ r i ~ ~ ~ i r . t ~ c ~  component, per se, knows nothing about. 

F lven an 01-acle to tell tt wh~ch message elements would 

compete w l t f i  cirrrcnl otie for the interpretahon of a pronoun 

III l l ~ a t  poc11110n, t lie linguist lcs component. can use a simple 

p lo tedure  to tlec~de whether to go ahead with the pronoun, 

t iar~wly l o  run those other elements through the 

pronorrrinalizati~n heuristics as well and see which accumulates 

t l ~ c  best reasons for being pronominelized. 

Consrder this example sentence. Imagine that the 

l inguist~cs component has reached the point in brackets and 

mv5t make the choice whethier to say "her" or "Candy'sn. 

"Carid!. ashed Carol to reschedule per, Candy's] meeting tor 
earlier rn Ihe day." 

Whetlicr or not l w a  objects will be ambiguous depends on 

what the aud~cnce knows. I n  this case, an audience that knows 

who both Ca~idy and Carol are will know that Candy is a 

graduate student who mieht well o r~an ize  a meeting and that 

Carol IS a group secretary, someone who would probably make 

t l ie arrangetncnts needed for changing a meeting's time. For 

such an  audience, 11 would be not at all confusing to say Cher 

meetrnp", An audience that didn t know who they werp 

l iawcvcr woulcl at best be confused and would in fact probably 

n1ak.e t l ie wrong clio~ce. 

T h ~ s  k ~ t r d  of inforhiat  on is much too specific to imagine 

enrocling as part of general purpose dictionary entries. EUt 

I,ecau%e of the general unp rd~c tab i l~ t y  at the message level of 

wl iel l ier an ovject w ~ l l  have silbsequenl references made to it 

In tl ie eventual text, the lingu~stics component wiil have to 

make its query to the main program "oracle" at the very last 

Tlie oracle w ~ l l  presuniably be some k i d  of audience 

  nod el. But for present purposes, we can think of ~t as a 

func t ~ o n  that takes the object we are rnterested In ("Candy") 

as ~ t s  argument and returns a llst of those objects that 

appear-ed in 1111s and recent messages whrch the audrence 

mtght confuse w ~ t h  it. So, In  this case, i f  the audience knew 

Candy arid Carol, then the oracle would return a nV(I list, and 

t l ~ e  pronorn~nalizat~on option would go through. If they didn't 

know tliern, I l len it would return "( Carol I", ana a further 

round of l i eu r~s t~cs  would be tried. 

To compare tlie relative "pronominalizabil~ty" of several 

ti~eqsao,e elements, Pronoun? runs them separately through the 

analyr.1~ atid cvaluation procedure. Buf instead of acting on 

the evaluatton directly, ~t makes a list of the names of the 

i n d ~ v ~ d u a l  hcur~st ics that each passes and then compares the 

two  11r.t~. In the current program these would be: 

Calidy 
same -sentence 
proceed-and-command 

Carol 
same-s~mplex ;via a trace 
proceed-and-coninland 
ppst airs-subjcct 
n o h t  erveet~~niz-d~st rac t ion 



In this case, tlie relative number of heuristics alone would 

incl~rate tliat Carol wouid make a "better" interpretation for a 

pronoutl ill that position, and that, therefore, the possibility of 

a ~rsiny. s pronoun for Candy should be rejected. But actually, 

the cllffcrent l ieur i~t ics are given weightings. Stwe-simplex, 

for cxa~npie, is much belter evidence than same-serrtence. 

Non-pronam inal subsequent references 

E\~ery  subsequent reference is first checked 'for the 

possibilrty of using a pronoun. I f  this check fails, a summary 

vector 6f tlic f rat uros analyssd and o,l heuristics passed and 

failed k p a s ~ e d  along to the message element's dictionary 

entry. Eritrics ma*# have thcir own idiosyncratic procedures 

for clrlal~np witti t heso citirat~ons, but they may also make use 

ot -gcncral proccdures packaged by the grammar. 

A$ cxplai~icd in  [McDonald 1978b], tlie ."thinkinga part of a 

cl1ct40nary entry consists o l  a set o( "filters", which, it their 

cond~llotis arc ~nct,  will execute one or W r e  "realrzation 

stralcgics" w l i~c l i  assemble the phrase or modifer that the 

filter set clcc~ded upon. Because entr~es are not evaluated 

dircc tly bid rn5tcad are ~nterpreted, it is possible for the 

~t i terprcter to cjynii~nically, add or subtract fllter sets accord~ng 

to l l ic ~ r a ~ v ~ n l a t ~ c a l  (br rhetorttal - see below) circumstances. 

One of tlic nlore common reasons for rejectlng the use of a 

pronoun I:, that i t  mrglit be missinterpreted as refering to some 

o t l l c ~  bbjcct. The form of subsequent reference eventually 

cl7oose11 In t l~ese cases must distinguish the object from the 

one r t  is potentially antb~guous with, but does not have to 

recap~tt~lato any rnore dc'tail. 

In particular, one frequent pattern for an Initial reference 

IS a riocrn ptirar.c with lhc narne of a class of objeds -as i ts  

head word, w ~ t l i  a series,,of adjectives, classifiers, or qualifying 

p l i ~a~ .cs  surot~ncl~np, 11 There IS a simple formula for 

c o t x t ~  ~ r c  trtly, a non-pronom~nal, subsequent reference to fotlow 

t h ~ s  I..IIIC~ of NP namely to repeat the class name as the head 

wat ti atrcl irse cithcr "that" or "the1' as a determmer. 

Par t of an el~nlent's tl~scourse record is a list of the 

reallzat~on stratcg~es that were used in the construct~on of 

prc\llollr. phraws. Th~s is a technique for smooth~ng over the 

~rre levanl  rletatl of tlie actual phrase ihat what used, As the 

I-cal~zation stratcgles are refered to by name, can be 

annotatecl w ~ t h  propert~er~ descr~b~ne 'what they do, and 

entckecl 111to abstraction h~erarchies, Routines that have to 

tll;nk, about wliat other routrnes have done or might do can do 

so at whatever level of general~ty is  approplde. In 

part~rular,  this IS a way to describe pattbrns of noun phrase 

con5trirc t ~ o n  so that ~enera l  purpose filter sets can recognize 

them. 

The in~t ia l  references pattern above is recognized by a 

iillcjr set Ihat l l ie eti lry ititerareter can add. The filter's 

predicate cnectcs for the name of the realization strategy 

Iread<-classname being ~~rcluclcd as one of the "strategies-used" 

of  the ariaphor. I f  i t  i s  Ioirnd, lhis ftltcr set will take 

p~ecedcl ice over any others in the entry. The filter set's 

act1011 w ~ l l  awv-nble a new noun phrase with the same class 

nqrne. as used for  in~ltal  references ( ~ t  is recorded with the 

eritry), and ellher l l ~ e  or that as the determiner aepending on 

a*Iit~irr~r,tic nlPaqtlrP of tlie cllstance between this instance and 

the last. .TI>rt. is Itre profess operating In a sentence like: 

"Tliere i s  roortr for a hlock on a surface iff that surface IS a 
7c1hle or has a clear lop." 

SuNscquc~l t 3 oferc~lces to the same kind of object 

Tl-ic controller makes onlv one pass through const~tuent 

trxe, bri i inp, ~nlcrnal,  message level structures into l~neu~stic 

st rirclurcs as ~t pass- Wlvle the amount of inlqrmatron 

a\rail.able lo r  Inaterial lbcrh~no tlie controller is limited only by 

l iow ~nuc t i  a t ino~al~on I he den~gner c.aras, l o  record, material in 

f r  ont nf i l ~ c  contrnllcr IS only' mcgerly described.  he 
(pofent ~ a l )  I ~ n e u ~ s t ~ c  properttes of an object embedded tn the 

co~irit~ti+ent tree in front of the controller can be explored to a 

lirriitccl cytent hy "querying" its d~ct~onary entry. However, 

t t l k  i~.'Iiriiited as a practrcal matter because the tnterveedng 

t ~ x f  ellas ~ o t  hccn f~tlrshed and any f~l ters in that entry which 

cie~encied on l l ~ e  tl~scourse context will be undef~ned. 

Thrs means that if yoir want the realtzattbn of two 

srparatdd oblec ts to be coord~nated, the coordination has lo 

be- planned for well in advance and somehow marked. 

Ot h c r w ~ w  t l ic frrst object wrll be. realized freely, since i t  

would trot 1,e ablc !o "tee" that there is ever? a second object 

p~csen l .  The phrases below are examples of where 

coorclrnatron 1s. required (The1 first two ape from the 

11c - t ac- f oe t allyng program of [Davey 19741. He used special 

purpose rout~ties to handcral t the pairs.) 

".. my edge and yours .." 

"..,a tor nPr ... the opposrte one " 

". wrll cr~closs h"s in sq~ tare  brackets and rs in angle brackets" 

"..a brg block artd a lrlllc one" 

In eacli'of these cases, fhe' two objects were both of the 

S ~ I ~ C  " s ~ r t " ~  eugcs, corners, brackets, or blocus. By the usual 

c r ~ t e r ~ a ,  t l i ~ s  wo i~ ld  mean tliat b e y  share dictionary entrres, 

A T I C ~ ,  inclbed, the palred phrases have much in common, and 

coul(l be seen i s  only differing In the chorce of strategy for 

t lieir acljecllves and/or determiners. This means that the 

coord~nat~np; mark must be someth~ng other than the "kind-of' 



poinlcr t l ial links objects H;ith !Jdr  enhies. 'It will also 

probably have to be a t e r n ~ o r d r ~  strhcture, since "Ihe 

opposile corner" is a transient phenomena, defined only at 

particular moments in ~ a c h  game dl 't'ic-tac-toe. 

The sltnplest way to mark the pairs is with an addifional 

formu(a in the Input message, e.8. 

(all-of -a-fie1 cornor 1 cornerg) 
or (codrast-by-size B6 83) 

W I i r ~ j  the message is initially processed, formulas like these 

are indexed by their arguments so that, e.g., the dictionary 

entry for blocks will be able to  notice them and choose its 

strhtcgies accordingly. 

I ~ ~ c l ~ r a t o r s  like all-of-a-set are a pgrt of the common 

gram~nar, and operate in tlie same way that the earlier filter 

set for  subsequent references by classnames does, The 

dlctio14at-y entry interpreter keeps track of the arguments 10 

tl ie formula and when tlie last of them is being processed, it 
b' t ~~ lo rup ts "  and preempts the choice ofa determiner Yo insure 

fhet i t  is the, indicating that the speaker intends for the 

audience to apprecief'e fl.ra1 there is no other corner b r  

w'liatever) fef t. (This IS a simplificationd 

Rhetoric;al context 
Rhet~ r l c  Is tlie art of persuasion [Aristotlel) Stylistic 

varlatrons in orderlng, word choice, use of function words, 

&lipsic.,- ctc. are potent~ally rhetorical techniques, if the 

speaker program (or rather its designer) knows when their use 

w ~ ~ l l d  have a qarlicular desired effect,.i.e.a when their use 

wbttld make the text more persuasive. 

Tile r lie torical context will typically be just an additional 
L1 

pare~ncter fo  be noticed by  the entires and g~ammatical 

routines. The dimension that it adds, however, greatly 

Increases the fluency of tlie linguistic component's putput. The 

only problem is tliat rtietorjcal phenomena have not been 

studled a\ucJ~ at all - tliey have been sweep under the rug of 

stylist IC var~at~ons". 

Goals about fo express the messag?'~ content can be 

specified In the message. They will have their own dictionary 

e n t r t ~ s  and end up determining part of the rhetdrical context 

that accompanies the syntact~c context. (At this writing, the 

dc tails of  t lw structure of the rhetorical context are sfill -being 

implemented. Wliat fbllows is a sketch.) Consider: 

All of tlie pronorn~nal~zalion heuristics mentionediearlier 

were based on syntactrc relations. However, there ard other 

relations gwerning Ihe understandlng and generation of texts, 

wlilch liave to do with their rhetori'cal" sr "disc~urse" 

structrrre. 111 partccular, each region of- text will have a focus - 
loosely speaking the object or action that thaf text is "about" 

{see '[Siclner 19781 fbr an elaboration). 

'Pro~omina\ization ~f subsequent references to the focused 

object is almost always abligatory. (There can be exceptions i f  

t l ie last sever.al references to the object were pronominalized, 

and the intontion is to "refresh" the audience s memory.) In the 

example wrtl i  "Candy" and Carol", i f  the previous part of the 

d~ssourse lid been saying 111ings about Cbndy, then she would 

have been established as, the focus of that sentence. Then the 

presence of a current-focus heuristic in Candy's list of 

sucessfnl l iel~ristics uuauld have outweighed all of the 

eyntactiially based hcuribtics in Carol's list end the pronoun 

woMd have been used. 

The only quesliun $6 hbw 10 mark and monitor focus or any 

other rlietorical it~lit~tar, it i s  not a natural or even 

c o ~ ~ s i s t  antly clefirraQlo part of a syntactic canstitufifnt structure, 

TI  fore i t  will have to be "tacked on" somehow. The 

tc: tnlque 1 am expm~menting with is to implement a focus 
.It regir.tsr" wliich is expliritly set and reset by any dictionary 

entries that effect fotds. A new message could also effect the 

focus reg~ster  via an explicit directive included with i t  -'say, 

when the topic of  conversation is being changed. An explicitly 

dictated focus would cause the linguistics component to 

"tran*.form" the realization of the content parts of the message 

to Insure that tlie new focus is properly marked as SUCH by 

i he  syntact-iC form of the fext. 

* * *  
The I-hetorrcai context could be very domain specific. 

Co t~s~der  the senlence; 

The black queen can now take a p a ~ n . "  

Notice that i t  i s  nol necessary to say "a white pawnn because 

irn~nediate inference thet one makes about what pieces 

i t  is legal for a piece of a given color to "take". 

S~nce +lie ctlterta for constructing a refet~ng expression 

for any chess plece will overlap, they will likely share a 

d ic t io~lary & d r y .  Thus we have a sort of subsequent 

reference phenomena. The entry tor chess pjeces will be 

lookinp, fo r  the menti011 of a piece s color earlier in the text. I f  

i t  finds one, or rather if i t  finds one of the Complementary 

color, and i f  the ~ l tua l ion  IS right, 11 can om~t any mention of 

color from tho phrase i t  has aswmbled. 

How to deternine lliat the situation is "right" is a matter 

for tho rhctoriral contqxt to specify. The problem is the color 

of conIrasting piece can be amitled conly i f  the choice of verb 

or  some other device indicates that, in  fact, a c~nstrasting 

rolltext is present. But Shere are too many suitable verbs to 

imagine listing them in the entry and explicitly looking for 

them. 



~ s l c a c ,  the rhdtoricrl contextewitl include a list of 

"relations" that currently hold. What relations there should be 

is  a mnatter or the rhetorical roles that different parts of a 

mossage might play and whether the recognition of these roles 

by the a i ~ d ~ e ~ i c e  could be facilitated by a choice of wording 

(i.e. Yt is a malter of research and experiment). For a proeram 

fl int talked about chess games, one of fhesa relations wpuld 

be: 

opposing-pieces 
p i e a d  P xxx 
pieSe2-= xnx 
relat ion-name 0 (attack, defend, pin, ...) 

To declde whether to include the name of a piece's color, the 

entry looks to see if tliere is an opposing-pieces relation 

I io ld i l~g  at the moment. I f  there is, it looks to see if its piece is 

p y t  of tlie relation and whether it is  the second of the two Id 

be mchtionad. I f  so, i t  omits the color name. 

The power of this representational technique is that it 

~omp l les  its record of the needed facts at the time when they 

easily determined. i.e. as the message is being compiled, well 

belore the reletccrn name has bren rendered into English and 

the simplicity of the relation obscured. 

This tec-hn~que should be applicable to many more 

phenomlicm~a than -simply subsequent reference. Cbnsider 

sentences like these: 

"Brrat, ?& w*anls lo come lo the rneet'rt~g." 

"M/tcA as a class then snd so does Beth." 

'@The met ing might run overtime, I don't expect it." 

The unclerlincd words are not a part of the "literal" content of 

those sentences. They represent rhetorical relations between 

parts of l l ~ e  sentence or between the sentence and earlier 

parts of the discourse. 

I f  the source messages for those sentences described only 

{heir literal content, i t  would be rmpossible to mottvate the use 

of also, so, or but in those ways, yet they are what gtve the 

sentences t hcir naturalness. But i f  those rhetorical relations 

are i n c l t ~ d ~ d  as part of the linguistic context, with their links to 

specific phrates and cllctionary enlrres, including these "little" 

words becomes s~mple. 
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It J s  a curious and important fac t  about 
natural  languages that  they can be and o f  ten are 
used non l i t e ra l l y .  Whereas i n  a r t t f f c i a l  lan- 
guages It 1s normally impossjble t o  d is t ingu ish  
between the mean lbg o f  an express ion on the one 
hand, and the ,in,ttended meaning the user wishes t o  
tonvey w i t h  that  expression on the other ( the 
two are iden t i ca l ) ,  In natural  languages a par- 
a 1 1 eel d i s t l nc t 1 on be tween sentence mean i ng and 
speaker meaning (see, f o r  example, Searle, 1975, 
i n  press) under1 les  a1 1 non l i  t e ra l  uses. One o f  
the cent ra l  concepts i n  the analysis of non- 
1 i t e r a l  uses o f  1 anguage i s tha t  o f  i ndi rectness. 
It i s  a not ion that  has begun t o  a t t r a c t  the 
a t ten t ion  of l i ngu is ts ,  philosophers, ,sycholo- 
g js ts ,  and computer sc ien t i s t s  I n  t h e i r  various 
e f f o r t s  t o  come t o  a be t te r  understanding o f  
natural  languages and o f  human l i n g u i s t i c  per- 
formance. One o f  my purposes i n  thi-s paper i s  
t o  show how centra l  a concept Indirectness i s  
with respect t o  the production and comprehension 
of d e f i n i t e  descriptions. 

The main problem wl th  which I am concerned 
i s  a mul t i - leve l  one. A t  the mBst general leye l  
i t  concerns the way i n  wh-ich people determine the 
referents o f  d e f i n i t e  descript\ons, andchow lan- 
guage users choo,se the def i n i  t e  descr i p t  i ons they 
do. More spec i f i ca l l y ,  I am concerned w i t h  the 
question o f  the constra ints that  ex i s t  upon how 
a th ing can be r,eferred to. What makes t h i s  an 
in terest ing problem i s  the f a c t  that  i t  seems not  
t o  be necessary f o r  a r e f e r r i n g  expression t o  be 
based on e i t he r  tnformation that  has already been 
made e x p l i c i t  I n  the preceding discourse, nor 
even on information that  i s  enta i led by what has. 
Yet clearby, there are conktrb ints on the ex- 
pressions tha t  can be used i f  there i s  t o  be a 
rea l is t f c -hope o f  comrnun i cat  i ve success. 

The quest ion o f  what i s  t o  count as a rea- 
sonable nay o f  r e fe r r i ng  t o  something i n  parP 
depends fo r  i t s  answer on what counts as a rea- 
sooable i n d i r e c t  use o f  language. When, f o r  
example, one re fers  to the 1977/78 Seatt le 
basketball team as The Clnderel la of the #BA one 
i s  using a de f i n i t e  descr ip t ion based on a dredi- 
cate tha t  i s  not l i t e r a l l y '  t rue of the intended 
re ferent  but that  i s  metaphorically appl icable 
t o  i t .  As one thinks about the ptocgsses t ha t  
might be involved i n  the productlon o r  comprehen- 
sion- of such an expression they appear t o  be very 

complex, y e t  however complex they may be, people 
usual ly  engage i n  them without any apparent 
d i f f i c u l t y .  A t  present there appears t o  e x f s t  
no adequate theoret fcal account o f  what these 
processes are l i k e ,  perhaps because a comprehen- 
s ive treatment o f  d e f i n i t e  d e s c t l p t i o ~ s  has as a 
prerequis i te  a theory o f  Indirectness, and tha t  
i n  tu rn  seems to  hfnge on a more comprehensive 
theory of  speech acts than i s cur rent ly  avai lable.  
My own proposals are not intended to  f i l l  a l l  
these gaps, but  they are Intended t o  sketch a 
possible d i r ec t i on  f o r  doing so. The matn goal 
that  I have i s  t o  suggest a way o f  imposing 
l i m i t s  on indirectness, and then, t o  shoy how 
those same l i m i t s  are needed t o  account f o r  some 
important constra ints on successful d e f i n i t e  
descript ions. 

Def in i te  Descriptions and t h e i r  Textual Relations 

I shal l  take i t  as axiomatic that  every 
d e f i n i t e  descr ipt ion i s  bqsed upon a predicate 
t h a t  i s  supposed t o  be unlquedy appl icable (a t  
leas t  w i t h i n  the context o f  the discourse) t o  
some e n t l  t y  relevant t o  the discourse. Thus. 
the d e f i n i t e  descr ipt ion The f i r s t '  man on th; .noon 
i s  based on the predicate ;$/was the f i r S t  'man on 
the moon, and i t 1 s assumed t a  be am1 i cab 1 e to -. 

some en t i ty (e .g . Ne i 1 Arms t rong) r;i evan t to - the  
discourse. It 1s important t o  note a t  the outset  
that  coreferent ia l  expressions cannot always be, 
subst i tu ted f o r  one another without a change. o f  
meaning. For instance, i f ,  on a r r i v i n g  i n  a 
strange unfami f i a r  hote l  i n  a foreign land one 
were t o  u t t e r  ( la ) ,  i t  hardly makes sense t o  say 
that  i t  i s  equivalent t o  uttering' ( lb) .  

( la )  I fee l  l i k e  the f i r s t  man on the moon. 
( lb )  I fee l  l i k e  Ne i l  Armsarong. 

However, i f  the speaker can safely assume tha t  
h i s  audience-knows tha t  NeJ 1 Armstrqng was the 
f i r s t  man on the w n ,  ( l b )  could be used as an 
i nd C rec t way o f  achieving the comnun i ca t i ve 
i n ten t  o f  ( la ) .  Notice, i t  i s  not necessary t o  
know who the f i r s t  man on the moon was i n  order 
t o  f u l  l y  understand ( l a ) ,  whereas. i t i s  neces- 
sary t o  know tha t  Ne i l  Armstrong wgs the f i r s t  
man on the moon i n  order to  properly understand. 
( l b )  (although one might not  understand why'the 
speaker used (I b) with i t s  unnecessary demands 
an add 1 t iona l know1 edge and l nferences i n 
preference t o  ( la )  .) I n any event, i t seems 
tha t  even the re la t ionsh ip  between def i n l  t e  



descr l p t i ons and proper names may somet i mes depend 
on a not ion o f  l n d i  rectness (see Orrany 6 Anderson, 
1977) 6 

The In terpreta t tan of d e f i n i t e  descript ions 
o f ten r e l i e s  hgav i ly  on the establishment o f  in- 
ferent ia l  re lat ionships o f  various kinds i n  order 
t o  determine which e n t i t y  i s  being re fer red to. 
Such Inferences tend t o  be forced j o i n t l y  by the 
des i r e  o f  thg hearer o r  reader (hereafter re fer red 
t o  simply as "the hearer") to make sense of the 
discourse, and the assumption that  th; speaker o r  
w r i  tsr (hereafter, slmply, 'Ithe speakerH) i s  com- 
municating i n  accordance w i t h  the cooperative 
p r i nc ip l e  (see Grfce, 1975). This l a t t e r  assump- 
t i o n  i s  c r i t i c a l l y  important i n  cases where the 
predicate underlying the de f i n f t e  descr ip t ion i s  
not obviously t rue o f  the intended referent--and 
since these cases appear, a t  least  on the surface. 
t o  const i tute the most d i f f i c u l t  ones, I shal l  
concentrate on t h e i r  analysis, t o  some exfent a t  
the expense o f  simpler examples. 1 shal l  c a l l  
such cases l ldef tn i te descript ions o f  inference." 
The overr id ing log ic  o f  the determination o f  the 
referents of such d e f l n i  t e  descript ions i s  that  
i f  the speaker i s  communicating i n  accordance 
w i th  the cooperative p r i nc ip l e  ce r ta i n  assump- 
t ions have t o  be recognized fn order f o r  the 
expression i n  questfon t o  successful ly iden t i f y  
the intended referent .  These assumptions o f ten 
serve t o  "sneak inla new i-nformation about the 
referent ( i n  much the same way as appos i t i ve 
re la t i ve  clauses introduce neQ informa$ ion). The 
i den t i f i ca t i on  o f  these assumptions i s  based on 
inferences o f  various kinds. 

De f in i te  descript ions o f  inference can be 
contrasted w i t h  d e f i n i t e  descript ions based on 
entailment re la t ions.  De f ih i te  descript ions 
based on entai  lment are those for  which the 
referent  can be determined e i ther  by transforming 
a predicate tha t  has already'appeared i n  the d is-  
course i n to  a def i n i  t e  descr ipt ion (descript ions 
based on the p r i n c i p l e  o f  iden t i t y ) ,  o r  by re- 
l a t i n g  the descr ip t ion t o  predicates tha t  have 
appeared e a r l i e r ,  on the basis o f  ru les  o f  formal 
logic (e.g. modus ponens) applied t o  them,2 The 
important d i f ference between a d e f i n i t e  descrip- 
t i o n  o f  entailment and-a d e f i n i t e  descr ipt ion o f  
inference i s  tha t  the in te rp re ta t ion  o f  the former 
does not depend on the provis ion o f  suppressed 
premises drawn from the comprehender's general 
world knowledge. I n  a d e f i n i t e  descr ip t ion o f  
Inference i t  does. A n  example o f  a d e f i n i t e  
descr ipt ion o f  entailment can be found i n  (2) ,  
where the underlined expression i s  enta i led by 
the content. 

(2) A we1 l-dressed man entered the room 
and greeted the hostess. A1 though 
everyone e lse  was dr ink ing sherry, 
he asked the wai ter  f o r  a scotch. 
The wai ter  gave him one. The man 
w i t h  the scotch walked over t o ' h i s  

Ian t h i s  case, i f  the wai ter  gave the man a 
scotch, i t  enta i  1s that  the man had the scotch, 
and so, w i t h i p  the constra ints imposed by the 
context, he can be uniquely i d e n t i f i e d  by the 
d e f i n i t e  descr ip t ion the man w i t h  the scotch. 

With d e f i n i t e  descript ions o f  inference, as 
/GP 
I 

with comnunication i n  general, success o f ten  
depends on the speaker and the hearer sharing a 
common background o f  knowl edge (see, f o r  example, 
Stalnaker, 1974). De f in i te  descr lp t  ions o f  in- 
ference are more com~lex. For example, suppose 
that  i n  (2) the sentence The wai t e r -  ga;e him one 
i s  omitted. Then, the d e f i n i t e  noun phrase 
The man w i th  the scotch only succeeds i n  re- 
f e r r i n g  t o  the  r i g h t  man i f  i t  i s  assumed that  
the man who asked f o r  a scotch was given one. 
Unfortunately, only In b i b l i c a l  c l r c l e s  i s  i t  
t rue that  asking f o r  something guarantees being 
given that  thing. So, Ip order f o r  the hearer 
t o  i d e n t i f y  the intended re ferent  he has t o  
assume that  the man got h i s  scotch. Of course, 
t h i s  assumption comes eas i l y  f o r  i t  can be made 
on the basis o f  a p laus ib le  inference requ i r ing 
only the in t roduct ion o f  p laus ib le  suppressed 
premises, such as that  when a guest asks a 
wai ter  for  a pa r t i cu la r  k ind o f  d r i nk  a t  a cock- 
t a i l  party, the wai ter  normally obl iges i f  that 
d r i nk  i s  avai lable. This const i tu tes  a simple 
example o f  a d e f i n i t e  descr ipt ion a f  inference. 

On encountering a d e f i n i t e  descr ipt ion,  the 
hearer has t o  assume that  the descr ip t ion does 
indeed re fer  t o  some already mentioned person o r  
thing, i n  t h i s  case, say, the guest. I n  doing so, 
he makes inferences that  f i l l  i n  what went 
before--that i s  he makes inferences about what 
might have been asserted t o  enable the predicate 
underlying the descript,on t o  be both appl icable 
and relevant. The comprehender might reason as 
f o l  lows i n  the present example: "lf  t h i s  ex- 
pression re fers  t o  the guest, then i t  must be 
the case that  the wai ter  qave him a scotch. Thls 
i s  qu i t e  p laus ib le  since i t  I S  customary f o r  
waiters a t  cock ta i l  pa r t ies  t o  g ive guests the 
dr inks they request i f  thsse dr inks are avai lable. 
It i s  p laus ib le  tha t  scotch was avai lable,  since 
i t  i s  a f requent ly  served dr ink  a t  such occasions. 
So I shal l  assume that  t h i s  i s  what happened and 
that  i s  why the guest was re fer red t o  as I the  man 
w i th  the scotch' I' Whether o r  not people normally 
construct such chains o f  reasoning i n  ordpr t o  
i d e n t i f y  the antecedents of d e f i n i t e  descript ions 
i s  not  the issue here. What i s  the issue, as we 
sha l l  see l a te r ,  i s  that  i t  be poss ib le  t o  con- 
s t ruc t  such a chain. Certainly, one has t o  suppo 
that  the k i  nd o f  gendral wor 1 d kdowlvdge requ i r,ed 
t o  do so i s  normally ava i lab le  dur ing the compre- 
hension process. The relevant frames, scr ip ts ,  
schemata, o r  whatever other knowledge structures 
are supposed, are presumably act ivated. 

Def in i te  descr ipt ions o f  inference involv ing 
ind i  rectness, 1 i ke (3) and (4) below, tend to  be 
more complex. They are characterized by the f ac t  
that  the a p p l i c a b i l i t y  6f the predicates under- 
l y i n g  them o f t e n  depends on the u t i l i z a t i o n  o f  
knowledge tha t  Morgan (1978) c a l l  s knowl edge 
about the language, as opposed to  knowledge o f  - 
the language. These tu rn  out t o  be cases o f i n -  
ferences invo lv ing howledge about i l l ocu t ionary  
forces and perlocut ionary e f f ec t s  (see Austin, 
1964). 

(3) The hostess offered the guest some 
cake. He t o l d  her tha t  he was on a 
d ie t .  H i s  brother, who was w i t h  him, 
t o l d  her that  he personal ly was not 



on a d ie t .  The man who had refused 
the cake walked over t o  h i s  host. 

(4) The hostess asked the man where h i s  
w i fe !  was. He rep1 led  t'Mtnd your 
own business, you o l d  bag." The 
hostess was fur tous t h a t  the man 
who had insul ted her had been 
i nv i  red t o  her party. 

The in te rpre ta t ion  o f  (3) requires not only 
semantic and general world knowledge i n  the way 
that  (2) does, i t  a lso  requires the knowledge 
that  saying that  one i s  on a d l e t  can count as 
re jec t ingcan o f f e r  t o  eat something. I n  the 
case o f  (4) i t  requires the knowledge tha t  the 
v i o l a t i o n  of ce r ta in  language-use conventions 
can count as of fens ive behavior, O f  course, i n  
a sense, t h ~ s  k ~ n d  o f  knowledge about the con- 
ventions o f  language use and the soc ia l /  
communicative consequences o f  t h e i r  v i o l a t i o n  
i s  knowledge o f  the world, j u s t  as knoytng t h a t  
waiters normal l y  serve the dr inks they are asked 
t o  is. But, insofar  as i t  i s  knowledge o f  con- 
ventions about the use o f  language, and insofar  
as t h i s  i s  an area which has been s ing led out  as 
being o f  core concern i n  pragmatics, i t  i s  worth 
separating such cases f rm the other  k inds o f  
cases, l i k e  (2). In fact ,  I think, the d i s t i n c -  
t i o n  I s  d i f f i c u l t  t o  uphold because the mechanism 
requi red t o  deal w i t h  i n d i  rectness i s  the same 
k i r d  o f  i n f e r e n t i a l  mechanism as i s  required t o  
deal w i t h  ltordinary" knowledge o f  the world. 

The question tha t  eventual ly  has t o  be 
answered concerns the constra lnts  t h a t  there are 
on the predicates employed in d e f i n i t e  descrip- 
tions. My view I s  tha t  the answer t o  t h i s  
quest ion  depends g p  f ind lng an answer t o  a more 
gpreral  quest ion  about the  pragmatics o f  lan- 
guage, namely the question: what constra ints  
are there on what i s  relevant ( i n  the  sense used 
by Grice, 1975 and others). Staying, f o r  t he  
moment, w i t h  d e f ~ n i t e  descr ipt ions, compare (5) 
and (6) below 

(5) The hostess offered the guest some 
cake. He t o l d  her  tha t  he was on a 
d ie t .  His brother, who was w i t h  him, 
t o l d  her tha t  he p e r s ~ n a l l y  was no t  
on a d jet .  The man who 

walked over t o  h i s  host. 

4 
(6) The hostess o f fe red  the guest some 

cake, He t o l d  her  tha t  he was on a 
d i e t .  His  brother, who was w i t h  him, 
t o l d  her tha t  he personal ly was n o t  
on a d i e t .  The man who was not  hungry 
walked over t o  h i s  host. 

It seems t o  me tha t  whereas (5) i s  per fec t ly  
coherent, (6) i s not. I t becomes coherent, hoH- 

6 ever, i f  the context i s  changed so t h a t  instead 
af (he) t o l d  her tha t  he per;onal ly was on a d i e t  
i t r (2) told her t h a t  he .personal l y  had - 
'ust eaten; tl jen both (3) and ( 6 )  seem p e r f e c t l y  
icceptable.  I t  seems, then, t ha t  the appropr i-  
ateness o f  the d e f i n i t e  descr ip t ion  depends on 
the appropriateness o f  i t s  underly ing predicates. 
T e l l i n g  someone tha t  one has j u s t  eaten I s  an 
appropriate, relevant, piece of information for 

permi t t ing  the inference t h a t  one i s  not  hungry, I '  
and/or t h a t  one does not want the of fered food. 
By contrast,  &I 1 ing sameone tha t  one i s  on a 
dlet i s  an appropriate piece o f  h fo rma t ion  fo r  
perifti tti ng the ihference t h a t  one does not want 
what i s  being offered, but i t  i s  not appropriate 
f o r  the inference that  one t s not  hungry. 

l ndi rec t  Speech Acts 

A major p a r t  o f  my thes is  i s  that  the predi -  
cate underly lng a d e f i n i t e  descr ip t ion o f  in- 
ference i s  constrained by the  relevance r e l a t i o n  
i n  j u s t  the same way as tha t  r e l a t i o n  canstrains 
what counts as an i nd i rec t  speech act  i n  a d is -  
course. If t h i s  i s  so, then I t  w i l l  help t o  have 
a working hypothesis about the constraints tha t  
e x i s t  on i nd i rec t  speech acts, 

Suppose the s i t u a t i o n  i s  t ha t  described i n  
( 3 ) ,  namely, one i n  which someone i s  o f fe red  
some cake and In u t t e r i n g  (7) intends t o  refuse 
the cake. 

(7) 1 am on a d ie t .  

The question we have t o  answer i s  t h i s .  Since i t  
does no t  f o l l ow  l o g i c a l l y  from (7) t h a t  the i n -  
tent ion was t o  refuse the cake, on what basis 
does a l i s t e n e r  come t o  the conclusion tha t  indeed 
tha t  was the in ten t ion? Furthermore, why does, 
f o r  example, (8) not succeed i n  comrnun i c a t  i ng 
the re fusa l?  

(8) MY mother i s  an opera singer. 

Perhaps one should r e j e c t  (8) on some very general 
grounds. For example, on the grounds tha t  one 
cannot randomly assign a sentence t o  an i n t e n t ~ o n  
and expect t o  be understood. But the same o l d  
question ,ar ises aoout what cons t i tu tes  a random 
versus a non-random assignment as ar ises about 
appropriateness and relevance. 

The so lu t ton  I propose I s  based on the no t ion  
of a "p laus ib le chain of  reason~ng." It i s  th is .  
For an i n d i r e c t  speech a c t  t o  be understood as 
being relevant, ar appropriate, i t  must be able t o  
p a r t i c i p a t e  as a premise, o r  as a sub-concluston, 
i n  a quasi - log ica l ,  o r  be t te r ,  psycho- log i~a l ,  
chain o f  reasoning tha t  p laus ib l y  re la tes  the 
event t ha t  i n i t i a t e s  i t  t o  i t s  ipended i l l o c u -  
t ionary  force. To see the f u l l  i rnp l~cat ions  o f  
t h i s  proposal, l e t  us see how i t  works w i t h  the 
example. The man i s  o f fe red  sMe cake, and t h i s  
o f f e r  I s  the event tha t  i n i t i a t e s  h i s  response. 
From the perspect ive o f  t he  man, (9) i s  true. 

( 9 )  C am being offe'red some cake. 

Such an event c a l l s  for one o f  two responses, an 
acceptance o r  a refusal ,  a p p r o ~ r i d t e l y  modif led 
by  pol i teness conventions. Lek assume tha t  
I1Yes, please" and "No, thank you tount  as d i r e c t ,  
1 i t e r a l  speech acts  fo r  accepting and refusing, 
respect ively,  They c e r t a i n l y  are convent ional ly 
regqrded as d i r e c t  ways of acceprfng and refusing. 
Now we can see tha t  i n  t h i s  p a r t i c u l a r  case, the 
proposal i s  t h i s  f o r  (7) t o  be understood as a 
refusal ,  i t  must be able t o  p a r t i c i p a t e  as a 
premise, o r  as a subconclusion, i n  a psycho- 
l o g i c a l  chain of rea$oning tha t  p laus ib l y  rp la tes  



the or1 glnal o f fe r  t o  I t s  acceptance o r  re ject ion.  
Such a chain o f  reasoning might look something 
l i k e  (9) - (15). 

( 9 )  1 am being o f  tered some cake 
(10) 1 am on a d i e t  
(11) People on d7ets ought not  t o  eat 

fa t ten lng things 
(12) Cake i s  fat tening 
(13) (It fol lows l og i ca l l y  that) 

I ought not t o  eat any cake 
(14) (It fo l  lows deont i ca l  l y  that)  

I w i l l  not eat any cake 
(15) ( I  t f o l  lows conventional l y  that) 

I w l l l  refuse the cake 

This chain of reasoning, including the intermediate 
and f i n a l  conclusions does not const i tu te  a deduc- 
t i v e l y  va l i d  argument i n  the usual log ica l  sense. 
The refat ionships that  t w i s t  betyeen (13) and 
(14), and between (14) and (15) are not entailment 
re lat ions,  but they are character is t ic  o f  human 
reasoning. 

A number o f  Important observations have t o  be 
made about the chai n o f  reasoni ng--obserua t i ~ n s  
tha t  amount €0 constraints on what i t  normally I s .  
F i r s t ,  there are no unnecessary premises i n  it. 
Every premise i s  needed for  the establishment o f  
the f f r$t subcon~lusion, (13), which i n  i t s  turn 
i s  needed f o r  establ ishing the f i n a l  conclusion. 
Second, a1 though the order of the pwmises that  
are Introduced from the speaker's general know- 
ledge can be mafiipulated, the most natural order 
i s  one i n  which each premise invokes a concept 
that  has been foregrounded (h the sense of Chafe, 
1972) by the preceding one. I f  t h i s  were not the 
case, the p o s s i b i l i t y  o f  introducing i r re levant  
premises would arise--a p o s s i b i l i t y  that  could 
serve no useful purpose i n  the present context. 
I n  fact,  t h i s  constra int  p'robdbly needs t o  be a 
l i t t l e  more l f be ra l  than I have described, but f o r  
the reasons I have indicated, something close t o  
i t  needs- t o  operate. Third, the conclusion o f  the 
chain contains the information appropriate f o r  a 
d i r ec t  response t o  the, I n i t i a t i n g  event, an event 
that  need not i t s e l f  be a l i n g u i s t i c  one (as It 
i s  i n  the present example). The i n i t i a t i n g  event 
might be an observed event t o  which an appropriate 
response might be a descr ipt ion o f  i t ,  o r  o f  a 
react ion t o  i t. Consequently, i n  t h e  aeneral 
case, "response" should not be taker, t o  mean 
'!rep1 y .I1 

There are doubtless other constra ints that  
a more detai led analysfs would reveal, but f o t  the 
moment I want only t o  suggest t ha t  the conJuhction 
o f  these (or some comparable set  o f )  constraints 
const i tutes what I mean by l lp lausib i l i ty l '  i n  the 
context of my requirement that  the chain of 
reasoning -be a psycho-logically p laus ib le  one. 

we are now i n a  pos i t ion  t o  consider what 
happens from the perspective o f  the hearer. The 
most important th ing i s  that  the hearer assumes 
that  the speaker 1s constrained i n  what he says i n  
j u s t  the k ind o f  way that  I have indicated. The 
hearer, therefore, a t t r i bu tes  t o  the speaker some 
plausf b le  chain o f  reasoning. However, the 
hearer may not have a l l  the knowledge that  i s  
avai lable t o  the speaker (he may not know that  he 

i s  on a d ie t ,  f o r  example). Cbnsequently, he 
may have t o  make inferences o f  h i s  own i n  order 
t o  reach some of the premises required. This 
would be t rue i f ,  for  example, the response to  
the o f f e r  o f  cake had been (12) rather than (10). 
Sometimes these inferences are incorrect  and one 
understands cor rec t l y  what was intended, but f o r  
the wrong reasons, o r  one misunderstands I t  a l -  
together. As we shal l  see, t h i s  fac t ,  that the 
hearer's in te rp re ta t ion  i s  only p robab i l i s t i ca l l y  
determined, has some impbrtant consequences f o r  
the speaker's select ion of h i s  utterance. 

The most c ruc ia l  clalm that  I wish to make 
about the tha in  of reasoning i s  th i s .  Assuming 
that the speaker does not choose t o  express hlm- 
se l f  d i r e c t l y  ( fo r  Whatever reason), then w f  t h i n  
the l i m i t s  o f  the context, any o f  the premises 
o r  subconclusions i n  the chain from the I n i t i a t i n g  
event t o  the (dtrect). conclusion can funct ion as 
more o r  less easi4y I f i terpretable surrogates f o r  
the conclusidn--any o f  the steps can const i tu te  
an i nd i r ec t  speech act  appropriate t o  the d i rec t  
sp3ech act  t ha t  const i tutes the conclusion. Thus, 
?ny o f  ( l o ) ,  ( l l ) ,  (12), ( 13 ) ,  and (14) can serve 
as Ind i rec t  response t o  the o f f e r .  And, if some 
other response i s  made, i t  must be able t o  serve 
as a step i n  a s im i la r  chain o f  p lausib le 
reasaning. If i t  cannot, i t  i s  an inappropri- 
a te  response. I t  i s  p ~ e c i s e l y  these constraints 
that  prevent (8) from be-~ng a possible ind i rec t  
response t o  the o f fer ,  since there i s  no basis 
o f  shared knowledge that  w i l l  normally permif a 
hearer t o  reconstruct an argument i n  which (8) 
f igures t o  be relevant on the chbin from i n i t i -  
a t ing  event t o  conclusion. 

An important question that  now needs t o  be 
answered i s  why do people use language i nd i r ec t l y  
i n  the f i r s t  place, and why, given that  they can 
choose from a res t r i c t ed  range o f  i nd i rec t  
comnunicative acts, do they select  the ones they 
do. Why, f o r  example, would a speaker choose 
(10) instead o f ,  say (12)? The answer t o  the 
f i r s t  par t  o f  the question depends on exact ly 
what k ind o f  i nd i r ec t  language act  i s  being used. 
For example, metaphors may be used f o r  purposes 
o f  communicative economy, comnunicative v i v i d -  
ness, o r  even comnunicative possi b i  1 i t y  (see 
Ortnny, 1975). With ind i rec t  speech acts, the 
answer i s  very often that  the speaker gets 
''two f o r  the p r i ce  o f  one." For example, he can, 
w i th  one utterance, not only refuse the o f fe r ,  but  
a lso sa t i s f y  ce r ta in  social  conventions by pro- 
v id ing  a good reason fo r  h i s  refusal,,or a t  least  
h l n t i n g  a t  one. As Searie (197'5) points out,  i n  
an ind i rec t  speach act ' thp speaker intends both 
the sentence me-g and the speaker meaning t o  
be recognized b w h e  hearer. So, indirectness 
affords economy- wel l  as, of ten,  pol i teness 
and s e n s i t i v i t y .  

There remai ns .,le quest ion of why a spwaker 
should se lec t  w e  form over ahother. The answer 
again l i e s  i n  the f ac t  that  the communication o f  
the l i t e r a l  meaning o f  the i nd i r ec t  language act 
i s  intended, Some o f  the knowledge that  i s  
needed t o  construct the reasonlng chain may be 
more pub l i c l y  ava i lab le  than other knowledge 
reqdired. Thus, most people know that \peopld 
on d ie t s  ought not t o  eat fa t ten ing  things 



(depending on the purpose of the d i e t ,  o f  course). 
Consequently i t  can be assumed that  a hearer has 
more ready access t o  that f a c t  than t o  the f a c t  
that the speaker i s  on a d i e t  (which possibly very 
few people know). Thus, the speaker's select ion 
o f  the par t i cu la r  language act can teke advantage 
o f  h i s  be l i e f s  about what the hearer i s  l i k e l y  t o  
know. I t can also take advantage o f  the f a c t  
that some of the choices seem t o  have a stronger 
force than others. This i s  a complex issue. My 
i n tu i t i ons  are that (13) leaves open the poss ib i l -  
i t y  o f  u l t imate ly  accepting some cake rather more 
readi l y  than does (10) , perhaps because once (10) 
i s  used i t must be rehvan t  t o  the chain o f  rea- 
soning, whereas if (13) i s  used, i t  could be used 
t o  reach a d i f f e r e n t  conclusion. Af ter  a1 1, most 
people occasionally do things that  they oJght not 
to  do, and that p o s s i b i l i t y  seems wide open i f  
the response to  the o f f e r  i s  (13). This i s  not 
the place t o  explore these issues fur ther,  but i t  
i s  worth not ing that man# jokes cap i ta l i ze  on 
expectations of p lausib le reasoning chains o f  the 
kind I have been discussingmathe t r i c k  i s  t o  make 
them go awry! 

My proposal shares cer ta in  character is t ics 
wi th  that  o f  Searle (1975) i n  that  i t  suges ts  a 
not necessari ly c~nsc ious chain o f  reasoning. I t 
d r f f e r s  from Searle's account insofar as i t  makes 
claims about the constraints on what can be said 
and understood . Sear 1 e t  s cha i n o f  reason i ng con- 
tains many metal inguist  i c  premises about in-  
d i rec tness that  I have t rea tqd as background 
a~sumptions. My focus, by contrast, i s  on the 
content o f  the chain. What I have proposed i s  a 
possible answer t o  the quest ion "How ind i  r ec t  can 
an i nd i rec t  speech act be?" I have suggested 
that  i t  cannot be so i nd i rec t  tha t  i t  could not  
par t i c ipa te  i n  a chain of p lausib le reasoning 
re la t ing  a representation of the i n i t i a t i n g  event 
t o  an appropriate d i r e c t  response t o  that  event. 
I have also suggested that  the i l l ocu t ionary  
e f f e c t  o f  a l l  steps w i t h i n  such a chain w i l l  be 
appropriate f o r  that  i n i t i a t i n g  event. 

De f in i te  Destr ipt ions o f  Inference 

When speakers and wr i te rs  produce, and 
hearers and readers comprehend d e f i n i t e  descrip- 
t ions, they do so against a background o f  know- 
ledge tha t  includes t h e i r  t a c i t  knowledge about 
indirectness. This knowledge i s  o f ten brought 
to  bear i n  dealing w i t h  d e f i n i t e  descript ions 
o f  inference-descr i p t  ions, that  i s ,  i n  whi ch 
the underlying predicate could appear on the 
reasoning chain and that  could const i tu te  a 
d i rec t  o r  rndirect speech act.  Thus, f o r  example, 
( 3 )  and (4) are cases i n  which the undbrlying 
predicate could const i tu te  the 4;onclusion of a 
chain of reasoning--i.e. a d i r ec t  language act, 
whi le (5) i s  a case i n  which the underlying 
predicate could const i tu te  a premise i p  a plau- 
s i b l e  chain o f  reasoning--i.e, an ind i rec t  Ian- 
wage act. 

I n  a sense, what I have proposed i s  a p a r t i a l  
account o f  ,relevance i n G r  i ce ' s (1 975) sense, o r  
perhaps bet ter  yet, a p a r t i a l  account o f  when 
apparent v io la t ions  o f  relevance are indeed only 
apparent, and why, It i s  qu i t e  c lear  tha t  the 
predicates underlying de f i n i t e  descript ions have 
to  be relevant t o  the discourse j u s t  as any other 

comparable meaningful components of It must be. 
This i s  the sense i n  which 1 claim that the con- 
s t ra i n t s  that  govern what d e f i n i t e  descrlpt ions 
can be used by a speaker who hopes t o  be under- 
stood are the same as those that  govern what a 
speaker can i n  general say, 1 f he has those same 
aspirations. There i s  no doubt that  a detai ledC 
t rans la t ion of my proposals about ind i  rectness 
i n to  comparable ones about d e f i n i t e  descrip- 
t ions I s  no easy matter. One reasen i s  that  the 
reasonlng process that  underl ies the determina- 
t i o n  o f  a referent  may be from a conclusion t o  
an i n i t i a t i n g  event, as i n  (3). Another i s  tha t  
not a l l  the steps i n  the chaln can be employed, 
but only those that  contain information applicable 
t o  the referent--not, f o r  example, generalizations 
l i k e  (11). I n  such cases, i f  the premise i s  t o  be 
incorporated, i t  has t o  be embedded as the comple- 
ment o f  an appropriate verb o f  proposit ional 
a t t i tude.  Nevertheless, i t  seems t o  me that  some 
o f  the m t l o n s  that  I have l a i d  out might prove 
he lp fu l ,  i f - o n l y  by v i r t u e  o f  the fact that  they 
may eventua'l l y  lead t o  be t t e r  proposals by others. 

Earl  l e r  , I suggested that  perhaps descr lp- 
t ions of inference involv ing ind i rec t  speech acts 
and those not involving them, r e a l l y  hinge on 
fundamentally the same k ind  o f  processes. On 
the surface, the basic d i f ference concerns whether 
o r  not they involve the addi t ion o f  pragmatic 
knowledge. I t  turns out, however, not t o  be an 
easy matter t o  decide what i s  pragmatic knowledge 
and what i s  merely semantic or factual.  For 
example, (16) i s  a descr ipt ion o f  inference: 

(16) The navigator had heard that  
the weather might be unpleasant. 
He had always been concerned f o r  
the comfort of  the passengers. 
He proposed taking a more indi  r e c t  
route t o  avoid the possible storms. 
The captai n d f sag reed. He f e l  t 
that  the sooner they arr ived a t  
t h e i r  dest inat ion the better--he 
wanted a d r i nk  and a decent meal. 
A f te r  a long argument the cautious 
one got h i s  way. - 

Now, for  a hearer t o  determine that  the Cautious 
one and the navigator'are coreferent ia l ,  i t  i s  - 
necessary for 'h im t o  invoke general knowledge 
about what const i tutes a cautious act (contrast 
t h i s  w i t h  an offensive act).  This i n  turn  re- 
quires inferences t o  be math abouR human act ions 
and intent ions. To be sure, the actions i n  
question are not  l i n g u i s t i c a l l y  performed acts, 
but t ha t  appears t o  be the only difference. 
Furthermore, had the p i l o t  asserted that  he wanted 
t o  take the shortest route because o f  h i s  f r i v o -  
lous desi res, would he not, thereby have been 
i n d i r e c t l y  recommending a (possibly) reckless 
act? Surely, what i s  pragmatic and what i s  no t  
cannot come down t o  performative verbs. Yet, i f  
it i s  t o  be broader than that ,  what c r i t e r i a  are 
t o  be used t o  separate the semantic from the 
pragmatic? The o l d  not ion o f  semantics as en- 
tai lment i s  ce r ta in ly  to@ r e s t r i c t i v e  t o  be useful 
as a model o f  natural language processing, but the 
new not ion o f  pragmatics seems t o  amount t o  l i t t l e  
more than the not ion t h a t  language processors are* 
ra t iona l  beings who engage t h e i r  reasoning pro- 
cesses i n  language comprehension and production 



j u s t  as they do i n  perception and actfon. Even 
the not ion of a speech act  seems t o  have very 
fuzzy boundaries unless f t  i s  t r i v i a l f t e d  by In- 
voki ng psychologl ca l  I y * ininterest ing surface 
s t ruc tu ra l  aspects l i k e  the presence o t  absence 
o f  perforhat ive  verbs. 

D is t inc t ions between d i f f e ren t  cJasses o f  
l i n g u i s t i c  ~henomena are usual ly d i f f i c u l t  t o  
maintain i n  a n y - r i g i d  way, p a r t i c u l a r l y  i f  they 
are supposed t o  have psychological correlates. 
This i s  t rue o f  the d i s t i n c t i o n  between syntax 
and semantics, o f  tha t  between semantics and prag- 
matics, of  that  between l i t e r a l  and non l i t e ra l ,  
and o f  that  between descript ions o f  entailment, 
and descript ions of Inference. As usual, c lear 
cases are easy t o  recognize, but there I s  always 
a large grey, undecided area i n  the middle where 
the c l ass i f i ca t i on  Seems s t e r i l e .  I n  the case of  
the d i s t i n c t i o n  bemebn descript ions o f  entailment 
and descript ions o f  itlference, the problem i s  
exact ly  the same as the c lass ica l  phi losophical 
one that  plagues the analyt ic /synthet lc  d i s t i nc -  
t ion. Th is  i s  hardly an accident since my d is -  
t i n c t i o n  i s  r e a l l y  no more than the analy t ic /  
synthet ic  d i s t f n c t l o n  i n  disguise. Maybe a l l  that  
needs t o  be said i s  that  some inferences (e.g. 
ones based str, ict ly on the ru les o f  log ic)  are 
generally easier t o  make than others. I f  t h i s  i s  
r i g h t  then i t  merely means that  some relat ionships 
between descript ions and t h e i r  intended referents 
are more transparent than others. Nobody could 
object  t o  that.  

The l a s t  question I want t o  deal w i t h  i s  the 
psychological status o f  my claims, par t i cu la r l y -  
w i th  respect t o  the inference pat terns that  I 
have proposed. My pos i t ion  i s  not  that  i t  i s  a 
necessary condi t ion f o r  the comprehension o r  
production o f  a d e f i n i t e  descr ipt ion o f  inference 
that  a person ac tua l l y  construct such a chain of 
reasoning. My cla im i s  only that  i t  should be 
possible t o  do so--there has t o  e x i s t  some de- 
terminable connection between the predicate 
underlying the de f i n i t e  descr ipt ion and the d is-  
course i n  which the descr ipt ion occurs. But, 
being determinable and being determined are d i f -  
fe rent  things. As a matter o f  fac t ,  there are 
o f  ten other clues that  w i  11 permit the hearer t o  
make a good guess about the re fe ren t ' s  iden t i t y ,  
distpurse top ic  being one o f  them. I t  i s  almost 
qer ta ln ly  the case that  people sometimes do go 
through some such reason; ng process as I have out- 
l ined, and i f  and when they do not, they could 
probably be induced t o  do so by being asked 
sui table questions about what they took the re- 
ferent  t o  be, and why i t  was reasonabte o r  
p lausib le t o  do so. 
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Jerry Morgan f o r  t h e i r  helpful cornmerits on 
e a r l i e r  d ra f t s  o f  t h i s  pdper. 

2 1  c a l l  them d e f i n i t e  descript ions ot 
entailment because technica l ly  they both are. 
The p r i n c i p l e  o f  iden t i t y ,  that p ~ p ,  represents 
an admittedly t r i v i a l  entailment. It i s  impor- 
taa t  i n  the present context because i t  represents 
the case i n  which some predicate i s  l i t e r a l l y  
transformed i n t o  the body o f  9 d e f i n i t e  descrip- 
t ion.  More camplex cases are s t i l l  based on 
the usual ru les  o f  proposit ional l o g i c  such as 
modus ponens, ( (P a q )  .-q) 3 q ) .  

3 ~ a u t  ton i s  needed here. Some cases o f  
g iv ing  do not e n t a i l  having. One Carl give 
somebody a pat on the back, o r  a k i c k  i n  the 
teeth; the rec ip ien t  gets i t  a l r i g h t ,  but he 
doesn't have it! However, i f  we speci fy the 
appropriate constra ints on the ob ject  the en- 
tai lment w i l l  hold. 

Grice, H. P. Logic and tonversation. In P. Cole 
and J. L. Morgan ( ~ d s  .) , Syntax and semantics 



BOUND VARIABLES AND 
OTHER ANAPHORS 

Barbara H. Partee 
Ilniv. o f  Mass., Arnherst 

When a noun phrase o r  a pronoun occurs i n  a sen- 
tence, i t  i s  frequently appropriate t o  ask what 
en t f t y  i t  refers  to, but i t i s  well known tha t  
not a l l  uses o f  noun phrases and pronouns are 
referent ia l  i n  t h i s  simple sense. I n  computatlon- 
a1 approaches t o  language processing, I believe 
the main th rus t  Jn th i s  area has been toward 
understanding those referent ia l  uses o f  NP1s 
and pronouns which require the use o f  both l inguis-  
t i c  and nbn-1 i ngu is t i  c inferences t o  determine 
the most plausible referent f o r  the expression. 
My emphasis i n  th i s  paper w i  11 be somewhat d i f -  
ferent. I be1 ieve that  recent work by l inguisds, 
logictans, and philosophers i s  leading t o  con- 
vergence on the view tha t  there are two fundamen: 
t a l l y  df s t i n c t  uses o f  pronouns which have t o  be 
treated qui te separately: ( i )  a use tha t  corres- 
ponds t o  the 1 ogician's use o f  bwnd variables, 
and ( i t  ) a use which I w i  11 c a l l  , f o r  want o f  a 
better name, a pragmatic use. I t  can be argued 
that bound variable pronouns are res t r i c ted  t o  
occurrences i n  syntactic construction wS t h  the1 r 
antecedents, and are fu1 l y  interpreted a t  the 
level lef semantics , whi le pragmatic pronouns 
need no t  have 1 ingui s t i c  antecedents a t  "a1 1, and 
require pragmatics as wel l  as semantics f o r  t h e i r  
interpretat ion. 

1. The basic dist jnct ion.  

The clearest cases o f  bound variable anaphora 
invol  ve antecedents 1i ke ever man and no man 
which are singular i n  form -%- but o not re fe r  t o  
individuals, as i n  (1) and (2). 

( I )  Ever man put a screen i n  f ron t  o f  him. 
(2) & w i l l  admit t h a t  - he i s  s l e e z  

When the he o f  (2) i s  understood as anaphorically 
re1 ated t a h e  noun phrase no chi ld, the he 
c lear ly  does not re fe r  t o  a par t icu lar  inafvidual 
Rather, the sentence can be understood as the 
resu l t  of binding an upen sentence, ( 3 ) ,  with 
a quant i f ie r  phrase, no chi ld. 

(3) Heo w i l l  admit tha t  heo i s  sleepy. 

(It i s  imnaterial f o r  the purposes o f  t h i s  paper 
whether we view the process i n  question as a en- 
erat ive one, as i n  Montague (1973) o r  Lakoff 9 1971) 
or as an in terpret ive one, as I n  Jackendoff (1972) 
o r  the I-gramnar Montague variant o f  Cooper and 
Parsons (1976). The use o f  subscripted pronouns 



ra ther  than 5's and x ' s  fol lows Nontague's pract ice, 
bu t  tha t  d i s t i n c t i o n  I s  also immaterial here.) 

The semantics o f  var iab le binding i s  we l l  studied 
i n  logic;  a p a r t i c u l a r l y  c lear  and b r i e f  account' 
can be found i n  Quine (1970). The c ruc ia l  p o i n t  
here i s  t h a t  the semanti cs i nvb l  ves consideration 
o f  a whole range o f  possible values f o r  the v a r i -  
ables, no t  the determination o f  any s ing le  value 
o r  referent. Equally c ruc ia l  i s  t h a t  the i n t e r -  
pretat ion o f  (2)  involves an open sentence w i t h  
two occurrences o f  t he  f ree  var iab le he - 
i n  the pos i t ion  o f  the  antecedent noud~ri!:, 
the other corresponding t o  the surf ace pronoun . 
Using these c lear  cases, we can discover strong 
syntact ic  constraints on the occurrence o f  bound 
var iable pronouns. With few exceptions, i t  appears 
tha t  bound varfables must be i n  construction wS t h  
theibr anteceaents ( the  observation i s  made bv 
Evans (1977); the riot ion "in construction wi th"  
comes from Klima (1964): a const i tuent  A i s  i n  
construction w i th  a tons t i tuent  B i f  and only i f  
A i s  dominated by the f i r s t  branching node ,which 
dominates B. The term c-command i s  a more recent 
a1 ternat ive name f o r  the same not ion .) Thus the 
fo l lowing do n o t  p e m i  t a bound var iab le reading: 

(4) (a) Every man walked out. He slammed the door. 
(b) John loves every womanTand he hopes t o  

date her soon. 
(c) I f  no student cheats on the exam, w i l l  

pass the course. 

By contrast, the bound var iab le reading i s  permit- 
ted  i n  cases l i k e  (1 ) and (2) above, i n  which 
the pronoun i s  i n  construction w i t h  i t s  antecedent. 

The clearest cases o f  what I am ca1 l i n g  pragmatic 
uses of pronouns are cases where a pronoun i s  used 
w i t h  no l i n g u i s t i c  antecedent a t  al l ;  as i n  ( 5 ) ,  
o r  where the antecedent occurs i n  an e a r l i e r  sen- 
tence of a discourse, as i n  (6). 

(5) (On walking i n t o  a room) Why i s  he [point- 
ing] here? 

(6) I couldn' t  reach E l l i o t  l a s t  n ight .  - He 
i s  probably i n  Boston. 

These are cases where the pronoun i s  being used 
t o  re fe r  t o  a p a r t i  cu lar  ind iv idua l  , and the det- 
ermi nat ion o f  whi ch i ndi v i  dual the i n  tecded r e f  er-  
ent  ii requires making use o f  the l i n g u i s t i c  and 
nondl ingui  s t i  c context. I g n ~ r i  ng some compl i ca- 
ted cases t h a t  I w i l l  discuss la te r ,  we may say 
t h a t  a t  the leve l  o f  purely l i n g u i s t i c  descr ipt ion, 
such pronouns funct ion 19 ke f ree  variables which 
are not  bound a t  a l l  a t  the semantic level .  A 
sentence containing one expresses a determinate 
proposi t ion only re1 ati,ve t o  a p a r t i c u l a r  choice 
o f  value f o r  the var isble,  much as a sentence can- 
ta in ing  the word = expresses a determinate 
proposi t i o n  only re1 a t i  ve t o  a p a r t i  cul ar  t ime 
o f  evaluation. Such choices depend on the context 
of  use o f  the sentence, whlch i s  why I c a l l  t h i s  
a pragmatic use o f  pronouns. 

I bel ieve t h a t  there are no absolute ru les govern- 
i n g  the choice o f  re ferent  f o r  pragmatic uses o f  
pronouns, but t h a t  there are d i  scoverab1.e s t ra teg i  es 
and p r inc ip le$  governing the re1 a t i v e  li ke1 i hood o r  

o r  preference among choices. The other p a r t i c i  - 
pants i n  t h i s  panel k n w  much more than I do about 

gz 
what those p r inc ip les  and st rategies are ; I hope 
they would agree t h a t  the output o f  such p r i n c i -  
ples i s  a probable or expected fe fe ren t  ra ther  
than an absolute re fe ren t  f o r  the pronoun. For 
example , i n  most contexts, the probable referent 
o f  the he i n  (6) I s  E l l i o t ;  but one can e a s i l j  
enough Z a g i n e  a context where speaker and hearer 
are most  in terested i n  f i g u r i n g  out where Max i s ,  
and being unable t o  reach E l l i o t  i s  a good clue 
t o  Max's being i n  Boston: then hemay be intended 
and understood as r e f e r r i n g  t o  Max. What matters 
most seems t o  be the sallence and relevance o f  a 
p a r t i c u l a r  ind iv idua l ,  and I see no reason t o  draw 
any theoret ica l  1 ine  between cases where t h a t  
salience comes from the l i n g u i s t i c  context as 
opposed t o  the' non-1 ingui  s t i  c context. 

yhere I do want t o  draw a sharp l i n e  i s  between 
the bound var iab le use and the pragmatic use o f  
pronouns. The bound var iab le use i s  best des- 
cribed a t  the leve l  o f  syntact ic  form and seman- 
t i c  i n te rp re ta t i on  o f  s ing le  sentences, and the*  
relevant question i s  no t  what the pronoun refers 
to ,  bu t  what q u a n t i f i e r  phrase i s  binding it. 
The pragmatic use i s  best described a t  the prag- 
matic leve l ,  where the f u l l  context o f  the sen- 
tence i n  use i s  considtired; on the syn tac t ic  leve l ,  
these pronouns are r e a l l y  no d i f f e r e n t  from prol 
per names, and a t  the  semantic leve l  , they can be 
viewed as f ree  var iables o r  as dummy names. 

2. St ruc tu ra l l y  ambiqwus pronouns. 

I have begun w i t h  the c learest  examples o f  the 
d is t inc t ion ;  i f  a11 use3 o f  pronouns f e l l  unam- 
b i  guously i n t o  these two categories, I could 
stop here. A l  I the r e s t  would be a matter o f  
improving the descr ip t ion o f  the syn tac t ic  con- 
s t r a i n t s  on bound var iab le anaphora and unravel- 
l i n g  the processing mechanisms t h a t  we use t o  
determine the referents of the pragmatic uses o f  
pronouns. But the c lear  cases do no t  provide a 
set o f  necessary and s u f f i c i e n t  condit ions f o r  
t e l l i n g  the two kinds o f  pronouns apart, A l l  we 
can conclude so f a r  by way o f  condit ions i s  the 
fol lowing: 

(i ) A pronoun can funct ion as a bound v a n  abl e 
only i f  i t  i s  i n  t h e  same sentence w i t s  
antecedent. -g 

( i i )  Any pronoun can be used pragmatical ly. 

I f  these are the on l y  condit ions, we would expect 
many occurrences o f  pronouns t o  be ambiguous as 
t o  which use they have, and indeed many are. The 
pronouns i n  (1) and (2) are ambiguous i n  t h i s  way 
qnd the sentences have sharply d i f f e r e n t  i n t e r -  
pretat-ipns i n  the two cases. But now consider a 
sektence l i k e  (7) :  

(7 )  The prosecutor believed t h a t  he would win 
the case. 

This ebample can be analyzed e i t h e r  way; i f  the 
pronoun1 i s  analyzed as a bound var iab le,  the 
sentencd i s  in te rpre ted  as i n  (7a) , and i f  the 
pronoun i s  t reated pragmatical ly , we can repre- 
sent i t  ag i n  (7b). 



(7a) {The prosecutor: he ) believed tha t  heo 
would win the cask3 

( 7 b )  The prosecutor believed tha t  he5 would wfn the 
case. 

On the pragmati c pronoun readtng , the f ree  varl abl e 
he will be irrterpreted as some sa l ien t  individual 
& e n 1  ned by th$ context ; and one 1 i kel y chol ce 
will,,be the prosecutor. T h i s  looks a t  f i r s t  as i f  
we are predicting an ambiguity where there i s  none. 
And this Ps not just an isolated example, since 
the same situation wil7 ar i se  whenever we have an 
antecedent noun phrase tha t  picks out a particular 
indjvldual. B u t  i t  turns out tha t  there i s  s t r ik -  
ing evidence tha t  this i s  a real structural  ambigu- 
i ty ,  and not just an a r t i f a c t  of the analysis. I 
belleve tha t  Keenan (1971) was the first t o  point 
this out; Sag (1976) and Wi114ami (1977) discuss 
such cases extensively. The evldence comes from 
verb phrasg deleti  on. and involves examples 1 i ke 
the following: 

(8) The prosecutor believed that  he would win the 
case, and so did the defense attorney. 

The missing verb phrase can be understood i n  j u s t  
two ways, corresponding t o  the two structures we 
have posi ted for the f i r s t  clause On each read- 
ing, sentence (8) predicates the same property of 
the defense attorney as i t  predicates of the pro- 
secutor: e i ther  the property of being an x such 
that x believed tha t  x would win the case Tthe 
bound variable readina ,  or the property of being 
an x such t h a t  x believes t h a t  $ (the prosecutor) 
would in  the case (the pragmatic pronoun read- 
ing)  .g Thus the examples of so-called "sloppy 
identity" (Ross 1967) of pronouns are really exam- 
ples of s t r i c t  semantic ident i ty  of predicates. 
Thi s important general S zat i  on can be captured 
only by recognizing that  apparently unambiguous 
sentences l ike (7) are i n  fac t  structurally ambi - 
guous. 

Cases w i t h  proper names as antecedents t o  pronouns 
work just l ike  (7)  and (8),  the unified treatment 
of a1 1 noun phrases, i ncl udi ng proper names, as 
quantifier phrases proposed by Mon tague (1 973) 
i s  an inportant aid in permitting the treatment 
of pronouns advocated here. 

Another major source af pronoun ambiguity i s  t h e  
systematic ambiguity of most plural noun phrases 
as betvleen a "group" reading and an "individual" 
readihg , aS i n  (9). 

(9) Three men l i f t ed  the piano. 

Wheh the plural pronoun they I S  used as -ragma- 
t i c  pr~noun , i t  always refers to  a group; b u t  when 
kt 1's used as a bound variable, i t  may be el  ther  
a variable over individuals o r  a variable over 
groups, Thus we get two bound vari able readings 
plus a pragmatic pronoun reading f o r  (10). 

(10) The Democrats voted fo r  their ,  wives. 

On the group-level bound vari able reading, the 
Dem~crats as a group voted f o r  thei r wives as a 
group. On the individual- level bound vhriabl e 
reading, each of the IJemocFats voted f o r  his own 
wife. On the wagmatic pronoun reading, the 

Democrats-- voted f o r  some group I s  wives ; tha t  group 
might be the Democrats themselves, b u t  might be 
some other group determined by the context. Agairr 
the three readlngs lead t o  corresponding readings 
tn sentences w i t h  verb-phrase deletion: 

(1 1 ) The 'Democrats voted far  their wives before 
the Republ i cans d i  d. 

I will not enumerate the readings, but it can be 
seen tha t  the positing of the three ttridttures 
for the f irst  clause plus the requi remeht tha t  
verb phrase deletjon be interpreted as setnantlc 
identity of predl cat i  on makes the correct predi c- 
tions about the possible interpretations of the 
f u l  1 sentence . 
Yet another source of structural  ambiguity is the 
fac t  t h a t  noun phrases may have other noun phrases 
embedded wf thtn them, and a pronoun may have e i the r  
the whole noun phrase or a subpart as antecedent. 
Sentences (12a) and (12b) do not have th i s  parti  - 
cul a r  ambiguity because of the number dTfference. 
bu t  (13) is  ambiguous as between (73a) and (13b). 

(12) (a)  One of the prisoners believed that  she 
could escape. 

(b) One of the prisoners believed that  they 
could escape-5 

(13) Two of the prisoneh aelieved tha t  they could 
escape. 

(a) Two of the prisoners believed tha t  
cou1 d escape. I 

(b) Two of t h e  prisoners. be1 ieved t h a t  they 
could escape. 

Each of these sentences is  ambiguous between a 
bound variable use and a pragmatic use of the 
pronoun; and sentence (13a) permits e i ther  the 
individual -level bound vari able reading (each of 
the two believed she could escape) or  the group- 
level reading (both believed that  both could escape). 
However, (l3b) on the bound variable reading must 
be a group-level pronoun, because the antecedent is 
i n  a par t i t ive  constructton, which requires a group- 
denoting noun phrase. A f u l l e r  discussion of  plu-  
ral noun phrases and bound variable prdnouns can 
be found i n  Bennett (7974), although Bennett 
does not specifically discuss the pragmatic uses 
of pronouns. No new principles of pronoun inter-  
pretation are needed f o r  these cases beyond the 
important observation tha t  they can function sem- 
anti cal ly  as an individual-level pronoun, that is,  
just l i k e  a singular pronoun. The complexities 
of these examples resul t  simply f ron the jo in t  
interact1 on of several indtvi dual l y  simple pheno- 
mena: bound vari able vs. pragmatic uses of pronouns, 
individual vs. group readings of plurals,  and the 
possd b i l  i t y  of e i ther  a whole noun phrase o r  a 
subpart o f  i t  serving as antecedent f o r  a pronoun. 

The examples distussed so f a r  are sumnarized and 
extended i n  Table I below. The column headed 
"Pragmati c Pronoun" should be understood as f 01 1 ows : 
the given pronoun can be interpreted as referring. 
to  an individual or group determinable on the basis 
o f  the interfiretation of the given "antecedentM as 
the relevant 1 ingui st1 c context. Thus, for  example, 
while every man does not re fer  t o  the group of a l l  
man, i t  can promote tha t  group in to  salience,_ as 
can no man and no men. 



(14) No students came t o  the party. They thought 
they weren ' t i nvi  ted.6J 

TABLE I 

w a y  un 
m.uI 
tho un 
John 
on. urn 
M n ~ ~ U I I  
at .ost otu un 
thr.01.n 

tvo of the ion 
110 Don 
Ju4a md B i l l  
Jdm a B i l l  

Bouna Variabl. Pronoun 

they (ind). t h e  (~lroup) 
they tindl 
they (krd)* the$ (group) 
h. 

they (6roup) 
he 
th.t (WOUP) 

they (goup) 
t h * ~  (WP) 
they (group) 
*r ( g o u p 9  

3. Are  there "pronouns o'f laziness"? 

Both t rad i t iona l  gramnar books and ear ly  transfor- 
mational accounts sukh as Lees and Klima (1963) 
suggest a treatment o f  pronouns d i f f e ren t  from 
ei ther  o f  the two I have described. This i s  the 
view that a pronoun i s  a substi tute f o r  a l inguis-  
ti cal l y  ident ica l  noun phrase; ( l5b) would on t h i s  
vfew be derived from (15a). 

Thus the i t  i s  viewed as standing f o r  a descrip- 
t i o n  reco=able i n  a complex way from the i n t t i a l  
pa r t  o f  the sentence. Geach may o r  may n ~ t  have 
cal led t h i s  an example o f  a "pronoun o f  laziness"; 
the term i s  his,  but i t  has been used by him and 
others i n  a var ie ty  o f  wvs .  What a l l  uses o f  
the term have i n  common i s  the idea tha t  some 
pronouns should be analyzed nei ther as bound var i -  
abl es nor as d i r e c t l y  re ferent i  a1 , but f n terms 
o f  some syntactical 1y def4 nab1 e re1 a t i  on t o  an 
antecedent noun phrase. 

Another example f o r  which a "pronoun o f  1 at1 ness" 
treatment has plausi b i l i $ y  i s  (19), f r o m  Karttunen 
(1 969) : 

(19) The man who gives h i s  paycheck t o  h is  wi fe 
i s  wiser than the man who gives i t  t o  h i s  
m i  stress. 

This i t  ts  also not a ~ound variable nor d i r e c t l y  
r e f e r g t i a l ;  i t  seems t o  be a substitute f o r  the 
expression h i s  check. I n  both Partee (1970) 
and Partee n*iued for the existence o f  
a syntacti  c pronoun-of -1 azi ness rule,  i ntenddi t o  
cover both these examples and those cases of what 
I am now ca l l i ng  pragmatic p,ronouns i n  which the 
antecedent i s  i tse l  f'a d i rec t l y  r e f e r r i  nq exores- 
s i  on such as a proper noun o r  i def in i teWdesb ip-  ( I 5 )  (a) John 'poke to when John in*=) tion. However, beither 1 nor anyone else tha t  

(b) John spoke t o  Mary when he walked in .  I know of ever succeeded i n  s ta t inq  a version o f  
But such a view requi res that  semantic interpreta- the r u l e  which covered a1 1 o f  these cases without 
t i o n  operate on surface structure, since the appli-  generating c lear ly  unacceptable resul t s  as we1 1. 
cation o f  the r u l e  changes the meanly whenever Recent arguments by Terry Parsons ( ersonal comnun- 
the repeated noun phrase i s  anything other than a icat ion)  , Robin Cooper (forthcoming , Gareth Evans 
proper noun or  a d e f i n i t e  description. 

! 
(1977) , Emmon Bach (personal comnuni cation), and 
others have convinced-me tha t  there i s  no .way t o  

(16) (a) ~ o h h  l o s t  a watch and B i l l  fourid a 
watch =3 

(b) John l o s t  a watcb and B i  11 found it. 

Given tha t  pragmatic pronouns must be generated 
d i r e c t l y  anyway because o f  cases where there i s  no 
1 ingui  s t i  G antecedent, there i s then no work l e f t  
f o r  such a transformation t o  do; i t  s imp l i f ies  
nei ther the syntax nor the semantics. Hence it 
has been abandoned by l ingu is ts  o f  j us t  about 
every theoreti  cal  persuasion. 

But there are some cases t h a t  look as though they 

make the notion of "prqnoun o f  laziness" coherent 
without reduclng it t o  one which covers only a 
small subclass of the pragmatic pronouhs and hence 
does no useful work. 

khat then can we say about the paycheck sentences 
and the donkey sentences? Many l i nes  o f  attack 
are being explored currently; one tha t  I fSnd 
par t i cu la r ly  promising i s  proposed by Cooper ( for th-  
coming) , who suggests a rather natural extension 
o f  the notion o f  pragmatic pronoun t o  handle them. 
Before d e s c r i b i ~ g  h i s  proposal, I need t o  fill 
i n  some background. 

might be bet ter  handled v i a  a syntactic substi-  - 
t u t i on  r u l e  than by e i the r  the bound variable Russell 's ana ~ y s i s  o f  singular de f i n i t e  descrip- 
o r  the pragmatic treatment. One class was in t ro -  t ions (Russel 1 1909') requires tha t  there be a 
duced by Geach (1962), who provides examples unique object sa t is fy ing  the descript ion i n  order 
l i k e  (17): for  the expression t o  denote anythtng , and hence 

notoriouslv f a i l s  t o  account f o r  the successful 
(17) Every man who owns a donkey beats it. 

On the defensible assumption tha t  a .donkey should 
be analyxed here as an ex is tent ta l  quan t i f i e r  
phrase having narrower scope than the eyeryie:his 
i t  cannot be analyzed as a bound variab e - 
Partee 1975a)- But i t  also does not r e f e r  t o  any 
spec i f i c  donkey, and so does no t  appear t o  be 
functioning as a pragmatic pronoun. Geach suggests 
t h a t  a sentence l i k e  (17) be analyzed i n  terns o f  
(18) : 

(18) Every man who owns a donkey beats the donkey 
he owns. 

reference of a noun phrase 1 i ke the clock t n (20). 

(20) Did you wind the clock? 

That the missing ingredient i s  pragmatic has long 
been recognized ; Cooper (forthcoming ) proposes a 
mechanism tha t  brings i n  ppagmatics i n  a simple 
way tha t  para1 l e l  s the account o f  pragmatic pro- 
nogns given above (which i s  also bas ica l ly  Cooper' 
lie proposes f o r  d e f i n i t e  descriptions a semantic 
in terpretat ion 1 i ke Russel 1 ' s but w i th  the addi - 
t i o n  o f  a f ree property variable P: the clock 
then denotes (the property set  o f )  the unique 
ind iv idual  & such t h a t  c l o c k ( g  and P(x). - A t  the 



semantic level, P is just a free variable; it is 
l e f t  t o  the pragmatic interpretation of the sen- 
tence i n  context to  determine an appropriate 
choice f o r  P. Irl a context where there is no sat-  
ient d i r t i n y i  shing property, the singul ar defin- 
i te descr ipion would indeed be inappropriate o r  
uninterpetabl e. Cooper' s treatment can be seen 
as a formalizatior of the informal gloss of the 

7 (by Ka.ti: and others) as "contextirally d e f i n ~ t e  

As a second background step toward Cooper's pro- 
posal , consider the interpretation of genitive 
phrasq l ike  tbat  in (21). 

(21) John's team los t  again. 

As is we1 1 known, John ' s team may be the team John 
awns, or  plays fo r ,  o r  roots fo r ,  or collects 
trading cards of ,  or writes news s tor ies  about; 
there are virtuglly no l imits  on the relevant 
@lation. I propose tha t  such constructions be 
analyzed a t  the semantic level as definite descrlp- 
tions containihg a free relation variable R ,  
whose value is to  be determined a t  the pragmattc 
level, by looking for  an appropriately sal ient  
and relevant relation in t h e  l inguis t ic  or non- 
l i n g u i s t i c  context. Thus  John's team would be 
interpreted a s  (22) : 

(22) the x such tha t  team (x) and R (Jdhn, x ) .  

What i s  comnon t o  these analyses of pragmatic pro- 
nouns, def ini te  descriptions, and genitive con- 
structions i s  the use o f  semantic free variables 
that are pragmatically assigned parti  cul ar va3 ues . 
Introducing the free variables a1 lows a complete 
specifikation of the form of the interpretation 
to be given f o r  each sentence a t  the semantic 
level, while providing an appropriate division 
of 1 abor be tween seman ti cs and pragmati c s . 3 ~  
the determination of the content. 

Cooper's proposal for  the dmkey and paycheck 
sentences i s  that  pronouns can be analyzed not 
only as- free variables, b u t  a1 twnatively as 
expressions composed of more than one free 
variable, u t i  l izing f ree  property or relation 
variables much as i h  the examples just discus- 
sed. The logical fomalism I s  cmplex, b u t  I will 
give it f o r  completeness and then tby t o  paraphrase 
i t  less  formally. A singular pronoun (he, - -  she,  
or it) may have any translation of the follow- 
ing form: 

(23) 3 x  b y  [ C p d  (Y)? Y = x l  A K (XI], 
where n i s  a proper y-denoting expres- 
sion containing only 'free variables wd 
parentheses. 

What t h i s  says is tha t  e . 9  It may be interpreted 
as (the pmperty s e t  of ) the unique individual 
x which has property n . For the paychetk,exam- 
ple, an appropriate n w i  11 be R (u),  where R i s  
a free relation variable and u i s  a free indivi- 
dual vari abl e that  w i  1 1 be bound by the second 
ocsurrence of the man. The second clause af (19) 
will theti say "the man u such that  u gives the x 
such t h a t  R (x,u)  to U ' S  mistress.,'' The pragmati- 
cal ly  a propriate R will be "being the  paycheck 
of". d e  computational complex1 ty of the analys 
is  jus t i f ied ,  I believe, by the f ac t  tha t  only 

very sa l i en t  relations permit the klnd of pronoun 
use evidenced by the paycheck example. 

Cooper' s analysl s of the donkey sentences"ses the 
identical device; for  de ta i l s  see Cooper (forth- 
coming ) 

The conclusion of th i s  section i s  tha t  there are 
no pronouns of laziness ; the cases which seemed 
t o  requi r$ them can be handled by an extension 
of the notion of pragmatic pronouns. The exten- 
sion i s  somewhat complex, b u t  (a) i t  makes use 
of the same kind o f  property and relation vari - 
ables t h a t  are needed f o r  an account OT defini te  
noun pnrases and genitlve constructions, and (b)  
the examples i t  is needed for  are intui t ively 
complex and i nf requent i n  occurrence. 

4. Conclusion. 

There! are  many problems of pronouns and reference 
t h a t  I have not touched on. I have not discussed 
reflexive pronouns, f i r s t  and second person pro- 
nouns, pronouns in  modal contexts, the pro- 
comnon noun - one, anaphoric determiners l ike same, - 
different,  o r  other, OF any of a host of other 
topics crucial* t o  a fuqler account of %he role 
of pronouns i n  reference. ,In some cases the 
problem is just lack of space and time, b u t  i n  
other cases there are s t i l l  d i f f i cu l t  open prob- 
lems. I hope'-that some of what I have included 
i s  ref a t ively clnfamili ar  anb'potenti a l ly  useful 
for  computational 1 anguage processf ng endeavors, 
and I count on my fellow panelists t o  f i l l  i n  
some of the holes I have l e f t .  



Footnotes 

1. There are apparent except1 ons t o  even t h i s  weak 
a statement, but  I believe they are best under- 
stood as i nvol v i  ng e l  1 i p t i  cal  sentences. Consider 
the f 01 low1 ng exampl e (from Davi d Kapl an, personal 
cormuni cat ion) : 

A: Could a woman become chai man o f  the PhJ 1- 
os ophy Depaptment? 

B: Yes, i f  she's qua l i f ied .  
The she i n  the second sentence i s  no t  a pra matic 
p r o n x ;  but I th ink  i t  i s  best t reated as 8 ound 
by an unexpressed antecedent within'  the second 
sentence, which 5 s no t  as i t  stands a complete 
sentence, rather  than as bourid' by an antecedent 
i n  the previous sentence 

2. There are exceptiaas 'to t h s  statement, too, 
but they a1 1 involve i&#omrti c pronoun-containing 
expressions 1 i b "4r-d h i s  shoulderst' or " l os t  
h i s  cool". Ref 'h~uv-pronouns are no t  included 
ul t h i s  generalization; they are almost invar iab ly  
bound var iable pronouns, except f o r  ce r ta in  cases 
tha t  seem t o  r e s u l t  from i n s t a b i l i t y  i n  the choice 
o f  nominative o r  accusative form. I w i l l  no t  
go i n t o  any deta i  1s about reflex! ve pronouns here. 

3. On the pragmatic pronouh reading, the pronoun 
he can o f  course r e f e r  t a  someone o ther  than the - 
prosecutor; i n  t h a t  case the missing verb phrase 
w i l l  a l m s  be understood as invof v ing reference 
to  the same t h i  rd  person. 

4. There i s  s t i l l  an individual/group ambiguity 
f o r  the subject i n  t h i s  case, but  i t does not 
a f f e c t  the in te rp re ta t ion  o f  the pronoun, so I 
w ~ l l  ignore it. 

5. For s imp l i c i t y  I am ignonng the d i a l e c t  t ha t  
allows the w i t h  a s ingular  antecedent; i n  tha t  
d ia lec t  T' 12b) i s  as ambiguous as (13). 

6 .  Not every occurrence o f  a quantifier phrase 
w i th  no has t h i s  e f fec t ,  as the fo l l ow ing  example 
from k n s  (1977) shows: 

(I) *John owns no sheep and Harry vaccinates 
them, 

The r o l e  o f  non-1 ingui  s t i c  inference i n  in terpre t -  
i ng  pragmatic pronouns can be seerl from the fo l low- 
ing l i n g u i s t i c a l l y  s im i la r  examples. 

( i i )  John owns no sheep because Amherst taxes 
them. 

( ~ i i )  John now owns no sheep because Harry 
poi soned them. 

I n  ( i  i ) , them seems t o  be generl e shee rather  
than any group o f  sheepi i n  (ill) t a most Taus- + R i b l e  in te rp re ta t ion  seems t o  be the sheep t at 
John once owned. Perhaps i t  would be mdre accur- 
ate t o  say t h a t  no msfl and n men n e q r  serve d i r -  
ectly as anteced?iiiZ-E;j a p r a c  the+ bu t  
sentences i n  which they occur dolsomet mes permit 
the inference o f  a sui table re ferent  f o r  a prag- 
matic they. 

came anyway. 
(ill) Ask John or B i l l .  They know  here the 

keys are kept. 

8. Montague (197 3)  t reats a l l  nouq phrases as 
devoting pro e r t y  sets and Cooper fo l lows t h l s  R praeti te.  W i 1 e t h a t  t tw tmen t  seems esSentlaE 
f o r  8 lltrZfted account a€ noun phrases, f have 
omitted ~ ~ S C U S S I ~ ~  of Ilt here f o r  $ imp l f c i t y .  

7. The group i n  t h i s  case I s  the group o f  John 
and B l l l .  That group can be put  i n t o  contextual - 
sal ience by any rned'idn o f  John and B i  11 separately, 
as i n  the examples below. 
(I) John saw BAl l  yesterday. They decided t o  

go f ish ing.  
( i  i ) I i n v i t e d  John, bu t  not  B i l l .  They both 
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'The ~ s e  of Focus as a Tool for 
Disambiguation of Definite Noun Phrases 

1. Introduction to tho Problem 

Candace L. Sidner 
MIT Artificial Intelligence Laboratory , 

Cambridge, Massachusetts 

When speakers1 utter or write sentences, they use 
certain words in the sentence to refer to people, places, 
object, times, events and ideas which exist in th- real world. 
When sentences are fdrmea into units of twb or more 
sentences, certain words refer back to othet referring 
Qxpresslons in the previous sentences. Among the words 
which can be used to refer to the real world as well as to 
refer back (which is called thb process of co-raterence) are 
_noun phrases containing a definite article, such as the (cglled 
defnps, hereafter). Several aspects of com~rehension of 
defnps are open problems: 

1.) What is the definition of the reference of a defnp? 
That is, what to we mean by reference irr 
computational linguisitics~ 

2.) How are defnpst which are used to co-refer into a 
discourse distinguished from those which refer to 
real world objects outside the discourse? 

3.) Whaf methods of search will distinguish the referent 
of a defnp which refers to an entity outside the 
discourse context' 

4.) What different ways can defnps be used to co-refer 
to other entitles in the discourse? 

5.) How can co-referenq of'defnps be detected? 
6.) What inferences and data structures will be needed, 

for the detection process? The work of Winograd 
1197 1 I, Charniak 119721 and Rieger [I9731 suggest 
that inferencing is. crucial to the interpretation of 
co-reference. 

This paper presents a viewpoint from which to 
answer theseauestibns based on the concept of focus, as 
developed by Grosz [1977) and the author (Bullwinkle 119771). 
This paper extends' Grwz' work by qstablishing a framework 
for communication and a set of rples for use of focus in 
discourse. The approach taken here represents an alternative 
to the inference driven schemes of Charniak and Rieger. 

2. T b  Communication Pracass a d  Focus 

The description of the communication process given 
here contains fout simple assumptions which are generally true 
and will be taken as true in this work First, the speaker is 
assumed to be communicating about something. This 
assumption implies that the speaker is not speaking gibberish, 
that there are referring expressrons and either requests, 
questions, assertions or acknowledgements beinq made. The 
something which the communication is about will be called the 
focus of the discourse? Second, the hearer is assumed to be 
able to identify what the focus qf the discourse is. The 
speaker wants to communicat_e about something., and for the 
communication to occur, the hearer must be able to dist~nguish 
what the speaker is communicating about. Third, the speawr 
is not trylng to confuse or deceive the hearer. The-speaker 
uses referring expressions with the intention of referring to 
someone or something, or with the intention of describing 
something or some event. In Gricean3 terms, the b y w r d  is 
"Be perspicuous." The final assumption claims that the speaker 
assumes the hearer knows certain knowledge about the 
real-world which can be referred to during the communication 
process. Recent research (Cohen [1978]), as well as the well 
known work of Searle [I9691 and Austin [I9621 describe 
models of the speaker's knowledge of what the hearer 
believes. I n  this chapter, the weakest form of such a model 16 
assumed: the speaker assumes the hearer has enough 
real-world knowledge in common with the speaker to know the 
entities which the spebRer refers to, and that knowledge is 
what the speaker draws on in constructing a message 40r a 
hearer. These four assumptions will play an important part in 
the discussion of co-reference interpretatioh which follows. 

1. I wOn .use the term speaker to refw to the producer of a 
spoken or written drscourse and hearsr to refer to the 
receiver of the discourse. 

2. 1 don't want fo suggest that only one thing can be 
communicated in a dlscourse, for speakers do direct their 
attention from one thing to another. For the moment, I will 
speak 9f the focus as the first center of rttention in  a 
speaker's dlscourse. 
3. Grice, HP. "Logic and Conversatlbn" etc. 



This paper makes the claim that the focus acts as m 
indax function for referring expressions. For those referring 
expressions which are anaphoric, the focus indicates where to 
look for an anfecendent, For those referring expressions 
which are names or descriptions of things in the world, the 
focus acts as a generation center for a process that chooses a 
r'epresentatian. of a real world entity vihich fits the name or 
description. However, the focus of a discourse alone is not 
sufficient to produce theWndexing behavior. The focus must be 
used hr cmiunction with a hierarchical semantic network of 
associations. The network will indicate what other concepts 
are related to the focus. I t  is a codification of some of the 
general knowledge speakers and hearers have about the real 
world. The network is a dynamic structure because the hearer 
adds to  hisfher general knowledge in the process of 
interpreting a piece of discourse, Focus must also act with a 
third piece of computational machinery, an inferencing 
mechanism. I t  is used to infer from general knowledge and 
some suppositions that a certain proposition is true. 

An example will be helpful here. In  the discourse 
below, thb focus of discussion is the meeting of DO-1. 

00-1 1 want to schedule a meeting with Ira. 
2 I t  should be at 3 p.m. 
3 We can get toget her in  his office. 
4 Invite John to come, too. 

All four sentences give information about the focussed entity. 
Thus in DO both sentences 3 and 4 make no direct reference 
to the meeting of 00-1. As human hearers, we know that 
these sentences are related to the rest of 00 because-they 
give information about the focus meeting. I n  00-3 there are 
three clues which connect this sentence 2nd the rest of the 
discourse: the use of get together, the a-reference of we to 
the participants of the meetfng, and his office establishing a 
place fop a meeting. DO-4 intraduces an additional participant 
which can be surmised from the use of invite,%nd the fact that 
the ellipsis of the went  that John IS invited to is the focus. 

A piece of the hierarchical net needed hr DO is 
given below in figure 1. A prototypd meetings has associated 
places, times, participants, and purposes. The relation 
between meeting and place is one of occurrence while the 
relation between meeting and purposes is one of causality. 
When tXt-1 is encountered, the hierarchical net grows a new 
member: an instance sf  meeting from 00-1. I t  inhe* 
associated entities of meetings and some specific values tor 
the participant entdty. 00-2 induafes that something (callbd it) 
will occur at a particular time. The focus of 00-1 is meetihg, 
so the focus, meeting, is proposed as the antecedent o! it. To 

Fig. 1. Irntancas of r Giowrrl Meeting Concept 

meeting 1, 

5 purpose 

I place: 801 _ -Y time: Thursday-at-3 partnipants: Stanoczyk, Lewin 

confirm the proposal, the Inference mechanism~checks to see If 
meetings occur at times. Indeed they do, so the proposal of 
meeting as antecedent of it is accepted. 

The explanation about the use of focus is not really 
so simple because the focus of a discourse changes. The 
interpretation of focus requires a means of recognizing that 
the focus has changed to some other entity. In 00' the focus 
begins on meeting, but the it in W - 3  has my office as its 
co-referent, not the meet~ng. Detecting this co-reference 
requires a means of noticing a shift of focus and using the 
inferencing mechanism to confirm the choice of to-referent, 
Focus shift detection will not be discubsed here; the reader is 
referred to  Bullwinkle [I9771 for a discussion of focus shift 
where the term "sub-topic shift" is used. 

W-1 I want to schedule a meeting with George, Jim, 
Steve and M~ke. 
2 We can meet in my office. 
3 It's kind of small, but the *meeting won't last very 
long enyway. 

3. Ratferame jn Computational Term 

The theory presented here distinguishes two kinds 
of rafat.ring The first is an idernal reference between a noun 
phrase and some pre-exlstlng database object. That database 
object represents a real world entity. 10 Figure 2 below 
internal reference links the noun phrase NPl wJimmy Carter" to 
a representation of Jimmy Carter (who is described as 
presrdent of the US, etcll. How the noun phrase and the 
database object refer t q  the real world is the classical 
semantic problem of reference (cf. Kripke [I9721 amng 
others) and is beyond the scope of this work Tha other kind 
of referring is co-reference. Co-reference links a nounghrase 
to  another noun phrsse. The two noun phrases are said to 
co-refer, aqd both intetnally refer to the sa'me database 
object, both refer to the real world object, In  Figure 1, the 
dashed link from NP2 "Jtmmy to N P ~  is a EO-reference lin4 
The dot-dash link from NP2 to the database object is a virtual 
internal reference link wh~ch results from the co-reference link 
from NP2 to WI andfrorn the Infenal reference link from FJP'1 
t o  t he  d a t a b m  Bject.  Internal reference aitd co-reference 
links at distingyished because co-reference links csn be 
establishd more easily using discqurse contqxt, W,ch will'bs 
discussed in  detail,later in this paper. In the remainder of 
thfs paper when 1 speak of inteknal reference, I will drop the 
phrase "internal" and use only "reference." 

A computational theory of co-refar~ce 
comprehension must e8swer f he following questJons about the 
Use of referential terms in natural language: 

(1) Ooes the expression refer to Someone or something? 
(2) What conceptual entity in the memory or the 

databese of the hearer's knawledge, If any, is 
denoted by f i e  referring expression? 

(3) WhGn does a given ewprgssionn refer to the s a w  
entlly as another referring expression? 

The expressibn Julius Caesar 1s used to ,refer, and can refer to 
the person represented in the hearer's knowledge as Julius 
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Oatabese Representation of Jimmy Carter 
Name: Jimmy Carter 
occupation: President of US 
birthplace: Georgia 

Caesar. T,o answer the first question above, the beaker must 
decide that names are rea~rting expressions. To answer the 
second question, the b a r e r  must decide 1) whether Julius 
Caesar refers uniquely und 2) what conceptual entity in the 
heamr's memory represents the hearer's real-world referent. 
These two decisions together with the initial assumptions 
appear to make &necessary and sufficient conditions for 
comprehension since by  deciding that Julius Caesar refers 
uniquely and choosing a conceptual entity, the hearer has 
decoded what entity the speaker was referring to. 

There are, however, situations where the hearer's 
choices to  the above decisions and the speaker's intended 
referent do not coincide. Suppose the hearer decides that 
Julius Caesar refers uniquely and refers to Julius Caesar, who 
W&E a Rodan emperor. The speaker may also have intended i t  
to  refer uniquely, but to the author% deceased cat, whose 
name was Jul~us Caesar. Now there are three possibilities; 
either the hearer knew about Julius Caesar the cat, but 
decided the expression referred to Julius &he emperor, or the 
hearer only knew about the emperor, or fhe hearer didn't 
know of either. I n  the last case, the hearer "found" a referent 
by a chance from randomly linking up the name and some 
memory representirtion. The last possibility does not fit a 
description of reference comprehension of any kind. Randomly 
hooking up information from one's memory t@ what appears to 
be a referring expression may be e cognitive act, but 
intuitively no one would call i t  reference comprdhension. 

In the case wh~re the hearer only knew about the 
emperor, i t  seems safe to conclude that the reference may 

C 
have been comprehended, but incompletely. As we shall see, 
there are many other clues In communicstion aboul the 
referent of terms than those given by re f s r r i n~  expressions in 
isolation. Without these, reference comprehenslon is 
incomplete because the h&er has no merne of knowing 
whether s/hs may have the wrong referent. Even with the 
best set of clues, the hearer may still choose Julius the 
emperor, Hsre ws will say that comprshqnsion has tdkan 
place, completely but incorrectly, because the barer  hrs used 
all the relevant communication knowledge to decodt, the 
speaker's message. What can be concluded is that the 
speaker's rules for reference generation and/gr the spmaker's 
knowledge bf the hearer is faulty (thereby contradicting the 

speaker's assumption above). 

In the ease where the hearer knows of both 
possibilities and; ch~uses the incorrect one, the hearer may 
have erred due t@ hilqrs to fotIow other cammunicatkn ctves 
or again because the epedket's rules and knowledge were 
lacking. In conclusion, a referring expression fs comprehend& 
US intended, if and bnfy H th0 same referent as that intended 
by the speaker Is chosen from the entittes in memory. fhe 
expression is  otherwise just comprehended ehefi thg hearer 
chooses an entify from mmery which is denoted by the 
referring expression using all the available communication 
clues but does not choose the same entity as intended by the 
speaker. An expression wilt be. considered incompletely 
comprehended if the hearer fails to use all the communication 
cues available at the time the communication occurs. 

So far 1 have not considered the possibility of error 
o n  the patt  of the hearer because of the hearer's beliefs. 
Suppose, for example, that the hearer believes the speaker 
hates t o  even speak of cats. Then the hearer may conclude 
that Julius Caesar is most likely a reference to the emperor of 
Rome. I am not going to consider this possibility in the 
forthcoming discussion; instead I wili restrict the discussion to 
cues from the communication process. Hearer beliefs raise a 

separate set of philosophical as well as con)pi&ational 
problems and entends the scope of this study too broadly. 
However, the issues are significant In the total picture of 
reference and co-reference comprehension. 

In the remainder of this paper I will consider 
co-reference comprehensioh just from the hearer's point of 
view. Thus in discussing referential and co-referential 
exptessrons, I will be concerned with a model of how the 
hearer disambiguates these expressions used in drscdurse. By 
symmetry, ~ h e  might suppose that the generation of 
keferential expressions by a speabr could make use of a 
similar model. Such a supposition will remain untested in this 
paper and is to be verified by later work Furthermore, I will 
not be concerned with c~mprehensiori as intended s i ~  this 
pr6CeSS requires the additional information of what ths hearer 
believes that the speak&r knows about Instead i will point 
.out at various times how the theory under discussion would 
need modification i f  hearer's beliefs were included 

4. Problam with Definite Noun Phrases 

Definite* noun phrases can be used to refer to 
entities in the real world. Russell [I9051 says of the 
expression the suthor of Waverly that it denotes Sir Walter 
Scott, and that when it is strictly used, rr defnp denotes 
uniquelyd4 Thus by using a definite article, a rperker 1s saying 
in aftact "there is one abject In the *world denoted by the 
phr'ese that f o l l o ~ s  and I mean that one.' Of courbe 4 dsfnp 
may be used to denotq someone without actud/y &noting 
anyone, as is the case with the woman who wrote jhfurl& 
This defnp is used to refer tp someone, but there is no 
conceptual representation in the 'hearer's (or for that matter, 
the speaker's) msrngry which corresponds to a real world 

- 

'4. By stictly used Russell h a n s  used without ambiguity. 



entity assutnhrg the normal case5 Nothln(l in the s y n t r t k  or 
semantic form of the expresskn itself suggest@ that the 
expressian has, na denotatiah Hsw can th# b8f4s determine 
whether the deftrp refer!? fq sdmeQ(1Q 08 flofqf Course, if 
there exists a memory entity the author 6f \rylm6rk which Zs 
attributed as male, the hearer can decide thrb thrp wprsssion 
does not refer to anyone bn the ba~lb fat 1) mnfr~dfctlon, E h t  
if no memoty entity exists, the hearer cannot &el& whether 
the WOM8n who wrote Wsverly refeta fa anyom' This way of 
looking at defnps, however, fails to acwunfi for dl the 
phenomena of defnps because it involves an assump?lon which 
is not' true. 

The Russelli'an analysis has difficulties because 
defnps are not always used to refer! The problem is not only 
whether a particular defnp actually denote$ a real world 
object$ i t  is alsb a question of whether tha defnps Is intended 
to  refer at all. Even more surprising, a defnp may be used to 
refer, but the speaner may not intend for the hearer to know 
the referent of the defnpr the defnp form Is used to indicafe 
that the referent is knowable, but possibly not significant for 
the communication at hand, OonneUan [19?7f points out that 
some defnps are used attributively. I f  we happen upon Smith 
who lies dead with foul wounds, one can say Fmith's murderer 
is insane.* Used attributively, Smlth's murderer does not refer 
t o  anyone, and the phrase does not dpscribb a pprticular 
person. I t  is as if to say, Smrth was murdered and the 
murderer, whoever that may be, is insane. Thys the speaker 
using an attributive defnp does not assume that someone fits 
the description, whereas with a referential defnp the speaker 
expects the hearer to realize who Is being pointed to. 

The other distrnct~on a speaker can make is to use a 
defnp to  indicate that the referent is knowable. Thus i f  OW 

says: 

(1) Larry read a  ID^ of l~ngu~strcs in the hospUal, 
(2) Carry read a lot of linguistics in a hosp~tal, 

the (2) usage is not the same as the (1). While the hearer 
doesnot know which hospital the hospital refers to, it is clear 
it refers to some particular one. Comprehbnsion of the 
referentla1 term does nat- involvs finding a memory entity 
which represents the real world entity that the expression 
refers to. For reference comprehension, thfb ceneern is 
considerable the Chinese guv~rnment In (3) does not 
demand reference deambiguation, while 154) does; the 
disambiguation isaifficult because the expression cen refer to 
more than on% thing. 

(3) John got help from the Chlnese government in 
adopting an Orlantal child, 
(4) Get a visa for your trip from the Chfness 
govsrnmgmt. 

Another difficulty with defnps Is that sometimes they 
are used not to r e t q  to or to describe spmific individuals or 
abjects, but to charecter~re o class of entities with the 

6, Possible world semantrcs will not be discussed here. 
Iksues of transworld identity qnd designatiotl by defiMe 
asscriptions may require more machinery than Is considered 
mm 

properties of the head noqn phrase and any of its modifiers. 
THUS (el) used in this way does not refer to m individual. I t  
character~zes. a member of the class of Individuals who are 
men and boak writers. (el) is similar to attribution except that 
the description applies ta a class. 

(el) the man who writes books 
So far, then, the following clas%es of defnps can be stated. A 
defnp that is used to refer uniquely to one entity; whether o- 
not such an entity exists in the real world, is a s~ec i f~c  defnb. 
A defnp that character~zes a class of entities by meam of an 
nd~v~dual whose propetties are delineated by the properties 
rf the head noun phrase and its mod~f~ers is a generic defnp. 
A defnp is attributive ~f ~t describes an entity without 
eferring. A defnp can be amb~~uous in use (u-ambiguous 
rereafter) t t  i ts use as a speclfi9 attributive or generic is not 
dent~fiable, whtle a defnp is ambiguous & reference 
r-ambiguous hereafter) if i t  is used specifically and there is 
nore than one ~ n t ~ t y  flf ting the description of the defnp. 

5. Gonorrl Role ef Conhxt in Disambiguation 

L~t t le  of language, ~f any at all, is sa~d without some 
surround~og contexts of information. For example, most 
conversat~ons hgppen In a location where there are other 
objects present. Mbst stor~es have at least the context of 
there being a story teller, a hearer and the story being told. 
There are contexts. wrth more presumed common knowledge, 
such as what the hearer knows of the speaker's own identity 
or some shared additional informatton between them (ag. they 
have children or parents in common). 

Contexts arb needed to determine what a detnp 
refers to. I f  I say (5), when I am standing in my kitchen with a 
frtend, the defnp, if specrfrc, must refer to some unique object 
in the world. 

(51 Get me the hot dtdh holder. 
There may be lots of hot drsh holders denoted by conceptual 
entities i n  my fr~end's mind, but I an- referrrng to a specific 
one. Since nethlng in (5) distinguishes the one I mean from 
the whole collection, erther 1 have mtsused the language, or 
there is  a contoxt whlcb contains only one such hot dish 
holder, and my friend 'ls aware of that context at the time of 
my saying (5). In this case, the necessary context is the 
kitchen, and the referent is  probably an item in the kitchen. 
Reference made to 6n object external to the conversion in  
called extra-sentbntlal reference. ft is discussed here to 
exemplify the role of gne clasS of contexts used in reference 
deternrinatton I call contexts bf reference which q ~ i s t  in 
addltianal to the one created by the discourse Implicit 
contexts. In this pappr 1 will show how use of Implicit 
contexts can Wold the problem of searching a general 
database for the entities denoted by defnpr. 

Other defnps make use of different implicit contexts. 
Instesd of an implicit context consisting a f  objects near the 
speaker, the implicit context may be events that the speaker 
'bel le~es~are common to the bearer. The speaker who opens a 
dialogue with (6) bel~w is assurnbg some prevlous confkxt (a 
discussion with the hasrer or some other situation) where the 
reference of the A!. Lab Lunguap Oroup was first established. 
In (71, the speaker irr esain assurnirrg 8 prb-sstrblished 
referent, but since the hearer mav know of several different 



dogs, some specific cbntext must be chosen that will 
distinguish a single dog. Later in this paper some heurisltics 
for choosing a context will be drscussed. 

(6) The A.I. Lab Language Group wants to meet next week. 
(7) The dog is sick again, 

Contextual informafi~n of yet another kind appears 
in story telling. At the beginning of a story, the hearer 
expects characters to  be introduced. Sometimes this is done 
with indefinite noun phroses, which are a way all -discourses 
introduce new items, butl often a story-teller uses names or 
defnps bs (8) below shows. 

(8) The -- heiress, lived the l ~ f e  of a recluse. She died 
under mysterious circumstances, but the murderer 
was never found. 

(8) is not a case of cataphor~c referencing (referring forward 
in  a text) stnce the phrase thaheiress can fully specify an 
object itself. However, heaters of (8) do not have to search 
their memories for a referent to the heiress in (8). They use 
the context of story begrnnrng to guide them in reference 
disambiguation. 

6. Distinguishing Celerics 

Defnps must be dtsambiguated as generic or 
non-generic. As wi'll be shown later, generics in the midst of a 
discourse can be easily d~samb~guated, but in an initial 
sentence only implicit contexts may exist in which a 
co-referent can be found to use in d~sambtguation. Impl~cit 
cohtexts may be helpful in some cases, but in general they are 
not sufficient to indicate Qhe interpretat~on. However certain 
rules can be postulated based on observable 6entence"ata. 
This data tndtcates that there are several levels of sententtal 
and phrasal infor mat ibn used for d~sambiguatilon. The rujes 
which will bm su,rrmari2ed6 here give preferences for generic 
and non-gener it readings. 

Some rules govern whether the defnp itself is 
preferred as a generic or nqn-generic reading. A small 
collection of phrases like the sun, the moon and the presrdent 
default to specific, well def~ned entifiles. Which entities are 
defaulted to depends on the presence or absence of an implicit 
context to which tlle phrase may co-refer. For other defnps, a 
"yes" answer to  ((1) of the following questions indicates a 
specific reading preference, wh~le a "yes" 10 (2) and (3) 
indicates a generic. 

I.) Is !here 9 specif~c indtvgdual so described? 
2.) Is there 13 class use acceptabjp for this pair1 
3 )  Are there many indivtduals described but none 

outstanding? 

"No" answers to all  causes a preferred specific reading. 
Question ?2) is necessary because generic read~ngs are 
d~ff icult  to obta~n for certarn classes of entities. Thus cobr 
words l ike  black, red, yellow and white applied to man 
descrtbe a class speclficatron while the other color words 
indicate a noh-penerlc description 

6. See Sidner [forthcomtng] for a full specificition of the 
interaretatton rules. 

In addition to phrasal preferences, predicate 
argument relations for cert-ain verbs may indicate a preferred 
non-generic reading. I n  these cases, a u-ambiguous defnp will 
be  taken as a non-generic, an& a generic defnp will cause an 
odd sentence. 

(9) The black man was movihg towards the window. 
(10) The woman who reads Total Woman is coming to 

dinner on Saturday. 

Some classes of speech acts are also dist~nctly generic. The 
is-s sentence below is always generic1 this reading may result 
from the use of is-a to indicate further characteristics of the 
subject. The announcement speech act in (12) is generic its 
tong as an implicit context does not e ~ i s t  which contains en 
acceptable co-reference for the defnp. 

(1 1) The elephant 2 large mammal. 
(12) 1 went to tell 1r6u about the orangetang. 

Speaker-hearer assumptions about perspicuity can 
force a reading to be generic or nonrgenerk, The defnp in 
(13) is forced to be read generically because a specific reading 
would be r--ambiguous and therefore not perspicuous. On the 
other hand, (14) is odd since mv~fe requires a non-genetic 
object. Ibwever, because the speaker is assumed to be 
maintaining perspicu~ty, the hearer may attempt to read the 
defnp in (14) as a non-generic. 

( I  3) 6111 considers the black man to be the source of 
Boston's soctal unrost. 

(14) Invite the man who reads The Grapes of Wrath to 
dinner, 

I warrt to  emphasize that the noun phrase, verb phrase and 
sentonce level rules are only preferences far readings. I n  tHe 
w o r d  +ase, as (15) shows, an initial sentence may contain a 
u-ambiguous phrase which, while phferred as getlePic, can be 
used either way. 

(15) The robot is re~ lac i  rig Ine car. 

7 - The Explicit Backwards Go-referone- Rule for h f n p  
Dirrambiglration 

Using the cancept of focus, rules governing the 
co-referential use of defnps in discourse can be stated. The 
rules for defnp co-reference which foitoy depend upon the 
ability of the hearer to identify focus. This process is a 
complex one and will not be d~scussed here. The reader is 

referred to Sidner [forthcoming] for full details. I n  brief, the 
focus o f  a sentence depends upon predicate eggurnent 
relations and in same cases, speclal syntactic farms, such as 
clefts and pseudoclef Is. 

In t h e  simplest formulation, the rules for defnp 
co-reference states: the d~scourse focus provides s reference 
point for the co-references of defnps. As I will show%elow, 
the rule contains several subparts which must be stated 
separately. In this paper I will refer to cases of a defnp used 
anaphorlcally as explicit, backwards co-referencing (EBC). Tha 
E8C rule states that e defnp with the same noun phrase heed 
as the focus, and which appesrs in a sentence following the 
sentence with the focus, Is co-referential to the focus. The 
more c o m n ,  forms of explicit backwards co-jaferenclng are 
found in D l  and 02 below: 



01-1 1 want to have z M p a r t y j  with Ipts of guests. 
2 The party; ought to be on Saturday so everyone 
can come. 

02-1 I'm goihg to tell you about the eie hant e. 
2 The elephanti is the largest of he jungle 
mammals. 

---I 
3 & weighs over 3000 pounds. 
4 At one point in iQ existence, the elephant8 had 
protect itself from the lion, 
5 but now its;bherds are so large, that most lions 
won't even venture near. 

What the reader will nbtice about 02 is not only the 
co-referencislity of focus for the second and third uses of the 
elephant, but also the co-referenciality implies that these uses 
are generic. Where defnps in isolation are often ambiguous on 
the generic-specific ~Iassification, in discourse context, this 
rarely occurs since the focus provides the class type for the 
defnp. As stated, the EBC rule makes a true predtction about 
u-ambiguous defnps which occur in sentences fotlowing the 
focus: they are CP-referential with the focus, and hence 
disambiguated as non-generic. 03-2 below contains a defnp 
which is u-ambiguous in isblation, but in the discourse context, 
it refets to George's elephant, the reference of the focus. 

03-1 1 sent George an elephant last year for a biithday 
present. 
2 The elephant likes potatoes for breakfast. 

The EBC rule is inacqurate when applied to strictly 
generic defnps, and where i t  fails, the role of phrasal and 
sentential level processing in co-reference comprehension is 
indicated. 04 is an ind~cation of the problem. D4-2 is generlc 
in dsolation. Even in the context of D4, where the focus is 
Mary's ferret, hearers interpret the underlined defnp as 
generic. 

194-1 Mary got a ferret for Christmas last year. 
2 The ierret is a very rare animal. 

The context cues of "discourse are not strong enough to 
reverse a strongly generic reading of a defnp. In order for 
this to be so, sententral level processing must have occurred 
without consideration of the demands of the context. Sinc~ the 
EBC rule as stated predicts CQ-reference in cases like 04, it 
must be revised: specific and u-ambiguous defnps which 
contain the same noun phrase head as the focus, and which 
follow the focus in the dtscourse, co-refer with the focus. 

A further refinement on the EBC rule is needed. 
Consider the fairy ta/e book in 05-2. The E& rules predicts it 
FJHI be co-rehrential with the focus of book in 05-1. In fact, 
English speakers find 05-2 an odd sentence Jn the discourse 
because it is not clrar what the fakg tale book has to do with 
the rest of 05. 

B5-1 I bought a book today. 
2 The fairy tale book is by the Brothers Grimm. 
3 It is really well illustrated. 

It  seems that dafnps which co-refer with the focus canno 
contain anymore informatiw than is known about the focus. 
Thus one could say following 05-1. "The book I bought is a 
fairy tale book by the Brothers Giimmm (slnce 05-1 states that 

?he speaker bought the book), but one cannot say 05-2. Why 
can't a detnp that contains more information than the focus 
co-refer to the focus? Returning to the discussion of 
focus-shift earlier, a referring expresslbn following the focus 
is either co-referential to the focus or introduces an entity 
which is the potential new focus of the discourse. The 
difficulty with phrases like the fa;ry tde book is that one 
cannot tell if it is intended to co-refer, or because it is 
somewhat different from the focus, intended to be used as a 
potential new focus. The EBC rule mus! be revised to state: 
specific and u-ambiguous defnps which contain the same noun 
phrase head as the focus, which follow the focus in the 
discourse, and which do not contain more information than is 
known about the focus co-refer with the focus. 

The EBC rule explains why a negative qistential 
cannot be referred to using a defnp. A sample case, from 
Karttunen 119683, is given in 06. 06-2 is generally regarded 
as an unacceptable sentence followihg D6-1. The sehtence is 
certainly grammatical, so the assumption by Karttuwn is that 
the referential term the car is being used in sgme 
inappropriate manner. 

06-1 I don't have a. car. 
2 + The car is black. 

Thq EBC kule predicts thqt the car co-refers with the focws in 
06-1. But a car in that sarnar~c~does not have a referent 
(because the speaker has just said so). Thus the use of the 
defnp in  06-2 causes the hearer tB expect a reference wher 
in fact'there is no rsfer~ntiarentity. 

A similar case, ,(lS), also from Karttunen, does not 
involve negative existentials, but entities within modal 
contexts: 

(16) x Mary expected a present frog John although & 
present was expensive. 

(17) Mary expected a present from John although the 
present wasn't the thing that worried her. 

The defnp in (16) according to the EBC rule must co-refer with' 
the focus. What is significant is that the co-reference is 
acceptable, 3s (17) shows. What is  odd about the second 
clause of (16) is the predication. This paper cannot give an 
acrount of such semantics, but intuitively, it seem odd t c~  
predicate the property of being expensive to somethine One 
expects. Thus *as long as there is a co-referan, &ntity 
specified b y  the focus, a defnp may be W d ,  but the 
predication about the defnp must be semanMIly mcanirigful. 

Another form of expllcit fiackwards co-reierencing 
is slightly different fhdh the previous examples. II involves 
the use of lexical geneyaltrPltion af the f&us. Grosz /1977] 
first categorized the reKtion of focus and defnps with a more 
general noun in the ~rolin phrase head. Irr97, t5a pear old 
beast is a 1exM1 generalization of the dog, that is, its head 
noun is a Mrm which is a dasd generalization of the focus. 7 

7. This term comes from the a'bservetion of Halliday end 
hasan 119761 that lexical cohesiaa includes the use of 
reiteration of four types: same word! synonym, superordinate, 
and general word. 



[letsrmitbing ths class generaltzarion ot tne tocus Ss possiole 
when the focus is represented Jn the way that is assumed fn 
this paper: as an association network wlth an is-a hierarchical 
structure. Using that hierarchy, i t  is pbssible to determine 
whether s phrase Jike bast IS hierarchically related to 
Salamut. 

07-1 Harold took Salamuh t6 the vet yesterday. 
2 The Door old beasti was quite fame. 

One might expect that some constraint on the amount 
of information in  ,the lexical generdization, of the focus is 
peeded. This is the case, shice the wrderlinedRJefnp in 07-2' 
is unacceptable following D7-f es a cb-referent wlth the focus. 

07-2' The beast who is old was qdte lam& 
-2" The mangy, snarling, unfriendly beast was qulte 

lame. 
I t  qppears from ail the cases f can find that any post-nominal 
modifiers or, a noun which is a lexic~l  generaiizatton of the, 
focus force the defnp to be non-coreferentilal with the fbcus, 
while pre-namlnet dtadrfiers, no matter how complex, preserve 
co-referentiality. I t  is unclear wh)r pre-norninal modifiers and 
post-nominal modrfiers have them different behevidrs. 

8. Implicit Backwards Co-rrf6renca 

M a w  deftnite Houri phrases which occur in discourse 
are not sKas of b X U W W d S  co-refsrenoa to the focus. Grosz 
f 1977) st..,,jested thdt the focus &inas other items implicitly 
into fogus as well, by  means of ass~aation. Such detnps are 
related to the focus in one af several ways. Slncb the focus is 
MI speclfred, these relationsh~ds can 'be easily determined. 
The focus rcts as an anchor pornt for findjng references for 
such defMps. In*, the defnp the time refers to the time of 
the ckfcourse focus, the meeting. Phis defnp use I will call 
impl~cib backyards co-reference. Such caws are to be 
distinguished from explic~f backwards s~o-referencing becduse 
the defnp is co-referential wjth an ent~ty that is closely 
associated with the focus rather than to the focus itself, The 
phenomenon of association between #wo noun phrases has 
h e n  cited by Norman and Rumelhart ,119751 

08-1 The pa group wants ro have a meeting. 
2 The time will be 3 p.m. on Tuesday. 

Implicit backwards co-rekrencing is c~nstratned by 
the association network surroundin& the focus. Any entity 
closely associated with the entity MC"b represants the focus 
can be mentioned using a slmple aefnp, Thus in 09, sentences 
With Gccsptable detnps as wall as oms with macceptabls 
dsfnps ere glven. 

09-1 1 went to  a new restaurant with Sam. 
2 The waittr4ss wr$ nasty. 
3 The food was great. 
4 The soup was sa fy, brat the wine was good. 
5 * The rug was ugly. 

Non-ahnple defnps have inflh!tdy more varlbty because the 
mod ik rs  can specify the rslatton of the defnp to the focus at 
hand as in 09-6. Non-simple defnps which do not suggest 
some con~ectlon are less ecceptable, but hearers, i n  reliance 
a ~ t  the petsptcuity maxim, may attempt some connection. T h a  

I f  I39 included 09-7 below, r a e  h a r e m  mfght attempt t i  
connect ths dsfnp with focus. 

09-6 B Jike the band that plays there. 
-7 5he elephant with the green tutu danced an 

impressive Jig. 

Another use of focus is as an inference point for 
infert'ed co-references. Inferred to-references, ike UJB 
murd8rw in 48), presented here as 014 are not mentioned 
explicitly In the preyious discourse nor can they be @mlbred 
closely essocibt6d b the focus On general principles. Their 
use ratiects arr inference about the focus an the part of We 
speaker. 

010-1 The helritss ilved the life of a recluse. 
2 $he dled u ~ d e r  mysterious c\rcumstames, but 
the murderer Was never found.( 

i n  D6, the murderer represents an inference that the hires$ 
death was due to a specific type of circumstance, a murder. 
Such bn infe'rence Is possible given a Fahlman 139773 tygs net 
with iwb  infererne points like heiress and murderer (and the 
information associated to heiress from the context thus far); 
from the net, Phe relation of the murderer to the heirmss &an 
be inferred. Such an inference does n ~ t  produce a real-world 
enttty to which the murderer refgrs. Instead the Iderred 
reliitlon of murderer and heiress provides sufficient 
fnformal4on to produce the entity if It exists i n  the database. 
When a denotation does not exist in fhe database, the 
inference between the mrepderer and the heiress sugeste that 
the speaker is attributing of come individual that s / h  is e 
murderer. 

A concrete example will illustrate my point. Suppose 
the hearer knows t a t  the herress r s s  killed by  knss. then 
an hearing DlO, fb k&afibr npt only contludes that the 
murderer refers to the murderer d the heihss, but alsa based 
on that conclusion, the hearer decides that Jones is denoted by 
the ref6rring expresston. However. another hearer upon 
hearing 010 anri qof hnowim what the f l h t  hearer knew, could 
only ~ronclode t'hat rnupde~er is attributed of ar person Who is 
assumed ?a have murdefed the heiress. The referent is not 
known q6 the sec~tw bearer, but if someone were to te7l 
himjbler that llrones tnurderdd the heiress, the barer  cot~kl 
contbde who tM murderrrr refers to. In effect, the defnp 
.rtsbd In this way points out the lettributtonal use of dxprassions 
whlch tbhnetlen has observed, The argument presentad here 
Is nof only about the nature of focus; it is a statemen? of what- 
i$orrrration Is sufficient to hake up II descriptibn which uan 
d w p t e  ;a unlque entity. Viewing ,inferred co-reference defnps 
as atttlbtdions*has ata Implication for a compu~atlonrl nrbdel 
whleh disrrrnblguates sm)r defnps. Thiq model m b t  be rbis to 
use an exprearrion without kneblng Its referent hnd be able to 
link iup the dr)nbtstion to fhe ieferring expression if sown 
knodeclga m&es that denotation available at r a t e r  polnt. 

Implicit snd Inferrea co-referenoe et first glance 
appear .to bs one in the s a d  thing. The dicicou~se below, 
from Karttunen [19683, will indicate just how the two differ. 

O l l - 1  I was driving on the freeway !ha o \ b r  d ~ .  
2 Suddenly tfm engine began to make a fanv 
noise. 



8 1 stopped the car. 
4 When 1 opened the hood, t saw that the radiator 
was boiling over. 

With focus of freeway in Di 1-1, the relation of the engine cm 
be found since vekicles are driven on freeways a d  vehicles 
have engines. The ass0cidion chain here suggests that the 
connection between 011-3 and the e n g h  Inv~lves a few 
inferences. These inferences ere part of 6 hearstqs general 
knowledge and true of the world. They are part of the 
knowledge in the association network. With &%O, )lswwr, the 
inference about the murderer fnvolves a surmodtiarf which C 
not necessarily true, since &lng u d t  mysterious 
oirsumstances does not necessarit), Implp cawdea; The 
disfinction between implicff and infetred co-referm~e csfi thus 
be stated: implicit co-reference involves Infern- w)rtcfr are 
true about the world, while inferred co-refsmrrca Smtv8s; a 
supposition which the speaRer has: made which is 
necessarily true. 

Another kind of im~ l i t i t  focus-defw relatian exists in 
01-2. call this relation the set-element relaffzn slnm the 
d ~ w n  with r unicycle is an dement of tha set of clowns whlth 
ttm focus denotes. 

Of 2-la I went downtown today, 
l% and there were clowns wrformks in the 
square. 
2 The clown with a unicvcfa- did thb r d v  
fantastic stunt, 

As With inferred references, the focus does rrbt mb ft 
prrssible to identify a specifle denotation with the ref.8nhg 
exppssion Instead the focus is the sef oO whkh thrq mfaent 
of that phrase is a member. Tfieee easc)~ wej ellstet fa 
dfstinguish than those of inferred referem b#8trse &$ back 
noun is the singdar of the noun phrase teg~c#efiW in the 
fwus W i e  defnps using; the E N  r* $d-akmr\t 
to-reference demands a nrodifkt tHaf dibfln@&m@ @ tkam ttre 
focus, Without fhe modifier, there is na meats 6 l  c&&mWrrg 
which member of the set b beig  discureed [1$'?7] 
says of cases like t?w set*.ekmd reratian t484 m hferem is 
medad to estsblish edditibnal properties of dtt 4biece k locus. 
Hbyaver, because the h a d  noun phrase lo the urn a$ Ua 
focus, whUe the rnodifter Is different- the tsPIltPon c m  be 
established without t k  heed for Intereke. 

Another kind of focus relsii6n, M c h  f call complrbd 
reference, can be seeti in 013, h r q  the lust meating dbes ttot 
refer to the meeting mentioned In the prevkus senPew, but 
that msetihg can be used a$ s point for d8twmInlng e 
mefing, If one is known in the database, eks fi is a 
description of the entity required, es with inferred refstenees 
and set -element referenoel, Severd moditbre - &st, /at, 
md, second and the other ordlnaig - ere used h t& way. 

1113-1 AuRt k t ' s  Sewiag Bee wants b hwd a meeflng 
this week 
2 The rneetiq shodd be on Tuesd6y. 
3 The last mesfing, which was at 9, was too tate, 
so schedule th f l  bne earlier. 

F r m  these examples, the nature of focus in 
discourse can be re-empnasized. I t  is the focus which 

connects sentences of the drscoutse. In the process of 
determining the focus relat~on between s defnp and the focus, 
the link in the discourse is created. From these examples, one 
can predict that there ought to be cases of def nps which bear 
none of these relations to the focus end which result in 
unacceptable d~scourses, This prediction is qccurate as D l  2' 
shows. 

012'-la I went downtown today, 
1b and there were clowns pedorming in the square. 
2 * 1 saw the chak 

The d~f f~cu l ty  with D l T  is that a chair k not' associated with 
clowns, and the discourse does not suggest sny supposltlons 
that would link chairs and clowns iWemntially, 

There are, however, cases of aetnps which do not 
beat any relation to the focus and which are perfectlp 
acceptable in discourse. Cansfder the chairman of the math 
depurtment in Dl4 below, 

014-1 George wants to have a sehinar to dicuss 
representation in frame-like languages. 
2 lb wants to invite the chairman of the math 
departmertf, 

The focus rn 014 is the seffrinar of D14-1. The mah 
department cha~rman L ndt directty related to the seminar. 
Howeyer, tJm focus doe* provide an important plece ot 
.inforrnat~on; ~t is the sourea of the ellided event to which the 
cha~rrnan is invited. IrCence~ a14 is different from +-6 or 012' 
where there is no link befween the focus and the sentence in 
question. What can be: toncl~ded is that the focus is not a 
usefur reference point for the referent of the chairman of the 
math department. The santetrce b no? odd because of focus 
links. Thus something Cats& of the discdurse context must 
contam the needed dennfatl~n This conclusion points to the 
lrmitatton of the focus% 44 captures -oniy those reference 
relations which are infernat tt$ the digicourse. I n  8 sense, the 
focus i s  a summary of the discourse conf-~t a d  what ths 
hearer knows about it. 

How can t ht$ denotation of the chairman of the math 
department be found? Slam the denotat~on of the chairman of 
the math department lies outside the discourse context) a more 
global context such as that of the speaker's situtation in time 
and spare must be used to determine a context o+ possible 
referen~s. Thts conte%fi &must be limited because 'thbre ar& 
potentially many mafh department chairmen in the speaker's 
an$ hearer's memories, I do not intend to describe just what 
such a ,ontext w ~ l l  kok  Itbe, but 1 dawant to ind~cate that i t  
may be "grown" froM a search through the associative network 
to other ent~ties whlch are related to any of the objects in the 
d~scourse, incloding the speaker and hearer, The association 
net includes not only abstract represe$,ptions of genefal 
classes of ma1 wodd entities, it also contains representations 
of real world objects. The lassoc~atlons between real world 
objects can be gethered by a search method Wfch collects 
assodations close t6  the W s  and then extends for other 
assoc~ations until one Is found that matches the defnp in 
qwstton. Of course, it is possibfe that no entity will be found: 
such a circumstance is yet another mxarnple of the hearer 
knowing that a dafarr refers withobt being able to tell who the 



speaker had intended as the reference. The implications of 
ext ra-discourse contexts for computat ional models is clear: 
models are needed of what the speaker assumes hislher 
hearer knows about, so that the speaker does not produce 
referring expressions which the hearer cannot disambiguate, 
and models are needed of what the hearer assumes the 
speaker has beliefs about so that the hearer can decide what 
t o  do with referring expressions which s/he cannot 
disambiguate. 

Eallrer in thls paper I mentioned the use of such 
aernps as the sun, the moon, and the Earth. These defnps 
have default referents in initial sentences of a discourse. 
Inside a discourse, they can act in one of two ways: related to 
the focus as pther a backwards co-reference, implicit 
co-reference, inferred reference, set-element reference or 
computed reference; or they may act as references to entities 
outside the context, The EBC rule predicts that such defnps 
will be taken as co-referring when the focus has the same 
defnp head. I hus a defnp like the sun or the moon will refer 
to  i ts default value only if the focus does not predict a 
referent based ow one of the five co-reference relations 
discussed here. These kinds of defnps are especially 
noteworthy because they are a clear example of e defnp that 
can be used in either role. 

The tour related co-reference relations specify ways 
in whrch a defnp can be oredtcted as co-reference to an entity 
associated wdh the focus. Other defnps either refer to 
objects outside the discourse context or the defnp fails to 
refer as intended by the speaker. The former case is marked 
by the presence of d~uour re  links elsewhere in the sentence 
t o  the focus on by the use ol default reference. in those 
cases where the reference as intended fails, the hearer may 
attempt to  create a connection to the focus, as was suggested 
with 1310-7, and thereby maintain the perspicuity contract. 
Alternatively, the hearer msiy h r l  to understand the referent. 

FOCUS can be used for dPsambiguati6n of generic 
defnps in a manner similar to the cases presented above. As 
discussed earlier, the E8C rule predicts that a defnp which is 
u-ambiguous will be generic or not based on the focus, andD 
that a strictly generic detnp is independent of the foms. Ths 
strictly generic defnp case, as shown in 015, presa is  one 
means of shifting focus in a discourse with defnps. 

D15-1 I got a new ASR 33 thls week. 
2 The AW 33 15 an old but reliable output device, 

I f  015-3 were "It was available long before the newer 
electronfic consoles," the focus would have shifted from the 
ASR33 which the speaker had gotten to the generic entity of 
ASR33 teletypes. 

The strictly generrc defnp used after a non-gemric 
focus is just one case of implrclt backwards co-retqrencp using 
associations. Other assoctatlpns occur as welt. nowevw, 
Implicitly related defnps are nat distinguishable as generic 
unless a full modifyiag nerm dwsz i s  attached, as 016 bhow. 
The hme as a simple defnp can be used only as en implicit 
co-reference to the focus of party. Only the complex noun 
phrase has the syntactic and semantic distinctions which 

reflect the generic usage. The simple defnp used implicitly 
takes its genericlspecific classification from the focus. 

D16-1 I want to have a party. 
l a  The time of a party is hard to decide on, 
2b The tide is hard to decide on. 

Set -element implicit co-reference exists for generic 
foci as well as specific focf. A significant difference is that the 
foci for the generic case can be a singular defnp, gr they can 
be a plural noun phrase with either 8 definite article or no 
article. The set mdmbersMp is indicated by a distinguishing 
modifier, just as with specific set-element Implicit 
oo-reference. An example of generic set-elerneit 
co-reference is given below with both a singular defnp focus 
and a plural unspecified focus. 

01 7-1 The Aust railian aborigine represents an almost 
ext lnct hunter-scavenger social group. 
1' Austra~llan aborigines represent an slmost 
extinct hunter-scavenger social group. 
2 The abor~g~ne in the southern sections of 
Austrajlia sometimes gathers food, but the other 
aborigines do not. 

Inferred generic co-references also occur. -In 018, 
the ow- of a motorcycle is a generic defnp: 

CN8-1 Alronso was in an accident with a motorcycle last 
week. 
2 I think thp owner of a motorcycle ought ta be 
required to take &wing lessons. 

The o w m  of a nrblarcycle is generically related to the first 
sentence by  m inference of what happened to the agent. The 
same kind of machinery ttrd is used for specific inferred 
co-references can be used for making these inferences as well. 
HOW can generic inferred co-references be distinguished t o m  
specific inferred co-reference? A drictly generic defnp as in 
018'2 remains generic. Those defnps which are u-ambiguous 
at the sententral levd, as wlth 010-2, can be dissmbiguated as 
specific because of the relation to the focus. 

The use of *a semantic network with a focus afid 
inference mechanism results in a computational theory of 
co-reference which makes use of representation properties 
such as prototype of ~rr t i t~es, hierarchical connections and 
associative links between entities in the representation. The 
use of focus for co-reference rilles such as the EllC rules, 
implicit backwords co-reference rules and inferred 
co-reference relies on this net representation. An l~ference 
mechanism is necessary both to verify . co-reference 
predictions and to test suppositions used in inferential 
to-reference. With the net arid a focua, predictlow about 
acceptabh co-reference for noun phrases has been shown and 
verlf ied with linguistic Bvldence. Psychofoglcal predict tons, 
such as implicit ca-reference requiring more time than expiitit 
co-reference, can also be tested although the related 
psychological literature has not been discussed in th~s  paper 
h e  llimfts %f focus as a co-reference mechanism suggest that 
focus is central. for co-feference of noun phrases related to 
previous discotlure. For noun phrases that refer outside the 
discourse,- focys may also be used to generate a context of 
entities tram which a co-teferent may be chosen. Further 
research can extend the focus mechanism to rules. involving 



other types of noun phrases and tha psrsond pronoun 
anaphors. 

Thls report des~r~bes research done at the Artificial 
Infelligence Laboratory of the Massachusetts Institute of 
Technology. Support for the laboratory's artificial intelligence 
research is provided in part by the Advanced Research 
Projects Agency of the Department of Defense under the 
Office of Naval Reseal'ch under Contract Number 
Nooo f 4-754-0643. 

Rustin,.J.L [I9621 How to Do Things With Words, Oxford 
University Press. 

BtAlwihkle, C. [I9771 Levels of Compexity in f3scoors~ for 
Anhphora t)rsambrguation and Speech Act Interpre!ation, 

& the Fdth International Joint Confereke iQ 
August 1977; also M1.T. AI. Lab 

Charniak, E 1197% Toward a Madel Of Children's Story 
Comprehension, U1.T. AI. Lab TR-266. 

Cohen, phihp R. [1978] On Knowrng What to Say: Manning 
s & B ~ ~  Ads, Univers~ty of Toronto Department of 
Computer Science, T.R. No. 118. 

Donnellan, Keith S. 119771 Reference and Definite Descriptions 
in Namlh M c e s s ~ t y ~  and Natural &i.ids, S.F. Schwartt (ed.), 
Cornell -7!P n~vers~ty Pres8, Ithaca. 

Fahlman, Scott E. [I9771 A System for Reprasenting and U3ng 
Real-World K)rowIedp, M1.T. AI. Laboratory AI-XR-450, 
December. 

Grosz, Barbara [I9771 The Repbesq(rfafron and Use df Focus iq 
OIslogue ender+tand~n~. Stanbrd Research Institute 
Technical Note f 5 1, Menlp Park, Calthrnia 

Halli:day, MA. and Ruqarya Hasan 119761 Cohe~en in EMlish 
L~ndon, Longman press. 

krktunen, Lauri [I9681 What Makes Oefinrte Nwn mrases 
Definite? Paper p-3871, The RAND corpc)tstion, Santa 
Moncia, Callfornie. 

Kripke, Saul A. f 19723 Namrng and 1Vecersrty. in ,Sementica 
Natural Lannuene, Davidson and Harman (eds.) Reidel 
Publfshinn Ca Boston. 

Wrman, Donald A. and Dav~d E. Rumelhart [I9751 Exploratrons 
in Cogatton W.H ~reern'ah, San Franc~sco. 

Rieget, Charles J. L1948 Conceptual Memwy: A Thewy and 
Computer Program fob Processing the h d 8 i ~ ~ t ~ g  Content of 
Natural Language Utferances: Stanbrd Artif )cial Intelligence 
Lab Memo AIM1233. 

Russell, 8ertrsnd [1905J On Uenotmng, rqpxintetl in Logic 
Kno led e R.W. March 6~1. Allefi and UnwinoLondon, 
i&-- 

Searle, J.K. [l 9691 Speech Acts: An Essay iin the Philoshpy ~f 
Langyagd, Cambr~dge University Press. 

Co-reference Comprehension in English. PhO. dissertation, 
M1.T. 

Ninograd, Terry [I9711 Procedures 8s 8 Representation f a  
Data in r Computer Program for Undsrstanding N a W  
Cangurgs. M1.T. dissertatioh. 

Sidner, 0. [forthcomingJ A Ccrm~tation# Model 9f 


	Language Representation

