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Introduction

We welcome you to the second installment of the NAACL-HLT Industry Track.

Introduced at NAACL-HLT 2018 in New Orleans, the industry track provides a forum for researchers,
engineers and application developers to exchange ideas, share results and discuss use cases of successful
deployment of language technologies in real-world settings. The inaugural Industry track was very
successful in terms of both participation during the conference and feedback received through the post-
conference survey.

Continuing the industry track into its second year, we took stock of the opinions that participants and
organizers shared about the separate industry track. Many recognized the need to reflect the shift in
contemporary NLP work which has grown substantially outside academic and research organizations
into industry. On the other hand, there was a concern that the industry track unfairly advantaged industry-
affiliated participants. This year we have taken small steps towards integrating the industry track more
into the conference by adhering to the same standards as the main track of the conference in terms of
timelines and acceptance ratios. At the same time, we have made conscious attempts to welcome all
constituents of the NAACL conferences to this new track.

Submissions to the industry track were solicited from all members of the NAACL community including
but not limited to students, practitioners and researchers. The call for papers focused on advances and
challenges in the deployment of language processing technologies in real-world systems. Following the
same deadlines and policies as the main track of the NAACL-HLT 2019 conference, we have aimed to
eliminate the perceptions of unfair advantages to papers submitted to the industry track.

Despite moving the submission deadline to over a month earlier and requiring that the authors choose
the most suitable track for their papers, we received 124 abstracts and 114 paper submissions, a
25% year-over-year increase. Twelve percent of the submissions were rejected without review due to
incompleteness, non-compliance with format requirements or submission policies (such as the double
submission policy). We saw a remarkable increase in papers that were co-authored by researchers in
academia and industry labs: 48% vs. 29% in 2018.

Submitted papers were reviewed by our program committee with rich representation of the present
spectrum of NLP researchers and professionals. Each submission was reviewed by at least three members
of the program committee. Reviews solicited committee opinions along two primary aspects: focus on
real-world applications and lessons offered by the paper. Reviews also took into consideration clarity,
methodological rigor, ethical use of datasets and compliance with conference guidelines. Thanks to the
enthusiastic and diligent efforts of the industry track program committee, the reviews were completed on
time. We accepted 28 papers based on committee recommendations as well as alignment of the papers
with the goals of industry track. The acceptance rate reduced from 33% to 28% compared to NAACL-
HLT 2018.

The Industry Track program this year will consist of two oral sessions (5 papers each) and one poster
session (18 posters). The presentation format was determined based on reviewer recommendations as
well as a paper’s overall score. The first oral session will address various challenges of using language
technologies in real-world applications. One of the common themes for many papers in this session
is ensuring system robustness towards new domains, locales or user inputs in a variety of different
applications. The second oral session showcases several deployed systems. In addition to discussing the
choices made for system architecture and standard evaluation metrics, these papers also report the impact
on end users, the ultimate test of a system’s usefulness. Work presented in the poster session paints a
rich picture of the many real-world applications of NLP and speech technologies and the challenges
associated with these applications.
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NAACL-HLT 2019 Industry Track also features the “Careers in NLP” panel discussion. The rebranded
edition of this panel discussion recognizes the diversity of NLP careers today. Traditional career paths
have typically led NLP researchers into academia, industrial labs, and government agencies. Today, we
also see an increase in roles at startup companies and an emerging NLP practitioner role in industry
that intersects with software, data, and product. As last year, the panel will be moderated by Philip
Resnik, professor at the University of Maryland, and we expect the conversation to include trends in
NLP careers, emerging skills, prominent challenges and opportunities for cross-functional collaboration
as NLP professionals in today’s organizations, and more.

The NAACL-HLT 2019 industry track program is the culmination of the small steps we have taken
towards elevating and integrating this track further into the conference. We hope the program we have
put together will strengthen the community’s resolve to continue to organize and attend a similar track at
future conferences.

On a personal note, we recognize the privilege of chairing the NAACL-HLT 2019 Industry Track. We
thank the conference general chair, Jill Burstein, for inviting us to the organizing committee. Thanks
also to Program Chairs Christy, Ted and Thamar as well as all members of the organizing committee.
We were generously helped by every member of this committee over the past year and organizing this
track was possible only with their advice and efforts. We once again recognize and thank every member
of the industry track program committee for volunteering their time. Finally, thanks to the authors and
attendees of the industry track for embracing this initiative and offering a reason to continue the industry
track at NAACL-HLT conferences.

Anastassia, Michelle, Rohit
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