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Introduction

Welcome to the Tutorials Session of NAACL HLT 2019 in Minneapolis, MN, USA.

The NAACL-HLT tutorials session is organized to give conference attendees a comprehensive
introduction to a topic of importance drawn from our rapidly growing and changing research field from
expert researchers.

This year, as has been the tradition over the past few years, the tutorials committee comprised of
tutorials chairs from three conferences: ACL, EMNLP-IJCNLP and NAACL-HLT. A total of 46 tutorial
submissions were received, of which 6 were selected for presentation at NAACL-HLT 2019.

The tutorials selected this year are a mix of different topics: from cutting-edge machine learning applied
to NLP and emerging applications of NLP to new applications like clinical NLP, to the use of NLP in
modeling sociolinguistics and language processing in humans. We hope you find this offering of tutorials
compelling, in-depth, instructive and inspiring to your research.

We would like to thank Jill Burstein (NAACL general chair), Nitin Madnani (NAACL website chair),
Stephanie Lukin and Alla Roskovskaya (NAACL publications chairs), and Priscilla Rasmussen (local
arrangement chair) for their help during the whole process. We also want to extend our sincere gratitude
to the other conferences’ tutorial chairs who jointly helped with reviewing for all the tutorial submissions:
Preslav Nakov and Alexis Palmer (ACL), Tim Baldwin and Marine Carpuat (EMNLP-IJCNLP).

We hope you enjoy the tutorials.

NAACL 2019 Tutorial Co-chairs
Anoop Sarkar
Michael Strube
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Abstract

Adversarial learning is a game-theoretic learn-
ing paradigm, which has achieved huge suc-
cesses in the field of Computer Vision recently.
It is a general framework that enables a variety
of learning models, including the popular Gen-
erative Adversarial Networks (GANs). Due to
the discrete nature of language, designing ad-
versarial learning models is still challenging
for NLP problems.

In this tutorial, we provide a gentle intro-
duction to the foundation of deep adversar-
ial learning, as well as some practical prob-
lem formulations and solutions in NLP. We
describe recent advances in deep adversarial
learning for NLP, with a special focus on gen-
eration, adversarial examples & rules, and dia-
logue. We provide an overview of the research
area, categorize different types of adversarial
learning models, and discuss pros and cons,
aiming to provide some practical perspectives
on the future of adversarial learning for solv-
ing real-world NLP problems.

1 Tutorial Description
Adversarial learning (AdvL) is an emerging research
area that involves a game-theoretical formulation of
the learning problem. Recently, with the introduction
of Generative Adversarial Networks (GANs) (Good-
fellow et al., 2014), we have observed some stunning
results in the area of image synthesis in Computer Vi-
sion (Brock et al., 2018).

Comparing to images, even language is discrete, the
general family of adversarial learning methods still
have gained significantly more attentions in NLP in re-
cent years1. In contrast to the focus of GANs in Com-
puter Vision, Natural Language Processing researchers
have taken a broader approach to adversarial learning.
For example, three core technical subareas for adver-
sarial learning include:

1Through a simple ACL anthology search, we found that
in 2018, there were 20+ times more papers mentioning “ad-
versarial”, comparing to 2016. Meanwhile, the growth of all
accepted papers is 1.39 times during this period.

• Adversarial Examples, where researchers fo-
cus on learning or creating adversarial examples
or rules to improve the robustness of NLP sys-
tems. (Jia and Liang, 2017; Alzantot et al., 2018;
Iyyer et al., 2018; Ebrahimi et al., 2018a,b; Shi
et al., 2018b; Chen et al., 2018; Farag et al., 2018;
Ribeiro et al., 2018; Zhao et al., 2018)

• Adversarial Training, which focuses on adding
noise, randomness, or adversarial loss during op-
timization. (Wu et al., 2017; Wang and Bansal,
2018; Li et al., 2018a; Yasunaga et al., 2018; Ponti
et al., 2018; Kurita et al., 2018; Kang et al., 2018;
Li et al., 2018c; Masumura et al., 2018)

• Adversarial Generation, which primarily in-
cludes practical solutions of GANs for processing
and generation natural language. (Yu et al., 2017;
Li et al., 2017; Yang et al., 2018; Wang and Lee,
2018; Xu et al., 2018)

Additionally, we will also introduce other technical
focuses such as negative sampling and contrastive es-
timation (Cai and Wang, 2018; Bose et al., 2018), ad-
versarial evaluation (Elliott, 2018), and reward learn-
ing (Wang et al., 2018c). In particular, we will also
provide a gentle introduction to the applications of ad-
versarial learning in different NLP problems, including
social media (Wang et al., 2018a; Carton et al., 2018),
domain adaptation (Kim et al., 2017; Alam et al., 2018;
Zou et al., 2018; Chen and Cardie, 2018; Tran and
Nguyen, 2018; Cao et al., 2018; Li et al., 2018b), data
cleaning (Elazar and Goldberg, 2018; Shah et al., 2018;
Ryu et al., 2018; Zellers et al., 2018), information ex-
traction (Qin et al., 2018; Hong et al., 2018; Wang et al.,
2018b; Shi et al., 2018a; Bekoulis et al., 2018), and in-
formation retrieval (Li and Cheng, 2018).

Adversarial learning methods could easily combine
any representation learning based neural networks, and
optimize for complex problems in NLP. However, a key
challenge for applying deep adversarial learning tech-
niques to real-world sized NLP problems is the model
design issue. This tutorial draws connections from the-
ories of deep adversarial learning to practical applica-
tions in NLP.

In particular, we start with the gentle introduction to
the fundamentals of adversarial learning. We further
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discuss their modern deep learning extensions such as
Generative Adversarial Networks (Goodfellow et al.,
2014). In the first part of the tutorial, we also out-
line various applications of deep adversarial learning
in NLP listed above. In the second part of the tuto-
rial, we will focus on generation of adversarial exam-
ples and their uses in NLP tasks, including (1) The
inclusion and creation of adversarial examples for ro-
bust NLP; (2) The usage of adversarial rules for inter-
pretable and explainable models; and (3) The relation-
ship between adversarial training and adversarial ex-
amples. In the third part of the tutorial, we focus on
GANs. We start with the general background introduc-
tion of generative adversarial learning. We will intro-
duce an in-depth case study of Generative Adversarial
Networks for NLP, with a focus on dialogue genera-
tion (Li et al., 2017).

This tutorial aims at introducing deep adversarial
learning methods to researchers in the NLP commu-
nity. We do not assume any particular prior knowledge
in adversarial learning. The intended length of the tu-
torial is 3.5 hours, including a coffee break.

2 Outline
Noise-Robust Representation Learning, Adversarial
Learning, and Generation are three closely related re-
search subjects in Natural Language Processing. In this
tutorial, we touch the intersection of all the three re-
search subjects, covering various aspects of the theo-
ries of modern deep adversarial learning methods, and
show their successful applications in NLP. This tutorial
is organized in three parts:

• Foundations of Deep Adversarial Learning.
First, we will provide a brief overview of adversar-
ial learning (RL), and discuss the cutting-edge set-
tings in NLP. We describe methods such as Adver-
sarial Training (Wu et al., 2017), Negative Sam-
pling, and Noise Contrastive Estimation (Cai and
Wang, 2018; Bose et al., 2018). We introduce
domain-adaptation learning approaches, and the
widely used data cleaning and information extrac-
tion methods (Elazar and Goldberg, 2018; Shah
et al., 2018; Ryu et al., 2018; Zellers et al., 2018;
Qin et al., 2018; Hong et al., 2018; Wang et al.,
2018b; Shi et al., 2018a; Bekoulis et al., 2018). In
this part, we also introduce the modern renovation
of deep generative adversarial learning (Goodfel-
low et al., 2014), with a focus on NLP (Yu et al.,
2017; Yang et al., 2018; Wang and Lee, 2018; Xu
et al., 2018).

• Adversarial Examples for NLP Second, we will
focus on the designing practical adversarial exam-
ples for NLP tasks. In particular, we will provide
an overview of recent methods, including their
categorization by whether they are white (e.g.
Ebrahimi et al., 2018a) or black box (e.g. Iyyer
et al., 2018), character- (e.g. Belinkov and Bisk,

2018) or word-based (e.g. Alzantot et al., 2018),
and the tasks they have been applied to. We will
also provide an in-depth analysis of some of the
general techniques for creating adversarial exam-
ples, such as gradient-based (e.g. Ebrahimi et al.,
2018b), manually-designed (e.g. Jia and Liang,
2017), or learned (e.g. Zhao et al., 2018) perturba-
tion techniques. Next, we will focus on practical
applications of adversarial examples, such as ex-
isting work on adversarial rules for interpretable
NLP (Ribeiro et al., 2018). To conclude this part,
we discuss future directions and novel application
areas for adversarial examples in NLP, including
KB completion (Pezeshkpour et al., 2019).

• An In-depth Case Study of GANs in NLP.
Third, we switch from the focuses of adversar-
ial training and adversarial examples to generative
adversarial networks (Goodfellow et al., 2014).
We will discuss why it is challenging to deploy
GANs for NLP problems, comparing to vision
problems. We then focus on introducing Seq-
GAN (Yu et al., 2017), an early solution of tex-
tual models of GAN, with a focus on policy gra-
dient and Monte Carlo Tree Search. Finally,
we provide an in-depth case study of deploying
two-agent GAN models for conversational AI (Li
et al., 2017). We will summarize the lessons
learned, and how we can move forward to inves-
tigate game-theoretical approaches in advancing
NLP problems.

3 History
The full content of this tutorial has not yet been pre-
sented elsewhere, but some parts of this tutorial has
also been presented at the following locations in recent
years:

1. “Deep Reinforcement Learning for NLP”, William
Wang, Jiwei Li, and Xiaodong He presented at the
ACL 2018 Tutorial, Melbourne, AU., Total atten-
dance: 500 (the most popular tutorial).

2. “Scalable Construction and Reasoning of Massive
Knowledge Bases”, Xiang Ren, Nanyun Peng,
William Wang. Tutorial at NAACL 2018, New
Orleans, Total attendance: 300 (the most popular
tutorial).

3. “Questioning Question Answering Answers”,
Sameer Singh, invited talk at the Machine Read-
ing for Question Answering (MRQA) Workshop
at ACL 2018 in Melbourne AU, Total attendance:
200 (one of the most popular workshops).

4. “Teaching a Machine to Converse”, Jiwei Li, pre-
sented at OSU, UC Berkeley, UCSB, Harbin Inst.
of Technology, total attendance: 500.

5. “Local, Model-Agnostic Explanations of Machine
Learning Predictions”, Sameer Singh, invited
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talks and keynotes at various venues, such as
UCSD, KAIST, UC Riverside, FICO, and Caltech,
total attendance: 800.

4 Duration
The intended duration of this tutorial is 3.5 hours plus
a half an hour break.

5 Information About the Presenters
William Wang is an Assistant Professor at the Depart-
ment of Computer Science, University of California,
Santa Barbara. He received his PhD from School of
Computer Science, Carnegie Mellon University. He fo-
cuses on information extraction and he is the faculty
author of KBGAN—the first deep adversarial learn-
ing system for knowledge graph reasoning. He has
presented tutorials at ACL, NAACL, and IJCAI, with
more than 60 published papers at leading conferences
and journals including ACL, EMNLP, NAACL, CVPR,
ECCV, COLING, AAAI, IJCAI, CIKM, ICWSM, SIG-
DIAL, IJCNLP, INTERSPEECH, ICASSP, ASRU, SLT,
Machine Learning, and Computer Speech & Language,
and he has received paper awards and honors from
CIKM, ASRU, and EMNLP. Website: http://www.cs.
ucsb.edu/∼william/

Sameer Singh is an Assistant Professor of Computer
Science at the University of California, Irvine. He
is working on large-scale and interpretable machine
learning applied to information extraction and natu-
ral language processing. Before UCI, Sameer was a
Postdoctoral Research Associate at the University of
Washington. He received his PhD from the Univer-
sity of Massachusetts, Amherst in 2014, during which
he also interned at Microsoft Research, Google Re-
search, and Yahoo! Labs. His group has received
funding from Allen Institute for AI, NSF, Adobe Re-
search, and FICO, and was selected as a DARPA Riser.
Sameer has presented tutorials at WSDM and AAAI,
and published extensively at top-tier machine learning
and natural language processing conferences. Website:
http://sameersingh.org/

Jiwei Li is the co-founder and CEO of Shannon.AI, an
AI startup based in Beijing, China. He spent three years
and received his PhD in Computer Science from Stan-
ford University with Prof. Dan Jurafsky. His research
focuses on deep learning in NLP applications, includ-
ing dialogue, question answering, discourse analysis
and information extraction. He has published more
than 20 lead-author papers at ACL, EMNLP, NAACL
and ICLR, and is the most prolific NLP/ML first au-
thor during 2012-2018. He is the lead author of the
first study in deep reinforcement learning and adver-
sarial learning for dialogue generation. He is the re-
cipient of a Facebook Fellowship in 2015 and he is
named Forbes 30 under 30 in China in 2018. Website:
https://nlp.stanford.edu/∼bdlijiwei/.
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1 Description

The task of natural language inference (NLI; also
known as recognizing textual entailment, or RTE)
asks a system to evaluate the relationships between
the truth-conditional meanings of two sentences
or, in other words, decide whether one sentence
follows from another. This task neatly isolates the
core NLP problem of sentence understanding as
a classification problem, and also offers promise
as an intermediate step in the building of complex
systems (Dagan et al., 2005; MacCartney, 2009;
Bowman et al., 2015).

The last few years have seen fast progress in
NLI, with the introduction of a few large train-
ing datasets and many popular evaluation sets as
well as an explosion of new model architectures
and methods for using unlabeled data and outside
knowledge. This tutorial will layout the motiva-
tions for work on NLI, survey the available re-
sources for the task, and present highlights from
recent research showing us what NLI can teach us
about the capabilities and limits of deep learning
models for language understanding and reasoning.

The tutorial will start from a brief discus-
sion on the motivations for NLI, problem defini-
tions, and typical conventional approaches (Da-
gan et al., 2013; MacCartney, 2009; Iftene and
Balahur-Dobrescu, 2007).

Critical to the recent advance on NLI, the cre-
ation of larger annotated datasets (Bowman et al.,
2015; Williams et al., 2018; Conneau et al., 2018)
has made it feasible to train complex models that
need to estimate a large number of parameters.
The tutorial will present detailed discussion on the
available datasets as well as the motivations for
and insights from developing these datasets. Then
based on more recent research on annotation ar-
tifacts, we will extend the discussion to what we
should or shouldn’t take away from the current
datasets.

We will then focus on the cutting-edge deep
learning models for NLI. We start from two basic

setups for NLI modeling: sentence-embedding-
based modeling (Bowman et al., 2015; Chen et al.,
2017b, 2018a; Williams et al., 2018; Yoon et al.,
2018; Kiela et al., 2018; Talman et al., 2018)
and deep-learning approaches that utilize cross-
sentence statistics (Bowman et al., 2015; Chen
et al., 2017a, 2018b; Radford et al., 2018; Devlin
et al., 2018; Peters et al., 2018). We will cover typ-
ical deep-learning architectures in both paradigms.

Based on this we will deepen our discussion
from several perspectives. We first describe mod-
els that can further consider linguistic structures in
the deep-learning NLI architectures (Chen et al.,
2017a). We then advance to discuss models that
utilize external knowledge, which include two typ-
ical types of approaches: those explicitly incorpo-
rating human-authorized knowledge (Chen et al.,
2018b) and those based on unsupervised pretrain-
ing (Radford et al., 2018; Devlin et al., 2018; Pe-
ters et al., 2018). We will present how NLI models
are sensitive or robust to different newly proposed
tests (Glockner et al., 2018; Wang et al., 2018;
Naik et al., 2018; Poliak et al., 2018). The tuto-
rial will also cover the recent modeling on cross-
lingual NLI (Conneau et al., 2018).

Finally we will summarize the tutorial and flesh
out some discussions on future directions.

2 Tutorial Outline

• Introduction
• Background

◦ Problem definition
◦ Motivations

• History and conventional methods
◦ Natural logic methods
◦ Theorem proving methods

• Recent advance on dataset development
◦ Motivations
◦ Detailed discussions/insights on dataset

development and available datasets
◦ Recent research on annotation artifacts

representation
• Cutting-edge deep learning models
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◦ Sentence-embedding-based models
◦ Deep learning architectures exploring

cross-sentence statistics
◦ Models enhanced with linguistic struc-

tures
◦ Modeling external knowledge
◦ Recent advance on pretrain-based models
◦ Cross-lingual NLI Models
◦ Revisiting data and model limitation

jointly
• Applications

◦ Existing and potential downstream appli-
cations
� MNLI for evaluation
� MNLI for pretraining (incl. RTE)

◦ NLI for evaluating sentence representa-
tion

• Summary

3 Instructors

Sam Bowman, New York University.
bowman@nyu.edu
http://www.nyu.edu/projects/
bowman
Sam Bowman is an Assistant Professor of Data
Science and Linguistics at New York University.
Sam works on building artificial neural network
models for sentence understanding, with the dual
goals of both improving language technology for
problems like translation and facilitating basic
research on human language. He co-directs the
Machine Learning for Language group (with
Prof. Kyunghyun Cho) and the larger CILVR
applied machine learning lab. He completed a
PhD at Stanford University in 2016 with advisors
Chris Manning and Chris Potts. He received a
2017 Google Faculty Research Award and led a
twenty-researcher team project during the summer
of 2018 as part of the JSALT workshop program.

Xiaodan Zhu, Queen’s University, Canada.
zhu2048@gmail.com
http://www.xiaodanzhu.com
Xiaodan Zhu is an Assistant Professor of the
Department of Electrical and Computer Engineer-
ing of Queen’s University, Canada. His research
interests are in natural language processing and
machine learning. His recent work has focused
on natural language inference, sentiment analysis,
semantic composition, and summarization. He

has presented tutorials before at ACL-2017 and
EMNLP-2014.
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Measuring and Modeling Language Change
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1 Description

This tutorial is designed to help researchers an-
swer the following sorts of questions about how
language usage varies over time:

• Are people happier on the weekend?

• What was 1861’s word of the year?

• Are Democrats and Republicans more differ-
ent than ever?

• When did “gay” stop meaning “happy”?

• Are gender stereotypes getting weaker,
stronger, or just different?

• Who is a leader, and who is a follower?

• How can we get internet users to be more po-
lite and objective?

Such questions are fundamental to the social
sciences and humanities, and scholars in these dis-
ciplines are turning to computational techniques
for answers (e.g., Evans and Aceves, 2016; Un-
derwood et al., 2018; Barron et al., 2018). Mean-
while, the ACL community is increasingly en-
gaged with data that varies across time (e.g.,
Rayson et al., 2007; Yang and Eisenstein, 2016),
and with the social insights that can be offered by
analyzing temporal patterns and trends (e.g., Tsur
et al., 2015). The purpose of this tutorial is to fa-
cilitate this convergence in two main ways.

First, by synthesizing recent computational
techniques for handling and modeling temporal
data, such as dynamic word embeddings, the tuto-
rial will provide a starting point for future compu-
tational research. It will also identify useful text
analytic tools for social scientists and digital hu-
manities scholars, such as dynamic topic models
and dynamic word embeddings.

Second, the tutorial will provide an overview
of techniques and datasets from the quantitative

social sciences and the digital humanities, which
are not well-known in the computational linguis-
tics community. These techniques include hypoth-
esis testing, survival analysis, Hawkes processes,
and causal inference. Datasets include historical
newspaper archives, social media, and corpora of
contemporary political speech.

1.1 Format
The format of this three-hour tutorial will com-
bine lecture-style surveys of various research ar-
eas with interactive coding demonstrations. The
coding demonstrations will use Jupyter notebook
and the numpy, scipy, and pandas libraries. These
notebooks will be shared along with publicly
available data in a github repository for the tuto-
rial.1

1.2 Scope
This tutorial is focused on corpus-based meth-
ods for measuring and modeling changes in lan-
guage usage from time-stamped documents. An-
other body of research is built on type-level re-
sources, such as lists of aligned words across lan-
guages, which can support phylogenetic analysis
of language history (e.g. Gray and Atkinson, 2003;
Bouchard-Côté et al., 2013). Other researchers
use simulation to test the consequences of the-
oretical models of language change (e.g. Niyogi
and Berwick, 1997; Cotterell et al., 2018). Fi-
nally, sociolinguists make use of apparent time,
a technique for measuring language change by
comparing the speech of individuals of various
ages (e.g., Tagliamonte and D’Arcy, 2009). These
three methods all contribute to our overall under-
standing of language change, but in the interest of
a compact and coherent presentation, this tutorial
will focus exclusively on corpus-based techniques.

1https://github.com/jacobeisenstein/
language-change-tutorial
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The tutorial will engage with statistical analy-
sis (e.g., hypothesis testing, causal inference) to a
greater extent than most NAACL papers. Every
effort will be made to make this material accessi-
ble to the typical NAACL attendee.

2 Topics

The bulk of the tutorial consists of hands-on explo-
ration of time-stamped textual data, which will be
conducted in the form of Jupyter notebooks. These
practical sessions will be book-ended by an intro-
duction to theoretical and methodological perspec-
tives on language change, and a brief discussion of
open questions for future work.

2.1 How and why to measure language
change?

The tutorial begins with a survey of theoreti-
cal questions and associated methodological ap-
proaches. Sociolinguists and historical linguists
are interested in changes to the linguistic sys-
tem (Weinreich et al., 1968; Pierrehumbert, 2010);
digital humanists model changes in text over time
to track the evolution of cultural and literary prac-
tices (Michel et al., 2011); computational so-
cial scientists use time-stamped corpora to un-
derstand the transmission and evolution of social
practices (Kooti et al., 2012; Garg et al., 2018)
and to identify causes and effects in social sys-
tems (Bernal et al., 2017; Chandrasekharan et al.,
2018). We will survey some of the ways in which
various disciplines approach language change, and
briefly discuss alternatives to the corpus-based
perspective taken in this tutorial.

2.2 Tracking changes in word frequency
Question: Are people happier on the weekend?
Data: Twitter sentiment (Golder and Macy, 2011)
Methods: hypothesis testing, regression, python

dataframes

In a seminal paper in social media analysis, Golder
and Macy (2011) use Twitter data to quantify
sentiment by time-of-day and day-of-the-week.
This provides an opportunity to apply fundamental
methods in quantitative social science to a time-
stamped corpus of text, while gaining familiar-
ity with the python data science stack. We will
replicate the results of Golder and Macy, and
then extend them, exploring Simpson’s paradox
and questions of representativeness (Biber, 1993;
Pechenick et al., 2015).

2.3 Quantifying differences over time
Question: Are Democrats and Republicans more

polarized than ever?
Data: Legislative floor speeches (Gentzkow et al.,

2016)
Methods: topic models, information theory, ran-

domization

Many observers have concluded that American
politicians are increasingly polarized. Voting
records are the main empirical foundation for this
claim (e.g., Bateman et al., 2016), but legislative
votes may be taken for non-ideological reasons,
such as party discipline (Peterson and Spirling,
2018). Text analysis has therefore been proposed
as a technique for quantifying ideological differ-
ences across groups, via either individual word
frequencies (Monroe et al., 2008; Gentzkow et al.,
2016) or latent topics (Tsur et al., 2015; Barron
et al., 2018). Similar techniques can be used to
track similarity and difference across literary gen-
res (Underwood et al., 2018), academic confer-
ences (Hall et al., 2008), and social media com-
munities (Danescu-Niculescu-Mizil et al., 2013).
In this section, we will apply language models,
topic models, and information theory to a dataset
of legislative speech, quantifying the textual dis-
tance between U.S. political parties over time.

2.4 Detecting changes in meaning
Question: When did money become something

you can launder?
Data: Legal opinions from courtlistener.

com

Methods: dynamic word embeddings

Word embeddings capture lexical semantics
in vector form, but word meaning can change
over time through a variety of linguistic mech-
anisms (Tahmasebi et al., 2018). This section
will survey methods for computing diachronic
word embeddings, which are parameterized by
time (Wijaya and Yeniterzi, 2011; Kulkarni et al.,
2015; Hamilton et al., 2016; Garg et al., 2018;
Rudolph and Blei, 2018; Rosenfeld and Erk,
2018). We will investigate the application of one
such method to a corpus of historical texts, identi-
fying words with particularly fluid semantics, and
teasing apart these different meanings.

2.5 Distinguishing leaders and followers
Question: Who is setting the terms of the debate?
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Data: 2012 Republican primary debates (Nguyen
et al., 2014)

Methods: Granger causation, Hawkes Process

Language changes have leaders and followers,
and there is considerable interest in identifying the
specific individuals and types of individuals who
drive change (Dietz et al., 2007; Gerrish and Blei,
2010; Kooti et al., 2012; Eisenstein et al., 2014;
Goel et al., 2016; Gerow et al., 2018; Del Tredici
and Fernández, 2018). We will explore data from
the 2012 Republican primary debates (Nguyen
et al., 2014), applying a Hawkes process model
to try to identify individuals whose language most
shaped the terms of the debate. This section will
also cover epidemiological models that attempt to
predict who will be affected next in a cascade,
and to quantify the factors that make an individ-
ual more or less susceptible (Soni et al., 2018).

2.6 Predicting the future
Question: Which innovations will persist?
Data: Reddit neologisms (Stewart and Eisenstein,

2018)
Methods: survival analysis

Some changes pass the test of time, but oth-
ers are ephemera (Dury and Drouin, 2009). Is it
possible to predict what will happen in advance?
By attacking this problem, we hope to better un-
derstand the social and linguistic mechanisms that
underlie language change (Chesley and Baayen,
2010; Del Tredici and Fernández, 2018; Stewart
and Eisenstein, 2018). The dataset for this eval-
uation will consist of a set of lexical innovations
from Reddit. We will build models to predict not
only which will survive, but for how long.

2.7 Causation and the arrow of time
Question: Can internet policies make people be

nicer?
Data: Counts of hate speech lexicons on Red-

dit (Chandrasekharan et al., 2018)
Methods: interrupted time series

Because causes precede effects, it is natural to
ask whether temporal data can support causal in-
ferences. This section will begin by reviewing the
potential outcomes framework, which is the clas-
sical approach to causal inference from observa-
tional data (Rosenbaum, 2017). This framework
is based on three main concepts: treatment (the

manipulation of the environment whose effect we
want to test), outcome (the quantity to measure),
and confounds (additional variables that are prob-
abilistically associated with both the treatment
and effect). We will discuss how the potential
outcomes framework can apply to temporal data
through the interrupted time series model (Bernal
et al., 2017), and we will experiment with the im-
pact of a discrete policy treatment on textual out-
comes in social media (Chandrasekharan et al.,
2018; Pavalanathan et al., 2018). This section will
also briefly survey approaches to modeling text
as a treatment (Fong and Grimmer, 2016; Egami
et al., 2018).

2.8 What’s next?
We will conclude with a discussion of open re-
search questions for the analysis of language
change and diachronic textual corpora (Nerbonne,
2010; Eisenstein, 2013; Maurits and Griffiths,
2014; Perek, 2014).

3 Presenter

Jacob Eisenstein is Associate Professor in the
School of Interactive Computing at the Georgia In-
stitute of Technology, which he joined in 2012. He
is on sabbatical at Facebook Artificial Intelligence
Research in Seattle. His research on computa-
tional sociolinguistics is supported by an NSF CA-
REER award and by a young investigator award
from the Air Force Office of Scientific Research
(AFOSR). Results from this research have been
published in traditional natural language process-
ing venues, in sociolinguistics journals, and in
more general venues. Jacob’s Georgia Tech course
on Computational Social Science covers some of
the same themes as this tutorial, and includes some
additional material.2 He recently completed an in-
troductory textbook on natural language process-
ing.
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1 Introduction

The classic supervised machine learning paradigm
is based on learning in isolation, a single predic-
tive model for a task using a single dataset. This
approach requires a large number of training ex-
amples and performs best for well-defined and
narrow tasks. Transfer learning refers to a set of
methods that extend this approach by leveraging
data from additional domains or tasks to train a
model with better generalization properties.

Over the last two years, the field of Natural Lan-
guage Processing (NLP) has witnessed the emer-
gence of several transfer learning methods and ar-
chitectures which significantly improved upon the
state-of-the-art on a wide range of NLP tasks (Pe-
ters et al., 2018a; Howard and Ruder, 2018; Rad-
ford et al., 2018; Devlin et al., 2018).

These improvements together with the wide
availability and ease of integration of these meth-
ods are reminiscent of the factors that led to the
success of pretrained word embeddings (Mikolov
et al., 2013) and ImageNet pretraining in computer
vision, and indicate that these methods will likely
become a common tool in the NLP landscape as
well as an important research direction.

We will present an overview of modern trans-
fer learning methods in NLP, how models are pre-
trained, what information the representations they
learn capture, and review examples and case stud-
ies on how these models can be integrated and
adapted in downstream NLP tasks.

2 Description

The tutorial will start with a broad overview of
transfer learning methods following Pan and Yang
(2010). As part of this overview, we will also
highlight connections to other related and promis-
ing directions of research such as meta-learning
(Gu et al., 2018), multilingual transfer learning,

and continual learning (Lopez-Paz and Ranzato,
2017).

We will then focus on the current most promis-
ing area, sequential transfer learning where tasks
are learned in sequence. Sequential transfer learn-
ing consists of two stages: a pretraining phase
in which general representations are learned on a
source task or domain followed by an adaptation
phase during which the learned knowledge is ap-
plied to a target task or domain.

Our discussion of the pretraining stage will re-
view the main forms of pretraining methods com-
monly used today. We will try to provide atten-
dants with an overview of what type of informa-
tion these pretraining schemes are capturing and
how pretraining schemes are devised.

In particular, we will review unsupervised ap-
proaches which aim to model the dataset itself,
briefly presenting non-neural approaches (Deer-
wester et al., 1990; Brown et al., 1993; Blei et al.,
2003) before detailing deep neural network ap-
proaches like auto-encoding/skip-thoughts models
(Dai and Le, 2015; Kiros et al., 2015; Hill et al.,
2016; Logeswaran and Lee, 2018) and the cur-
rent trend of language model-based approaches
(Dai and Le, 2015; Peters et al., 2018a; Howard
and Ruder, 2018; Radford et al., 2018; Devlin
et al., 2018). We will then describe supervised
approaches which make use of large annotated
datasets (Zoph et al., 2016; Yang et al., 2017; Wi-
eting et al., 2016; Conneau et al., 2017; McCann
et al., 2017) before turning to distant supervision
approaches which use heuristics to automatically
label datasets (Mintz et al., 2009; Severyn and
Moschitti, 2015; Felbo et al., 2017; Yang et al.,
2017).

Our review of distant supervision approaches
will aim to provide attendants with a sense of how
they can design heuristics that can automatically
provide supervision in their own applications. Last

15



but not least, we will highlight the use of multi-
task learning for pretraining (Subramanian et al.,
2018; Cer et al., 2018; Devlin et al., 2018).

This review of pretraining approaches will pro-
vide recommendations and discuss trade-offs of
pretraining tasks based on our own experiments
and recent studies (Zhang and Bowman, 2018;
Anonymous, 2019).

We will then shed some light on what the
learned representations can and cannot capture
based on recent studies (Conneau et al., 2018; Pe-
ters et al., 2018b). We will discuss trade-offs be-
tween different modelling architectures and high-
light the capabilities and deficiencies of individual
models.

In the second part of the tutorial, we will fo-
cus on the second phase of sequential training, the
adaptation phase as well as downstream applica-
tions. The adaptation phase involves a growing
panel of methods:

Architecture modifications can range from a
few additional embeddings to additional layers on
top of the pre-trained to the insertion of interven-
ing layers or modules inside the pre-trained model.

Optimization schedules for the adaptation
phase can involve fine-tuning a varying portion of
the pre-trained model (Long et al., 2015; Felbo
et al., 2017; Howard and Ruder, 2018) with
specifically designed regularization (Wiese et al.,
2017; Kirkpatrick et al., 2017) or even fine-tuning
in sequence a model on a series of datasets using
several training objectives. We will summarize
current trends in adapting pre-trained model to
target tasks while highlighting best practices when
they can be identified.

We will then focus on a selection of downstream
applications such as classification (Howard and
Ruder, 2018), natural language generation, struc-
tured prediction (Swayamdipta et al., 2018) or
other classification tasks (Peters et al., 2018a; De-
vlin et al., 2018). This part will comprise hands-
on examples designed around representative tasks
and typical transfer learning schemes as detailed
before. We will aim to demonstrate through prac-
tical examples how NLP researchers and practi-
tioners can adapt these models to their own appli-
cations and provide them with a set of guidelines
for practical usage.

Finally, we will present open problems, chal-
lenges, and directions in transfer learning for NLP.

3 Outline

This tutorial will be 3 hours long.

1. Introduction (15 minutes long): This sec-
tion will introduce the theme of the tutorial:
how transfer learning is used in current NLP.
It will position sequential transfer learning
among different transfer learning areas.

2. Pretraining (35 minutes): We will discuss
unsupervised, supervised, and distantly su-
pervised pretraining methods. As part of the
unsupervised methods, we will also highlight
seminal NLP approaches, such as LSA and
Brown clusters.

3. What do the representations capture (20
minutes): Before discussing how the pre-
trained representations can be used in down-
stream tasks, we will discuss ways to analyze
the representations and what properties they
have been observed to capture.

4. Break (20 minutes)

5. Adaptation (30 minutes): In this section, we
will present several ways to adapt these repre-
sentations, feature extraction and fine-tuning.
We will discuss practical considerations such
as learning rate schedules, architecture mod-
ifications, etc.

6. Down-stream applications (40 minutes): In
this section, we will highlight how pretrained
representations have been used in different
downstream tasks, such as text classifica-
tion, natural language generation, structured
prediction, among others. We will present
hands-on examples and discuss best practices
for each category of tasks.

7. Open problems and directions (20 min-
utes): In this final section, we will provide
an outlook into the future. We will highlight
both open problems and point to future re-
search directions.

4 Prerequisites

• Machine Learning: Basic knowledge of com-
mon recent neural network architectures like
RNN, CNN, and Transformers.
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• Computational linguistics: Familiarity with
standard NLP tasks such as text classifica-
tion, natural language generation, and struc-
tured prediction.

5 Tutorial instructor information

Sebastian Ruder Sebastian Ruder is a research
scientist at DeepMind. His research focuses on
transfer learning in NLP. He has published widely
read reviews of related areas, such as multi-task
learning and cross-lingual word embeddings and
co-organized the NLP Session at the Deep Learn-
ing Indaba 2018.

Matthew Peters Matthew Peters is a research
scientist at AI2 focusing on large scale represen-
tation learning for NLP.

Swabha Swayamdipta Swabha Swayamdipta
is a PhD student at the Language Technologies In-
stitute at Carnegie Mellon University (currently a
visiting student at University of Washington). Her
primary research interests are developing efficient
algorithms for structured prediction, with a focus
on incorporating inductive biases from syntactic
sources.

Thomas Wolf Thomas Wolf leads the Science
Team at Huggingface, a Brooklyn-based startup
working on open-domain dialog. He has open-
sourced several widely used libraries for co-
reference resolution and transfer learning models
in NLP and maintains a blog with practical tips
for training large-scale transfer-learning and meta-
learning models. His primary research interest is
Natural Language Generation.

6 Audience size estimate

Due to the broad appeal and relevancy of the con-
tent of our tutorial, we expect a large audience,
around 200 people.
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1 A Brief Description

The ambitious goal of computational linguistics
(CL) is to develop systems that process, under-
stand, and produce natural languages. To achieve
this goal, most work in CL has focused on devel-
oping models for different linguistic tasks such as
semantic role labeling and natural language infer-
ence. However, recent research in CL has started
investigating the missing ingredients required to
move towards building systems with general lin-
guistic intelligence. For example, one area of fo-
cus is multitask learning – building models that
perform well on a number of linguistic tasks (e.g.,
Devlin et al., 2018). Other research has inves-
tigated the importance of introducing common-
sense into natural language processing models
(e.g., Rashkin et al., 2018). Despite the recent
advances in the field, we are still far from sys-
tems that exhibit human-level linguistic intelli-
gence: great performance on a set of predefined
linguistics tasks does not result in systems that can
understand and produce natural language in gen-
eral settings.

An alternative research direction is to build sys-
tems that mimic language acquisition and process-
ing as it is performed by humans. Such a system
might achieve the linguistic efficacy required for
understanding and producing human languages.
But we first need to understand how children so ef-
fortlessly learn their language. A line of research
aims to reverse-engineer child language acquisi-
tion: the idea is to shed light on the cognitive pro-
cesses that might be responsible for language ac-
quisition; we can in turn use the learned lessons in
designing computational (cognitive) models that
exhibit human-like language performance. Under-
standing language acquisition is also beneficial to
natural language processing (NLP) applications:
we can explore how the mechanisms (such as at-

tention) and inductive biases that facilitate human
learning can be explicitly incorporated into our al-
gorithms. Moreover, we can evaluate our NLP
systems with respect to human behavior which
helps us understand the limitations of these sys-
tems.

The goal of this tutorial is to bring the fields of
computational linguistics and computational cog-
nitive science closer: we will introduce different
stages of language acquisition and their parallel
problems in NLP. As an example, one of the early
challenges children face is mapping the meaning
of word labels (such as “cat”) to their referents (the
furry animal in the living room). Word learning is
similar to the word alignment problem in machine
translation. We explain the current computational
models of human language acquisition, their lim-
itations, and how the insights from these models
can be incorporated into NLP applications. More-
over, we discuss how we can take advantage of
the cognitive science of language in computational
linguistics: for example, by designing cognitively-
motivated evaluation tasks or building language-
learning inductive biases into our models.

We believe now is a great time for this tuto-
rial. Using end-to-end and deep neural approaches
has resulted in significant improvements in vari-
ous NLP tasks in the past years. But in 2018, we
observed a shift in the field from building models
to creating datasets; this mainly happened because
given the current compute power and access to
vast amount of data, the existing NLP tasks were
not challenging enough for our models. Revisit-
ing challenges in language acquisition will spark
interest in the community in two ways: Some will
be inspired to design more challenging problems,
and others may work on developing models of lan-
guage acquisition.
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2 Type of the Tutorial

The tutorial is mostly introductory—we will ex-
plain the literature on computational models of
language acquisition and processing. However, we
will also introduce some of the recent research di-
rections in this domain.

3 Outline of the Tutorial

• Introduction: the goal of the tutorial (5 min-
utes)

• Language acquisition (60 minutes)

– Views/debates on language acquisition
– The role of categorization, memory, and

attention in language acquisition
– Segmenting speech to words
– Learning the meaning of words
– Unraveling the structure of the words
– Developing theory of mind
– Understanding the pragmatics

• Language processing (60 minutes)

– Methods and sources of data on human
language processing

– Expectation-based syntactic processing
– Effects of working memory and compu-

tational models of them
– Can RNNs explain patterns of human

language processing?
– Can incremental parsers explain pat-

terns of human language processing?

• Cognitively-informed NLP (25 minutes)

– Evaluating language models using psy-
cholinguistic tests

– Evaluating sequence-to-sequence mod-
els

– Evaluating semantic representations and
vector spaces

– Evaluating question-answering models

• Language evolution (25 minutes)

– Emergence of linguistic symbols
– From symbols to linguistic structure
– Recent agent-based modeling results

• Conclusion: main take-aways and future re-
search (5 minutes)

4 The Breadth of the Tutorial

We will cover a broad range of topics in the com-
putational cognitive science of language: the tuto-
rial will mostly cover work by other researchers.
The presenters will discuss their research when it
is the most relevant work on the topic; this would
cover less than 30% of the tutorial.

5 Prerequisites

To fully take advantage of the modeling part of the
tutorial, the attendees need to have introductory-
level knowledge of statistics, probability theory,
and machine learning.

6 Instructors

• Aida Nematzadeh, DeepMind.

– Email: nematzadeh@google.com
– Website: http://aidanematzadeh.me
– Research interests: I draw on the in-

tersection of machine learning, cogni-
tive science, and computational linguis-
tics to investigate how humans learn
language and use the insights to im-
prove artificial intelligence systems. My
recent work has focused on statistical
approaches to semantic representations
and theory-of-mind reasoning. During
my PhD, I used computational modeling
to study how children learn, represent,
and search for semantic information.

• Richard Futrell, UC Irvine.

– Email: rfutrell@uci.edu
– Website: http://socsci.uci.edu/

˜rfutrell

– Research interest: I study language pro-
cessing in humans and machines. My
hypothesis is that the distinctive prop-
erties of natural language, including its
syntactic structure, can be explained in
terms of efficient communication given
human cognitive constraints. I ex-
plore this hypothesis in large-scale cor-
pus studies, behavioral experiments, and
cognitive modeling work using informa-
tion theory and neural networks.

• Roger Levy, MIT.

– Email: rplevy@mit.edu
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– Website: http://www.mit.edu/

˜rplevy/

– Research interest: My research focuses
on theoretical and applied questions in
the processing and acquisition of natural
language. Linguistic communication in-
volves the resolution of uncertainty over
a potentially unbounded set of possible
signals and meanings. How can a fixed
set of knowledge and resources be de-
ployed to manage this uncertainty? And
how is this knowledge acquired? To ad-
dress these questions I combine compu-
tational modeling, psycholinguistic ex-
perimentation, and analysis of large nat-
uralistic language datasets. This work
furthers our understanding of the cogni-
tive underpinning of language process-
ing and acquisition, and helps us design
models and algorithms that will allow
machines to process human language.

7 The Audience Size

We expect an audience size of around 100. Roger
gave a similar tutorial a few years ago which was
attended by around 50 people. However, this was
before the rapid growth of the ACL conferences.

8 Special Requirements

We require Internet access in the tutorial room.

9 Venue

We strongly prefer NAACL for logistical reasons;
if NAACL is not possible then we would be open
to EMNLP instead. ACL is not possible due to
overlap with the Annual Conference of the Cogni-
tive Science Society this year.
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1 Tutorial Overview

Rapid growth in adoption of electronic health
records (EHRs) has led to an unprecedented ex-
pansion in the availability of large longitudinal
datasets. Large initiatives such as the Elec-
tronic Medical Records and Genomics (eMERGE)
Network (Lemke et al., 2010), the Patient-
Centered Outcomes Research Network (PCOR-
Net) (Fleurence et al., 2014), and the Obser-
vational Health Data Science and Informatics
(OHDSI) consortium (Hripcsak et al., 2015), have
been established and have reported successful ap-
plications of secondary use of EHRs in clinical re-
search and practice. In these applications, natu-
ral language processing (NLP) technologies have
played a crucial role as much of detailed patient in-
formation in EHRs is embedded in narrative clin-
ical documents. Meanwhile, a number of clin-
ical NLP systems, such as MedLEE (Friedman
et al., 1994), MetaMap/MetaMap Lite (Aronson
and Lang, 2010), cTAKES (Savova et al., 2010),
and MedTagger (Liu et al., 2013) have been de-
veloped and utilized to extract useful information
from diverse types of clinical text, such as clinical
notes, radiology reports, and pathology reports.
Success stories in applying these tools have been
reported widely (Wang et al., 2017).

Despite the demonstrated success of NLP in the
clinical domain, methodologies and tools devel-
oped for the clinical NLP are still underknown and
underutilized by students and experts in the gen-
eral NLP domain, mainly due to the limited ex-
posure to EHR data. Through this tutorial, we
would like to introduce NLP methodologies and
tools developed in the clinical domain, and show-
case the real-world NLP applications in clinical re-
search and practice at Mayo Clinic (the No. 1 na-
tional hospital ranked by the U.S. News & World
Report and the No.1 hospital in the world by the
Newsweek) and the University of Minnesota (the

No. 41 best global universities ranked by the U.S.
News & World Report). We will review NLP
techniques in solving clinical problems and facil-
itating clinical research, the state-of-the art clin-
ical NLP tools, and share collaboration experi-
ence with clinicians, as well as publicly available
EHR data and medical resources, and finally con-
clude the tutorial with vast opportunities and chal-
lenges of clinical NLP. The tutorial will provide
an overview of clinical backgrounds, and does not
presume knowledge in medicine or health care.
The goal of this tutorial is to encourage NLP re-
searchers in the general domain (as opposed to the
specialized clinical domain) to contribute to this
burgeoning area.

In this tutorial, we will first present an overview
of clinical NLP. We will then dive into two subar-
eas of clinical NLP in clinical research, including
big data infrastructure for large-scale clinical NLP
and advances of NLP in clinical research, and two
subareas in clinical practice, including clinical in-
formation extraction and patient cohort retrieval
using EHRs. Around 70% of the tutorial will
review clinical problems, cutting-edge method-
ologies, and public clinical NLP tools while an-
other 30% introduce real-world clinical use cases
at Mayo Clinic and the University of Minnesota.
Finally, we will conclude the tutorial with chal-
lenges and opportunities in this rapidly developing
domain.

2 Type of the tutorial

Introductory.

3 Outline

1. Introduction: Overview of Clinical NLP (10
minutes, Dr. Wang)

2. Big Data Infrastructure for Large-scale Clin-
ical NLP (40 minutes, Dr. Tafti)

• Motivation
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• Big data NLP: hope and hype
• Tools for big data NLP
• Case study: indexing Tweets data and

health-related social media blog posts to
trend analysis of cancer treatment strate-
gies

3. Advances of NLP in Clinical Research (40
minutes, Dr. Zhang)

• Motivation
• Background of NLP to support clinical

research
• NLP Methodologies and tools for clini-

cal research
• Case study 1: family history informa-

tion extraction
• Case study 2: identifying use status of

dietary supplements

4. Clinical Information Extraction: Methodolo-
gies and Tools (40 minutes, Dr. Sohn)

• Motivation
• Background of clinical information ex-

traction
• Methodology review: rule-based or ma-

chine learning/deep learning?
• Tools and frameworks: UIMA frame-

work, cTAKES, and MedTagger
• Case study: ascertainment of asthma

status using free-text EHRs

5. Patient Cohort Retrieval using EHRs (40
minutes, Dr. Wang)

• Motivation
• Background of patient cohort retrieval
• Methodology: extraction of medical

concepts, information retrieval for co-
hort identification

• Case study 1: Patient cohort retrieval for
epidemiology study

• Case study 2: Patient cohort retrieval for
clinical trials accrual

6. Clinical NLP: Challenges and Opportunities
(10 minutes, Dr. Wang)

• Challenges in methodology and practi-
cal applications

• Opportunities for NLP in clinical re-
search and practice

4 Instructors

Yanshan Wang is a Research Associate at Mayo
Clinic. His current work is centered on devel-
oping novel NLP and artificial intelligence (AI)
methodologies for facilitating clinical research
and solving real-world clinical problems. Since
he joined Mayo Clinic in 2015, he has been
leading several NIH-funded projects, which aims
to leverage and develop novel NLP techniques
to automatically retrieve cohorts from clinical
data repository using free-text EHR data. Dr.
Wang has extensive collaborative research expe-
rience with physicians, epidemiology researchers,
statisticians, NLP researchers, and IT technicians.
He collaborated with rheumatologists and devel-
oped a NLP system for automatic identification
of skeletal site-specific fractures from radiology
reports for osteoporosis patients. He has had
ongoing collaboration with epidemiologists and
clinical neurologists on developing novel AI so-
lutions to provide better care for elders. Dr.
Wang has published over 40 peer-reviewed arti-
cles at referred computational linguistic confer-
ences (e.g., NAACL), and medical informatics
journals and conference (e.g., JBI, JAMIA, JMIR
and AMIA). He has served on program com-
mittees for EMNLP, NAACL, IEEE-ICHI, IEEE-
BIBM, etc. (wang.yanshan@mayo.edu)

Ahmad P. Tafti is a Research Associate at Mayo
Clinic, with a deep passion for improving health
informatics using diverse medical data sources
combined with advanced computational methods.
Dr. Tafti’s major interests are AI, machine learn-
ing, and computational health informatics. He
completed his PhD in Computer Science at Uni-
versity of Wisconsin-Milwaukee, and some part of
his international studies were carried out at Ora-
cle Education Center, Technical University of Vi-
enna, and Medical University of Vienna, Austria.
He won the General Electric Honorable Mention
Award and received the 3rd place in the Larry
Hause Student Poster Competition at an IEEE con-
ference as part of his PhD project. Dr. Tafti
has published over 20 first-author peer-reviewed
publications in prestigious journals and confer-
ences (e.g., CVPR, AMIA, ISVC, JMIR, PLOS,
IEEE Big Data), addressing medical text and med-
ical image analysis and understanding using ad-
vanced computational strategies. In addition, Dr.
Tafti has served as a workshop organizer, steer-
ing committee member, technical reviewer, and a
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program committee member for several reputable
conferences and journals, including KDD 2017,
AMIA, IEEE ICHI, ISMCO, ISVC, IEEE Jour-
nal of Biomedical and Health Informatics, and In-
ternational Journal of Computer Vision and Im-
age Processing. He was awarded a NVIDIA GPU
Grant for his accomplishments in deep learning
community. (tafti.ahmad@mayo.edu)

Sunghwan Sohn is an Associate Professor of
Biomedical Informatics at Mayo Clinic. He has
expertise in mining large-scale EHRs to unlock
unstructured and hidden information using natu-
ral language processing and machine learning,
thus creating new capacities for clinical research
and practice in order to achieve better patient solu-
tions. He has been involved in the development of
cTAKES, the most popular NLP tool in the clini-
cal domain. Dr. Sohns research facilitates the best
use of EHRs to solve clinical problems and im-
prove public health. His work provides biomedi-
cal scientists and clinicians access to unstructured
information from clinical narratives and clinical
text analytics necessary for clinical research and
patient care. Dr. Sohns research goal is the best
utilization of informatics to facilitate translational
research and precision medicine across heteroge-
neous EHR data and systems in a large population.
(sohn.sunghwan@mayo.edu)

Rui Zhang is an Assistant Professor in the Col-
lege of Pharmacy and the Institute for Health In-
formatics (IHI), and also graduate faculty in Data
Science at the University of Minnesota (UMN).
He is the Leader of NLP Services in Clinical
and Transnational Science Institution (CTSI) at
the UMN. Dr. Zhangs research focuses on health
and biomedical informatics, especially biomedical
NLP and text mining. His research interests in-
clude the secondly analysis of EHR data for pa-
tient care as well as pharmacovigilance knowl-
edge discovery through mining biomedical liter-
ature. His researcher program is funded by fed-
eral agencies with over 3.5 million dollars in-
cluding National Institutes of Health, the Agency
for Health and Research Quality (AHRQ), and
a medical device industry - Medtronic Inc. He
also a co-investigator of a 42.6 million of CTSI
grant. His work has been recognized on a national
scale including Journal of Biomedical Informatics
Editors Choice, nominated for Distinguished pa-
per in AMIA Annual Symposium and Marco Ra-
moni Distinguished Paper Award for Translational

Bioinformatics, as well as highlighted by The Wall
Street Journal. (zhan1386@umn.edu)

Audience, Previous Tutorials and Venue

Based on the recent upsurge of interest in appli-
cations of NLP in the clinical domain, we target
an audience of 60 to 100 students and researchers
from both academia and industry. We are not
aware of any recent tutorial on the topic of clinical
NLP. No technical equipment is required. Since
Mayo Clinic is located at Rochester, MN and the
University of Minnesota is located at Minneapolis,
MN, our preference for the venue is NAACL 2019
at Minneapolis, MN.
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