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Abstract

The goal of this paper is to explicate the nature of Chinese nominal semantics, and to
create a paradigm for nominal semantics in' general that will be useful for natural language
;;rocessing purposes. We first point out that a lexical item may have two meanings simultaneously,
and that current models of lexical semantic representation cannot handle this phenomena. We then
propose a meaning representation that deals with this problem, and also discuss how the meanings
involved are instantiated. In particular we posit that in addition to the traditional notion of sense
differentiation, each sense may have different meaning facets. These meaning facets are linked to
their sense or to other meaning facets through one of two ways: meronymic or metonymic

extension.

1. Introduction

Lexical ambiguity resolution is a central concern of natural language processing (Small et
al., 1988). The traditional way of looking at the problem is to list the various meanings that
a wdrd has, and write a rule-based program to pick the appropriate meaning for the context.
Both Categorical Grammar and Montague Semantics, for example, assume that meanings
are discrete and that there is a one-to-one correspondence between a lexical item and its
meaning translation. The discrete meaning hypothesis provides the conceptual basis for
most of the previous literature on ambiguity resolution and semantic resolution. In short,
ambiguity resolution is viewed as trying to choose from several discrete meanings that share

the same linguistic form (i.e. lexical form). While this approach can provide an algorithm to

. This paper is jointly authored. The names of the authors are listed in alphabetical order.



identify an appropriate meaning in a given context, it cannot account for novel uses of
lexical items.

More recent work addresses this problem. Pustejovsky's (1995) Generative Lexicon
provides a framework (i.e. qualia structure) for possible meanings, and discusses under
what conditions which meaning will be chosen (i.e semantic coercion). His account is
especially useful in dealing with the creative use of words in novel contexts, an area that
had been previously ignored due to the assumption that either a) the novel usage could be
listed if necessary, and b) often it was deemed not necessary to list these novel meanings
because they occurred so rarely. |

However, one issue that Pustejovsky and others have yet to account for is the fact
that lexical meaning can be actively complex. All models of lexical ambiguity resolution
assume that only one solution exists in a given context. In fact, what we will show is that
more than one meaning can co-exist in the same context. A lexical item is actively complex
if it allows simultaneous multiple interpretations. We will propose a meaning representation |
for lexical items that captures this complexity.

In addition, although Pustejovsky provides the framework to exclude the possible
meanings, he cannot predict the relationship among the meanings, nor allow for cases
where different meanings seem to exist simultaneously. Within the general theory of the
Generative Léxicon, Copestake and Briscoe (1995) deal with meaning extension by either
underspecification or lexical rules, which also implies that only one meaning can be
expressed at any given time. |

In our account, we will demonstrate that meaning can be predicted from its context
by looking at a) the semantic class of the item, and b) its possible meaning extensions. Our
~ account has the advantage of being able to account for a wider range of linguistic data,
including puns and polysemous uses, in addition to novel extensions. Our account also has
the advantage of being both computationally parsimonious, as well as conceptually intuitive.

Our paper is divided as follows: in section 2, we will first present background
information and definitions concerning the different kinds of ways that meanings can vary.

In section 3, we will present our arguments for the active complexity of lexical meaning,
| present a representation that can handle active complexity, and also give reasons for the
conceptual intuitiveness of the model. In section 4, we will discuss the meaning extensions

that have been found to date. Section 5 discusses the hierarchical information that is passed



from a semantic class to an individual item of that class. Section 6 summarizes our finding's

and suggests future areas of research.

2. Background _

In this paper we devise a meaning representation for nominals (and Chinese nominals in
particular) such that all meaning aspects of a noun are dealt with parsimoniously. Nouns, at
first glance, do not seem to warrant representational complexity. When one is asked to think
of a noun, one commonly thinks of a concrete object, such as ‘paper’. When asked to define
it, one could reply that it is a thin, white, rectangular object (appearance) made from the
pulp of trees (origin) that people nowadays use to write and print on (function). But ‘paper’,
even if we do not talk about its additional meanings in compound items sucﬁ as ‘wrapping
paper’, ‘tissue paper’ etc., has a variety of meanings including: a piece of paper, a
newspaper, the office where a newspaper is written, and. an academic paper. This
phenomenon is not language specific. For example, in Mandarin Chinese, the word *
magazine’ can refer to the physical object (1a), or the information contained within (1b), or

the publishing house (1c).

(lyd ¥+ X F T K #Hio
ta shou shang na le ben zazhi =
he hand on  hold asp. CL magazine
‘He is holding one magazine in his hahd.”

(Ib) &M #  #&  F  FH #FF FEN  FH-
women cong zazhi ~ zhong dedao xuduo baoguide  ziliao
we from magazine within obtain many precious data
‘We have obtained a lot of precious data from magazines.’ o

(lc) 2B % X ##% £F EZ SEFR KT AE
meiguo ge da zazhi wubu wakong  xinsi zhengqu caifang jihui
America every big magazine do dig-empty mind fight-for interview chance
‘Major American magazines fight for interview opportunities.’

Nor is this phenomena limited to words relating to items that may contain
information such as papers and magazines. The word ‘tian’ in Chinese can refer to the sky

(2a), God (2b), weather (2c), time (2d), day(s) (2e), or nature (2f).



(2a) #58 Z #* REM X
taitou wang zhe zhanlande tian
raise head watch asp. blue sky
‘Raise one’s head and look at the blue sky.” (‘Tian’ refers to sky.)

(2b) TEIA EA B X R
zhongguoren shuo fu zi tian lai
Chinese say happiness from sky come

‘Chinese say, happiness comes from heaven.” (‘Tian’ refers to God/heaven.)

QX % B 3 & T e #H KRR
tian leng shi bie wang le jia jian yifu
sky cold time not forget asp. add CL clothes
‘Don’t forget to put on more clothes when the weather is cold.’
(‘Tian’ refers to weather.)

QX &~ F T-
tian bu zau le
sky . not early particle
‘It is not early.” (‘Tian’ refers to time.)

)t B ERHF T — ¥ X
ta zai zheli dai le yi zheng tian
he in here stay asp. one whole sky/day
‘He has stayed here for one whole day.” (‘Tian’ refers to day(s).)

(20 AR R OKEH Bl B Rk
renlei shi dabufen dongwu de tiandi
human beingis most animal 's natural enemy
- ‘Human beings are the natural enemy of almost all animals.” (‘Tian’ refers to nature.)

The examples we have given above are all examples of polysemy, which is when a
word has several, related meanings. But meanings can also be unrelated, as in the case of the
two meanings for ‘bank’ (i.e. ‘financial institution’ and ‘land on the side of a river’). A noun
that has two unrelated meanings is referred to as homonymous. Meanings for a word can
also be vague or underspecified. An example of this in English is ‘aunt’ which can refer to
someone's parent's sister, where the gender as to the parent is unspecified. (The parent's
gender in other languages, such as Mandarin, is important and specified.) The difference as
to whether a word is ambiguous or polysemous depends on the perceived relationship (or
lack thereof) between the meanings. The distinction between vagueness and polysemy °

involves the question whether a particular piece of semantic information is part of the



underlying semantic structure of the item, or is the result of a contextual (and hence
pragmatic) specification’ (Geerarts 1993:228).

This definition, however, cannot be applied as straightforwardly as it appears.
Consider example (1) above. It could be the case that there is no underlying semantic
structure for the three meanings (that is, they are vague), and that context alone ‘brings out’
these meanings. But 1) intuitively these meanings seem to have an underlying structure, and
2) nouns of a similar semantic class (i.e. magazine) have similar meanings, which indicates
that an underlying structure exists. If it is the case that the pieces of semantic information
are part of the underlying structure of the item, then we must deal with paradoxical situation
(given the definition above) that these different meanings are brought out in different
contexts.

Tuggy (1993) points out that ambiguity, polysemy and vagueness are better dealt
with on a continuum, rather than as sets with discrete boundaries. The prototypical case of -
ambiguity is where well-entrenched and salient semantic structures are associated with the
same ph;)nological representation, and there is no clear subsuming semantic schema. The
prototypical case of vagueness is where the meanings are not well-entrenched, and there is a
clear subsuming semantic schema (as in the case of parent'é sister for ‘aunt’). Polysemy is
viewed as being in between these two extremes, with there are well-entrenched and salient
semantic structures associated with the same phonological representation, but there is also a

subsuming schema.

3. Meaning Representation

3.1 Active Complexity of Lexical Items

The above discussion has assumed that one meaning is chosen in a giilen context. But that
is not necessarily the case. There are two types of active corﬁplexity in natural language.

The first is ‘triggéred complexity’ and involves puns. For example, in (3) either liguor and

shipyard is possible as the meaning of port, but it is also possible for both meanings to exist

at the same time.

(3) After the accident, the captain went straight for the port.



Example (3) can mean that a) the captain went straight for shore (but humorously implies
-that the captain was so shook up as to need a drink), or b) that he went straight for his bottle
of liquor and also towards the shore (although this is much less likely since this
interpretation is not seen as humorous.

The phenomena in example (3) is a pun. Puns are a humorous play on ambiguous
words. Because puns are used for special linguistic purposes (such as humor), and because
it is the effect of co-existing meanings that creates the humor, this phenomena has not
previously been considered to be relevant to lexical semantic analysis and lexical
representation. The complexity is triggered since it must be initiated by the speaker.

Second, in Chinese, nouns can be actively complex, even when there is no pun or
vagueness intended. This is ‘latent complexity.” In (4), for example ‘book’ must be

understood as both a i)hysical object, and as information.

@ &= £ #B A - K Fo
Zhangsan zai fanyue - na yi ben shu.
Zhangsan PROG turn page/read that one CL book
“Zhangsan is turning the pages of the book and reading it.’

In fact, such latent complexity also exists in English nominal semantics. It is well-
known that words referring to building apertures, such as door or window are often
lexically ambiguous with the structure built to block that aperture. Thus, door in ‘the door
i's heavy’ could only refer to the structure, while door in ‘John just walked in the door’ can
only refer to the aperture. However, in the sentence, P44k & men hen kuan ‘The door is
wide’, both the aperture and structure's meanings exist simultaneously. We think this kind
of data presents the strongest argument against representing nominal semantics as discrete
meaning translations, and for representing nominal semantics as structured meanings
connected by conceptual links, such as the qualia structure in Pustejovsky's Generative
Semantics. However, since we have shown that different but related meanings can coexist
in the same context, Pustejovsky's formulation where related meanings are represented as
different attribute value pairs in a feature matrix is inadequate since only one attribute value
pair can be picked in each context. We posit that these related meanings are like the facets
of a three-dimensional object, such as a diamond, where the meaning instantiation could be

a straightforward single facet or multiple coniected facets, depending on the contexts.



3.2 Meaning Representation

The mean~ing representation that we select is quite straightforward, but differs from other
representations in several crucial respects. First, words are listed (following Chinese
lexicographic tradition) in terms of their orthographic representation. Then the senses for
each word are listed. The phonological representations are associated with each sense
listing, and may or may not be the same. Second, the sense differentiation includes senses
fhat are related (polysemous senses) as well as unrelated (homonymous senses). There is no
attempt in this representation to distinguish clearly between those meanings that are
polysemous or homonymous. This is because speakers tend to draw their own conclusions
about the relationships between senses (i.e. many speakers see a relationship between ‘ear
of corn’ and ‘ear that you hear with’, although there is no historical or semantic relationship
whatsoever (Lyons 1977)). However, if a study was run on native speakers to find out their
underétanding of the relative closeness of relationship among meanings, this information
could be incorporated into our representation by simply indicating which senses should be
grouped together. Third, and most importantly, our lexical representation has meaning
facets located within each sense. Meaning facets reflect an‘aspect of a sense. For example,

in (5) we show an example of a word with one sense, which has different meaning facets.

(5) #2% — Sense,: ZAZHI magazine -- meaning facet,: physical object
-- meaning facet,: information contained within
-- meaning facets: institution that publishes magazine

In (6) we give an example of a word with four different senses, of which one has

three different meaning facets.

(6) X — Sense;: TIAN sky -- meaning facet,: sky as a physical object (that can be viewed)
-- meaning facet,: God/heaven
-- meaning facets: weather
— Sense,: TIAN time
— Sense;: TIAN day
— Sense, :TIAN nature

10



How do we decide whether a certain meaning is a sense or a meaning facet? A
meaning facet is an extension from a particular sense. It has the following three properties:
1) it can appear in the same context as other meaning f:icets, 2) it is an extension from a
core sense or from another meaning facet (unless it is the core sense), 3) nouns of the same
semantic classes will have similar sense extensions to related meaning facets. Individual
senses, on the other hand, 1) cannot appear in the same context (unless the complexity is
triggered), 2) have no core sense from which it is extended, or it is very hard to concisely
define what the core sense would be, and 3) no logical/conceptual links can be established
between the two senses.

For example, in (7) below, we can see that the meaning of sky (as a physical object)
and God can appear in the same context, as can sky (as a physical object) and weather (8),
sky (as a physical object), God, and weather (9). Thus, they are all different meaning facets

of the first sense in (6).

A A~ HE F ¥ x & F # X 7o
you ren  kaishi bu jing tian ye bu bai tian le
there're person begin- not respect sky and not worship sky particle
‘There are people who ceased to respect heaven or to worship heaven.’
(‘Tian’ refers to both sky and God/heaven.)

®) X A 7o
tian fangqing le
sky become sunny particle
‘It became sunny.” (‘Tian’ refers to both sky and weather.)

9 RR kA ¥ Z S-S ) W AE -
nongmin changjiou kau tian yi di de shenghuo
farmer long depend sky depend ground DE live
‘Farmers have long lived a life that depends on heaven and earth.’
(‘Tian’ refers to sky, God, and weather.)

The above examples also demonstrate that only one sense can occur in any given

context. The sense of ‘time’ or ‘day’ or ‘nature’ is not available in any one of the above
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contexts.! Only meaning facets of a particular sense can be available in the same context.

«:Context, in effect, selects which sense is made available. Context may also select a
particular meaning facet, as in (2a)- (2c), but it does not necessarily have to, because
context may activate several meaning facets at once, as in (7) - (9).

What aspects of context help to pick a sense or a meaning facet? Verbs and
prepositions are usually instrumental in determining which meaning can occur in which
context. For example, in the above instance, the meaning of ‘God’ can only occur with
volitional verbs and cannot occur with verbs having to do with pure locative. The type of
contextual information that picks out one sense or one meaning facet is an important area of

future research.

3.3 Conceptual Advantages

Viewed from this perspective, context always plays a role in determining which meaning is
chosen, whether the word is ambiguous, polysemous, or vague. Tuggy's meaning models
were two dimensional. But we suggest that a 3-dimension model allows for a greater
understanding of the relationship betWeen meaning ar:d context. Imagine a multi-faceted
object, such as a cube. Imagine that there is a core in the center of the cube, and that there
are lines that radiate out to each of the six surfaces (i.e. this would be the case for a word
that had six senses). The core represents the orthographic representation of the word, and
each surface represents a different sense of the word and its associated phonological
representation (i.e. the information that is bolded in our lexical representation above).
Furthermore, from each surface of the cube, there may also be (dotted) lines that radiate out
to additional surfaces, which are the facets of that particular sense (i.e. the non-bolded
information in our lexical representation above). Thus, when context turns the cube so that
one particular sense surface is shown to a light source (i.e. the hearer) then light is reflected

from only that surface, and only that sense is computed. In the case, however, where context

! “Time’ might be viewed as a meaning facet of the sense ‘sky’, as shown by the identical strings in (i) and (ii).

KX [wE Tll° i) [slvelvR &l T111°
tian hei le tianhei le
sky dark particle sunset particle
“The sky turned dark.’ “The sun has set (i.e. it is late).’

However, the interpretation in (i) is a subject-predicate sentence, while the interpretation in (ii) involves a
disyllabic lexical item. Thus, these two sentences are structurally different and no latent complexity is
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turns the cube so that a sense surface that has meaning facets extending from it is shown to
a light source, the light can reflect off of any one, or any combination of the meaning facets,
just as light can reflect from the different facets of a diamond. Our representation, then, is
not only computationally adequate, it is also conceptually intuitive.

In what follows we present the types of links that can occur in noun meaning
representations, and we also present the underlying schema for the information contained in

each meaning facet.

4. Meaning Links

In our model the meaning representation is structured, and the structure is built upon
meaning links. One implication of this model is that a semantic class will inherit both |
traditional semantic features as well meaning link structures. Lexical semantic issues will
therefore be defined in terms of types of possible meaning links and constraints on meaning
extensions throﬁgh these links.

The relationship between a sense and its meaning facets is an area that deserves in
depth research and analysis (Ahrens et al., In prep.). What follows is a preliminary report of |
éur findings to date. We have found that there are two main ways that meaning facets can
extend either from a sense or from another meaning facet: meronymic and metonymic

axtensions.

4.1 Meronymic extensions

Meronymic extensions involve both the whole standing for part, and part standing for
whole. We observe that meronymic extensions are driven by cognitive and conceptual
saliency. For example, in #R4e 77 F 44| na ba daozi hen li (The knife is sharp), knife
actually refers to the blade of the knife. This meronymic extension is motivated by the fact
that ‘blade’ is the locus of cutting, the most salient function of knife. We also observe that
éuch cognitively driven extensions are not sensitive to blocking effects. For instance, the
instance of the specific term ‘blade’ does not block us from saying ‘the knife is sharp.” Our
speculation here is that only conventionalized usages are subject to blocking effects since

blocking is the result of conventionalization.

involved.
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In the case of part standing for whole, cognitive saliency is again the prime
motivator of the extension. For example, in the case of Ft-F 424 3 % # 4L yuanzi li you
xuduo meihua (there are many plum-flowers in the garden), plum-flowers stands for the
whole plum tree. The plum flower with its color and scent and endurance in cold weather is

the most cognitively salient aspect of the plum tree (for Chinese).

4.2 Metonymic Extensions

Metonymic extensions are different from meronymic extensions in that the extended
meaning is related to the origin of the basic sense, but is not inherent to the basic sense (cf.
the part-whole relation above). Metonymic extensions are typically driven by certain
eventive relationships such as the ones encoded in Pustejovsky's qualia structure. Unlike
meronymic extensions, metonymic extensions are often sensitive to blocking effects. For
instance, the grinding extension allows the individual terms to refer to a mass produced
from that individual. For example, ‘—#& & % yi pan baicai’ (a dish of cabbage), the basic
meaning ‘¥ 3% baicai’ refers to the cabbage plant, but after the grinding extension it refers
to a mass noun. But in the case of rice ‘K mi’, the grinding extension does not work,

because there is a term ‘4& fan’ (cooked rice) already.

4.3 Partial list of Meaning Links
We give here a partial list of the meaning links found to date. We also provide the list of

- semantic classes that we have found to inherit these links.

I. Meronymic Extensions
1. Whole for part
a. whole — functional part {semantic class: artifacts, buildings }
b. whole — sentiently salient part {semantic class: body parts}
2. Part for whole
a. conceptually salient part — whole {semantic class: fruit, flower}

14



II. Metonymic Extensions
1. agentivization
a. information media — information creator {semantic class: publications }
2. product instantiation
a. institution — product {semantic class: manufacturer, trademarks}
3. grinding | )
a. individual — mass {semantic class: vegetables, fruits}
4. portioning .
a. information media — information {semantic class: publications}
b. container — containee :
c. body part — function
5. space mark-up
a. landmark — space in vicinity {semantic class: locations, landmarks}
b. structure — aperture {semantic class: doors, windows}
c. institution — locus {semantic class: institutions}
6. time mark-up
a. event — temporal period
b. object — process
¢. locus — duration

We have found that these two types of links are the most productive among meaning
extensions. This might be because these types of extensions refer only to the knowledge
concerning the lexical item itself. Metaphorical extensions, on the other hand, map a
domain of knowledge that does not have anything to do with the lexical item onto the
domain of knowledge surrounding the lexical item. Thus, metaphorical extensions are
clearly conceptually more complex than metonymic and meronymic extensions, and will be

the focus of future research.

5. Meaning Inheritance
Another important issue in lexical semantics is the semantic class. Tradit@onally, the
taxonomic hierarchies are discussed in terms of ISA relationship and inherited features,
such as humanness and animacy (Chen and Cha 1988, Sowa 1993). However, this
simplistic traditional model (such as the Schank's well-known semantic network) have
difficulties when certain nodes do not necessarily inherit all the features from the higher
nodes. For example, an ostrich is a bird, but it cannot inherit the feature of [+flight] because
it does not fly. Default override of inheritance is computationally plausible though costly.
The other problem with traditional semantic hierarchies has to do with multiple

inheritance. For instance, it is intuitive to classifiy ‘& ¥k lan-qiu’ (basketball) as a physical
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object. However, it is also clearly an abstract event (i.e. the basketball game). Hence there is
cross-taxonomic paradox, which is usually accounted for with the computationally costly
mechanism of multiple inheritance (Briscoe et al., 1993).

In our model, both kinds of inheritance problems disappear since what a semantic
class shares is a partial structure of semantic links. That is, we will annotate meaning links
to a semantic class, and these links will be inherited by all the members of the class.” In the
case of ‘.ia‘i‘qiu’ (ball), it inherits the metonymic link of a round physical object and extends
to the game play with the object. This explanation is more parsimonious since it reduces the
costly computation of multiple inheritance and makes most cases of the local oveniding of
inheritance unnecessary. It is also conceptually powerful in allowing richer semantic
representation. For instance, the semantic claés of flowers will inherit the meronymic

extension of part for whole.

6. Conclusion: Implementation and Implications

Traditional methods of dealing with ambiguity and vagueness in natural language
processing have been complicated by the on-line compilations that are usually necessary to
deal with tﬁe ‘additional’ meanings created by the context. But our account postulates
multiple senses and structured ways of linking additional meaning facets to the senses 50
that the information is all listed in the representation, and therefore easier to access. Our
proposal is to have not only the different senses of a word listed, but also its different
meaning facets. We claim that there will be conceptual or logical relationships between the
facets and their senses.

For example, the meaning links between the different facets of ‘zazhi’ (magazine)
~ are as follows: the first meaning link refers to the concept of magazine as a physical object,
the secdnd meaning link is a métonymic extension that relates media to information, and the
third meaning link is a metonymic extension that relates information media to. information
creator (c.f. Section 4.3). The organization that we have proposed here is a shallow structure,
with only two levels: the sense level and the meaning facet level. Both levels can be

annotated with meaning links. Conceptually it is as explanatory as a theory where all the

? Of course, the lexicon would have to specify any blocking effects where the linking does not apply.
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meaning links are structurally represented. This is because all represented meaning links
can be traced, and a (semantic-class-based) meaning derivation tree can be established off-
iine. Moreover, not having an overt tree of meaning extensions allows us to avoid‘multiple-
inheritance and blocking problems. A shallow structure also allows efficient access,
reflecting the psychological reality that the depth of meaning derviation is not relevant in
lexical access. -

In this paper we have proposed a meaning representation for Chinese nominal
semantics, as well as a paradigm for nominal semantics in general that will be useful for
natural language processing purposes. We pointed out that a lexical item may have two
meanings simultaneously, and moreover that current models of lexical semantic
representation cannot handle this phenomena. We then proposed a meaning representation
to account for this phenomena, and also discussed how the meanings involved are
instantiated. We postulate that in addition to the traditional notion of sense differentiation,
each sense may have different meaning facets. These meaning facets are linked to their
sense or to other meaning facets through one of two ways: meronymic or metonymic
extension. We also point out that instead of a traditional taxonomic relationship, what is
being inherited in addition to semantic features is meaning extensions/relations, such that
words of the same semantic class have same meaning extensions.

The representation proposed here is the result of extensive corpus-based studies of
the 40 most productive nominal endings in Mandarin (CKIP 1995). These productive
nominal endings in turn each derive scores of highly frequent nouns. Hence we have
accounted for a substantial portion of Chinese noun usages. We have also provided detailed
semantic representation of the nominal heads based on our proposed representation. This is
a significant first step towards the comprehensive formal representation of Mandarin
nominal semantics and is also the first step towards fully automated Mandarin Language

Understanding.
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Abstract

This paper presents a new approach for measuring semantic similarity/distance
between words and concepts. It combines a lexical taxonomy structure with corpus
statistical information so that the semantic distance between nodes in the semantic
space constructed by the taxonomy can be better quantified with the computational
evidence derived from a distributional analysis of corpus data. Specifically, the
proposed measure is a combined approach that inherits the edge-based approach of the
edge counting scheme, which is then enhanced by the node-based approach of the
information content calculation. When tested on a common data set of word pair
similarity ratings, the proposed approach outperforms other computational models. It
gives the highest correlation value (r = 0.828) with a benchmark based on human
similarity judgements, whereas an upper bound (r = 0.885) is observed when human
subjects replicate the same task.

1. Introduction

The characteristics of polysemy and synonymy that exist in words of natural language have
always been a challenge in the fields of Natural Language Processing (NLP) and Information
Retrieval (IR). In many cases, humans have little difficulty in determining the intended
meaning of an ambiguous word, while it is extremely difficult to replicate this process
computationally. For many tasks in psycholinguistics and NLP, a job is often decomposed to
the requirement of resolving the semantic relation between words or concepts. One needs to
come up with a consistent computational model to assess this type of relation. When a word
level semantic relation requires exploration, there are many potential types of relations that can
be considered: hierarchical (e.g. IS-A or hypernym-hyponym, part-whole, etc.), associative
(e.g. cause-effect), equivalence (synonymy), etc. Among these, the hierarchical relation
represents the major and most important type, and has been widely studied and applied as it
maps well to the human cognitive view of classification (i.e. taxonomy). The IS-A relation, in
particular, is a typical representative of the hierarchical relation. It has been suggested and
employed to study a special case of semantic relations — semantic similarity or semantic
distance (Rada et al. 1989). In this study of semantic similarity, we will take this view,
although it excludes some potential useful information that could be derived from other
relations.

The study of words/terms relationships can be viewed in terms of the information sources
used. The least information used are knowledge-free approaches that rely exclusively on the
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corpus data themselves. Under the corpus-based approach, word relationships are often
derived from their co-occurrence distribution in a corpus (Church and Hanks 1989, Hindle
1990, Grefenstette 1992). With the introduction of machine readable dictionaries, lexicons,
thesauri, and taxonomies, these manually built pseudo-knowledge bases provide a natural
framework for organising words or concepts into a semantic space. Kozima and Furugori
(1993) measured word distance by adaptive scaling of a vector space generated from LDOCE
(Longman Dictionary of Contemporary English). Morris and Hirst (1991) used Roget’s
thesaurus to detect word semantic relationships.. With the recently developed lexical
taxonomy WordNet (Miller 1990, Miller et al. 1990), many researches have taken the
advantage of this broad-coverage taxonomy to study word/concept relationships (Resnik
1995, Richardson and Smeaton 1995).

In this paper, we will discuss the use of the corpus-based method in conjunction with lexical
taxonomies to calculate semantic similarity between words/concepts. In the next section we
will describe the thread and major methods in modelling semantic similarity. Based on the
discussion, we will present a new similarity measure, which is a combined approach of
previous methods. In section 3, experiments are conducted to evalvate various computational
models compared against human similarity judgements. Finally, we discuss the related work
and future direction of this study.

2. Semantic Similarity in a Taxonomy

There are certain advantages in the work of semantic association discovery by combining a
taxonomy structure with corpus statistics. The incorporation of a manually built pseudo-
knowledge base (e.g. thesaurus or taxonomy) may complement the statistical approach where
“true” understanding of the text is unobtainable. By doing this, the statistics model can take
advantage of a conceptual space structured by a hand-crafted taxonomy, while providing
computational evidence from manoeuvring in the conceptual space via distributional analysis
of corpora data. In other words, calculating the semantic association can be transformed to
the estimation of the conceptual similarity (or distance) between nodes (words or concepts) in
the conceptual space generated by the taxonomy. Ideally, this kind of knowledge base should
be reasonably broad-coverage, well structured, and easily manipulated in order to derive
desired associative or similarity information.

Since a taxonomy is often represented as a hierarchical structure, which can be seen as a
special case of network structure, evaluating semantic similarity between nodes in the network
can make use of the structural information embedded in the network. There are several ways
to determine the conceptual similarity of two words in a hierarchical semantic network.
Topographically, this can be categorised as node based and edge based approaches, which
correspond to the information content approach and the conceptual distance approach,
respectively. :

2.1. Node-based (Information Content) Approach
One node based approach to determine the conceptual similarity is called the information

content approach (Resnik 1992, 1995). Given a multidimensional space upon which a node
represents a unique concept consisting of a certain amount of information, and an edge
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represents a direct association between two concepts, the similarity between two concepts is
the extent to which they share information in common. Considering this in a hierarchical
concept/class space, this common information “carrier” can be identified as a specific concept
node that subsumes both of the two in the hierarchy. More precisely, this super-class should
- be the first class upward in this hierarchy that subsumes both classes. The similarity value is
defined as the information content value of this specific super-ordinate class. The value of the
information content of a class is then obtained by estimating the probability of occurrence of
this class in a large text corpus.

Following the notation in information theory, the information content (IC) of a concept/class ¢
can be quantified as follows: _
IC(c) =log™ P(c), (1)

where P(c) is the probability of encountering an instance of concept ¢. In the case of the
hierarchical structure, where a concept in the hierarchy subsumes those lower in the hierarchy,
this implies that P(c) is monotonic as one moves up the hierarchy. As the node’s probability
increases, its information content or its informativeness decreases. If there is a unique top
node in the hierarchy, then its probability is 1, hence its information content is 0.

Given the monotonic feature of the information content value, the similarity of two concepts
can be formally defined as: ‘

sim(c,,c,) = ceSzr};J%,,cz )[IC(c)] = ceSz%%’él,cz)[— log p(c)], 2)

where Sup(c,,c,)is the set of concepts that subsume both ¢, and ¢,. To maximize the
representativeness, the similarity value is the information content value of the node whose IC
value is the largest among those super classes. In another word, this node is the “lowest upper
bound” among those that subsume both ¢, and c,.

In the case of multiple inheritances, where words can have more than one sense and hence
multiple direct super classes, word similarity can be determined by the best similarity value
among all the class pairs which their various senses belong to:

sim(w,,w,) = [sim(c,,c,)], 3)

max
c,esen(w,) c,esen(w,)

where sen(w) denotes the set of possible senses for word w.

For the implementation of the information content model, there are some slightly different
approaches toward calculating the concept/class probabilities in a corpus. Before giving the
detailed calculation, we need to define two concept sets: words(c) and classes(w). Words(c) is
the set of words subsumed (directly or indirectly) by the class ¢. This can be seen as a sub-tree
in the whole hierarchy, including the sub-tree root ¢. Classes(w) is defined as the classes in
which the word w is contained; in another word, it is the set of possible senses that the word w
has:
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classes(w) = {clw € words(c)}. )
Resnik (1995) defined a simple class/concept frequency formula:

freq(c)= ), freq(w). 5)

wewords(c)

Richardson and Smeaton (1995) proposed a slightly different calculation by considering the
number of word senses factor:

freqy= Y, LA™ ©)

wewords(c) lclasses(w)

Finally, the class/concept probability can be computed using maximum likelihood estimation
(MLE): ‘
poy= L2249 ™

This methodology can be best illustrated by examples. Assume. that we want to determine the
similarities between the following classes: (car, bicycle) and (car, fork). Figure 1 depicts the
fragment of the WordNet (Version 1.5) noun hierarchy that contains these classes. The
number in the bracket of a node indicates the corresponding information content value. From
the figure we find that the similarity between car and bicycle is the information content value
of the class vehicle, which has the maximum value among all the classes that subsume both of
the two classes, i.e. sim(car, bicycle) = 8.30. In contrast, sim(car, fork) = 3.53. These results
conform to our perception that cars and forks are less similar than cars and bicycles.

Object (2.79)

Attifact (3.53)
Instrumentality (4.91) Article
Conveyance (8.14) Ware

Vehicle (8.30) Table iVare
Motor Vehicle ‘Wheeled Vehicle Cutlery
Car Cycle Fork
Bicycle

Figure 1. Fragments of the WordNet noun taxonomy
2.2. Edge-based (Distance) Approach

The edge based approach is a more natural and direct way of evaluating semantic similarity in
a taxonomy. It estimates the distance (e.g. edge length) between nodes which correspond to
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the concepts/classes being compared. Given the multidimensional concept space, the
conceptual distance can conveniently be measured by the geometric distance between the
nodes representing the concepts. Obviously, the shorter the path from one node to the other,
the more similar they are.

For a hierarchical taxonomy, Rada et al. (1989) pointed out that the distance should satisfy the
properties of a metric, namely: zero property, symmetric property, positive property, and
triangular inequality. Furthermore, in an IS-A semantic network, the simplest form of
determining the distance between two elemental concept nodes, A and B, is the shortest path
that links A and B, i.e. the minimum number of edges that separate A and B (Rada et al.
1989).

In a more realistic scenario, the distances between any two adjacent nodes are not necessarily
equal. It is therefore necessary to consider that the edge connecting the two nodes should be
weighted. To determine the edge weight automatically, certain aspects should be considered
in the implementation. Most of these are typically related to the structural characteristics of a
hierarchical network. Some conceivable features are: local network density (the number of
child links that span out from a parent node), depth of a node in the hierarchy, type of link,
and finally, perhaps the most important of all, the strength of an edge link. We will briefly
~ discuss the concept for each feature:

e With regard to network density, it can be observed that the densities in different parts of the
hierarchy are higher than others. For example, in the plant/flora section of WordNet the
hierarchy is very dense. One parent node can have up to several hundred child nodes.
Since the overall semantic mass is of a certain amount for a given node (and its
subordinates), the local density effect (Richardson and Smeaton 1995) would suggest that
the greater the density, the closer the distance between the nodes (i.e. parent child nodes or
sibling nodes).

e As for node depth, it can be argued that the distance shrinks as one descends the hierarchy,
since differentiation is based on finer and finer details.

e Type of link can be viewed as the relation type between nodes. In many thesaurus
networks the hyponym/hypernym (IS-A) link is the most common concern. Many edge-
based models consider only the IS-A link hierarchy (Rada et al. 1989, Lee et al. 1993). In
fact, other link types/relations, such as Meronym/Holonym (Part-of, Substance-of), should
also be considered as they would have different effects in calculating the edge weight,
provided that the data about the type of relation are available.

e To differentiate the weights of edges connecting a node and all its child nodes, one needs to
consider the link strength of each specific child link. This could be measured by the
closeness between a specific child node and its parent node, against those of its siblings.
Obviously, various methods could be applied here. In particular, this is the place where
corpus statistics could contribute. Ideally the method chosen should be both theoretical.
sound and computational efficient.
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Two studies have been conducted in edge-based similarity determination by responding to the
above concerns. Richardson and Smeaton (1995) considered the first two and the last factors
in their edge weight calculation for each link type. Network density is simply counting the
number of edges of that type. The link strength is a function of a node’s information content
value, and those of its siblings and parent nodes. The result of these two operations is then
normalised by dividing them by the link depth. Notice that the precise formula of their
implementation was not given in the paper.

Sussna (1993) considered the first three factors in the edge weight determination scheme. The
weight between two nodes ¢, and c, is calculated as follows:

wt(c, =, ¢,)+wt(c, =, ¢;)

t(c,,c,) = 8

wt(c,,c,) 2 (8)
given _
n.(x)

where —, is a relation of type r, —, is its reverse, d is the depth of the deeper one of the

two, max and min are the maximum and minimum weights possible for a specific relation type
r respectively, and n,(x) is the number of relations of type r leaving node x.

Applying this distance formula to a word sense disambiguation task, Sussna (1993) showed an
improvement where multiple sense words have been disambiguated by finding the combination
of senses from a set of contiguous terms which minimizes total pairwise distance between
senses. He found that the performance is robust under a number of perturbations; however,
depth factor scaling and restricting the type of link to a strictly hierarchical relation do
noticeably impair performance. "

In determining the overall edge based similarity, most methods just simply sum up all the edge
weights along the shortest path. To convert the distance measure to a similarity measure, one
may simply subtract the path length from the maximum possible path length (Resnik 1995):

sim(wy,w,)=2d_,. —I len(c,,c,)], (10)

in
c,essen(wgl c,esen(w,)

where d_, is the maximum depth of the taxonomy, and the len function is the simple
calculation of the shortest path length (i.e. weight = 1 for each edge).

2.3. Comparison of the Two Approaches
The two approaches target semantic similarity from quite different angles. Th. =dge-based
distance method is more intuitive, while the node-based information content approach is more

theoretically sound. Both have inherent strength and weakness.

Rada et al. (1989) applied the distance method to a medical domain, and found that the
distance function simulated well human assessments of conceptual distance. However,
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Richardson and Smeaton (1995) had concerns that the measure was less accurate than
expected when applied to a comparatively broad domain (e.g. WordNet taxonomy). They
found that irregular densities of links between concepts result in unexpected conceptual
distance outcomes. Also, without causing serious side effects elsewhere, the depth scaling
factor does not adjust the overall measure well due to the general structure of the taxonomy
(e.g. higher sections tend to be too similar to each other).

In addition, we feel that the distance measure is highly depended upon the subjectively pre-
defined network hierarchy. Since the original purpose of the design of the WordNet was not
for similarity computation purpose, some local network layer constructions may not be
suitable for the direct distance manipulation. '

The information content method requires less information on the detailed structure of a
taxonomy. It is not sensitive to the problem of varying link types (Resnik 1995). However, it
is still dependent on the skeleton structure of the taxonomy. Just because it ignores
information on the structure it has its weaknesses. It normally generates a coarse result for the
comparison of concepts. In particular, it does not differentiate the similarity values of any pair
of concepts in a sub-hierarchy as long as their “smallest common denominator” (i.e. the lowest
super-ordinate class) is the same. For example, given the concepts in Figure 1, the results of
the similarity evaluation between (bicycle, table ware) and (bicycle, fork) would be the same.
Also, other type of link relations information is overlooked here. Additionally, in the
calculation of information content, polysemous words will have an exaggerated content value
if only word (not its sense) frequency data are used (Richardson and Smeaton 1995).

24. A Combined Approach

We propose a combined model that is derived from the edge-based notion by adding the
information content as a decision factor. We will consider various concerns of the edge
weighting schemes discussed in the previous section. In particular, attention is given to the
determination of the link strength of an edge that links a parent node to a child node.

We first consider the link strength factor. We argue that the strength of a child link is
proportional to the conditional probability of encountering an instance of the child concept c;
given an instance of its parent concept p: P(c;l p).

P(c; " p) _ P(c;)
P(p) P(p)

P(c;Ip) = (11)

Notice that the definition and determination of the information content (see equations 1 and 5)
indicate that ¢; is a subset of p when a concept’s informativeness is concerned. Following the
standard argument of information theory, we define the link strength (LS) by taking the
negative logarithm of the above probability. We obtain the following formula:

LS(c,, p) = —log(P(c;| p) = IC(c;) - IC(p). (12)

This states that the link strength (LS) is simply the difference of the information content values
between a child concept and its parent concept.
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Considering other factors, such as local density, node depth, and link type, the overall edge
weight (wt) for a child node ¢ and its parent node p can be determined as follows:

_ v E Ydpy+1Y _
wt(C,P)—(B+(1 B) E(p))( 4) J[IC(C) IC(p) T(c,p), (13)

where d(p) denotes the depth of the node p in the hierarchy, E(p) the number of edges in the
child links (i.e. local density), E the average density in the whole hierarchy, and T{c,p) the link
relation/type factor. The parameters o (o 20) and B (0 < <1) control the degree of how
much the node depth and density factors contribute to the edge weighting computation. For
instance, these contributions become less significant when o approaches 0 and B approaches 1.

The overall distance between two nodes would thus be the summation of edge weights along
the shortest path linking two nodes.

Dist(w,,w,) = " wi(c, parent(c)) | (14)

c€( path(cy,c; )—LSuper(c, ¢, )}

where c;=sen(w;), co=sen(w,), and path (c;, c2) is the set that contains all the nodes in the
shortest path from c; to ¢;. One of the elements of the set is LSuper(c;,c2), which denotes the
lowest super-ordinate of ¢; and c,. In the special case when only link strength is considered in
the weighting scheme of equation 13, i.e. a = 0, p = 1, and T(c,p) = 1, the distance function
can be simplified as follows:

Dist(w;,w,) = IC(c,) + IC(c,) — 2 X IC(LSuper(c, ,c,)) (15)

Imagine a special multidimensional semantic space where every node (concept) in the space
lies on a specific axis and has a mass (based on its information content or informativeness).
The semantic distance between any such two nodes is the difference of their semantic mass if
they are on the same axis, or the addition of the two distances calculated from each node to a
common node where two axes meet if the two original nodes are on different axes. It is easy
to prove that the proposed distance measure also satisfies the properties of a metric.

3. Evaluation
3.1. Task Description

It would be reasonable to evaluate the performance of machine measurements of semantic
similarity between concepts by comparing them with human ratings on the same setting. The
simplest way to implement this is to set up an experiment to rate the similarity of a set of word
pairs, and examine the correlation between human judgement and machine calculations. To
make our experimental results comparable with other previous experiments, we decided to use
the same sample of 30 noun pairs that were selected in an experiment when only human
subjects were involved (Miller and Charles 1991), and in another more recent experiment
when some computational models were constructed and compared as well (Resnik 1995). In
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fact, in the Resnik (1995) experiment, he replicated the human judgements on the same set of
word pairs that Miller and Charles did. When the correlation between his replication and the
one done by Miller and Charles (1991) was calculated, a baseline from human ratings was
obtained for evaluation, which represents an upper bound that one could expect from a
machine computation on the same task. In our experiment, we compare the proposed model
with the node-based Information Content model developed by Resnik (1995) and the basic
edge-based edge counting model, in the context of how well these perform against human
ratings (i.e. the upper bound).

For consistency in comparison, we will use semantic similarity measures rather than the
semantic distance measures. Hence our proposed distance measure needs to be converted to a
similarity measure. Like the edge counting measure in equation 10, the conversion can be
made by subtracting the total edge weights from the maximum possible total edge weights.
Note that this conversion does not affect the result of the evaluation, since a linear
transformation of each datum will not change the magnitude of the resulting correlation
coefficient, although its sign may change from positive to negative.

3.2. Implementation

The noun portion of the latest version (1.5) of WordNet was selected as the taxonomy to
compute the similarity between concepts. It contains about 60,000 nodes (synsets). The
frequencies of concepts were estimated using noun frequencies from a universal semantic
concordance SemCor (Miller et al. 1993), a semantically tagged text consisting of 100
passages from the Brown Corpus. Since the tagging scheme was based on the WordNet word
sense definition, this enables us to obtain a precise frequency distribution for each node
(synset) in the taxonomy. Therefore it avoids potentially spurious results in occasions when
only word (not word sense) frequencies are used (Resnik 1995). The downside of using the
SemCor data is the relatively small size of the corpus due to the need to manually tag the sense
for each word in the corpus. Slightly over 25% of the WordNet noun senses actually
appeared in the corpus. Nevertheless, this is the only publicly available sense tagged corpus.
The MLE method would seem unsuitable for probability estimation from the SemCor corpus.
To circumvent the problem of data sparseness, we use the Good-Turing estimation with linear
interpolation.

3.3. Results

Table 1 lists the complete results of each similarity rating measure for each word pair. The
data on human ratings are from the publication of previous results (Miller and Charles 1991,
Resnik 1995). Notice that two values in Resnik’s replication are not available, as he dropped
two noun pairs in his experiment since the word woodland was not yet in the WordNet
taxonomy at that time. The correlation values between the similarity ratings and the mean
ratings reported by Millers and Charles are listed in Table 2. The optimal parameter settings
for the proposed similarity approach are: a=0.5, B=0.3. Table 3 lists the results of the
correlation values for the proposed approach given a combination of a range of parameter
settings.
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Word Pair M&C Replication | Simegge Simpege Simie
- means means
car automobile 3.92 3.9 30 10358 30
gem jewel 3.84 3.5 30 17.034 30
journey voyage 3.84 3.5 29 10.374 27.497
boy lad 3.76 3.5 29 9.494 25.839
coast shore 371 35 29 12.223 28.702
asylum madhouse 3.61 3.6 29 15.492 28.138
magician |wizard 35 35 30 14.186 30
midday noon 342 3.6 30 13.558 30
furnace  [stove 3.11 2.6 23 3527 17.792
food fruit 3.08 2.1 24 2.795 23.775
bird cock 3.05 22 29 9.122 26.303
bird crane 2.97 21 27 9.122 24.452
tool implement 295 34 29 8.84 29.311
brother monk 2.82 24 25 2.781 19.969
crane implement 1.68 03 26 4911 19.579| .
lad brother 1.66 12 26 2.781 20.326
journey car 1.16 0.7 0 0 17.649
monk oracle 1.1 0.8 23 2781 18.611
cemetery  |woodland 0.95 NA 0 0 10.672
food rooster 0.89 1.1 18 1.03 17.657
coast hill 0.87 0.7 26 8.917 25.461
forest graveyard 0.84 0.6 0 0 14.52
shore woodland 0.63 NA 25 2.795 16.836
monk slave 0.55 0.7 26 2781 20.887
coast forest 042 0.6 24 2.795 15.538
lad wizard 0.42 0.7 26 2781 20.717
chord smile 0.13 0.1 20 4452 17.535
glass magician 0.11 0.1 22 1.03 17.098
noon string 0.08 0 0 0 12.987
100ster voyage 0.08 0 0 0 12.506

Table 1. Word Pair Semantic Similarity Measurement

Similarity Method Correlation (r)
Human Judgement (replication) 0.8848
Node Based (Information Content) 0.7941
Edge Based (Edge Counting) 0.6004
Combined Distance Model 0.8282

Table 2. Summary of Experimental Results (30 noun pairs)
3.4. Discussion

The results of the experiment confirm that the information content approach proposed by
Resnik (1995) provides a significant improvement over the traditional edge counting method.
It also shows that our proposed combined approach outperforms the information content
approach. One should recognize that even a small percentage improvement over the existing
approaches is of significance since we are nearing the observed upper bound.
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The results from Table 3 conform to our projection that the density factor and the depth factor
in the hierarchy do affect (although not significantly) the semantic distance metric. A proper
selection of these two factors will enhance the distance estimation. Setting the density factor
parameter at B=0.3 seems optimal as most of the resultant values outperform others under a
range of depth factor settings. The optimal depth scaling factor o ranges from 0 to 0.5,
which indicates it is less influential than the density factor. This would support the Richardson
and Smeaton (1995) argument about the difficulty of the adjustment of the depth scaling
factor. Another explanation would be that this factor is already absorbed in the proposed link
strength consideration. Overall, there is a small performance improvement (2.1%) over the
result when only the link strength factor is considered. Since the results are not very sensitive
to the variation in parameter settings, we can conclude that they are not the major
determinants of the overall edge weight.

Depth Factor Density Factor (B)
(o) B=1.0 B=0.5 B=0.3 B=0.2
o=2 0.79844 0.81104 0.81153 0.80658
o=1 0.80503 0.82255 0.82625 0.82266
0=0.5 0.80874 0.82397 0.82817 0.82509
o=0 0.81127 0.82284 0.82737 0.82411
o=-1 0.81435 0.81598 0.81818 0.81349
o=-2 0.81315 0.80228 0.80118 0.79492

Table 3. Correlation coefficient values of various parameter settings for the proposed approach

Further examinations of the individual results in Table 1 may provide a deeper understanding
of the model’s performance. The ratings in the table are sorted in descending order based on
Miller and Charles (1991) findings. This trend can be observed more or less consistently in
four other ratings. However, there are some abnormalities that exist in the results. For
example, the pair ‘furnace-stove’ was given high similarity values in human ratings, whereas a
very low rating (second to the lowest) was found in the proposed distance measure. A further
look at their classification in the WordNet hierarchy seems to provide an explanation. Figure
2 depicts a portion of WordNet hierarchy that includes all the senses of these two words. We
can observe that furnace and stove are classified under very distinct substructures. Their
closest super-ordinate class is artifact, which is a very high level abstraction. It would be
more reasonable if the substructure containing furnace were placed under the class of device
or appliance. If so the distance between furnace and stove would have been shorter and
closer to humans’ judgements. This observation re-enforces our earlier thought that the
structure of a taxonomy may generate a bias towards a certain distance calculation due to the
nature of its classification scheme.

Table 4 shows calculations of the correlation coefficients based on removing the ‘furnace-
stove’ pair due to a questionable classification of the concept furnace in the taxonomy. The
result shows an immediate improvement of all the computational models. In particular, our
proposed model indicates a large marginal lead.
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entity

object

artifact commodity
enclosure instrumentation consumer goods :
chamber deyice durable goods
furnace heater appliance
|
stove home appliance

|
kitchen appliance

stove

Figure 2. A fragment of WordNet taxonomy

Similarity Method Correlation (r)
Node Based (Information Content) 0.8191
Edge Based (Edge Counting) 0.6042
Combined Distance Model 0.8654

Table 4. Summary of Experimental Results
(29 noun pairs, removing the ‘furnace - stove’ pair)

4. Related Work

Closely related works to this study are those that were aligned with the thread of our
discussion. In the line of the edge-based approach, Rada et al. (1989) and Lee et al. (1993)
derived semantic distance formulas using the edge counting principle, which were then used to
support higher level result ranking in document retrieval. Sussna (1993) defined a similarity
measure that takes into account taxonomy structure information. Resnik’s (1995) information
content measure is a typical representative of the node-based approach. Most recently,
Richardson and Smeaton (1995) and Smeaton and Quigley (1996) worked on a combined
approach that is very similar to ours.

One of the many applications of semantic similarity models is for word sense disambiguation
(WSD). Agirre and Rigau (1995) proposed an interesting conceptual density concept for
WSD. Given the WordNet as the structured hierarchical network, the conceptual density for a
sense of a word is proportional to the number of contextual words that appear on a sub-
hierarchy of the WordNet where that particular sense exists. The correct sense can be
identified as the one that has the highest density value.

Using an online dictionary, Niwa and Nitta (1994) built a reference network of words where a
word as a node in the network is connected to other words that are its definitional words. The
network is used to measure the conceptual distance between words. A word vector is defined
as the list of distances from a word to a certain set of selected words. These selected words
are not necessarily its definitional words, but rather certain types of representational words
called origins. Word similarity can then be computed by means of their distance vectors.
They compared this proposed dictionary-based distance vector method with a corpus-based
co-occurrence vector method for WSD and found the latter has a higher precision
performance. However, in a test of leaning positive or negative meanings from example
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words, the former gave remarkable higher precision than the latter. Kozima and Furugori
(1993) also proposed a word similarity measure by spreading activation on a semantic net
composed by the online dictionary LDOCE.

In the area of IR using NLP, approaches have be pursued to take advantage of the statistical
term association results (Strzalkowski and Vauthey 1992, Grefenstette 1992). Typically, the
text is first parsed to generated syntactic constructs. Then the head-modifier pairs are
identified for various syntactical structure. Finally, a specific term association algorithm
(similar to the mutual information principle) is applied to the comparison process on a single
term/concept basis. Although only modest improvement has been shown, the significance of
this approach is that it does not require any domain-specific knowledge or the sophisticated
NLP techniques. In essence, our proposed combination model is similar to this approach,
except that we also resort to extra knowledge sources—machine readable lexical taxonomies.

5. Conclusion

In this paper, we have presented a new approach for measuring semantic similarity between
words and concepts. It combines the lexical taxonomy structure with corpus statistical
information so that the semantic distance between nodes in the semantic space constructed by
the taxonomy can be better quantified with the computational evidence derived from
distributional analysis of corpus data. Specifically, the proposed measure is a combined
approach that inherits the edge-based approach of the edge counting scheme, which is
enhanced by the node-based approach of information content calculation. When tested on a
common data set of word pair similarity ratings, the proposed approach outperforms other
computational models. It gives the highest correlation value (r=0.828), with a benchmark
resulting from human similarity judgements, whereas an upper bound (r=0.885) is observed
when human subjects are replicating the same task.

One obvious application of this approach is for word sense disambiguation. In fact, this is part
of the ongoing work. Further applications would be in the field of information retrieval. With
the lesson learned from Richardson and Smeaton (1995), when they applied their similarity
measure to free text document retrieval, it seems that the IR task would benefit most from the
semantic similarity measures when both document and query are relatively short in length
(Smeaton and Quigley 1996).
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Abstract
In this paper we propose using the distribufional differences in the syntactic patterns of near-
synonyms to deduce the relevant components of verb meaning. Our method involves
determining the distributional differences in syntactic patterns, deducing the semantic features
from the syntactic phenomena, and testing the semantic features in new syntactic frames. We
determine the distributional differences in syntactic patterns through the following five ways:
First, we search for all instances of the verb in the corpus. Second, we classify each of these
instances into its type of syntactic function. Third, we classify each of these instances into its
argument structure type. Fourth, we determine the aspectual type that is associated with each
verb. Lastly, we determine each verb’s sentential type. Once the distributional differences have
been determined, then the relevant semantic features are postulated. Our goal is to tease out the

lexical semantic features as the explanation, and as the motivation of the syntactic contrasts.

1. Introduction

Radical Lexicalism maintains that all grammatical behaviors are manifestations of
lexical features (Karttunen 1986). Since most lexical attributes are semantic and/or
conceptual in nature, taking this lexicon-driven approach to language means that many
syntactic properties can be predicted from lexical semantic attributes (Jackendoff 1976,
Levin 1985, Dowty 1991, Pustejovsky 1993). In terms of Natural Language Processing
(NLP), surface syntactic structures can be systematically predicted from their lexical
semantic representation. From this perspective, the automatic acquisition of lexical
knowledge for NLP may be possible, since the relation between syntactic patterns and

lexical semantics is predictable to some extent. Dorr & Jones (1996), for example,
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demonstrate that semantic information can be derived from syntactic cues when the
syntactic cues are first divided into distinct groupings that correlate with different word
senses.

However, as Levin (1993) points out, there are still many questions to be explored:

‘If the hypothesis that syntactic properties are semantically
determined is taken seriously, then the task is to determine, first, to
what extent the meaning of a verb determines its syntactic behavior,
and second, to the extent that syntactic behavior is.predictable,
what components of verb meaning figure in the relevant
generalizations. The identification of the relevant components of

meaning is essential if this approach is to be successful.’ (Levin

1993:14)

Our paper will focus on the last point above. We propose using the distributional
differences in the syntactic patterns of near synonyms to deduce the relevant
components of verbal semantics. In particular, we want to identify the semantic features
that differentiate verbal semantic behaviors. Our strong hypothesis is that all lexical
semantic features can be identified this way. In contrast, salient semantic features
deduced from a shared verb class may or may not be predictive of verbal features

because they may simply be descriptions of the meaning. Our method is as follows:

1) Determine distributional differences in syntactic patterns
2) Deduce the semantic features from the syntactic phenomena

3) Test the semantic features in new syntactic frames

How will we determine the distributional differences in syntactic patterns? Our
corpus-based approach calls for us to search, sort, and classify all relevant data
according to the four following criteria: First, we will classify each of these instances
according to the syntactic functions of the verbs themselves (i.e. predicate, complement,
adverbial, determinal, nominal). Second, we can classify the corpus data in terms of

argument type that the verbs take (i.e. NP subject, VP subject, sentential subject, NP
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object, NP double-object, sentential object). Third, we determine the aspectual types
each verb is associated with (i.e. aspectual markers, aspectual adverbs, resultative
complements). Lastly, we examine the sentential modes that each verb occurs in (i.e.
passive, imperative, evaluative, declarative, interrogative). ,

This process is time-consuming. However, because we are dealing with near-
synonyms, we expect there to be many shared syntactic behaviors that can be ignored
for the purpose of this study. This will facilitate the identification of (sometimes
unexpected) grammatical contrasts that instantiates deeper lexical semantic contrasts of
the near-synonym pairs. The crucial difference will be found in the small number of
instances where they are in complementary distribution in terms of one of the above
four types of syntactic information. In what follows we will present our 3 - step
methodology ( i.e. determine syntactic difference, deduce semantic feature, test for
reliability of semantic feature) for each of the 4 different types of syntactic information
(i.e. syntactic functions (Section 2), argument structure (Section 3), aspectual type
(Section 4), sentential type (Section 5)). In the concluding section (Section 6), we
discuss the advantages of this method as compared to an account that is based on

differentiating semantic classes of verbs (Levin 1993).

2. Syntactic functions
We look at what type of syntactic functions a verb can occur with, including predicate,

adverbial, complement, nominalization, etc.

Distributional differences

The distributional contrasts in terms of the syntactic functions between the two state
verbs LEI ‘be tired’ and PIJUAN °‘be tired’ are that LEI functions as a (resultative)
complement in 6% of the cases, but never occurs in a nominal phrase, while PIJUAN
serves as a noun in 9% of the instances, but never occurs in a (resultative) complement

position. The data from the Academia Sinica Balanced Corpus' (abb. Sinica Corpus) is

' The Academia Sinica Balanced Corpus is the largest balanced corpus of both written and spoken
contemporary Mandarin, developed by CKIP group in Academia Sinica, Taiwan, containing 3.5

million words.
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given in Table 1 and the relevant examples are given in (1) and (2). (The numbers next
to the verbs in the table indicate the number of instances of occurrence in the entire

Sinica Corpus.)

Table 1. Differences in syntactic functions: LEI vs. PITUAN

Functions Complement Nominalization
LEI 174 - 11 (6%) --
PIJUAN 33 - 3 (9%)

(1) Resultative complement
(la) ta zou de hen lei’ ,
| he walk DE very be-tired
‘He walked so much that he was tired.’
(Ib)#ta zou de hen pijuan
he walk DE very be-tired

(2) Nominalized object
(2a)  shuimian shi zhi pijuan “zuihaode fangfa
sleep be treat be-tired  best method

‘Sleeping in the best method to treat the tiredness.’
(2b) # shuimian shi zhi lei zujhaode fangfa -
sleep be treat be-tired  best method

Semantic feature

One semantic feature that would distinguish the meaning of these two verbs is [+/-
effect]. In other words, though both are states that predicate of people, LEI has the
additional meaning that is an effect state of an (unspecified) event, while PIJUAN does
not specify this. It is obvious that an effect state occurs as a resultative complement, and
represents the effect of another predicate. On the other hand, there seems to be a

tendency against nominalized complex verbs in Chinese (e.g. all verb-resultative

? The abbreviations used in the glosses are the following: ASP ‘aspect marker’, BEI ‘marker of

agent’, CL ‘classifier’, DE ‘complement marker’, PAR ‘sentential-final particle’,.
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compounds cannot be nominalized). Thus, an effect state has the semantic implicature

of a complex event and cannot be nominalized.

Prediction/Verification

After looking at near synonyms to determine the semantic feature that differentiates
them, we need to test our hypothesis. The following two examples demonstrate that it is
much easier for LEI than for PIJUAN to occur with the sentential-final particle (PAR)
le. In fact, the statistics shown in Table 2 indicate the relatively high percentage of LEI

co-occurring with /e when compared with the zero utterance of PIJUAN.

(3) Sentential-final particle

(3a) tamen lei . le jiu  lai ci he pijiu
they be-tired PAR then comehere drink beer
“When they are tired, they come here to drink some beer.’

(3b) # tamen pijuan le jiu lai i he pijiu

they be-tired PAR then come here drink beer

Table 2. Differenceé in collocations: LEI vs. PIJUAN

Collocation le
LEI 174 42 (24%)
PIJUAN 33 -

As the sentential-final particle primarily signals a change of state (cf. Li & Thompson
1981), the collocation to such an element reveals that the state expressed by LEI is
changed from an earlier state. In other words, it is an effective state, i.e. [+ effect].

PIJUAN, on the other hand, is [- effect].

3. Argument selection _
The distributional differences for argument selection involve determining whether the
verb occurs with an NP subject, VP subject, sentential subject, NP object, double NP

object, sentential object, etc.
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Distributional differences
In the case of GAOXING and KUAILE ‘be happy’, GAOXING can take a sentential
object in more than 7% of the cases, while KUAILE cannot, as shown in Table 3 and

example (4).

Table 3. Differences in argument selection: GAOXING vs. KUAILE

Collocation Sentential Object
GAOXING 280 20 (7.1%)
KUAILE 365 -
(4) Sentential Object

(4a) tamen hen gaoxing Zhangsan mei zou
they very be-happy John not go-away
‘They were glad that John did not go away.’

(4b) # tamen hen kuaile Zhangsan mei zou

they very be-happy John not go-away

Semantic feature

The semantic feature that can be deduced from this distributional difference is one of
effect, where GAOXING is an effect state relevant to the cause expressed in the
sentential object. It is obvious that.an effect state represents the effect brought out by a

cause event.
Prediction/Verification

We observe from the data that only GAOXING can be associated with the sentential-

final particle le in 0.7 % of the instances, as demonstrated below.
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(5) Sentential-final particle

(5a) keren gaoxing le jlu  gei- xiaofei
customer be-happy PAR then give tip
‘When customers are pleased, they give tips.’

(5b) # keren kuaile le jiu gei  xiaofei

customer be-happy PAR then give tip

Table 4. Differences in collocations: GAOXING vs. KUAILE

Collocation le
GAOXING 280 2 (0.7%)
KUAILE 365 -

The co;ltrast between (5a) and (5b) is correctly predicted, because it is possible for
GAOXING to represent a changed state triggered off by some cause, while it is not
possible for KUAILE. }
Thus it is justified to say that GAOXING is an effect state, i.e. [+ effect], whereas
KUAILE is [- effect].

4. Aspectual types . -
The distributional difference for aspectual types involve 'looking at the aspect matkers’,

aspectual adverbs and resultative complements the verbs co-occur with.

Distributional differences _
In the case of QUAN and SHUIFU ‘persuade’, only QUAN occurs with the durative

aspect marker -zhe’ in 1.8% of the cases, SHUIFU never does.

Table 5. Differences in collocations: GUAN vs. SHUIFU

Collocation -zhe
GUAN 112 2 (1.8%)
SHUIFU 50 -

? -Zhe is also called imperfective aspect marker (Ma 1985, Smith 1985, 1991).
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(6) Durative aspect marker

(ba) ta yimian zou, yimian quan-zhe Zhangsan
he one-side walk one-side persuade ASP  John
‘He persuaded John as he walked.’

(6b) #ta yimian zou, yimian shuifu-zhe Zhangsan

he one-side walk one-side persuade ASP  John

Semantic Feature

As the marker -zhe indicates that an event is on-going (cf. Li & Thompson 1981), the
fact that QUAN can take such a marker and SHUIFU never can suggests that there are
aspectual differences between these two verbs. On the one hand, QUAN denotes an
extenSible, atelic event. On the other hand, SHUIFU denotes a bounded, telic event. The

semantic feature that would distinguish the meaning of these two verbs is [+/- telic].

Prediction/Verification
If our hypothesis is correct, we expect that only QUAN is compatible with adverbs

indicating the durative aspect. Consider the following examples.

(7) Durative aspectual adverb

(7a) ta yizhi quan Zhangsan  jiehun
he all-the-time persuade John get-married
‘All the time he persuaded John to get married.”

(7b) * ta yizhi shuift = Zhangsan jiehun

he all-the-time persuade John get-married

The adverb yizhi ‘all the time’ in the above examples can only occur with QUAN but
not with SHUIFU. This means that only the event denoted by QUAN can be in progress.
The difference between these two verbs in telicity is then justified.

A second argument in support of the claim that QUAN differs from SHUIFU in verbal

aspect is related to the fact that only QUAN adrhits, in 3.6% of instances, resultative
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complements which indicate completion or termination (cf. Smith 1991). Consider the

examples in (8).

Table 6. Differences in collocations: QUAN vs. SHUIFU

Collocation | Resultative Complement
QUAN 112 4 (3.6%)
SHUIFU 50 --

(8) Resultative complement
(8a) ta quan de Zhangsan  xin hen fan

he persuade DE  John mood very be-bored

‘He kept trying to persuade John until John was bored to death.’
(8b)#ta shuifu de  Zhangsan xin hen fan

he persuade DE  John mood very be-bored

It is reasonable that telic verbs like SHUIFU excludes the possibility of taking
resultative complements, since we cannot terminate an event which is already
terminated. But for atelic verbs like QUAN, it is only natural that they take resultative
complements, indicating that events are accomplished.

Thus the feature [+/- telic] can account for the contrastive use of aspectual type between

these two items.

S. Sentential types:
In this section, we look at what type of sentences a verb can join, including passive

sentence, imperative sentence, wish sentence, evaluative sentence, etc.

Distributional differences |

One of the distributional contrasts between QUAN énd SHUIFU involves the
possibility of forming passive sentence. It seems that SHUIFU occurs more frequently
in passive construction (6%) than QUAN does (0.9%). The examples in (9) show that

QUAN is not allowed in the passive construction without a resultative complement.
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Table 7. Differences in collocations: QUAN vs. SHUIFU

Collocation Passive Sentences
QUAN 112 1 (0.9%)
SHUIFU 50 3 (6%)
(9) Passive sentence
(9a) # Zhangsan bei ta quan le
John BEI he persuade PAR
(9b) Zhangsan  bei ta shuifu le
John BEI he persuade PAR
-l ohn was persuaded by him.”
(9c) Zhangsan bei ta .quan-zou
he BEI

‘John was persuaded to leave by him.”

he persuade go-away

le

PAR

In case of GAOXING and KUAILE ‘be happy’, the following distributional contrasts in

terms of the sentential types are noticed from the Sinica Corpus: GAOXING never

constitutes wish sentences but admits evaluational sentences (1.8%), while KUAILE

occurs in wish sentences (2.2%) but never appears in evaluational sentences.

Table 8. Differences in collocations: GAOXING vs. KUAILE

Collocations Wish Sentences | Evaluational Sentences
GAOXING 280 -- 5(1.8%)
KUAILE 365 8 (2.2%)
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(10) Wish sentence

(10a) zhu ni kuaile!
wish you be-happy
‘I wish you be happy.’

(10b) #zhu ni gaoxing!
wish you be-happy

(11) Evaluational sentences

(11a) zhei-jian shi  zhide gaoxing.
this CL thing be-worth be-happy
“This thing is worth enjoying.’

(11b) #zhei-jian shi  zhide kuaile
this CL thing be-worth be-happy

Semantic Feature

The semantic feature that would distinguish the meaning of QUAN and SHUIFU is [+/-
effect]. Though both are events, SHUIFU has an additional meaning of effect which
corresponds to the affectedness property of passive sentences, while QUAN does not
have.

As for GAOXING and KUAILE, the distinctive -feature of their meaning is [+/-
control]. Though both are states, GAOXING denotes the meaning of control which
accepts the calculated reaction in evaluational sentences and refuses the impredictive

nature of wish sentences, while QUAN does not.

Prediction/Verification

The possibility of taking a resultative complement constitutes a good argument for the
claim that the meaning of QUAN and SHUIFU can be distinguished by the feature of
effect. We have seen in (8) above that this construction is possible for QUAN but not for
SHUIFU. How can we account for the fact that QUAN cannot occur in passive
sentences alone without a resultative complement behind? The answer is that resultative
complements not only indicate the accomplishment of the main event, but also express

the affected state of the participant. Thus the use of resultative complements can
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contribute to QUAN additional properties like completion and affectedness, which are
inherent to SHUIFU.

Now let us turn to the semantic feature [+/- conﬁol]. To support the claim that
GAOXING can be controlled and KUAILE cannot, consider the use of imperative

sentence illustrated below.

Table 9. Differences in collocations: GAOXING vs. KUAILE

Collocation Imperative Sentences
GAOXING 280 3(1.1%)
KUAILE 365 -

(12) Imperative sentence

(12a) bie gaoxing!
don’t be-happy
‘Don’t be happy!’

(12b) #bie  kuaile!
don’t be-happy

The data show that GAOXING can form imperative sentences in 1.1% of the instances,
while KUAILE never can. This means that the hearer can only change the state of
GAOXING, but not the state of KUAILE. In other words, only the state of GAOXING

is controllable.

6. Conclusion
The notion that the syntactic behavior of verbs is semantically determined has been
examined extensively, especially for English verbs (please see Levin 1993 for relevant
references). The technique that has been used quite productively is one that determines
the distinctive behavior of verb classes. Levin summarizes this method:

The assumption that the syntactic behavior of verbs is semantically

determined gives rise to a powerful technique for investigating verb

meaning that can be exploited in the development of a theory of

lexical knowledge. If the distinctive behavior of verb classes with
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respect to diathesis alternations arises from their meaning, any class
of verbs whose members pattern together with respect to diathesis
alternation should be a semantically coherent class: its members
should share at least some aspect of meaning. Once such a class is
identified, its members can be examined to isolate the meaning
components they have in common. Thus diathesis alternations can
be used to provide a probe into the elements entering into the lexical

representation of word meaning. (Levin 1993:14)

However, this technique is not easily implemented in Mandarin, because extensive
study of diathesis alternations has not been done in Mandarin. Perhaps one reason is
because Mandarin allows both subject and object omission, which means that it is very
difficult to get a handle on what is a relevant ‘alternation.” The work that has been done
on sémantic interpretations of syntactic structures (and the verbs that may occur in these
structures) in Mandarin, such as in the case of pre-posed objects (such as BA and BEI),
while interesting, is inconclusive because the wide variety of contexts and possible
meanings defies a unified explanation. (Cf. Thompson 1973, Mei 1978, Bennett 1981,
Ren 1991, Sun 1995, etc)

Moreover, the diathesis alternation technique does not allow for a very fine grained
analysis of semantic features, bec'ause verbs may belong to more than one (seemingly
unrelated) alternation class®, and because different verb classes may share the same
alternation’. Thus, it is difficult to extract the common semantic feature that predict the
difference between the classes. When we look at near-synonyms, on the other hand, we
are able to set up a controlled study of lexical semantic contrasts and their grammatical
effects. We hope that this fine-grained approach will aid us in identifying the semantic

features or attributes that dictate the syntactic differences of verbs.

* For example, according to Levin (1993), hit belongs to verbs of throwing, verbs of contact by
impact as well as verbs of existence, whereas cut belongs to verbs of cutting, verbs of separating and
disassembling, verbs of creation and transformation, verbs of psychological state, verbs of bodily
state and damage to the body, verbs of grooming and bodily care and also meander verbs.

* For example, kit and cut share the conative alternation.
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Abstract ‘

The task of word sense disambiguation is to identify the correct sense of a word in
context. In this paper, we define a new notion, classification information, based on the
Shannon's information theory. The classification information of a word consists of the pair of
the most probable class MPC and the discrimination score DS. In the sense decision of the
target word, the MPC of a surrounding word represents the sense of the target word most
closely related, and the DS represents the degree of correlation between the MPC and the
surrounding word. When a new sentence containing the target polysemous word is given, the
sense of the target word is determined to the most plausible sense based on the classification
information of all surrounding words in the sentence. Experimental results show that the
average accuracy of the proposed method is 84.6% for the Korean data set, and 80.0% for
the English data set.

1. Introduction

The task of word sense disambiguation is to identify the correct sense of a word in.
context. The different meanings of a word are listed as its various senses in a
dictionary. The improvement in the accuracy of identifying the correct word sense will
result in better machine translation systems, information retrieval systems, etc.(Ng
1996).

There have been many approaches to solve word sense disambiguation problem.
In the earlier,‘ (Kelly 1975) and (Weiss 1973) made use of hand-coded knowledge.
Therefore, it is nearly impossible to apply those approaches to practical systems
because it is quite labor intensive to construct rules manually in those approaches(Gale
1992). }

Recently, various knowledge sources have been utilized to resolve word sense
ambiguity. One group acquired knowledge from machine readable dictionaries, and the
other group acquired knowledge from sense tagged corpora. The first group of
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researchers, (Lesk 1986), (Walker 1987), (Luk 1995), and (Ide 1990), use machine
readable dictionaries, such as Oxford's Advanced Learner's Dictionary of Current
English, to resolve word sense ambiguity. They try to develop a program that can
read an arbitrary text and tag each word in the text with a pointer to a particular
sense number in a particular dictionary. However, those approaches do not seem to
work very well because dictionaries simply do not record enough of the relevant
information.

The second group, such as (Miller 1994), (Leacock 1993), (Yarowsky 1992),
(Bruce 1994), and (Ng 1996), acquired knowledge from a sense tagged corpus in
order to solve word sense vdisambiguation problem. They extracted unordered set of
surrounding words, part of speech of target words, morphological forms, or syntactic
relations from corpus. In order to er‘nplloy those extracted information, they used
statistical classifiers, neural networks, IR-based techniques, or exemplar-based learning
method. The approaches based on a sense-tagged corpus can reduce human inter-
vention, and report relatively high accuracy.

Recently, there are a few approaches to overcome knowledge acquisition bottle-
neck problem. Yarowsky(1995) proposed an unsupervised training method, and Gale
(1992) used a bilingual corpus in order to solve knowledge acquisition bottleneck
problem.

In this paper, we propose a method of resolving word sense ambiguity based on
minimal information extracted from a sense tagged corpus. For this research, we
define the classification information which can be represented by the most probable
class(henceforth, MPC) and the discrimination score(henceforth, DS).

This paper is organized as follows. In the following section, we define the
classification information. In the section 3, we apply the classification information to
the word sense disambiguation problem, and then we show the experimental results in
the section 4. Finally, we discuss the characteristics and problems of our method, and

present the possible way of overcoming the problems in future.
2. Classification Informations

In this section, we define the classification information to determine the sense of the
target word. The classification information is formalized form of information involved
in each surrounding word. The classification information of a surrounding word
consists of two fields, the MPC and the DS. The MPC of a surrounding word
represents the sense of the target word most closely related, and the DS represents
the degree of correlation between the MPC and the surrounding word.

Shannon(1951) understood information as a liberty of choice. The liberty of

choice is granted on a selected message among various -messages which can be
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produced by information sources. He thinks that the uncertainty grows in proportion to ~
the amount of the increased liberty. Moreover, he measured the uncertainty by the
entropy, and the measure becomes the average information value per message. The

information value of the i-th message in the entropy equation is log,p;, which is
determined by p;, the occurrence probability of the message. So entropy, H, be-

comes the average information value of » messages.

H=— glpilog 20; . A (M

From the viewpoint of the information theory, each surrounding word can de-
crease the uncertainty of the given target word. The word, which can decrease much
uncertainty, has more discriminating ability. Therefore, assuming that the size of data

for each sense is the same, the noise produced by the surrounding word w, is

defined as

noise, = — ZZ‘ p(sensejw,)log op(sensejw,) |
freq(sense;, wy) (2)
freq(wy)

_ freq(sense;, wy) o
- = frea(wy) g2

where # is the number of senses, and p;, the occurrence frequency of surrounding
word w,, represents p(sense]w,), the conditional probability of sense; given the su-
rrounding word w,. In the equation (2), noise, has the value from 0 to log,n and
it has maximum value when all occurrence probabilities of ), are same. The word

‘whose noise is high has low discriminating "ability and provides little assistance for
determining the sense of the target polysemous word. Therefore, we can measure the

discriminating ability with the reverse function of noise as shown in the equation (3).
DS, = signal,= log yn— noise, 3)
The MPC can be calculated according to the equation (4).

freq(sense;, w,)
freg(wy)

4

MPC,= argmax; p;= argmax; p(sense|w,) = argmax;

The equations (3) and (4) are based on the hypothesis that the size of data for
each sense is same. However, the difference among the size of data may have an
effect on the values of the MPC, and the DS,. Therefore, the normalization based

on the data size is required. The normalized occurrence probability 5; is defined as
the equation (5).

b. N(senses)

A N(sense 1)  pNwylsense i)

)/ i= —_— =
S 3 pwidsense 1)

M sense )

)
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where MN(sense;) represents the data size of ;-th sense, and MN(senses) represents the
average of M semse;). The equation (6) shows the modified formula of #noise, based
on the equation (5).

Hwlsense 1)

i: Hwlsense 1)
- lo

ROty = — zl bilog, bi=— 2, g2
Z}lb(wklsense 7 ]21 pwisense 7)

(6)

In the equation(6), noise, also has the value from 0 to log,n. The normalized
DS, can be calculated by applying the equation (6) to the equation (3). The nor-
malized MPC, can be acquired by the equation (7).

MPC,= argmax; ; (7N
3. Sense Decision Using Classification Information

With the following sentence, we will explain the import of the classification infor-
mation in the word sense disambiguation.

Several financial institutions, both banks and insurance companies, have
been sounded out.

In general, human refers surrounding words in order to determine the sense of
the polysemous word 'bank'. However, not all of the surrounding words can provide
clues for the sense decision. The surrounding words, 'financial', 'institution', 'insurance’,
and 'company' provide important clues. On the other hand, 'several, 'have', 'be,
'sound’, and 'out' provide less information to the sense decision. The words providing-
important clues occur frequently in the sentence that the word 'bank' is used as one
specific sense, but occur rarely in the sentence that the word 'bank' is used as other
senses. Consequently, important clues have high DS value in the classification infor-
mation.

Because the classification information provides the importance of the surrounding
word, we can easily determine the sense of the target word with the summation of
DS of all surrounding words. The sense of the target word contained in a sentence

S={w;, wy, ---w,} can be determined by the equation (8).

MPC(S) = argmax; 33 DS(2) ®)
where the discrimination score of w, over semse;, DS,(i), is defined as the equation
©).

DS,(9) ={ ral i MPCy ©)

0 otherwise
For example, the table 1 presents the sense decision in a sentence containing



1
Training phase Testing phase
surroundin DS,(2)
&\ mpc, | DS,
words sense 1 sense 2 sense 3 sense 4
wy 3 0.7324 0 0 0.7324 0
Wy 2 1.3881 0 1.3881 0 0
ws 2 0.9077 0 0.9077 0 0
Wy 4 0.3140 0 0 0 0.3140
Wy 3 0.2663 0 0 0.2663 0
We 1 0.5817 0.5817 0 0 0
wy 2 0.8203 0 0.8203 0 0
wg ' 3 0.4938 0 0 0.4938 0
i“DSk( )] 0.3140
=
sense of the target word sense 2

Table 1. An example of sense decision using the classification information

words w;~ wg. The DS, is assigned to DS,(z) if ¢ is the MPC of w,, and 0
otherwise. Therefore the value of DS;(3) becomes 0.7324 and other values of

DS,(7) becomes 0, because the MPC of w, is semse; and the DS of w; is

0.7324. Finally, we determine the sense which has the maximum 2.DS, (i) as the

most plausible sense of the target word.

4. Experimental Results

Our word sense disambiguation method is tested with the data from two languages,

one is Korean and the other is English. Probably, our method can be applied to any

other language because only the occurrence frequencies of surrounding words

required to determine the word sense.

4.1 Korean Word Sense Disambiguation

Words

Senses

4l (Pae):NN

the belly(f), a pear(Zl), a boat(z‘g}{%), an embryo(F)

. A ZH(Jeon-Ja):NN

an electron(# ), the former(Hij)

Z+tH(Kam-Ta):VV

close one's eyes, wash, wind

< g th(yeol-Ri-da):VV

open, hold a meeting, spread a space,

make way for a person, start up,

enlighten, make out what a person say

Table 2. Four Korean polysemous words and their senses
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Word Inside test ' Outside test
baseline | accuracy | improvement | baseline | accuracy | improvement
H|(Pae) 61.4% 92.8% 31.4% 69.6% 78.3% 8.7%
7 ZH(Jeon-Ja) 87.3% 98.0% 10.7% 69.5% 81.0% 11.5%
7+ th(Kam-Ta) 60.3% 98.4% 38.1% 80.8% 84.9% 4.1% -
< 2] ti(yeol-Ri-da) 68.8% | 100.0% 31.2% 70.3% 81.6% 11.3%

Table 3. The results of inside and outside test

For the first experiment, we select four target polysemous words, extract
concordances of those words from 10 million size raw corpus, and manually tag the
sense of the word. In the outside test, we select the 80% of the concordances as a
training set and the remaining concordances as a test set. The table 2 contains the
target polysemous words and their senses. ' |

The table 3 contains the result of the inside test and the outside test acquired
from 100 trials. The baseline method in the table 3 represents the primitive method
that always selects the most frequent sense. In the inside test, the accuracy of our
method is much higher than the baseline method. From this result, we can say that
the classification informations reflect the implicit informations of the training data set
very well. However, the averagé accuracy in the outside test is about 84.6%. We
think that one major reason of the low accuracy is the data sparseness. We also think
that morphological ambiguity has bad effect on word sense disambiguation since we
use the raw corpus for training and testing. ' o

The table 4 shows the average difference between the DS of the correct sense
and the maximum DS of incorrect sense per word. The values in the table 4 are
calculated by the equation (10)where N is the number of words in the sentence and

c¢s denotes the correct sense.

| ngSk( cs) —{ argmax i,iFcs ngSk( Z)}l (10)
N

As shown in the table 4, the average differences of DSs are much smaller in

the case that incorrect senses are selected. We have made an experiment that admit

Words Successful case Failed case
lj (Pae) 0.2905 0.1337
A ZHJeon-Ja) 0.1595 0.0936
7+ tH(Kam-Ta) 0.2683 0.1062
<& 2] t}(yeol-Ri-da) 0.3017 0.1360

Table 4. The differences between DS,(7)
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Figure 1. The reliability and the acceptance rate of reservation strategy

the empty decision. The empty decision - represents the case when the word sense
decision is deferred if the average difference of DS per word ‘is less than the
threshold calculated by the equation (11).

0g o7

Threshold= 1 P (11)

where @ is a arbitrary constant value and # is the number of senses. In the
equation (11), we do not use the single constant value as the threshold. The more
sense the polysemous word has, the greater value the average difference of DS per
word has. Therefore, the empty decision rate increases in proportion to the number of
senses, if the threshold has the single constant value. In order to acquire the consi-
stent result for all polysemous words, we make the variable threshold in proportion to
the maximum of the average difference of DS per word. For example, if the value
of a is 5, then the empty decision breaks out when the average difference of DS

per word is less than %(=20%) of the maximum value.

The figure 1 show the experimental results of the reservation strategy. The
reliability means the proportion of the correct decision to the total number of decision.
The acceptance rate means the proportion of the decided sentences to whole input

sentences.
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WSD research accuracy 1gg°°

baseline 53% 80

70

Black(1988) 2% 60

Zernik(1990) 70% 38

Yarowsky(1992) 72% 30

Bruce & Wiebe(1994) 79% e
Ng & Lee(1996) 89% °. o 2‘4—‘8 '&, cweoow s

proposed method 80%

) ) . Figure 2. The result of reservation
Table 5. Comparison with previous works i
strategy - interest:NN

As shown in the figure 1, we can improve reliability by a little loss of accep-
tance rate with the reservation strategy. Therefore, we expect that we will get high
accuracy if other word sense disambiguation method is additionally employed to our

method as a post-process.
‘4.2 English Word Sense Disambiguation

In the second experiment, we used an English data set which has been commonly
used in several previous researches. So | far, very few existing works on word sense
disambiguation have been tested and evaluated on a common data set.. We could
acquire only one sense-tagged data set used in (Bruce 1994), which has been made
available in the public domain by Bruce and Wiebe. The data set consists of 2369
sentences each containing an occurrence of the noun "interest" .(or .its plural form
"interests") with its correct sense manually tagged(Bruce 1994)(Ng 1996). In order to
compare our method with other researches, we applied classification informations to
the common data set. The results of previous researches and our approach are shown
in table 5.

As shown in the table- 5, our proposed method is relatively better than previous
works except the Ng's method. Ng's method is better than any other method in terms
of the accuracy because he used complex informations such as parts of speech and
surface forms of target words, surrounding words, collocations and structural relations.
In our approach, however, only surrounding words are used to determine word senses.
Therefore, our approach can be easily applied to other languages.

We also apply the reservation strategy to the English data set, and the result is .
shown in the figure 2. We can also achieve high reliability by a little loss of
acceptance rate in the English data set by admitting the empty decision.

5. Conclusions and Future Works

In this paper, we have presented a method of word sense disambiguation by using
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classification informations. We have achieved about 96.7% accuracy in the inside test
and about 84.6% accuracy in the outside test. Moreover, we could achieve higher
accuracy at the cost of few recall rate under the reservation strategy.

We can say that our method has three characteristics. The first characteristic is
the ease of modeling. As we use classification informations, it is possible to
decompose whole word sense disambiguation model easily into word unit models. The
second characteristic is the ease of information acquisition. For classification
informations of word sense disambiguation, the minimal information, the occurrence
frequencies of surrounding words, is only required. The third characteristic is language
independency. However, our method can be applied to any other language because the
information used in our method is so simple that it can be extracted by the same
procedure regardless of the language. Our method have two problems, the kndwledge
acquisition bottleneck and the data sparseness problem.

For the future work, we will try to use a word class as a unit of the
classification information in order to solve the data sparseness problem and combine
our method to the unsupervised training technique. Moreover, we will also study the

technique of combining classification informations with other useful informations.
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Abstract
Most parsers handling syntactic agreement detect the errors but rarely give enough
informatioh on how to correct them.. Our interest here is the agreement error correction.
Thus, we suggest a multicriteria approach to guide the choice of the best alternative. We
propose three main criteria (frequency criterion, morphological criterion and typographic
criterion) which we apply to Arabic sentences in order to evaluate the alternatives, and we
show the interest of TOPSIS (Technique for Order Preference by Similarity to Ideal

Solution ) as an aggregation method for the proposed criteria.

Key Words: Agreement error detection, agreement error correction, multicriteria

approach, TOPSIS, correction alternatives ranking.

1 Introduction

Many studies have dealt with the problem of agreement errors in written texts. Most of

them addressed the detection process rather than the correction one.

The correction process involves the problem of choosing the proper correction among
several alternatives. The first parsers left this choice to the user ((Ravin 88), (Coch and Morise
90)) although it can be done automatically and without hesitation in some cases. Therefore, the
next parsers opted for the automation of the process of choosing the appropriate correction by

using criteria to rank the correction alternatives. Thus the user is guided by the parser in order
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to choose the appropriate correction ((Lapalme and Richard 86), (Veronis 91), (Bolioli and al
92)).

The first criterion proposed to classify the possible corrections gives priority to the head of
the phrase ((Strube 90), (Genthial and al 90), (Genthial and al 94)) : the idea here is that the

writer takes more care to the main words (the governors) than the others (the dependants).

It is clear that this criterion is irrelevant if we deal with competence errors. In French these
errors are mainly omission or addition of silent morphological marks (e.g., the mark "s" of the
plural) (Veronis 88). In such cases, the governor can't be used for the correction even if the

user gives a particular care to the main words.

Moreover, if we consider the case where the agreement marks of the dependants are more
frequent than that of the governor, it is unfair to impose the correction according to the

governor features only.

These works prove that taking into account one criterion is not appropriate to differing
phrases. We think that more one criterion must be considered. The multiplicity of criteria can

handle the different causes of errors.

Our study of the Arabic language proves that we can choose three main criteria (the

frequency criterion, the typographic criterion and the morphological criterion).

This paper focuses the use of a multicriteria approach to classify the possible corrections in
order to choose the best one. This approach can be applied to any language even if in this

paper we choose the Arabic language.

We first present a brief overview of the method used to detect the agreement errors in
Arabic sentences. Then we propose three main criteria to evaluate the correction alternatives
and we present the techniques of scoring them. Finally, we show the interest of using TOPSIS
(Technique for Order Preference by Similarity to Ideal Solution) as an aggregation method of

these criteria.

2 Agreement error detection method

Most of studies agree with the necessity of parsing the apprehended text in order to detect
the agreement errors ((Blache 90), (Blache 91), (Genthial and Courtin 92)). But we think that

the accuracy and the robustness of the parser strongly depend on the typology of errors to be
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handled. Thus, to detect the past participle agreement errors, a robust parser is required in
order to identify the correct syntactic dependencies (Lapalme and Richard 86). Whereas, to
handle agreement errors in gender and number, we think that a partial analysis can be
sufficient. We proposed in ((Ben Hamadou é.nd Belguith 96a), (Belguith and Ben Hamadou
96b)) a global analysis approach applied to Arabic and termed "Extended Syntagmatic
Analysis". This approach aims to group, in the same sets, all the units of the phrase concerned

by at least one agreement rule. The resulting sets are termed the "Extended Syntagms".
The proposed approach is based on two main steps which may be summarised as follows :

Step 1: Identification of the initial syntagms

The initial syntagms are mainly identified by the location of the "Function words" (i.e., the
particles, the prepositions, etc.). These words are used to identify the syntagm boundaries. We

can distinguish three categories of "Function words":

e words which separate two consecutive syntagms and do not belong to any one of them

(e.g., prepositions, coordinating conjunctions, etc.)

e words which start a syntagm and belong to it: this is the case of demonstrative

pronouns, relative pronouns, etc.

e words which end a syntagm and are referred to pfevious words which do not belong to

this syntagm (i.e., possessive pronouns).

Step 2: Constitution of the "Extended Syntagms"

The constitution of the "Extended Syntagms" is guided by a rule set which aims o extend
the initial syntagms by all the units of the phrase (function words or initial syntagms) that have

a dependency relationship. |

The result is a list of independent syntagms in which we can, separately, apply the process
of agreement error detection. The detection process can be reduced tc a simple unification

process of the morphological features of all the constituents of the extended syntagm.
Example :
Let us consider the sentence : ' ¢l yill asaely 2y Ay ol 7l 250l sl

. st h .
(The train€efempu. NUIS€omsing. tOOK CATE mascsing. Of the patieNtmasc sing. ANd BAVE fom sing. NiMmasc sing

some medicines)
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The location of the function words: "<" (1), "," (2)," ¢" (3) entails the decomposition of

the sentence into the following initial syntagms :

SIi={ <lai sl (trainee) , i)l (nurse), sz (took care) }
SI= { = (patient) }

SIi= { ksl (gave) }

SIi= { e.(him) }

SIs= { +i44i (medicines) }

The result of the "Extended Syntagmatic Analysis" is given by :
SE,={ «lesl (gave), <laipll (trainee) , o).l (nurse), sl (took care) }
SE,={ o (him), =\l (patient) }

SE;= { :,41 (medicines) }
| .The detecfion process can be done separately in eéch extended syntagm’.

Let us consider SE;. The units of SE; and their features can be represented by the following

figure’ :
ol 1) izl 26| sl
, trainee nurse toéﬁ-:are gave
Gender | F _____________________ F ___________________ M __________________ F ) —> Error in gender -
Number P _____________________ S ____________________ S ______________________ S —> Error in number
Tense X X A A
Personal |3 3 3 3
pronoun

The unification process of the unit features of SE; fails in terms of gender and number.
3 Agreement error correction method
Upon many correction alternatives, the choice of the best alternative may be obvious : this

is generally the case of phrases involving few errors since the best solution is the same in terms

of all points of view. For instance, the sentence ' il iiudl 3 cnly udll 5Y,¥ (the

1 SE; is a singleton, so it is not concerned by the detection process.

2 Gender : F(Feminine), M(Masculine).

Number : §(Singular), P(Plural), D(Duel)

Where Duel refers to two persons and plural refers to more than two persons.
Tense : P(Present). F(Future), A(Past).
Personal pronoun 0 1.2,3.
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childrenmscpt Who playSmascsing in the garden aremsscpr my students macp) has two possible
corrections : the first one aims to line up the sentence with the singular, however the second

one favors the plural.

To classify these corrections, a first point of view consists of minimizing the number of
errors and therefore aims to favor the correction which features are the most frequent. An
other point of view may favor the correction that minimizes the number of typographic

transformations.

We can remark that the second alternative (plural) is the best one according to the two
points of view (three word in the plural and only one in the singular; addition of two letters

versus an omission of five letters and a substitution of one letter).

Nevertheless, the best correction is not usually the same according to all points of view.
For example, if we consider the sentence 'Oyl 3 |yt basdl ol o' (The little masc.sing.
and dynamic masc,,si;g. 8irl femsing.  SUCceeded masc pl. in the exam), the best correction given by the
frequency criterion (first point of view) is the masculine-singular. Whereas the typographic
criterion (second point of view) favors the correction with the feminine-singular.
Consequently, the choice of the best alternative requires a careful analysis and, inevitably,
needs a negotiation between the considered criteria. In the following section, we present the
basic concepts of a multicriteria approach and we show how it is appropriate to this kind of
problems.

3.1 Basic concepts of the multicriteria approach

Our multicriteria decision problem can be defined as follows :
Let X={x), ..., Xa} aset of correction alternatives and let F = {f}, ..., f;} a set of criteria. The
evaluation function of an alternative x; according to criterion f; is denoted by :
£:X> IR |
x = £(x)
Each criterion has to be maximized. The problefn can be written as follows :
"Max" f(x)= (fi(x), f2(x), ..., £i(x))

subject to xe X
We say that x; dominates x, if Vi, fi(x))>fi(xz) (f(x1) #{(x2)).

A correction alternative in X is said efficient if it is not dominated.



In order to determine all efficient correction alternatives, we can use one of the following

methods :

q . . .
>0, Ya;=1, where o is the associated weight of the
=

1. P(a)=Max Zajfj(x) o
j
criterion f;. The solution of P(ct) is an efficient correction alternative.
2. The ideal correction alternative (x*) is the point in IRq whose cordinates are :
| (Y1, .-.» Yq) where y7i =anx f,(x) j=1,..,q

P(d) = Min (d(f(x*), f(x))), where d is a distance (e.g., Euclidean distance).
X

The solution of P(d) is generally an efficient one.

In our work we will use TOPSIS (Technique for Order Preference by Similarity to Ideal
Solution) which is advocated to cardinal criteria and uses a combination of P(c) and P(d) to

rank the efficient correction alternatives.

3.2 Main criteria to evaluate the correction alternatives
When the detection of agreement errors involves many correction alternatives, choosing
the best one is not usually a simple task since it requires the ranking of the alternatives

according to many criteria.

We propose three main criteria to evaluate the correction alternatives in Arabic sentences :

the frequency criterion, the morphological criterion and the typographic criterion.
3.2.1 Frequency criterion

The frequency criterion is measured by the occurrence of the alternative features in the
sentence. This criterion favors the alternative whose features are more frequent in order to

minimize the agreement error number. For example, the sentence :

i e i) 3 vl SY ol ol s’ (ThiSem sing. Zirlfemsing. WhOfempl. Playfem pi. in the garden is
very beautifuleensing) is corrected in the singular (only two words corrected) rather than the

plural (three words corrected).

To determine the score of an alternative x according to this criterion, we sum the
occurrence of the pair (gender, number) with the occurrence of the tense and that of the

personal pronoun. We obtain the following :

f1(x) = Occ(gender, number) + Occ(tense) + Occ(personal pronoun)

64



where Occ is the occurrence of the specified feature’.

Let us consider the sentence presented above, the units concerned with the agreement and

their features are represented in the following figure :

ol oo S nals e
(This) . (@)  (iho) (iﬁ_f;) is beautiful

Gender F F F F F
Number . S| S| Pl ? ........... S
Tense o X ---------- X .......... X .......... T ----------- X N
Personal 3 ---------- 3 ----------- 3 ----------- -3_ .......... 3 h
pronoun |

- There are two possible corrections :
x;= feminine, singular, present, 3

xo= feminine, plural, present, 3

The outcomes of these alternatives are respectively :
fl(Xl) = 0cc (F,S) =3
fi(x2) = Occ (F,P) =2

Thus in terms of this criterion, we choose x; as the best correction since fi(x;) is greater than
fi(x2).
3.2.2 Typographic criterion

This criterion is devoted to agreement errors which have a lexical origin. These errors can
not be detected by the lexical analysis given they belong to the lexicon, however they are
detected by the parser as agreement errors since they didn't fire the agreement rules. For
instance, in the sentence : ' ikl (3 el canl il it ' (The littlempt. illtemsing. PlaYsemot
with their gmp bicycle in the garden), it is clear that the agreement error in number between the
noun 'c—J' (girl) and the other units of the phrase has a lexical origin. So, in order to write
‘oLl (girls), the user can omit the letter ' and then writes the word 'V (girl) which belongs

to the lexicon.

To carry on this kind of errors, the typographic criterion favors the correction which
minimizes the typographic transformations of the erroneous words. In most cases these

transformations can be either an omission of a letter (e.g., ' < (girls) > ' <=' (girl)), an

3 If the specified feature doesn't fail in terms of the unification process, we attribute zero to its associated occurrence.
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addition of a letter (e.g., ' I (Student)mascsing. —> 4" (student)emsing) OT a substitution of a
letter by another (e.g., 'O)—t' (engineerS)mascp. —> 'Olwtige' (€NginNEers)masc.auet). The
permutation errors occur in some cases and they are geﬁerally followed by one of the errors
presented above (e.g., 'wlwiigs' (engineers)emp. —> 'Oliwdigs’ (ENGINELTS)om duet : pErmutation of

two letters and omission of a letter).

To take into account the transformations necessary to correct an erroneous word, we
assign the following ordinal scores to the different kind of errors (Ben Hamadou 93) :
e score of a letter omission (W, = 0.25)
e score of substitution of a letter by another ( Wy = 0.5)
* score of permutation of two letters (W = 0.75)

e score of a letter addition (W, = 1)

These scores are chosen according to the frequency of each kind of error. For instance,
the writer can omit a letter where it is necessary, but rarely adds one where it is not.

Consequently, the score of omission of a letter is strictly lower than that of the addition.

The outcome f5(x) of an alternative x in terms of this criterion is the sum of the scores of
the different typographic transformations which affect the erroneous words. For instance, to
change the word 'JU' (studentmasing.) by the word 'adb' (students mascpt) there is a total score

of 1.25 (addition of a letter and omission of a letter).
3.2.3 Morphological criterion

Generally, the correction of an erroneous word requires the change of some of its letters.
Thus, in English, to conjugate a verb in the present with a plural personal pronoun, we omit
the letter 's' from the singular form (e.g., he eats — they eat). However, in French, we must
add the letters 'ent' (the plural mark) (e.g., il mange masc. sing. — 1ls mangent masc. p1.). The same
thing is used for Arabic since we add the plural mark which is generally represented by one or
many letters (e.g., JSt s» > 045 o).

We can say that the change of the tense or the personal pronoun of a verb requires the
addition/omission of some of its letters. This is not usually the case for the nouns and
adjectives since many words have restricted morphological features. For example, the noun
'J=,' (man) can be only masculine and the adjective ' }-\>' (pregnant) can be only feminine. In

these cases, to change the morphological features of a word, we must change the root of the
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word. For instance, the masculine form of the word '' (girl) is ' ' (boy) (the second word is

not derived from the first one since they didn't share the same root).

To handle this kind of errors, the morphological criterion favors the corrections that do
not change the root of a word. Consider the sentence : 'i~li 0SL =i’ (The girlfem,sing
€atmascp. an apple) which includes an agreement error in gender between the subject ' ="' (girl)
and the verb '0 S (eat). The best alternative in terms of this criterion is the feminine-singular:
it is more simple to correct the verb by changing some of its letters (a substitution of a letter by
another and a deletion of two words) than to change the noun by another which is not derived
from it. The idea here is that the user may omit or add some letters by mistake rather replaces a

word by another.

This criterion, which we have to minimize, is measured by the occurrence of such words in
the sentence. Each alternative x is evaluated by a score f3(x) that represents the number of
words with restricted morphological features to be corrected.

4 Criteria aggregation by the TOPSIS method

4.1 Main steps of TOPSIS

TOPSIS is a multiple criteria decision making method (MCDM) devoted to cardinal
criteria.
| According to this method, the best solutions are defined to be those which are farthest
from the negative-ideal point (the alternative with worst scores on all criteria) as well as closest
to the ideal point (the alternative which has the best scores on all criteria). The ideal point and

the negative-ideal point can be two artificial (not feasible) alternatives.

The various steps of TOPSIS may be summarised as follows ((Yoon and Hwang 81),
(Hwang and Yoon 85)) :

step0: Construction of the decision matrix

Let Y=(y;),i=1..n, j=1..q be the decision matrix such that y, = f;(x;)-

yi is the outcome of the alternative x; with respect to the criterion fj and Y represents the

outcomes of each alternative in terms of all criteria.
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stepl: Construction of the normalised decision matrix

This step tries to transform the various attribute dimensions into non-dimensional attribute

in order to allow comparison across the attributes.

The corresponding element of the normalised decision matrix can be calculated as :

r_,___L i=1,...,n i=1,...q

step2: Construction of the weighted normalised decision matrix

~This matrix is obtained by multiplying each column of the normalised decision matrix with

its associated weight (o). An element of the new matrix will be :

Vi =0Ty i=1,...,n; j=1,...,q

step3: Determination of ideal and negative-ideal solutions

The ideal solution (x ) is defined as :
x* = vl vi vy

+ _ : : : '
where \& —{miax Vij,JEJ, mim Vij ]EJ}

J is the set of criteria to be maximized (frequency criterion) and J' is the set of criteria to be
minimized ( typographic criterion and morphological criterion).

The negative-ideal solution (x ™) is defined as :

X~ = {v;, v;,...,v;,...,v;}

where vj = {m_in vilel, max v j EJ}
1 1 . )

step4: Calculation of the separation measure

This step tries to measure the 'separation (in terms of Euclidean distance) of each
alternative from the ideal solution as follows:
s
2

q
st = Z (vij-v]-')z i=1,...n
Similarly, the separation from the negative-ideal solution is given by :

%

9

P - 2 ;=

Sy = Z(vij-vl) 1=1,...,n
=1
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step5: Calculation of the relative closeness to the ideal solution

The relative closeness of an alternative x; with respect to x" is defined by :

cto__Si
1 + —
(7 +s7)

Then the preference order can be obtained according to the descending order of C? and

.....

o<c;“<1 i=1

the best alternative will be defined as the one which is closer to x * than to x ~ .

4.2 Weighting the different criteria

In the following we present subjective weighing criteria experimented on a variety of real
sentences.

Determination of the weight of the frequency criterion (a;)

The frequency criterion is more important when the difference in terms of score between

the best alternative and the other ones is very important.
Then, o, may be defined by :

oy = ) (Maxfy (%) - £ (x)))

i=1

Determination of the weight of the morphological criterion (¢,)

Our experimental study of test sentences shows that o, depends on o, if (o = 0)

otherwise it depends on the frequency of the alternatives :
If Max fi(x;) > 5 Max fi(x;) then o; is more ‘important than o,
If Max fi(x;) < 5 Max f3(x;) then o, is more important than o,

o, may be defined as follows :

if oy # 0 then
1

gal if Max fl(xi) > 5 Max f2(Xi)
OL2 = 1

— if Max f,(x;) <5 Max £, (x;)

xy
if a; = 0 then

% Max fj(x;)  if Max fi(x;) > 5 Max f, (x;)
OL2 =

1

I\IIaTl(xi) if Max fl(xi) <5 Max fz(xi)
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Note that (1/5) represents the trade-off between the morphological criterion and the frequency
criterion.

Determination of the weight of the typographic criterion (a;)

n
o3 depends on the typographic gaps (Z (Max f3(x;) — f3(x;)) ) and conversely depends
1
i=1

on the frequency gaps (z (Maxf;(x;) — fi(x;))). o3 may be done by :

i=1
_Zn:(M.ast(Xi)—fs(xi))
i=1 ! If(Xl #0
[0 4
a3 =3 !
> Max f3(x;) - f3(x;))
= _
L Max f; (x;) ffo =0

Note that the weights (a1 , o2 , oz ) are calculated on the basis of the normalised decision

matrix and since they must satisfy the constraints :

a.
q . . . a: J
0<a;<1 and 2:ajzl,wevwllnormahsethemby. i
j=1 Z“j
=

4.3 An illustrative example
Let us consider the sentence : 'Lgb Logelis by 5 05 sl orlan] aaidl Jor 3 Lin ' (thiS mase.sing TiCh
fom.sing. MAN masc.sing, T€Nt€Umasc.sing. tWO ShOPS and put mase.duel their masc.auet go0ds in them )

The result of the "Extended Syntagmatic Analysis" is given by the following extended
syntagms : ‘

SE;={ Lea (their), ez ( put), ~ul ( rented), @l (rich), J~) ( man), lis (this) }
SE;= { L (them), 0w #\> (two shops) }

Let us consider SE;. The features of SE; may be represented by the following figure which
shows the errors in gender and number.
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Clearly, there are three correction alternatives :
x1: Masculine, singular
X,: Masculine, duel

x3. Feminine singular

The scoring of these alternatives in terms of the criteria is given in the following decision

matrix :
X3 X2 X3
Frequency Criterion 3 2 1
Morphological Criterion 0 0 1
Typographic Criterion 4 1,75 7,25

According to this matrix, we can conclude that x; is dominated by x; and x;. x; and x; are
two efficient solutions.

stepl: Construction of the normalised decision matrix

X X2 X3
Frequency Criterion 0,80 0,534 | 0,267
Morphological Criterion 0 0 1
Typographic Criterion 0,472 | 0,206 | 0,856

step2: Construction of the weighted normalised decision matrix

The weights of each criterion are respectively :

oy = (0,8-0,53) +(0,8-0,267)=0,8 o =0,239
= LS ~125 Normalised weights oy = 0,373
6— 0,472 6— _
= (0,856 — 0,472) + (0,856 — 0,206) 129 o = 0,386
0,8
The normalised decision matrix is the following :
X X2 X3
Frequency Criterion 0,191 | 0,127 | 0,063
Morphological Criterion 0 0 0,373
Typographic Criterion 0,182 | 0,079 | 0,331

step3: Determination of ideal and negative-ideal solutions

Ideal solution | Anti-ideal solution
4 4
0,191 0,063
0 0,373
0,079 0,331
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step4: Calculation of the separation measure

X X2 X3
S+ | 0,102 | 0,063 | 0,468
S- | 0,422 | 0,455 0

step5: Calculation of the relative closeness to the ideal solution

S+ S- C+ | Ranking
x: | 0,102 | 0,422 | 0,804 2
xz | 0,063 | 0,455 | 0,876 1
X; | 0,468 | 0 0 3

x, has the best ranking, thus the best correction is obtained by lining up all the words of

the erroneous sentence by the Masculine- Duel :

“L“"h:’ L;..@.:«U.o L"‘*‘:’JJ Ugj’\—" ‘J*t'"““’l 0\—:""'*3\ CDL”}“ OLL" (thesemasc. Duel riCh masc. Duel mMenN masc. Duel

rentedmase. Duet tWO Shops and put mase Duet their mase puet g00ds in them).

5 Preliminary Experiment

A prototype implementation of the proposed method called ' DECORA!' is developed using
the C++ programming language with WINDOWS environment.

In order to evaluate the DECORA performance, 300 sentences are chosen from real texts
written by secondary school students. The sentences are various : they contain from 1 to 4

extended syntagms and each syntagm contains a maximum of 9 words.

The sentences are corrected by\a human expert whom we ask to classify them in the three
following classes :
Class 1 : sentences which corrections are obvious.
Class 2 : sentences which corrections are not obvious and are somewhat challenging.
Class 3 : sentences which corrections need a very careful analysis to choose among the

possible ones.

The. same sentences are processed by DECORA. The results of the comparison between

DECORA and the expert corrections are given in the following table :

(A) ®B) 1 2 >3
1 100% | 0% 0%
2 85% | 13% | 1%
3 74% | 21% | 5%
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(A) : Sentences classes

(B) :Ranks of the corrections proposed by DECORA which are similar to the expert

corrections.

As shown in this table, for the first sentences class, all corrections proposed by DECORA
as the best ones are similar to those given by the human expert. 85 % of sentences of the
second class are corrected in the same way by DECORA and the expert. This percentage
decreases to 74 % for the third class. DECORA's best proposed corrections of the reminding
sentences are different from those of the expert. Generally, these sentences haye more than
one plausible correction (i.e., they have very close scores). The expert may in some cases be
hesitating between two or more possible corrections and then the choice of the best one is
almost made at random. However, DECORA can make distinction between these alternatives

by ranking them according to their scores.

Note that in some cases of the third class, different human experts may have different opinions
about the best correction. In fact they may disagree with the relative importance of each
criteria.

We think that the obtained results are very satisfying and we hope to obtain better results by

studying more real sentences in order to improve the criteria weights.

6 Conclusion

As the correction process of agreement errors is not usually a simple task since the choice
of the best correction alternative requires a careful analysis, we think that the use of a

multicriteria approach to guide the correction process is very interesting.

In this paper, we proposed three main criteria (the frequency criterion, the morphological
criterion and the typographic criterion) to rank the correction alternatives of Arabic sentences.
We presented the techniques of scoring the correction alternatives in terms of the considered
criteria. Finally, we showed that u.sing TOPSIS (Technique for Order Preference by Similarity
to Ideal Solution ) as an aggregation method of the considered criteria is well appropriated for

our problem and the obtained results are very satisfying.
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Abstract

In this paper, we propose a method to construct a bigram LR table to incorporate bigram
constraints into an LR table. An LR table which incorporates bigram constraints is called a
bigram LR table. Using the bigram LR table, it is possible for a GLR parser to make use of
both bigram and CFG constraints in natural language processing.

A method for constructing bigram LR tables is proposed. Applying the resultant bigram LR
table to our GLR method has the following advantages:

1. A language model utilizing a bigram LR table has lower perplexity than a bigram language
model, since local constraints (bigram) and global constraints (CFG) are combined in the
single bigram LR table at the same time.

2. Bigram constraints are easily acquired from a given corpus. Therefore data sparseness is
not likely to arise.

The former advantage leads to a reduction in complexity, and as the result, produces better
performance for GLR parsing.

Our experiments demonstrate the effectiveness of our method.

1 Introduction

In natural language processing, stochastic language models are commonly used for lexical and syntactic
disambiguation (Fujisaki et al., 1991; Franz, 1996). Stochastic language models are also helpful in
reducing the complexity of speech and language processing by way of providing probabilistic linguistic
constraints (Lee, 1989).

N-gram models (Jelinek, 1990), including bigram and trigram models, are the most commonly used
method of applying local probabilistic constraints. However, contexf-free grammars (CFGs) produce
more global linguistic constraints than.N-gram models. It seems better to combine both local and global
constraints and use them both concurrently in natural language processing. The reason why N-gram
models are preferred over CFGs is that N-gram constraints are easily acquired from a given corpus.
However, the larger N is, the more serious the problem of data sparseness becomes.

CFGs are commonly employed in syntactic parsing as global linguistic constraints, since many
efficient parsing algorithms are available. GLR (Generalized LR) is one such parsing algorithm that

uses an LR table, into which CFG constraints are precompiled in advance (Knuth, 1965; Tomita, 1986).
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a, b,

]

Figure 1: Connection check by CFG

Therefore if we can incorporate N-gram constraints into an LR table, we can make concurrent use of
both local and global linguistic constraints in GLR parsing.

In the following section, we will propose a method that incorporates bigram constraints into an LR
table. The advantages of the method are summarized as follows:

First, it is expécted that this method produces a lower perplexity than that for a bigram language
model, since it is pbssible to utilize both local (bigram) and global (CFG) constraints in the LR table.
We will evidence this reduction in perplexity by considering states in LR table for the case of GLR
parsing.

Secondly, bigram constraints are easily acquired from smaller-sized corpora. Accordingly, data

sparseness is not likely to arise.
2 CFG, Connection Matrix and LR table

2.1 Relation between CFG and Connection Constraints

Figure 1 represents a situation in which a; and b; are adjacent each other, where a; belongs to
Setr (4 = 1,--,I) and b; belongs to Set; (j = 1,---,J). Setr and Set; are defined by last1(A)
and first! (B)(Aho et al., 1986), respectively. If a € Set; and b € Set; happen not to be able to occur
in this order, it becomes a non-trivial task to express this adjacency restriction within the framework
of CFG.

One solution to this problem is to introduce a new nonterminal symbol A; for each a; and a
nonterminal symbol B; for each b;. Introducing new nonterminal symbols A; and B;, we replaces the
rule X — A B with a set of rules of {X — A, B; | for all pairs (4;, B;) where b; can follow a;}.
After this rule replacement, the order of the number of rules will become I x J in the worst case. The
introduction of such new nonterminal symbols leads to an increase in grammar rules, which not only
makes the LR table very large in size, but also diminishes efficiency of the GLR parsing method.

The second solution is to augment X — A B with a procedure that checks the connection between

a; and b;. This solution can avoid the problem of the expansion of CFG rules, but we have to take care
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Figure 2: Connection matrix

of the information flow from the bottom leaves to the upper nodes in the tree, A, B, and X.

Neither the first nor the second solution are preferable, in terms of both efficiency of GLR parsing
and description of CFG rules. Additionally, it is a much easier task to describe local connection
constraints between adjacent two terminal symbols by way of a connection matrix such as in Figure 2,
than to express these constraints within the CFG.

The connection matrix in Figure 2 is defined as:

1 if b; can follow a; (1)
0 otherwise

Connect(a;,bj) = {

The best solution seems to be to develop a method that can combine both a CFG and a connection
matrix, avoiding the expansion of CFG rules. Consequently, the size of the LR table will become smaller
and we will get better GLR parsing performance. In the following section, we will propose one such

- method.

2.2 Relation between the LR Table and Connection Matrix

First we discuss the relation between the LR table and a connection matrix. The action part of an LR
~ table consists of lookahead symbols and states. Let a shift action sh m be in state [ with the lookahead
symbol a. After the GLR parser executes action sh m, the symbol a is pushed onto the top of the stack
and the GLR parser shifts to the state m. Suppose there is an action A in state m with lookahead b (see
Figure 3). The action A is executable if Connect(a,b) # 0 (b can follow a), whereas if Connect(a,b) =0
(b cannot follow a), the action A in state m with lookahead b is not executable and we can remove
it from the LR table as an invalid action. Removing such invalid actions enables us to incorporate
connection constraints into the LR table in addition to the implicit CFG constraints.

In section 3.2, we will propose a method that integrates both bigram and CFG constraints into an

LR table. After this integration process, we obtain a table called a bigram LR table.
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LR table

I [------ shm|-==c--| |-===m====e-

A is removed if Connect (a,b) = 0
Stack Input symbols

Figure 3: LR table and Connection Constraints

3 Integration of Bigram and CFG Constraints into an LR Table

3.1 The Definition of a Probabilistic Connection Matrix

A close relation exists between bigrams and connection matrices, in that the bigram probability P(b|a)
corresponds to the matrix element of Connect(a,b). A connection matrix incorporating bigram proba-
bilities is called a probabilistic connection matrix, in which Connect(a,b) = 0 still means b cannot follow
a, but instead of connection matrix entries having a binary value of 0 or 1, a probability is associated
with each element. This is then used to construct a probabilistic LR table.

The N-gram model is the most commonly used probabilistic laﬂguage model, and it assumes that
a symbol sequence' can be described by a higher order Markov process. The simplest N-gram model
with N = 2 is called a bigram model, and approximates the probability of a string X = zyzoz3 - Tp

as the product of conditional probabilities:

P(X) = P(21[#)P(22]21) - - P(2n|2n_1)P(8|zn) " (2)

In the above expression, “#” indicates the sentence beginning marker and “$” indicates the sentence
ending marker. The above bigram model can be represented in a probabilistic connection matriz defined -

as follows.

DEFINITION 1 (probabilistic connection matriz)

Let G = (Vy,Vr, P, S) be a context-free grammar. For Va,b € Vr (the set of terminal symbols),

the probabilistic connection matriz named PConnect is defined as follows.
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PConnect(a,b) = P(bla) (3)

where P(bla) is a conditional probability and 3.y, P(bla) = 1.
PConnect(a,b) = 0 means that ¢ and b cannot occur consecutively in the given order.

‘PConnect(a,b) # 0 means b can follow ¢ with probability P(b|a).

3.2 An algorithm to construct an bigram LR table

An algorithm to construct a probabilistic LR table, combining both bigram and CFG constraints, is
given in Algorithm 1:

Algorithm 1

Input: A CFG G = (Vy,Vr, P, S) and a probabilistic connection matrix PConnect.

Output: An LR table T' with CFG and bigram constraints.

Method:

Step 1 Generate an LR table T from the given CFG G.

Step 2 Removal of actions:
For each shift action sh m with lookahead @ in the LR table Ty, delete actions in the state m with

lookahead b if PConnect(a,b) =0.

Step 3 Constraint Propagation (Tanaka et al., 1994):

Repeat the following two procedures until no further actions can be removed:

1. Remove actions which have no succeeding action,

2. Remove actions which have no preceding action.
~ Step 4 Compact the LR table if possible.

Step 5 Incorporation of bigram constraints into the LR table:

For each shift action sh m with lookahead a in the LR table Tp, let

N
P= Z PConnect(a, b;)

i=1
where {b; : 4 =1,---, N} is the set of lookaheads for state m. For each action A; in state m with
lookahead b;, assign a probability p to action A;:

_ P(bi]la) _ PConnect(a,b;)
T Pxn Pxn

where n is the number of conflict actions in state m with lookahead b;. The denominator is clearly

a normalization factor.

Step 6 For each shift action A with lookahead a in state 0, assign A a probability p = P(a|#), where

“#” is the sentence beginning marker.
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(1) $S—=XY (6) A—al
(2) X—-4A (7) A— a2
3y X—-AB (8 B-—bl
4 Y-A (9) B—b2
(5) Y—-b1 A

Figure 4: Grammar G;

al a2 b1 b2 §

#1106 04 00 00 00
el | 0.0 0.0 0.0 1.0 0.0
2| 0.0 0.0 0.8 00 0.7
b1 |1 0.0 0.1 0.9 0.0 0.0
b2 1 0.0 0.0 1.0 0.0 0.0

Figure 5: Probabilistic connection matrix M;

Step 7 Assign a probability p = 1/n to each action A in state m with lookahead symbol a that has not
been assigned a probability, where n is the number of conflict actions in state m with lookahead

symbol a.
Step 8 Return the LR table T produced at the completion of Step 7 as the Bigram LR table.

As explained above, the removal of actions at Step 2 corresponds to the operation of incorporating
connection constraints into an LR table. We call Step 3 Constraint Propagation which reduces the size
of the LR table (Li, 1996). As many actions are removed from the LR table during Step 2 and 3, it
becomes possible to compress the LR table in Step 4. We will demonstrate one of such example in the
following section.

It should be noted that the above algorithm can be applied to any type of LR table, that is a
canonical LR table, an LALR table, or an SLR table.

4 An Example

4.1 Generating a Bigram LR Table

In this section, we will provide a simple example of the generation of a bigram LR table by way
of applying Algorithm 1 to both a CFG and a probabilistic connection matrix, to create a bigram
LR table. Figure 4 and Figure 5 give a sample CFG G; and a probabilistic connection matrix M,
respectively.

Note that grammar G; in Figure 4 does not explicitly express local connection constraints between
terminal symbols. Such local connection constraints are easily expressed by a matrix M, as shown in
Figure 5.

From the CFG given in Figure 4, we can generate an LR table, Table 1, in Step 1 using the

conventional LR table generation algorithm.
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state action goto
al a2 b1 b2 | $ | A|B|X| Y| S
0 shl | sh2 3 4 5
1 re6 | re6 re6 re6
2 re7 | re7 re7 re7
3 | re2 | re2 | re2/sh6 | sh7 8
4 sh9 | sh10 | shll 12 13
5 acc
6 re8 | re8 re8
7 re9d | ‘red re9
8 red | red red
9 re6
10 re7
11 sh9 | sh10 14
12 T4
18 rel
14 res
Table 1: Initial LR table for G,
state action goto
al a2 b1 b2 $ A[B|X|Y]|S
0 shi sh2 ‘3 4 5
1 re6(2) | re6(2) | re6(2) re6
2 | re?(2) | re?(2) re7 re7(2)
3 | re2(3) | re2 | re2/sh6 | sh7 8
4 sh9(3) | sh10 sh11 12 13
5 acc
6 | re8(2) | re8 re8
7 | re9(8) | re9(2) re9 .
8 re3(3) res re3
9 re6(2)
10 re7
11 | sh9(3) | shi0 14
12 red
13 rel -
14 red

Table 2: LR table after Step 2 and 3
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Table 2 is the resultant LR table at the completion of Step 2 and Step 3, produced based on
Table 1. Actions numbered (2) and (8) in Table 2 are those which are removed by Step 2 and Step 3,
respectively.

In state 1 with a lookahead symbol b1, re6 is carried out after executing action shi in state 0,
pushing a! onto the stack. Note that el and b1 are now consecutive, in this order. However, the
probabilistic connection matrix (see Figure 5) does not allow such a sequence of terminal symbols, since
PConnect(al,b1) = 0. Therefore, the action re6 in state 1 with lookahead b1 is removed from Table 1
in Step 2, and thus marked as (2) in Table 2. For this same reason, the other re6s in state 1 with
lookahead symbols a! and a2 are also removed from Table 1.

On the other hand, in case of re6 in state 1 with lookahead symbol 52, as af can be followed by
b2 (PConnect{al,b2) # 0), action re6 cannot be removed. The reason remaining actions marked as
(2) in Table 2 should be self-evident to the readers.

Next, we would like to consider the reason why action sh9 in state 4 with lookahead a! is removed
from Table 1. In state 9, re6 with lookahead symbol $ has already been removed in Step 2, and there is
no succeeding action for sh9. Therefore, action sh9 in state 3 is removed in Step 3, and hence marked
as (3).

Let us consider action red in state 8 with lookahead al. After this action is carried out, the GLR
parser goes to state 4 after pushing X onto the stack. However, sh9 in state 4 with lookahead a1
has already been removed, and thefe is no succeeding action for re3. As a result, re$ in state 8 with
lookahead symbol af is removed in Step 3. Similarly, re9 in state 7 with lookahead symbol al is also ‘
removed in Step 3. In this way, the removal of actions propagates to other removals. This chain of
removals is called Constraint Propagation, and occurs in Step 3. Actions removed in Step 3 are m<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>