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We dedicate the ACL 2011 proceedings to the memory of Fred Jelinek (1932-2010), who received
ACL’s Lifetime Achievement Award in 2009. His award acceptance speech can be found in
Computational Linguistics 35(4), and an obituary by Mark Liberman appeared in Computational
Linguistics 36(4). Several other newspaper and professional society obituaries have described his
extraordinary personal life and career.

Fred’s influence on computational linguistics is almost impossible to overstate. In the 1970s and 1980s,
he and his colleagues at IBM developed the statistical paradigm that dominates our field today, including
a great many specific techniques for modeling, parameter estimation, and search that continue to enjoy
wide use. Even more fundamentally, as Mark Liberman recounts in his obituary, Fred led the field away
from a mode where lone inventors defended their designs by appealing to aesthetics and anecdotes,
to a more communal and transparent process of evaluating methods objectively through controlled
comparisons on training and test sets.

Under Fred’s visionary leadership, the IBM group revolutionized speech recognition by adopting a
statistical, data-driven perspective that was deeply at odds with the rationalist ethos of the time. The
group began with Fred’s information-theoretic reconceptualization of the task as recovering a source
signal (text) after it had passed through a noisy channel. They then worked out the many components
needed for a full speech recognizer, along with the training algorithms for each component and global
decoding algorithms. Steve Young, in an obituary in the IEEE SLTC Newsletter, describes Fred as not
a pioneer but the pioneer of speech recognition.

In the 1980s, the IBM speech group’s work on language modeling drew them toward deeper analysis of
text. Fred and his colleagues introduced NLP methods such as word clustering, HMM part-of-speech
tagging, history-based parsing, and prefix probability computation in PCFGs. They famously turned
their noisy-channel lens on machine translation, founding the field of statistical MT with a series of
ingenious and highly influential models.
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After Fred moved to Johns Hopkins University in 1993, he worked tirelessly to improve language
modeling by incorporating syntactic and other long-range dependencies as well as semantic classes. He
also presided for 16 years over the Johns Hopkins Summer Workshops, whose 51 teams from 1995-
2010 attacked a wide range of topics in human language technology, many making groundbreaking
advances in the field.

There is a popular conception that Fred was somehow hostile to linguistics. Certainly he liked to
entertain others by repeating his 1988 quip that “Any time a linguist leaves the group, the recognition
rate goes up.” Yet he had tried to leave information theory for linguistics as early as 1962, influenced
by Noam Chomsky’s lectures and his wife Milena’s earlier studies with Roman Jakobson. He always
strove for clean formal models just as linguists do. He was deeply welcoming toward any attempt to
improve models through better linguistics, as long as they had a large number of parameters. Indeed, it
was one of the major frustrations of his career that it was so difficult to beat n-gram language models,
when humans were evidently using additional linguistic and world knowledge to obtain much better
predictive performance. As he said in an award acceptance speech in 2004, “My colleagues and I
always hoped that linguistics will eventually allow us to strike gold.”

Fred was skeptical only about the relevance of armchair linguistics to engineering, believing that there
was far more variation in the data than could be described compactly by humans. For this reason,
while he was quite interested in recovering or exploiting latent linguistic structure, he trusted human-
annotated linguistic data to be a better description of that structure than human-conceived linguistic
rules. Statistical models could be aided even by imperfect or incomplete annotations, such as unaligned
orthographic transcriptions, bilingual corpora, or syntactic analyses furnished by ordinary speakers.
Fred pushed successfully for the development of such resources, notably the IBM/Lancaster Treebank
and its successor, the Penn Treebank.

Fred influenced many of us personally. He was warm-hearted, witty, cultured, thoughtful about the
scientific process, a generous mentor, and always frank, honest, and unpretentious. The changes that
he brought to our field are largely responsible for its recent empirical progress and commercial success.
They have also helped make it attractive to many bright, technically sophisticated young researchers.
This proceedings volume, which is dedicated to his memory, testifies to the overwhelming success of
his leadership and vision.

By Jason Eisner, on behalf of ACL 2011 Organizing Committee
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Preface: General Chair

Welcome to the 49th Annual Meeting of the Association for Computational Linguistics in Portland,
Oregon. ACL is perhaps the longest-running conference series in computer science. Amazingly, it is
still growing. We expect this year’s ACL to attract an even larger number of participants than usual,
since 2011 happens to be an off-year for COLING, EACL and NAACL.

The yearly success of ACL results from the dedication and hard work of many people. This year is no
exception. I would like to thank all of them for volunteering their time and energy in service to our
community.

I thank the Program Co-Chairs Rada Mihalcea and Yuji Matsumoto for putting together a wonderful
main conference program, including 164 long papers, 128 short papers and much anticipated keynote
speeches by David Ferrucci and Lera Boroditsky. Tutorial Co-Chairs, Patrick Pantel and Andy Way
solicited proposals and selected six fascinating tutorials in a wide range of topics. The Workshop Co-
Chairs, Hal Daume III and John Carroll, organized a joint selection process with EMNLP 2011. The
program consists of 3 two-day workshops and 13 one-day workshops, a new record number for ACL.
Sadao Kurohashi, Chair of System Demonstrations, assembled a committee and oversaw the review of
46 demo submissions.

The Student Session is organized by Co-Chairs, Sasa Petrovic, Emily Pitler, Ethan Selfridge and Faculty
Advisors: Miles Osborne, Thamar Solorio. They introduced a new, poster-only format to be held in
conjunction with the main ACL poster session. They also obtained NSF funding to provide travel
support for all student session authors.

Special thank goes to Publication Chair, Guodong Zhou and his assistant Hong Yu. They produced the
entire proceedings of the conference.

We are indebted to Brain Roark and the local arrangement committee for undertaking a phenomenal
amount detailed work over the course of two years to host this conference, such as allocating
appropriate space to meet all the needs of the scientific program, compiling and printing of the
conference handbook, arranging a live tango band for the banquet and dance, to name just a few. The
local arrangement committee consists of: Nate Bodenstab (webmeister), Peter Heeman (exhibitions),
Christian Monson (student volunteers), Zak Shafran and Meg Mitchell (social), Richard Sproat (local
sponsorship), Mahsa Yarmohammadi and Masoud Rouhizadeh (student housing coordinators) and
Aaron Dunlop (local publications coordinator).

I want to express my gratitude to Ido Dagan, Chair of the ACL Conference Coordination Committee,
Dragomir Radev, ACL Secretary, and Priscilla Rasmussen, ACL Business Manager, for their advice
and guidance throughout the process.

ACL 2011 has two Platinum Sponsors (Google and Baidu), one Gold Sponsor (Microsoft), two
Silver sponsors (Pacific Northwest National Lab and Yahoo!), and seven Bronze Sponsors and six
Supporters. We are grateful for the financial support from these organizations. I would like to thank
and applaud the tremendous effort by the ACL sponsorship committee: Srinivas Bangalore (AT&T),
Massimiliano Ciaramita (Google), Kevin Duh (NTT), Michael Gamon (Microsoft), Stephen Pulman
(Oxford), Priscilla Rasmussen (ACL), and Haifeng Wang (Baidu).

v



Finally, I would like to thank all the area chairs, workshop organizers, tutorial presenters, authors,
reviewers and conference attendees for their participation and contribution. I hope everyone will have
a great time sharing ideas and inspiring one another at this conference.

ACL 2011 General Chair
Dekang Lin, Google, Inc.
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Preface: Program Committee Co-Chairs

Welcome to the program of the 2011 Conference of the Association for Computational Linguistics!
ACL continues to grow, and this year the number of paper submissions broke once again the record set
by previous years. We received a total of 1,146 papers, out of which 634 were submitted as long papers
and 512 were submitted as short papers. 25.7

To achieve the goal of a broad technical program, we followed the initiative from last year and solicited
papers under four main different categories: theoretical computational linguistics, empirical/data-
driven approaches, resources/evaluation, and applications/tools. We also continued to accept other
types of papers (e.g., surveys or challenge papers), although unlike the previous year, no separate
category was created for these papers. The papers falling under one of the four categories were reviewed
using specialized reviewed forms; we also had a general review form that was used to review the papers
that did not fall under one of the four main categories.

A new initiative this year was to also accept papers accompanied by supplemental materials (software
and/or datasets). In addition to the regular review of the research quality of the paper, the accompanied
resources were also reviewed for their quality, and the acceptance or rejection decisions were made
based on the quality of both the paper and the supplemental materials. Among all the submissions,
a total of 84 papers were accompanied by a software package and 117 papers were accompanied
by a dataset. Among all the accepted papers, 30 papers are accompanied by software and 35
papers are accompanied by a dataset. These materials will be hosted on the ACL web site under
http://www.aclweb.org/supplementals.

We are delighted to have two distinguished invited speakers: Dr. David Ferrucci (Principal Investigator,
IBM Research), who will talk about his team’s work on building Watson – a deep question answering
system that achieved champion-level performance at Jeopardy!, and Lera Boroditsky (Assistant
Professor, Stanford University), who will give a presentation on her research on how the languages
we speak shape the way we think. In addition, the recipient of the ACL Lifetime Achievement Award
will present a plenary lecture during the final day of the conference.

As in previous years, there will be three awards, one for the best long paper, one for the best long
paper by a student, and one for the best short paper. The candidates for the best paper awards were
nominated by the area chairs, who took into consideration the feedback they received from the reviewers
on whether a paper might merit a best paper prize. From among the nominations we received, we
selected the top five candidates for the long and short papers, and the final awards were then selected by
the area chairs together with the program co-chairs. The recipients of the best paper awards will present
their papers in a plenary session during the second day of the conference.

There are many individuals to thank for their contributions to the conference program. First and
foremost, we would like to thank the authors who submitted their work to ACL. The growing number of
submissions reflects how broad and active our field is. We are deeply indebted to the area chairs and the
reviewers for their hard work. They enabled us to select an exciting program and to provide valuable
feedback to the authors. We thank the general conference chair Dekang Lin and the local arrangements
committee headed by Brian Roark for their help and advice, as well as last year’s program committee
co-chairs, Stephen Clark and Sandra Carberry, for sharing their experiences. Additional thanks go to

vii



the publications chair, Guodong Zhang, who put this volume together, and Yu Hong, who helped him
with this task.

We are most grateful to Priscilla Rasmussen, who helped us with various logistic and organizational
aspects of the conference. Rich Gerber and the START team responded to our questions quickly, and
helped us manage the large number of submissions smoothly.

Enjoy the conference!

ACL 2011 Program Co-Chairs
Yuji Matsumoto, Nara Institute of Science and Technology
Rada Mihalcea, University of North Texas
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Invited Talk  1 

Building Watson: An Overview of the DeepQA Project  
David Ferrucci, Principal Investigator, IBM Research 
Monday, June 20, 2011  9:00-10:00 

Computer systems that can directly and accurately answer peoples' questions over a broad domain 
of human knowledge have been envisioned by scientists and writers since the advent of 
computers themselves. Open domain question answering holds tremendous promise for 
facilitating informed decision making over vast volumes of natural language content. 
Applications in business intelligence, healthcare, customer support, enterprise knowledge 
management, social computing, science and government could all benefit from computer systems 
capable of deeper language understanding. The DeepQA project is aimed at exploring how 
advancing and integrating Natural Language Processing (NLP), Information Retrieval (IR), 
Machine Learning (ML), Knowledge Representation and Reasoning (KR&R) and massively 
parallel computation can greatly advance the science and application of automatic Question 
Answering. An exciting proof-point in this challenge was developing a computer system that 
could successfully compete against top human players at the Jeopardy! quiz show 
(www.jeopardy.com). 

Attaining champion-level performance at Jeopardy! requires a computer to rapidly and accurately 
answer rich open-domain questions, and to predict its own performance on any given question. 
The system must deliver high degrees of precision and confidence over a very broad range of 
knowledge and natural language content with a 3-second response time. To do this, the DeepQA 
team advanced a broad array of NLP techniques to find, generate, evidence and analyze many 
competing hypotheses over large volumes of natural language content to build Watson 
(www.ibmwatson.com). An important contributor to Watson's success is its ability to 
automatically learn and combine accurate confidences across a wide array of algorithms and over 
different dimensions of evidence. Watson produced accurate confidences to know when to "buzz 
in" against its competitors and how much to bet. High precision and accurate confidence 
computations are critical for real business settings where helping users focus on the right content 
sooner and with greater confidence can make all the difference. The need for speed and high 
precision demands a massively parallel computing platform capable of generating, evaluating and 
combing 1000's of hypotheses and their associated evidence. In this talk, I will introduce the 
audience to the Jeopardy! Challenge, explain how Watson was built on DeepQA to ultimately 
defeat the two most celebrated human Jeopardy Champions of all time and I will discuss 
applications of the Watson technology beyond in areas such as healthcare. 

Dr. David Ferrucci is the lead researcher and Principal Investigator (PI) for the Watson/Jeopardy! 
project. He has been a Research Staff Member at IBM's T.J. Watson's Research Center since 
1995 where he heads up the Semantic Analysis and Integration department. Dr. Ferrucci focuses 
on technologies for automatically discovering valuable knowledge in natural language content 
and using it to enable better decision making. 

xlviiii



Invited Talk  2 

How do the languages we speak shape the ways we think? 
Lera Boroditsky, Assistant Professor, Stanford University 
Wednesday, June 22, 2011 9:00-10:00 

Do people who speak different languages think differently? Does learning new languages change 
the way you think? Do polyglots think differently when speaking different languages? Are some 
thoughts unthinkable without language? I will describe data from experiments conducted around 
the world that reveal the powerful and often surprising ways that the languages we speak shape 
the ways we think. 

Lera Boroditsky is an assistant professor of psychology at Stanford University and Editor in Chief 
of Frontiers in Cultural Psychology. Boroditsky's research centers on how knowledge emerges 
out of the interactions of mind, world, and language, and the ways that languages and cultures 
shape human thinking. To this end, Boroditsky's laboratory has collected data around the world, 
from Indonesia to Chile to Turkey to Aboriginal Australia. Her research has been widely featured 
in the media and has won multiple awards, including the CAREER award from the National 
Science Foundation, the Searle Scholars award, and the McDonnell Scholars award. 
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Abstract

In this work we propose methods to label
probabilistic synchronous context-free gram-
mar (PSCFG) rules using only word tags,
generated by either part-of-speech analysis
or unsupervised word class induction. The
proposals range from simple tag-combination
schemes to a phrase clustering model that can
incorporate an arbitrary number of features.

Our models improve translation quality over
the single generic label approach of Chiang
(2005) and perform on par with the syntacti-
cally motivated approach from Zollmann and
Venugopal (2006) on the NIST large Chinese-
to-English translation task. These results per-
sist when using automatically learned word
tags, suggesting broad applicability of our
technique across diverse language pairs for
which syntactic resources are not available.

1 Introduction

The Probabilistic Synchronous Context Free Gram-
mar (PSCFG) formalism suggests an intuitive ap-
proach to model the long-distance and lexically sen-
sitive reordering phenomena that often occur across
language pairs considered for statistical machine
translation. As in monolingual parsing, nonterminal
symbols in translation rules are used to generalize
beyond purely lexical operations. Labels on these
nonterminal symbols are often used to enforce syn-
tactic constraints in the generation of bilingual sen-
tences and imply conditional independence assump-
tions in the translation model. Several techniques
have been recently proposed to automatically iden-
tify and estimate parameters for PSCFGs (or related
synchronous grammars) from parallel corpora (Gal-
ley et al., 2004; Chiang, 2005; Zollmann and Venu-
gopal, 2006; Liu et al., 2006; Marcu et al., 2006).

While all of these techniques rely on word-
alignments to suggest lexical relationships, they dif-
fer in the way in which they assign labels to non-
terminal symbols of PSCFG rules. Chiang (2005)
describes a procedure to extract PSCFG rules from
word-aligned (Brown et al., 1993) corpora, where
all nonterminals share the same generic label X . In
Galley et al. (2004) and Marcu et al. (2006), tar-
get language parse trees are used to identify rules
and label their nonterminal symbols, while Liu et al.
(2006) use source language parse trees instead. Zoll-
mann and Venugopal (2006) directly extend the rule
extraction procedure from Chiang (2005) to heuristi-
cally label any phrase pair based on target language
parse trees. Label-based approaches have resulted
in improvements in translation quality over the sin-
gleX label approach (Zollmann et al., 2008; Mi and
Huang, 2008); however, all the works cited here rely
on stochastic parsers that have been trained on man-
ually created syntactic treebanks. These treebanks
are difficult and expensive to produce and exist for a
limited set of languages only.

In this work, we propose a labeling approach that
is based merely on part-of-speech analysis of the
source or target language (or even both). To-
wards the ultimate goal of building end-to-end ma-
chine translation systems without any human anno-
tations, we also experiment with automatically in-
ferred word classes using distributional clustering
(Kneser and Ney, 1993). Since the number of classes
is a parameter of the clustering method and the re-
sulting nonterminal size of our grammar is a func-
tion of the number of word classes, the PSCFG
grammar complexity can be adjusted to the specific
translation task at hand.

Finally, we introduce a more flexible labeling ap-
proach based on K-means clustering, which allows
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the incorporation of an arbitrary number of word-
class based features, including phrasal contexts, can
make use of multiple tagging schemes, and also al-
lows non-class features such as phrase sizes.

2 PSCFG-based translation

In this work we experiment with PSCFGs that have
been automatically learned from word-aligned par-
allel corpora. PSCFGs are defined by a source ter-
minal set (source vocabulary) TS , a target terminal
set (target vocabulary) TT , a shared nonterminal set
N and rules of the form: A→ 〈γ, α,w〉 where

• A ∈ N is a labeled nonterminal referred to as the
left-hand-side of the rule,
• γ ∈ (N ∪ TS)∗ is the source side of the rule,
• α ∈ (N ∪ TT )∗ is the target side of the rule,
• w ∈ [0,∞) is a non-negative real-valued weight

assigned to the rule; in our model,w is the product
of features φi raised to the power of weight λi.

Chiang (2005) learns a single-nonterminal PSCFG
from a bilingual corpus by first identifying initial
phrase pairs using the technique from Koehn et al.
(2003), and then performing a generalization opera-
tion to generate phrase pairs with gaps, which can be
viewed as PSCFG rules with generic ‘X’ nontermi-
nal left-hand-sides and substitution sites. Bilingual
features φi that judge the quality of each rule are es-
timated based on rule extraction frequency counts.

3 Hard rule labeling from word classes

We now describe a simple method of inducing a
multi-nonterminal PSCFG from a parallel corpus
with word-tagged target side sentences. The same
procedure can straightforwardly be applied to a cor-
pus with tagged source side sentences. We use the
simple term ‘tag’ to stand for any kind of word-level
analysis—a syntactic, statistical, or other means of
grouping word types or tokens into classes, possibly
based on their position and context in the sentence,
POS tagging being the most obvious example.

As in Chiang’s hierarchical system, we rely on
an external phrase-extraction procedure such as the
one of Koehn et al. (2003) to provide us with a set
of phrase pairs for each sentence pair in the train-
ing corpus, annotated with their respective start and
end positions in the source and target sentences.
Let f = f1 · · · fm be the current source sentence,
e = e1 · · · en the current target sentence, and t =

t1 · · · tn its corresponding target tag sequence. We
convert each extracted phrase pair, represented by
its source span 〈i, j〉 and target span 〈k, `〉, into an
initial rule

tk-t` → fi · · · fj | ek · · · e`

by assigning it a nonterminal “tk-t`” constructed by
combining the tag of the target phrase’s left-most
word with the tag of its right-most word.

The creation of complex rules based on all initial
rules obtained from the current sentence now pro-
ceeds just as in Chiang’s model.

Consider the target-tagged example sentence pair:

Ich habe ihn gesehen | I/PRP saw/VBD him/PRP

Then (depending on the extracted phrase pairs), the
resulting initial rules could be:

1: PRP-PRP→ Ich | I
2: PRP-PRP→ ihn | him
3: VBD-VBD→ gesehen | saw
4: VBD-PRP→ habe ihn gesehen | saw him
5: PRP-PRP→ Ich habe ihn gesehen | I saw him

Now, by abstracting-out initial rule 2 from initial
rule 4, we obtain the complex rule:

VBD-PRP→ habe PRP-PRP1 gesehen | saw PRP-PRP1

Intuitively, the labeling of initial rules with tags
marking the boundary of their target sides results in
complex rules whose nonterminal occurrences im-
pose weak syntactic constraints on the rules eligi-
ble for substitution in a PSCFG derivation: The left
and right boundary word tags of the inserted rule’s
target side have to match the respective boundary
word tags of the phrase pair that was replaced by
a nonterminal when the complex rule was created
from a training sentence pair. Since consecutive
words within a rule stem from consecutive words in
the training corpus and thus are already consistent,
the boundary word tags are more informative than
tags of words between the boundaries for the task
of combining different rules in a derivation, and are
therefore a more appropriate choice for the creation
of grammar labels than tags of inside words.

Accounting for phrase size A drawback of the
current approach is that a single-word rule such as

PRP-PRP→ Ich | I
2



can have the same left-hand-side nonterminal as a
long rule with identical left and right boundary tags,
such as (when using target-side tags):

PRP-PRP→ Ich habe ihn gesehen | I saw him

We therefore introduce a means of distinguishing
between one-word, two-word, and multiple-word
phrases as follows: Each one-word phrase with tag
T simply receives the label T , instead of T -T . Two-
word phrases with tag sequence T1T2 are labeled
T1-T2 as before. Phrases of length greater two with
tag sequence T1 · · ·Tn are labeled T1..Tn to denote
that tags were omitted from the phrase’s tag se-
quence. The resulting number of grammar nonter-
minals based on a tag vocabulary of size t is thus
given by 2t2 + t.

An alternative way of accounting for phrase size
is presented by Chiang et al. (2008), who intro-
duce structural distortion features into a hierarchi-
cal phrase-based model, aimed at modeling nonter-
minal reordering given source span length. Our
approach instead uses distinct grammar rules and
labels to discriminate phrase size, with the advan-
tage of enabling all translation models to estimate
distinct weights for distinct size classes and avoid-
ing the need of additional models in the log-linear
framework; however, the increase in the number of
labels and thus grammar rules decreases the relia-
bility of estimated models for rare events due to in-
creased data sparseness.

Extension to a bilingually tagged corpus While
the availability of syntactic annotations for both
source and target language is unlikely in most trans-
lation scenarios, some form of word tags, be it part-
of-speech tags or learned word clusters (cf. Sec-
tion 3) might be available on both sides. In this case,
our grammar extraction procedure can be easily ex-
tended to impose both source and target constraints
on the eligible substitutions simultaneously.

Let Nf be the nonterminal label that would be
assigned to a given initial rule when utilizing the
source-side tag sequence, and Ne the assigned la-
bel according to the target-side tag sequence. Then
our bilingual tag-based model assigns ‘Nf + Ne’
to the initial rule. The extraction of complex rules
proceeds as before. The number of nonterminals
in this model, based on a source tag vocabulary of
size s and a target tag vocabulary of size t, is thus
given by s2t2 for the regular labeling method and
(2s2 + s)(2t2 + t) when accounting for phrase size.

Consider again our example sentence pair (now
also annotated with source-side part-of-speech tags):

Ich/PRP habe/AUX ihn/PRP gesehen/VBN
I/PRP saw/VBD him/PRP

Given the same phrase extraction method as before,
the resulting initial rules for our bilingual model,
when also accounting for phrase size, are as follows:

1: PRP+PRP→ Ich | I
2: PRP+PRP→ ihn | him
3: VBN+VBD→ gesehen | saw
4: AUX..VBN+VBD-PRP → habe ihn
gesehen | saw him
5: PRP..VBN+PRP..PRP → Ich habe ihn
gesehen | I saw him

Abstracting-out rule 2 from rule 4, for instance,
leads to the complex rule:

AUX..VBN+VBD-PRP → habe PRP+PRP1

gesehen | saw PRP+PRP1

Unsupervised word class assignment by cluster-
ing As an alternative to POS tags, we experiment
with unsupervised word clustering methods based
on the exchange algorithm (Kneser and Ney, 1993).
Its objective function is maximizing the likelihood

n∏
i=1

P (wi|w1, . . . , wi−1)

of the training data w = w1, . . . , wn given a par-
tially class-based bigram model of the form

P (wi|w1, . . . , wi−1) ≈ p(c(wi)|wi−1) ·p(wi|c(wi))

where c : V → {1, . . . , N} maps a word (type, not
token) w to its class c(w), V is the vocabulary, and
N the fixed number of classes, which has to be cho-
sen a priori. We use the publicly available imple-
mentation MKCLS (Och, 1999) to train this model.
As training data we use the respective side of the
parallel training data for the translation system.

We also experiment with the extension of this
model by Clark (2003), who incorporated morpho-
logical information by imposing a Bayesian prior
on the class mapping c, based on N individual dis-
tributions over strings, one for each word class.
Each such distribution is a character-based hidden
Markov model, thus encouraging the grouping of
morphologically similar words into the same class.
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4 Clustering phrase pairs directly using
the K-means algorithm

Even though we have only made use of the first and
last words’ classes in the labeling methods described
so far, the number of resulting grammar nontermi-
nals quickly explodes. Using a scheme based on
source and target phrases with accounting for phrase
size, with 36 word classes (the size of the Penn En-
glish POS tag set) for both languages, yields a gram-
mar with (36+2∗362)2 = 6.9m nonterminal labels.

Quite plausibly, phrase labeling should be in-
formed by more than just the classes of the first and
last words of the phrase. Taking phrase context into
account, for example, can aid the learning of syn-
tactic properties: a phrase beginning with a deter-
miner and ending with a noun, with a verb as right
context, is more likely to be a noun phrase than the
same phrase with another noun as right context. In
the current scheme, there is no way of distinguish-
ing between these two cases. Similarly, it is con-
ceivable that using non-boundary words inside the
phrase might aid the labeling process.

When relying on unsupervised learning of the
word classes, we are forced to chose a fixed num-
ber of classes. A smaller number of word clusters
will result in smaller number of grammar nonter-
minals, and thus more reliable feature estimation,
while a larger number has the potential to discover
more subtle syntactic properties. Using multiple
word clusterings simultaneously, each based on a
different number of classes, could turn this global,
hard trade-off into a local, soft one, informed by the
number of phrase pair instances available for a given
granularity.

Lastly, our method of accounting for phrase size
is somewhat displeasing: While there is a hard par-
titioning of one-word and two-word phrases, no dis-
tinction is made between phrases of length greater
than two. Marking phrase sizes greater than two
explicitly by length, however, would create many
sparse, low-frequency rules, and one of the strengths
of PSCFG-based translation is the ability to sub-
stitute flexible-length spans into nonterminals of a
derivation. A partitioning where phrase size is in-
stead merely a feature informing the labeling pro-
cess seems more desirable.

We thus propose to represent each phrase pair in-
stance (including its bilingual one-word contexts) as
feature vectors, i.e., points of a vector space. We

then use these data points to partition the space into
clusters, and subsequently assign each phrase pair
instance the cluster of its corresponding feature vec-
tor as label.

The feature mapping Consider the phrase pair in-
stance

(f0)f1 · · · fm(fm+1) | (e0)e1 · · · en(en+1)

(where f0, fm+1, e0, en+1 are the left and right,
source and target side contexts, respectively). We
begin with the case of only a single, target-side
word class scheme (either a tagger or an unsuper-
vised word clustering/POS induction method). Let
C = {c1, . . . , cN} be its set of word classes. Fur-
ther, let c0 be a short-hand for the result of looking
up the class of a word that is out of bounds (e.g., the
left context of the first word of a sentence, or the sec-
ond word of a one-word phrase). We now map our
phrase pair instance to the real-valued vector (where
1[P ] is the indicator function defined as 1 if property
P is true, and 0 otherwise):〈

1[e1=c0], . . . ,1[e1=cN ],1[en=c0], . . . ,1[en=cN ],

αsec1[e2=c0], . . . , αsec1[e2=cN ],

αsec1[en−1=c0], . . . , αsec1[en−1=cN ],

αins
∑n

i=1 1[ei=c0]

n
, . . . ,

αins
∑n

i=1 1[ei=cN ]

n
,

αcntxt1[e0=c0], . . . , αcntxt1[e0=cN ],

αcntxt1[en+1=c0], . . . , αcntxt1[en+1=cN ],

αphrsize

√
N + 1 log10(n)

〉
The α parameters determine the influence of the dif-
ferent types of information. The elements in the first
line represent the phrase boundary word classes, the
next two lines the classes of the second and penul-
timate word, followed by a line representing the ac-
cumulated contents of the whole phrase, followed by
two lines pertaining to the context word classes. The
final element of the vector is proportional to the log-
arithm of the phrase length.1 We chose the logarithm
assuming that length deviation of syntactic phrasal
units is not constant, but proportional to the average
length. Thus, all other features being equal, the dis-
tance between a two-word and a four-word phrase is
1The

√
N + 1 factor serves to make the feature’s influence in-

dependent of the number of word classes by yielding the same
distance (under L2) as N + 1 identical copies of the feature.

4



the same as the distance between a four-word and an
eight-word phrase.

We will mainly use the Euclidean (L2) distance to
compare points for clustering purposes. Our feature
space is thus the Euclidean vector space R7N+8.

To additionally make use of source-side word
classes, we append elements analogous to the ones
above to the vector, all further multiplied by a pa-
rameter αsrc that allows trading off the relevance
of source-side and target-side information. In the
same fashion, we can incorporate multiple tagging
schemes (e.g., word clusterings of different gran-
ularities) into the same feature vector. As finer-
grained schemes have more elements in the fea-
ture vector than coarser-grained ones, and thus ex-
ert more influence, we set the α parameter for each
scheme to 1/N (where N is the number of word
classes of the scheme).

The K-means algorithm To create the clusters,
we chose the K-means algorithm (Steinhaus, 1956;
MacQueen, 1967) for both its computational effi-
ciency and ease of implementation and paralleliza-
tion. Given an initial mapping from the data points
to K clusters, the procedure alternates between (i)
computing the centroid of each cluster and (ii) re-
allocating each data point to the closest cluster cen-
troid, until convergence.

We implemented two commonly used initializa-
tion methods: Forgy and Random Partition. The
Forgy method randomly chooses K observations
from the data set and uses these as the initial means.
The Random Partition method first randomly as-
signs a cluster to each observation and then proceeds
straight to step (ii). Forgy tends to spread the ini-
tial means out, while Random Partition places all
of them close to the center of the data set. As the
resulting clusters looked similar, and Random Parti-
tion sometimes led to a high rate of empty clusters,
we settled for Forgy.

5 Experiments

We evaluate our approach by comparing translation
quality, as evaluated by the IBM-BLEU (Papineni
et al., 2002) metric on the NIST Chinese-to-English
translation task using MT04 as development set to
train the model parameters λ, and MT05, MT06 and
MT08 as test sets. Even though a key advantage
of our method is its applicability to resource-poor
languages, we used a language pair for which lin-

guistic resources are available in order to determine
how close translation performance can get to a fully
syntax-based system. Accordingly, we use Chiang’s
hierarchical phrase based translation model (Chiang,
2007) as a base line, and the syntax-augmented MT
model (Zollmann and Venugopal, 2006) as a ‘target
line’, a model that would not be applicable for lan-
guage pairs without linguistic resources.

We perform PSCFG rule extraction and decoding
using the open-source “SAMT” system (Venugopal
and Zollmann, 2009), using the provided implemen-
tations for the hierarchical and syntax-augmented
grammars. Apart from the language model, the lex-
ical, phrasal, and (for the syntax grammar) label-
conditioned features, and the rule, target word,
and glue operation counters, Venugopal and Zoll-
mann (2009) also provide both the hierarchical and
syntax-augmented grammars with a rareness penalty
1/ cnt(r), where cnt(r) is the occurrence count of
rule r in the training corpus, allowing the system to
learn penalization of low-frequency rules, as well as
three indicator features firing if the rule has one, two
unswapped, and two swapped nonterminal pairs, re-
spectively.2 Further, to mitigate badly estimated
PSCFG derivations based on low-frequency rules of
the much sparser syntax model, the syntax grammar
also contains the hierarchical grammar as a back-
bone (cf. Zollmann and Vogel (2010) for details and
empirical analysis).

We implemented our rule labeling approach
within the SAMT rule extraction pipeline, resulting
in comparable features across all systems. For all
systems, we use the bottom-up chart parsing decoder
implemented in the SAMT toolkit with a reorder-
ing limit of 15 source words, and correspondingly
extract rules from initial phrase pairs of maximum
source length 15. All rules have at most two non-
terminal symbols, which must be non-consecutive
on the source side, and rules must contain at least
one source-side terminal symbol. The beam set-
tings for the hierarchical system are 600 items per
‘X’ (generic rule) cell, and 600 per ‘S’ (glue) cell.3

Due to memory limitations, the multi-nonterminal
grammars have to be pruned more harshly: We al-
2Penalization or reward of purely-lexical rules can be indirectly
learned by trading off these features with the rule counter fea-
ture.

3For comparison, Chiang (2007) uses 30 and 15, respectively,
and further prunes items that deviate too much in score from
the best item. He extracts initial phrases of maximum length
10.
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low 100 ‘S’ items, and a total of 500 non-‘S’ items,
but maximally 40 items per nonterminal. For all sys-
tems, we further discard non-initial rules occurring
only once.4 For the multi-nonterminal systems, we
generally further discard all non-generic non-initial
rules occurring less than 6 times, but we additionally
give results for a ‘slow’ version of the Syntax target-
line system and our best word class based systems,
where only single-occurrences were removed.

For parameter tuning, we use the L0-regularized
minimum-error-rate training tool provided by the
SAMT toolkit. Each system is trained separately to
adapt the parameters to its specific properties (size
of nonterminal set, grammar complexity, features
sparseness, reliance on the language model, etc.).

The parallel training data comprises of 9.6M
sentence pairs (206M Chinese and 228M English
words). The source and target language parses for
the syntax-augmented grammar, as well as the POS
tags for our POS-based grammars were generated by
the Stanford parser (Klein and Manning, 2003).

The results are given in Table 1. Results for the
Syntax system are consistent with previous results
(Zollmann et al., 2008), indicating improvements
over the hierarchical system. Our approach, using
target POS tags (‘POS-tgt (no phr. s.)’), outper-
forms the hierarchical system on all three tests sets,
and gains further improvements when accounting
for phrase size (‘POS-tgt’). The latter approach is
roughly on par with the corresponding Syntax sys-
tem, slightly outperforming it on average, but not
consistently across all test sets. The same is true for
the ‘slow’ version (‘POS-tgt-slow’).

The model based on bilingually tagged training
instances (‘POS-src&tgt’) does not gain further im-
provements over the merely target-based one, but
actually performs worse. We assume this is due to
the huge number of nonterminals of ‘POS-src&tgt’
((2 ∗ 332 + 33)(2 ∗ 362 + 36) = 5.8M in princi-
ple) compared to ‘POS-tgt’ (2 ∗ 362 + 36 = 2628),
increasing the sparseness of the grammar and thus
leading to less reliable statistical estimates.

We also experimented with a source-tag based
model (‘POS-src’). In line with previous findings
for syntax-augmented grammars (Zollmann and Vo-
gel, 2010), the source-side-based grammar does not
reach the translation quality of its target-based coun-
terpart; however, the model still outperforms the hi-

4As shown in Zollmann et al. (2008), the impact of these rules
on translation quality is negligible.

erarchical system on all test sets. Further, decod-
ing is much faster than for ‘POS-ext-tgt’ and even
slightly faster than ‘Hierarchical’. This is due to
the fact that for the source-tag based approach, a
given chart cell in the CYK decoder, represented by
a start and end position in the source sentence, al-
most uniquely determines the nonterminal any hy-
pothesis in this cell can have: Disregarding part-
of-speech tag ambiguity and phrase size accounting,
that nonterminal will be the composition of the tags
of the start and end source words spanned by that
cell. At the same time, this demonstrates that there
is hence less of a role for the nonterminal labels to
resolve translational ambiguity in the source based
model than in the target based model.

Performance of the word-clustering based mod-
els To empirically validate the unsupervised clus-
tering approaches, we first need to decide how to de-
termine the number of word classes, N . A straight-
forward approach is to run experiments and report
test set results for many different N . While this
would allow us to reliably conclude the optimal
number N , a comparison of that best-performing
clustering method to the hierarchical, syntax, and
POS systems would be tainted by the fact that N
was effectively tuned on the test sets. We there-
fore chooseN merely based on development set per-
formance. Unfortunately, variance in development
set BLEU scores tends to be higher than test set
scores, despite of SAMT MERT’s inbuilt algorithms
to overcome local optima, such as random restarts
and zeroing-out. We have noticed that using an L0-
penalized BLEU score5 as MERT’s objective on the
merged n-best lists over all iterations is more stable
and will therefore use this score to determine N .

Figure 1 (left) shows the performance of the
distributional clustering model (‘Clust’) and its
morphology-sensitive extension (‘Clust-morph’) ac-
cording to this score for varying values of N =
1, . . . , 36 (the number Penn treebank POS tags, used
for the ‘POS’ models, is 36).6 For ‘Clust’, we see a
comfortably wide plateau of nearly-identical scores
from N = 7, . . . , 15. Scores for ‘Clust-morph’ are
lower throughout, and peak at N = 7.

Looking back at Table 1, we now compare the
clustering models chosen by the procedure above—
5Given by: BLEU−β × |{i ∈ {1, . . . ,K}|λi 6= 0}|, where
λ1, . . . , λK are the feature weights and the constant β (which
we set to 0.00001) is the regularization penalty.

6All these models account for phrase size.
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Dev (MT04) MT05 MT06 MT08 TestAvg Time
Hierarchical 38.63 36.51 33.26 25.77 31.85 14.3

Syntax 39.39 37.09 34.01 26.53 32.54 18.1
Syntax-slow 39.69 37.56 34.66 26.93 33.05 34.6

POS-tgt (no phr. s.) 39.31 37.29 33.79 26.13 32.40 27.7
POS-tgt 39.14 37.29 33.97 26.77 32.68 19.2
POS-src 38.74 36.75 33.85 26.76 32.45 12.2

POS-src&tgt 38.78 36.71 33.65 26.52 32.29 18.8
POS-tgt-slow 39.86 37.78 34.37 27.14 33.10 44.6

Clust-7-tgt 39.24 36.74 34.00 26.93 32.56 24.3
Clust-7-morph-tgt 39.08 36.57 33.81 26.40 32.26 23.6

Clust-7-src 38.68 36.17 33.23 26.55 31.98 11.1
Clust-7-src&tgt 38.71 36.49 33.65 26.33 32.16 15.8

Clust-7-tgt-slow 39.48 37.70 34.31 27.24 33.08 45.2
kmeans-POS-src&tgt 39.11 37.23 33.92 26.80 32.65 18.5

kmeans-POS-src&tgt-L1 39.33 36.92 33.81 26.59 32.44 17.6
kmeans-POS-src&tgt-cosine 39.15 37.07 33.98 26.68 32.58 17.7

kmeans-POS-src&tgt (αins = .5) 39.07 36.88 33.71 26.26 32.28 16.5
kmeans-Clust-7-src&tgt 39.19 36.96 34.26 26.97 32.73 19.3

kmeans-Clust-7..36-src&tgt 39.09 36.93 34.24 26.92 32.70 17.3
kmeans-POS-src&tgt-slow 39.28 37.16 34.38 27.11 32.88 36.3

kmeans-Clust-7..36-s&t-slow 39.18 37.12 34.13 27.35 32.87 34.3

Table 1: Translation quality in % case-insensitive IBM-BLEU (i.e., brevity penalty based on closest reference length)
for Chinese-English NIST-large translation tasks, comparing baseline Hierarchical and Syntax systems with POS and
clustering based approaches proposed in this work. ‘TestAvg’ shows the average score over the three test sets. ‘Time’
is the average decoding time per sentence in seconds on one CPU.

resulting in N = 7 for the morphology-unaware
model (‘Clust-7-tgt’) as well as the morphology-
aware model (‘Clust-7-morph-tgt’)—to the other
systems. ‘Clust-7-tgt’ improves over the hierarchi-
cal base line on all three test sets and is on par
with the corresponding Syntax and POS target lines.
The same holds for the ‘Clust-7-tgt-slow’ version.
We also experimented with a model variant based
on seven source and seven target language clusters
(‘Clust-7-src&tgt’) and a source-only labeled model
(‘Clust-7-src’)—both performing worse.

Surprisingly, the morphology-sensitive cluster-
ing model (‘Clust-7-morph-tgt’), while still improv-
ing over the hierarchical system, performs worse
than the morphology-unaware model. An in-
spection of the trained word clusters showed that
the model, while far superior to the morphology-
unaware model in e.g. mapping all numbers to
the same class, is overzealous in discovering mor-
phological regularities (such as the ‘-ed’ suffix) to
partition functionally only slightly dissimilar words
(such present-tense and past-tense verbs) into dif-
ferent classes. While these subtle distinctions make
for good partitionings when the number of clusters

is large, they appear to lead to inferior results for
our task that relies on coarse-grained partitionings
of the vocabulary. Note that there are no ‘src’ or
‘src&tgt’ systems for ‘Clust-morph’, as Chinese, be-
ing a monosyllabic writing system, does not lend it-
self to morphology-sensitive clustering.

K-means clustering based models To establish
suitable values for the α parameters and investigate
the impact of the number of clusters, we looked at
the development performance over various param-
eter combinations for a K-means model based on
source and/or target part-of-speech tags.7 As can
be seen from Figure 1 (right), our method reaches
its peak performance at around 50 clusters and then
levels off slightly. Encouragingly, in contrast to
the hard labeling procedure, K-means actually im-
proves when adding source-side information. The
optimal ratio of weighting source and target classes
is 0.5:1, corresponding to αsrc = .5. Incorporat-
ing context information also helps, and does best for
αcntxt = 0.25, i.e. when giving contexts 1/4 the in-
fluence of the phrase boundary words.

7We set αsec = .25, αins = 0, and αphrsize = .5 throughout.
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Figure 1: Left: Performance of the distributional clustering model ‘Clust’ and its morphology-sensitive extension
‘Clust-morph’ according to L0-penalized development set BLEU score for varying numbers N of word classes. For
each data point N , its corresponding n.o. nonterminals of the induced grammar is stated in parentheses.
Right: Dev. set performance of K-means for various n.o. labels and values of αsrc and αcntxt.

Entry ‘kmeans-POS-src&tgt’ in Table 1 shows
the test set results for the development-set best K-
means configuration (i.e., αsrc = .5, αcntxt = 0.25,
and using 500 clusters). While beating the hier-
archical baseline, it is only minimally better than
the much simpler target-based hard labeling method
‘POS-tgt’. We also tried K-means variants in which
the Euclidean distance metric is replaced by the
city block distance L1 and the cosine dissimilarity,
respectively, with slightly worse outcomes. Con-
figuration ‘kmeans-POS-src&tgt (αins = .5)’ in-
vestigates the incorporation of non-boundary word
tags inside the phrase. Unfortunately, these features
appear to deteriorate performance, presumably be-
cause given a fixed number of clusters, accounting
for contents inside the phrase comes at the cost of
neglect of boundary words, which are more relevant
to producing correctly reordered translations.

The two completely unsupervised systems
‘kmeans-Clust-7-src&tgt’ (based on 7-class
MKCLS distributional word clustering) and
‘kmeans-Clust-7..36-src&tgt’ (using six different
word clustering models simultaneously: all the
MKCLS models from Figure 1 (left) except for the
two-, three- and five-class models) have the best
results, outperforming the other K-means models as
well as ‘Syntax’ and ‘POS-tgt’ on average, but not
on all test sets.

Lastly, we give results for ‘slow’ K-means config-
urations (‘kmeans-POS-src&tgt-slow’ and ‘kmeans-
Clust-7..36-s&t-slow’). Unfortunately (or fortu-
nately, from a pragmatic viewpoint), the models are
outperformed by the much simpler ‘POS-tgt-slow’
and ‘Clust-7-tgt-slow’ models.

6 Related work

Hassan et al. (2007) improve the statistical phrase-
based MT model by injecting supertags, lexical in-
formation such as the POS tag of the word and its
subcategorization information, into the phrase table,
resulting in generalized phrases with placeholders in
them. The supertags are also injected into the lan-
guage model. Our approach also generates phrase
labels and placeholders based on word tags (albeit
in a different manner and without the use of subcat-
egorization information), but produces PSCFG rules
for use in a parsing-based decoding system.

Unsupervised synchronous grammar induction,
apart from the contribution of Chiang (2005) dis-
cussed earlier, has been proposed by Wu (1997) for
inversion transduction grammars, but as Chiang’s
model only uses a single generic nonterminal la-
bel. Blunsom et al. (2009) present a nonparamet-
ric PSCFG translation model that directly induces
a grammar from parallel sentences without the use
of or constraints from a word-alignment model, and
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Cohn and Blunsom (2009) achieve the same for
tree-to-string grammars, with encouraging results
on small data. Our more humble approach treats
the training sentences’ word alignments and phrase
pairs, obtained from external modules, as ground
truth and employs a straight-forward generalization
of Chiang’s popular rule extraction approach to la-
beled phrase pairs, resulting in a PSCFG with mul-
tiple nonterminal labels.

Our phrase pair clustering approach is similar in
spirit to the work of Lin and Wu (2009), who use K-
means to cluster (monolingual) phrases and use the
resulting clusters as features in discriminative clas-
sifiers for a named-entity-recognition and a query
classification task. Phrases are represented in terms
of their contexts, which can be more than one word
long; words within the phrase are not considered.
Further, each context contributes one dimension per
vocabulary word (not per word class as in our ap-
proach) to the feature space, allowing for the dis-
covery of subtle semantic similarities in the phrases,
but at much greater computational expense. Another
distinction is that Lin and Wu (2009) work with
phrase types instead of phrase instances, obtaining
a phrase type’s contexts by averaging the contexts
of all its phrase instances.

Nagata et al. (2006) present a reordering model
for machine translation, and make use of clustered
phrase pairs to cope with data sparseness in the
model. They achieve the clustering by reducing
phrases to their head words and then applying the
MKCLS tool to these pseudo-words.

Kuhn et al. (2010) cluster the phrase pairs of
an SMT phrase table based on their co-occurrence
counts and edit distances in order to arrive at seman-
tically similar phrases for the purpose of phrase table
smoothing. The clustering proceeds in a bottom-up
fashion, gradually merging similar phrases while al-
ternating back and forth between the two languages.

7 Conclusion and discussion

In this work we proposed methods of labeling phrase
pairs to create automatically learned PSCFG rules
for machine translation. Crucially, our methods only
rely on “shallow” lexical tags, either generated by
POS taggers or by automatic clustering of words into
classes. Evaluated on a Chinese-to-English transla-
tion task, our approach improves translation qual-
ity over a popular PSCFG baseline—the hierarchi-
cal model of Chiang (2005) —and performs on par

with the model of Zollmann and Venugopal (2006),
using heuristically generated labels from parse trees.
Using automatically obtained word clusters instead
of POS tags yields essentially the same results, thus
making our methods applicable to all languages
pairs with parallel corpora, whether syntactic re-
sources are available for them or not.

We also propose a more flexible way of obtaining
the phrase labels from word classes using K-means
clustering. While currently the simple hard-labeling
methods perform just as well, we hope that the ease
of incorporating new features into the K-means la-
beling method will spur interesting future research.

When considering the constraints and indepen-
dence relationships implied by each labeling ap-
proach, we can distinguish between approaches that
label rules differently within the context of the sen-
tence that they were extracted from, and those that
do not. The Syntax system from Zollmann and
Venugopal (2006) is at one end of this extreme. A
given target span might be labeled differently de-
pending on the syntactic analysis of the sentence
that it is a part of. On the other extreme, the clus-
tering based approach labels phrases based on the
contained words alone.8 The POS grammar repre-
sents an intermediate point on this spectrum, since
POS tags can change based on surrounding words in
the sentence; and the position of the K-means model
depends on the influence of the phrase contexts on
the clustering process. Context insensitive labeling
has the advantage that there are less alternative left-
hand-side labels for initial rules, producing gram-
mars with less rules, whose weights can be more
accurately estimated. This could explain the strong
performance of the word-clustering based labeling
approach.

All source code underlying this work is available
under the GNU Lesser General Public License as
part of the Hadoop-based ‘SAMT’ system at:
www.cs.cmu.edu/˜zollmann/samt
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Abstract

In this work, we tackle the task of ma-
chine translation (MT) without parallel train-
ing data. We frame the MT problem as a de-
cipherment task, treating the foreign text as
a cipher for English and present novel meth-
ods for training translation models from non-
parallel text.

1 Introduction

Bilingual corpora are a staple of statistical machine
translation (SMT) research. From these corpora,
we estimate translation model parameters: word-
to-word translation tables, fertilities, distortion pa-
rameters, phrase tables, syntactic transformations,
etc. Starting with the classic IBM work (Brown et
al., 1993), training has been viewed as a maximiza-
tion problem involving hidden word alignments (a)
that are assumed to underlie observed sentence pairs
(e, f ):

arg max
θ

∏
e,f

Pθ(f |e) (1)

= arg max
θ

∏
e,f

∑
a

Pθ(f, a|e) (2)

Brown et al. (1993) give various formulas that boil
Pθ(f, a|e) down to the specific parameters to be es-
timated.

Of course, for many language pairs and domains,
parallel data is not available. In this paper, we
address the problem of learning a full transla-
tion model from non-parallel data, and we use the

learned model to translate new foreign strings. As
successful work develops along this line, we expect
more domains and language pairs to be conquered
by SMT.

How can we learn a translation model from non-
parallel data? Intuitively, we try to construct trans-
lation model tables which, when applied to ob-
served foreign text, consistently yield sensible En-
glish. This is essentially the same approach taken by
cryptanalysts and epigraphers when they deal with
source texts.

In our case, we observe a large number of foreign
strings f , and we apply maximum likelihood train-
ing:

arg max
θ

∏
f

Pθ(f) (3)

Following Weaver (1955), we imagine that this cor-
pus of foreign strings “is really written in English,
but has been coded in some strange symbols,” thus:

arg max
θ

∏
f

∑
e

P (e) · Pθ(f |e) (4)

The variable e ranges over all possible English
strings, and P (e) is a language model built from
large amounts of English text that is unrelated to the
foreign strings. Re-writing for hidden alignments,
we get:

arg max
θ

∏
f

∑
e

P (e) ·
∑
a

Pθ(f, a|e) (5)

Note that this formula has the same free
Pθ(f, a|e) parameters as expression (2). We seek
to manipulate these parameters in order to learn the
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same full translation model. We note that for each
f , not only is the alignment a still hidden, but now
the English translation e is hidden as well.

A language model P (e) is typically used in SMT
decoding (Koehn, 2009), but here P (e) actually
plays a central role in training translation model pa-
rameters. To distinguish the two, we refer to (5) as
decipherment, rather than decoding.

We can now draw on previous decipherment
work for solving simpler substitution/transposition
ciphers (Bauer, 2006; Knight et al., 2006). We must
keep in mind, however, that foreign language is a
much more demanding code, involving highly non-
deterministic mappings and very large substitution
tables.

The contributions of this paper are therefore:

• We give first results for training a full transla-
tion model from non-parallel text, and we apply
the model to translate previously-unseen text.
This work is thus distinguished from prior work
on extracting or augmenting partial lexicons
using non-parallel corpora (Rapp, 1995; Fung
and McKeown, 1997; Koehn and Knight, 2000;
Haghighi et al., 2008). It also contrasts with
self-training (McClosky et al., 2006), which re-
quires a parallel seed and often does not engage
in iterative maximization.

• We develop novel methods to deal with large-
scale vocabularies inherent in MT problems.

2 Word Substitution Decipherment

Before we tackle machine translation without par-
allel data, we first solve a simpler problem—word
substitution decipherment. Here, we do not have to
worry about hidden alignments since there is only
one alignment. In a word substitution cipher, every
word in the natural language (plaintext) sequence is
substituted by a cipher token, according to a substi-
tution key. The key is deterministic—there exists a
1-to-1 mapping between cipher units and the plain-
text words they encode.

For example, the following English plaintext se-
quences:

I SAW THE BOY .
THE BOY RAN .

may be enciphered as:
xyzz fxyy crqq tmnz lxwz
crqq tmnz gdxx lxwz

according to the key:
THE → crqq, SAW → fxyy, RAN → gdxx,
. → lxwz, BOY → tmnz, I → xyzz

The goal of word substitution decipherment is to
guess the original plaintext from given cipher data
without any knowledge of the substitution key.

Word substitution decipherment is a good test-bed
for unsupervised statistical NLP techniques for two
reasons—(1) we face large vocabularies and corpora
sizes typically seen in large-scale MT problems, so
our methods need to scale well, (2) similar deci-
pherment techniques can be applied for solving NLP
problems such as unsupervised part-of-speech tag-
ging.

Probabilistic decipherment: Our decipherment
method follows a noisy-channel approach. We first
model the process by which the ciphertext sequence
c = c1...cn is generated. The generative story for
decipherment is described here:

1. Generate an English plaintext sequence e =
e1...en, with probability P (e).

2. Substitute each plaintext word ei with a cipher-
text token ci, with probability Pθ(ci|ei) in order
to generate the ciphertext sequence c = c1...cn.

We model P (e) using a statistical word n-gram
English language model (LM). During decipher-
ment, our goal is to estimate the channel model pa-
rameters θ. Re-writing Equations 3 and 4 for word
substitution decipherment, we get:

arg max
θ

∏
c

Pθ(c) (6)

= arg max
θ

∏
c

∑
e

P (e) ·
n∏
i=1

Pθ(ci|ei) (7)

Challenges: Unlike letter substitution ciphers
(having only 26 plaintext letters), here we have to
deal with large-scale vocabularies (10k-1M word
types) and corpora sizes (100k cipher tokens). This
poses some serious scalability challenges for word
substitution decipherment.
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We propose novel methods that can deal with
these challenges effectively and solve word substi-
tution ciphers:

1. EM solution: We would like to use the Expecta-
tion Maximization (EM) algorithm (Dempster
et al., 1977) to estimate θ from Equation 7, but
EM training is not feasible in our case. First,
EM cannot scale to such large vocabulary sizes
(running the forward-backward algorithm for
each iteration requires O(V 2) time). Secondly,
we need to instantiate the entire channel and re-
sulting derivation lattice before we can run EM,
and this is too big to be stored in memory. So,
we introduce a new training method (Iterative
EM) that fixes these problems.

2. Bayesian decipherment: We also propose a
novel decipherment approach using Bayesian
inference. Typically, Bayesian inference is very
slow when applied to such large-scale prob-
lems. Our method overcomes these challenges
and does fast, efficient inference using (a) a
novel strategy for selecting sampling choices,
and (b) a parallelized sampling scheme.

In the next two sections, we describe these meth-
ods in detail.

2.1 Iterative EM

We devise a method which overcomes memory and
running time efficiency issues faced by EM. Instead
of instantiating the entire channel model (with all its
parameters), we iteratively train the model in small
steps. The training procedure is described here:

1. Identify the top K frequent word types in both
the plaintext and ciphertext data. Replace all
other word tokens with Unknown. Now, instan-
tiate a small channel with just (K + 1)2 pa-
rameters and use the EM algorithm to train this
model to maximize likelihood of cipher data.

2. Extend the plaintext and ciphertext vocabular-
ies from the previous step by adding the next
K most frequent word types (so the new vo-
cabulary size becomes 2K + 1). Regenerate
the plaintext and ciphertext data.

3. Instantiate a new (2K+1)× (2K+1) channel
model. From the previous EM-trained channel,
identify all the e → c mappings that were as-
signed a probability P (c|e) > 0.5. Fix these
mappings in the new channel, i.e. set P (c|e) =
1.0. From the new channel, eliminate all other
parameters e → cj associated with the plain-
text word type e (where cj 6= c). This yields a
much smaller channel with size < (2K + 1)2.
Retrain the new channel using EM algorithm.

4. Goto Step 2 and repeat the procedure, extend-
ing the channel size iteratively in each stage.

Finally, we decode the given ciphertext c by using
the Viterbi algorithm to choose the plaintext decod-
ing e that maximizes P (e) · Pθtrained(c|e)3, stretch-
ing the channel probabilities (Knight et al., 2006).

2.2 Bayesian Decipherment

Bayesian inference methods have become popular
in natural language processing (Goldwater and Grif-
fiths, 2007; Finkel et al., 2005; Blunsom et al., 2009;
Chiang et al., 2010; Snyder et al., 2010). These
methods are attractive for their ability to manage un-
certainty about model parameters and allow one to
incorporate prior knowledge during inference.

Here, we propose a novel decipherment approach
using Bayesian learning. Our method holds sev-
eral other advantages over the EM approach—(1)
inference using smart sampling strategies permits
efficient training, allowing us to scale to large
data/vocabulary sizes, (2) incremental scoring of
derivations during sampling allows efficient infer-
ence even when we use higher-order n-gram LMs,
(3) there are no memory bottlenecks since the full
channel model and derivation lattice are never in-
stantiated during training, and (4) prior specification
allows us to learn skewed distributions that are useful
here—word substitution ciphers exhibit 1-to-1 cor-
respondence between plaintext and cipher types.

We use the same generative story as before for
decipherment, except that we use Chinese Restau-
rant Process (CRP) formulations for the source and
channel probabilities. We use an English word bi-
gram LM as the base distribution (P0) for the source
model and specify a uniform P0 distribution for the
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channel.1 We perform inference using point-wise
Gibbs sampling (Geman and Geman, 1984). We de-
fine a sampling operator that samples plaintext word
choices for every cipher token, one at a time. Using
the exchangeability property, we efficiently score
the probability of each derivation in an incremental
fashion. In addition, we make further improvements
to the sampling procedure which makes it faster.

Smart sample-choice selection: In the original
sampling step, for each cipher token we have to sam-
ple from a list of all possible plaintext choices (10k-
1M English words). There are 100k cipher tokens
in our data which means we have to perform ∼ 109

sampling operations to make one entire pass through
the data. We have to then repeat this process for
2000 iterations. Instead, we now reduce our choices
in each sampling step.

Say that our current plaintext hypothesis contains
English words X, Y and Z at positions i − 1, i and
i+1 respectively. In order to sample at position i, we
choose the topK English words Y ranked by P (X Y
Z), which can be computed offline from a statistical
word bigram LM. If this probability is 0 (i.e., X and
Z never co-occurred), we randomly pick K words
from the plaintext vocabulary. We set K = 100 in
our experiments. This significantly reduces the sam-
pling possibilities (10k-1M reduces to 100) at each
step and allows us to scale to large plaintext vocab-
ulary sizes without enumerating all possible choices
at every cipher position.2

Parallelized Gibbs sampling: Secondly, we paral-
lelize our sampling step using a Map-Reduce frame-
work. In the past, others have proposed parallelized
sampling schemes for topic modeling applications
(Newman et al., 2009). In our method, we split the
entire corpus into separate chunks and we run the
sampling procedure on each chunk in parallel. At

1For word substitution decipherment, we want to keep the
language model probabilities fixed during training, and hence
we set the prior on that model to be high (α = 104). We use a
sparse Dirichlet prior for the channel (β = 0.01). We use the
output from Iterative EM decoding (using 101 x 101 channel)
as initial sample and run the sampler for 2000 iterations. Dur-
ing sampling, we use a linear annealing schedule decreasing the
temperature from 1→ 0.08.

2Since we now sample from an approximate distribution, we
have to correct this with the Metropolis-Hastings algorithm. But
in practice we observe that samples from our proposal distribu-
tion are accepted with probability > 0.99, so we skip this step.

the end of each sampling iteration, we combine the
samples corresponding to each chunk and collect the
counts of all events—this forms our cache for the
next sampling iteration. In practice, we observe that
the parallelized sampling run converges quickly and
runs much faster than the conventional point-wise
sampling—for example, 3.1 hours (using 10 nodes)
versus 11 hours for one of the word substitution ex-
periments. We also notice a higher speedup when
scaling to larger vocabularies.3

Decoding the ciphertext: After the sampling run
has finished, we choose the final sample and ex-
tract a trained version of the channel model Pθ(c|e)
from this sample following the technique of Chi-
ang et al. (2010). We then use the Viterbi algo-
rithm to choose the English plaintext e that maxi-
mizes P (e) · Pθtrained(c|e)3.

2.3 Experiments and Results

Data: For the word substitution experiments, we use
two corpora:

• Temporal expression corpus containing short
English temporal expressions such as “THE
NEXT MONTH”, “THE LAST THREE
YEARS”, etc. The cipher data contains 5000
expressions (9619 tokens, 153 word types).
We also have access to a separate English
corpus (which is not parallel to the ciphertext)
containing 125k temporal expressions (242k
word tokens, 201 word types) for LM training.

• Transtac corpus containing full English sen-
tences. The data consists of 10k cipher sen-
tences (102k tokens, 3397 word types); and
a plaintext corpus of 402k English sentences
(2.7M word tokens, 25761 word types) for LM
training. We use all the cipher data for deci-
pherment training but evaluate on the first 1000
cipher sentences.

The cipher data was originally generated from En-
glish text by substituting each English word with a
unique cipher word. We use the plaintext corpus to

3Type sampling could be applied on top of our methods to
further optimize performance. But more complex problems like
MT do not follow the same principles (1-to-1 key mappings)
as seen in word substitution ciphers, which makes it difficult to
identify type dependencies.

15



Method Decipherment Accuracy (%)
Temporal expr. Transtac

9k 100k
0. EM with 2-gram LM 87.8 Intractable
1. Iterative EM

with 2-gram LM 87.8 70.5 71.8
2. Bayesian

with 2-gram LM 88.6 60.1 80.0
with 3-gram LM 82.5

Figure 1: Comparison of word substitution decipherment
results using (1) Iterative EM, and (2) Bayesian method.
For the Transtac corpus, decipherment performance is
also shown for different training data sizes (9k versus
100k cipher tokens).

build an English word n-gram LM, which is used in
the decipherment process.

Evaluation: We compute the accuracy of a particu-
lar decipherment as the percentage of cipher tokens
that were correctly deciphered from the whole cor-
pus. We run the two methods (Iterative EM4 and
Bayesian) and then compare them in terms of word
substitution decipherment accuracies.

Results: Figure 1 compares the word substitution
results from Iterative EM and Bayesian decipher-
ment. Both methods achieve high accuracies, de-
coding 70-90% of the two word substitution ciphers.
Overall, Bayesian decipherment (with sparse priors)
performs better than Iterative EM and achieves the
best results on this task. We also observe that both
methods benefit from better LMs and more (cipher)
training data. Figure 2 shows sample outputs from
Bayesian decipherment.

3 Machine Translation as a Decipherment
Task

We now turn to the problem of MT without par-
allel data. From a decipherment perspective, ma-
chine translation is a much more complex task than
word substitution decipherment and poses several
technical challenges: (1) scalability due to large
corpora sizes and huge translation tables, (2) non-
determinism in translation mappings (a word can
have multiple translations), (3) re-ordering of words

4For Iterative EM, we start with a channel of size 101x101
(K=100) and in every pass we iteratively increase the vocabu-
lary sizes by 50, repeating the training procedure until the chan-
nel size becomes 351x351.

C: 3894 9411 4357 8446 5433
O: a diploma that’s good .
D: a fence that’s good .
C: 8593 7932 3627 9166 3671
O: three families living here ?
D: three brothers living here ?
C: 6283 8827 7592 6959 5120 6137 9723 3671
O: okay and what did they tell you ?
D: okay and what did they tell you ?
C: 9723 3601 5834 5838 3805 4887 7961 9723 3174 4518

9067 4488 9551 7538 7239 9166 3671
O: you mean if we come to see you in the afternoon after

five you’ll be here ?
D: i mean if we come to see you in the afternoon after thirty

you’ll be here ?
...

Figure 2: Comparison of the original (O) English plain-
text with output from Bayesian word substitution deci-
pherment (D) for a few samples cipher (C) sentences
from the Transtac corpus.

or phrases, (4) a single word can translate into a
phrase, and (5) insertion/deletion of words.

Problem Formulation: We formulate the MT de-
cipherment problem as—given a foreign text f (i.e.,
foreign word sequences f1...fm) and a monolingual
English corpus, our goal is to decipher the foreign
text and produce an English translation.

Probabilistic decipherment: Unlike parallel train-
ing, here we have to estimate the translation model
Pθ(f |e) parameters using only monolingual data.
During decipherment training, our objective is to es-
timate the model parameters θ in order to maximize
the probability of the foreign corpus f . From Equa-
tion 4 we have:

arg max
θ

∏
f

∑
e

P (e) · Pθ(f |e)

For P (e), we use a word n-gram LM trained on
monolingual English data. We then estimate param-
eters of the translation model Pθ(f |e) during train-
ing. Next, we present two novel decipherment ap-
proaches for MT training without parallel data.

1. EM Decipherment: We propose a new transla-
tion model for MT decipherment which can be
efficiently trained using the EM algorithm.

2. Bayesian Decipherment: We introduce a novel
method for estimating IBM Model 3 parame-
ters without parallel data, using Bayesian learn-
ing. Unlike EM, this method does not face any

16



memory issues and we use sampling to perform
efficient inference during training.

3.1 EM Decipherment

For the translation model Pθ(f |e), we would like
to use a well-known statistical model such as IBM
Model 3 and subsequently train it using the EM
algorithm. But without parallel training data, EM
training for IBM Model 3 becomes intractable due
to (1) scalability and efficiency issues because of
large-sized fertility and distortion parameter tables,
and (2) the resulting derivation lattices become too
big to be stored in memory.

Instead, we propose a simpler generative story for
MT without parallel data. Our model accounts for
(word) substitutions, insertions, deletions and local
re-ordering during the translation process but does
not incorporate fertilities or global re-ordering. We
describe the generative process here:

1. Generate an English string e = e1...el, with
probability P (e).

2. Insert a NULL word at any position in the En-
glish string, with uniform probability.

3. For each English word token ei (including
NULLs), choose a foreign word translation fi,
with probability Pθ(fi|ei). The foreign word
may be NULL.

4. Swap any pair of adjacent foreign words
fi−1, fi, with probability Pθ(swap). We set
this value to 0.1.

5. Output the foreign string f = f1...fm, skipping
over NULLs.

We use the EM algorithm to estimate all the pa-
rameters θ in order to maximize likelihood of the
foreign corpus. Finally, we use the Viterbi algo-
rithm to decode the foreign sentence f and pro-
duce an English translation e that maximizes P (e) ·
Pθtrained(f |e).

Linguistic knowledge for decipherment: To help
limit translation model size and deal with data spar-
sity problem, we use prior linguistic knowledge. We
use identity mappings for numeric values (for ex-
ample, “8” maps to “8”), and we split nouns into

morpheme units prior to decipherment training (for
example, “YEARS”→ “YEAR” “+S”).

Whole-segment Language Models: When using
word n-gram models of English for decipherment,
we find that some of the foreign sentences are
decoded into sequences (such as “THANK YOU
TALKING ABOUT ?”) that are not good English.
This stems from the fact that n-gram LMs have no
global information about what constitutes a valid
English segment. To learn this information auto-
matically, we build a P (e) model that only recog-
nizes English whole-segments (entire sentences or
expressions) observed in the monolingual training
data. We then use this model (in place of word n-
gram LMs) for decipherment training and decoding.

3.2 Bayesian Method

Brown et al. (1993) provide an efficient algorithm
for training IBM Model 3 translation model when
parallel sentence pairs are available. But we wish
to perform IBM Model 3 training under non-parallel
conditions, which is intractable using EM training.
Instead, we take a Bayesian approach.

Following Equation 5, we represent the transla-
tion model as Pθ(f, a|e) in terms of hidden align-
ments a. Recall the generative story for IBM Model
3 translation which has the following formula:

Pθ(f, a|e) =
l∏

i=0

tθ(faj |ei) ·
l∏

i=1

nθ(φi|ei)

·
m∏

aj 6=0,j=1

dθ(aj |i, l,m) ·
l∏

i=0

φi!

· 1
φ0!
·
(
m− φ0

φ0

)
·pφ0

1θ
· pm−2φ0

0θ
(8)

The alignment a is represented as a vector; aj = i
implies that the foreign word fj is produced by the
English word ei during translation.

Bayesian Formulation: Our goal is to learn the
probability tables t (translation parameters) n (fer-
tility parameters), d (distortion parameters), and p
(English NULL word probabilities) without parallel
data. In order to apply Bayesian inference for de-
cipherment, we model each of these tables using a
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Chinese Restaurant Process (CRP) formulation. For
example, to model the translation probabilities, we
use the formula:

tθ(fj |ei) =
α · P0(fj |ei) + Chistory(ei, fj)

α+ Chistory(ei)
(9)

where, P0 represents the base distribution (which
is set to uniform) and Chistory represents the count
of events occurring in the history (cache). Similarly,
we use CRP formulations for the other probabilities
(n, d and p). We use sparse Dirichlet priors for all
these models (i.e., low values for α) and plug these
probabilities into Equation 8 to get Pθ(f, a|e).

Sampling IBM Model 3: We use point-wise Gibbs
sampling to estimate the IBM Model 3 parameters.
The sampler is seeded with an initial English sample
translation and a corresponding alignment for every
foreign sentence. We define several sampling oper-
ators, which are applied in sequence one after the
other to generate English samples for the entire for-
eign corpus. Some of the sampling operators are de-
scribed below:

• TranslateWord(j): Sample a new English word
translation for foreign word fj , from all possi-
bilities (including NULL).

• SwapSegment(i1, i2): Swap the alignment
links for English words ei1 and ei2 .

• JoinWords(i1, i2): Eliminate the English word
ei1 and transfer its links to the word ei2 .

During sampling, we apply each of these opera-
tors to generate a new derivation e, a for the foreign
text f and compute its score as P (e) · Pθ(f, a|e).
These small-change operators are similar to the
heuristic techniques used for greedy decoding by
German et al. (2001). But unlike the greedy method,
which can easily get stuck, our Bayesian approach
guarantees that once the sampler converges we will
be sampling from the true posterior distribution.

As with Bayesian decipherment for word sub-
stitution, we compute the probability of each new
derivation incrementally, which makes sampling ef-
ficient. We also apply blocked sampling on top
of point-wise sampling—we treat all occurrences
of a particular foreign sentence as a single block
and sample a single derivation for the entire block.

We also parallelize the sampling procedure (as de-
scribed in Section 2.2).5

Choosing the best translation: Once the sampling
run finishes, we select the final sample and extract
the corresponding English translations for every for-
eign sentence. This yields the final decipherment
output.

3.3 MT Experiments and Results
Data: We work with the Spanish/English language
pair and use the following corpora in our MT exper-
iments:

• Time corpus: We mined English newswire
text on the Web and collected 295k tempo-
ral expressions such as “LAST YEAR”, “THE
FOURTH QUARTER”, “IN JAN 1968”, etc.
We first process the data and normalize num-
bers and names of months/weekdays—for ex-
ample, “1968” is replaced with “NNNN”,
“JANUARY” with “[MONTH]”, and so on. We
then translate the English temporal phrases into
Spanish using an automatic translation soft-
ware (Google Translate) followed by manual
annotation to correct mistakes made by the
software. We create the following splits out of
the resulting parallel corpus:

TRAIN (English): 195k temporal expressions
(7588 unique), 382k word tokens, 163 types.

TEST (Spanish): 100k temporal expressions
(2343 unique), 204k word tokens, 269 types.

• OPUS movie subtitle corpus: This is a large
open source collection of parallel corpora avail-
able for multiple language pairs (Tiedemann,
2009). We downloaded the parallel Span-
ish/English subtitle corpus which consists of
aligned Spanish/English sentences from a col-
lection of movie subtitles. For our MT ex-
periments, we select only Spanish/English sen-
tences with frequency > 10 and create the fol-
lowing train/test splits:

5For Bayesian MT decipherment, we set a high prior value
on the language model (104) and use sparse priors for the IBM 3
model parameters t, n, d, p (0.01, 0.01, 0.01, 0.01). We use the
output from EM decipherment as the initial sample and run the
sampler for 2000 iterations, during which we apply annealing
with a linear schedule (2→ 0.08).
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Method Decipherment Accuracy
Time expressions OPUS subtitles

1a. Parallel training (MOSES)
with 2-gram LM 5.6 (85.6) 26.8 (63.6)
with 5-gram LM 4.7 (88.0)

1b. Parallel training (IBM 3 without distortion)
with 2-gram LM 10.1 (78.9) 29.9 (59.6)

with whole-segment LM 9.0 (79.2)
2a. Decipherment (EM)

with 2-gram LM 37.6 (44.6) 67.2 (15.3)
with whole-segment LM 28.7 (48.7) 65.1 (19.3)

2b. Decipherment (Bayesian IBM 3)
with 2-gram LM 34.0 (30.2) 66.6 (15.1)

Figure 3: Comparison of Spanish/English MT performance on the Time and OPUS test corpora achieved by various
MT systems trained under (1) parallel—(a) MOSES, (b) IBM 3 without distortion, and (2) decipherment settings—
(a) EM, (b) Bayesian. The scores reported here are normalized edit distance values with BLEU scores shown in
parentheses.

TRAIN (English): 19770 sentences (1128
unique), 62k word tokens, 411 word types.

TEST (Spanish): 13181 sentences (1127
unique), 39k word tokens, 562 word types.

Both Spanish/English sides of TRAIN are used for
parallel MT training, whereas decipherment uses
only monolingual English data for training LMs.

MT Systems: We build and compare different MT
systems under two training scenarios:

1. Parallel training using: (a) MOSES, a phrase
translation system (Koehn et al., 2007) widely
used in MT literature, and (b) a simpler version
of IBM Model 3 (without distortion param-
eters) which can be trained tractably using the
strategy of Knight and Al-Onaizan (1998).

2. Decipherment without parallel data using:
(a) EM method (from Section 3.1), and (b)
Bayesian method (from Section 3.2).

Evaluation: All the MT systems are run on the
Spanish test data and the quality of the result-
ing English translations are evaluated using two
different measures—(1) Normalized edit distance
score (Navarro, 2001),6 and (2) BLEU (Papineni et

6When computing edit distance, we account for substitu-
tions, insertions, deletions as well as local-swap edit operations
required to convert a given English string into the (gold) refer-
ence translation.

al., 2002), a standard MT evaluation measure.

Results: Figure 3 compares the results of vari-
ous MT systems (using parallel versus decipherment
training) on the two test corpora in terms of edit dis-
tance scores (a lower score indicates closer match to
the gold translation). The figure also shows the cor-
responding BLEU scores in parentheses for compar-
ison (higher scores indicate better MT output).

We observe that even without parallel training
data, our decipherment strategies achieve MT accu-
racies comparable to parallel-trained systems. On
the Time corpus, the best decipherment (Method
2a in the figure) achieves an edit distance score of
28.7 (versus 4.7 for MOSES). Better LMs yield bet-
ter MT results for both parallel and decipherment
training—for example, using a segment-based En-
glish LM instead of a 2-gram LM yields a 24% re-
duction in edit distance and a 9% improvement in
BLEU score for EM decipherment.

We also investigate how the performance of dif-
ferent MT systems vary with the size of the training
data. Figure 4 plots the BLEU scores versus training
sizes for different MT systems on the Time corpus.
Clearly, using more training data yields better per-
formance for all systems. However, higher improve-
ments are observed when using parallel data in com-
parison to decipherment training which only uses
monolingual data. We also notice that the scores do
not improve much when going beyond 10,000 train-
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Figure 4: Comparison of training data size versus MT ac-
curacy in terms of BLEU score under different training
conditions: (1) Parallel training—(a) MOSES, (b) IBM
Model 3 without distortion, and (2) Decipherment with-
out parallel data using EM method (from Section 3.1).

ing instances for this domain.
It is interesting to quantify the value of parallel

versus non-parallel data for any given MT task. In
other words, “how much non-parallel data is worth
how much parallel data in order to achieve the same
MT accuracy?” Figure 4 provides a reasonable an-
swer to this question for the Spanish/English MT
task described here. We see that deciphering with
10k monolingual Spanish sentences yields the same
performance as training with around 200-500 paral-
lel English/Spanish sentence pairs. This is the first
attempt at such a quantitative comparison for MT
and our results are encouraging. We envision that
further developments in unsupervised methods will
help reduce this gap further.

4 Conclusion

Our work is the first attempt at doing MT with-
out parallel data. We discussed several novel deci-
pherment approaches for achieving this goal. Along
the way, we developed efficient training methods
that can deal with large-scale vocabularies and data
sizes. For future work, it will be interesting to see if
we can exploit both parallel and non-parallel data to
improve on both.
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Abstract

In the present paper, we propose the ef-
fective usage of function words to generate
generalized translation rules for forest-based
translation. Given aligned forest-string pairs,
we extract composed tree-to-string translation
rules that account for multiple interpretations
of both aligned and unaligned target func-
tion words. In order to constrain the ex-
haustive attachments of function words, we
limit to bind them to the nearby syntactic
chunks yielded by a target dependency parser.
Therefore, the proposed approach can not
only capture source-tree-to-target-chunk cor-
respondences but can also use forest structures
that compactly encode an exponential num-
ber of parse trees to properly generate target
function words during decoding. Extensive
experiments involving large-scale English-to-
Japanese translation revealed a significant im-
provement of 1.8 points in BLEU score, as
compared with a strong forest-to-string base-
line system.

1 Introduction

Rule generalization remains a key challenge for
current syntax-based statistical machine translation
(SMT) systems. On the one hand, there is a ten-
dency to integrate richer syntactic information into
a translation rule in order to better express the trans-
lation phenomena. Thus, flat phrases (Koehn et al.,
2003), hierarchical phrases (Chiang, 2005), and syn-
tactic tree fragments (Galley et al., 2006; Mi and
Huang, 2008; Wu et al., 2010) are gradually used in
SMT. On the other hand, the use of syntactic phrases
continues due to the requirement for phrase cover-
age in most syntax-based systems. For example,

Mi et al. (2008) achieved a 3.1-point improvement
in BLEU score (Papineni et al., 2002) by including
bilingual syntactic phrases in their forest-based sys-
tem. Compared with flat phrases, syntactic rules are
good at capturing global reordering, which has been
reported to be essential for translating between lan-
guages with substantial structural differences, such
as English and Japanese, which is a subject-object-
verb language (Xu et al., 2009).

Forest-based translation frameworks, which make
use of packed parse forests on the source and/or tar-
get language side(s), are an increasingly promising
approach to syntax-based SMT, being both algorith-
mically appealing (Mi et al., 2008) and empirically
successful (Mi and Huang, 2008; Liu et al., 2009).
However, forest-based translation systems, and, in
general, most linguistically syntax-based SMT sys-
tems (Galley et al., 2004; Galley et al., 2006; Liu
et al., 2006; Zhang et al., 2007; Mi et al., 2008;
Liu et al., 2009; Chiang, 2010), are built upon word
aligned parallel sentences and thus share a critical
dependence on word alignments. For example, even
a single spurious word alignment can invalidate a
large number of otherwise extractable rules, and un-
aligned words can result in an exponentially large
set of extractable rules for the interpretation of these
unaligned words (Galley et al., 2006).

What makes word alignment so fragile? In or-
der to investigate this problem, we manually ana-
lyzed the alignments of the first 100 parallel sen-
tences in our English-Japanese training data (to be
shown in Table 2). The alignments were generated
by running GIZA++ (Och and Ney, 2003) and the
grow-diag-final-and symmetrizing strategy (Koehn
et al., 2007) on the training set. Of the 1,324 word
alignment pairs, there were 309 error pairs, among
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which there were 237 target function words, which
account for 76.7% of the error pairs1. This indicates
that the alignments of the function words are more
easily to be mistaken than content words. More-
over, we found that most Japanese function words
tend to align to a few English words such as ‘of’
and ‘the’, which may appear anywhere in an English
sentence. Following these problematic alignments,
we are forced to make use of relatively large English
tree fragments to construct translation rules that tend
to be ill-formed and less generalized.

This is the motivation of the present approach of
re-aligning the target function words to source tree
fragments, so that the influence of incorrect align-
ments is reduced and the function words can be gen-
erated by tree fragments on the fly. However, the
current dominant research only uses 1-best trees for
syntactic realignment (Galley et al., 2006; May and
Knight, 2007; Wang et al., 2010), which adversely
affects the rule set quality due to parsing errors.
Therefore, we realign target function words to a
packed forest that compactly encodes exponentially
many parses. Given aligned forest-string pairs, we
extract composed tree-to-string translation rules that
account for multiple interpretations of both aligned
and unaligned target function words. In order to con-
strain the exhaustive attachments of function words,
we further limit the function words to bind to their
surrounding chunks yielded by a dependency parser.
Using the composed rules of the present study in
a baseline forest-to-string translation system results
in a 1.8-point improvement in the BLEU score for
large-scale English-to-Japanese translation.

2 Backgrounds

2.1 Japanese function words

In the present paper, we limit our discussion
on Japanese particles and auxiliary verbs (Martin,
1975). Particles are suffixes or tokens in Japanese
grammar that immediately follow modified con-
tent words or sentences. There are eight types of
Japanese function words, which are classified de-
pending on what function they serve: case markers,
parallel markers, sentence ending particles, interjec-

1These numbers are language/corpus-dependent and are not
necessarily to be taken as a general reflection of the overall qual-
ity of the word alignments for arbitrary language pairs.

tory particles, adverbial particles, binding particles,
conjunctive particles, and phrasal particles.

Japanese grammar also uses auxiliary verbs to
give further semantic or syntactic information about
the preceding main or full verb. Alike English, the
extra meaning provided by a Japanese auxiliary verb
alters the basic meaning of the main verb so that the
main verb has one or more of the following func-
tions: passive voice, progressive aspect, perfect as-
pect, modality, dummy, or emphasis.

2.2 HPSG forests

Following our precious work (Wu et al., 2010), we
use head-drive phrase structure grammar (HPSG)
forests generated by Enju2 (Miyao and Tsujii, 2008),
which is a state-of-the-art HPSG parser for English.
HPSG (Pollard and Sag, 1994; Sag et al., 2003) is a
lexicalist grammar framework. In HPSG, linguistic
entities such as words and phrases are represented
by a data structure called a sign. A sign gives a
factored representation of the syntactic features of
a word/phrase, as well as a representation of their
semantic content. Phrases and words represented by
signs are collected into larger phrases by the appli-
cations of schemata. The semantic representation of
the new phrase is calculated at the same time. As
such, an HPSG parse forest can be considered to
be a forest of signs. Making use of these signs in-
stead of part-of-speech (POS)/phrasal tags in PCFG
results in a fine-grained rule set integrated with deep
syntactic information.

For example, an aligned HPSG forest3-string pair
is shown in Figure 1. For simplicity, we only draw
the identifiers for the signs of the nodes in the HPSG
forest. Note that the identifiers that start with ‘c’ de-
note non-terminal nodes (e.g., c0, c1), and the iden-
tifiers that start with ‘t’ denote terminal nodes (e.g.,
t3, t1). In a complete HPSG forest given in (Wu et
al., 2010), the terminal signs include features such
as the POS tag, the tense, the auxiliary, the voice of
a verb, etc.. The non-terminal signs include features
such as the phrasal category, the name of the schema

2http://www-tsujii.is.s.u-tokyo.ac.jp/enju/index.html
3The forest includes three parse trees rooted at c0, c1, and

c2. In the 1-best tree, ‘by’ modifies the passive verb ‘verified’.
Yet in the 2- and 3-best tree, ‘by’ modifies ‘this result was ver-
ified’. Furthermore, ‘verified’ is an adjective in the 2-best tree
and a passive verb in the 3-best tree.
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Figure 1: Illustration of an aligned HPSG forest-string pair for English-to-Japanese translation. The chunk-level
dependency tree for the Japanese sentence is shown as well.

applied in the node, etc..

3 Composed Rule Extraction

In this section, we first describe an algorithm that
attaches function words to a packed forest guided
by target chunk information. That is, given a triple
⟨FS , T, A⟩, namely an aligned (A) source forest
(FS) to target sentence (T ) pair, we 1) tailor the
alignment A by removing the alignments for tar-
get function words, 2) seek attachable nodes in the
source forest FS for each function word, and 3) con-
struct a derivation forest by topologically travers-

ing FS . Then, we identify minimal and composed
rules from the derivation forest and estimate the
probabilities of rules and scores of derivations us-
ing the expectation-maximization (EM) (Dempster
et al., 1977) algorithm.

3.1 Definitions
In the proposed algorithm, we make use of the fol-
lowing definitions, which are similar to those de-
scribed in (Galley et al., 2004; Mi and Huang, 2008):

• s(·): the span of a (source) node v or a (target)
chunk C, which is an index set of the words that
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v or C covers;

• t(v): the corresponding span of v, which is an
index set of aligned words on another side;

• c(v): the complement span of v, which is the
union of corresponding spans of nodes v′ that
share an identical parse tree with v but are nei-
ther antecedents nor descendants of v;

• PA: the frontier set of FS , which contains
nodes that are consistent with an alignment A
(gray nodes in Figure 1), i.e., t(v) ̸= ∅ and
closure(t(v)) ∩ c(v) = ∅.

The function closure covers the gap(s) that may
appear in the interval parameter. For example,
closure(t(c3)) = closure({0-1, 4-7}) = {0-7}.
Examples of the applications of these functions can
be found in Table 1. Following (Galley et al.,
2006), we distinguish between minimal and com-
posed rules. The composed rules are generated by
combining a sequence of minimal rules.

3.2 Free attachment of target function words

3.2.1 Motivation
We explain the motivation for the present research

using an example that was extracted from our train-
ing data, as shown in Figure 1. In the alignment of
this example, three lines (in dot lines) are used to
align was and the with ga (subject particle), and was
with ta (past tense auxiliary verb). Under this align-
ment, we are forced to extract rules with relatively
large tree fragments. For example, by applying the
GHKM algorithm (Galley et al., 2004), a rule rooted
at c0 will take c7, t4, c4, c19, t2, and c15 as the
leaves. The final tree fragment, with a height of 7,
contains 13 nodes. In order to ensure that this rule
is used during decoding, we must generate subtrees
with a height of 7 for c0. Suppose that the input for-
est is binarized and that |E| is the average number
of hyperedges of each node, then we must generate
O(|E|26−1) subtrees4 for c0 in the worst case. Thus,

4For one (binarized) hyperedge e of a node, suppose there
are x subtrees in the left tail node and y subtrees in the right tail
node. Then the number of subtrees guided by e is (x + 1) ×
(y +1). Thus, the recursive formula is Nh = |E|(Nh−1 +1)2,
where h is the height of the hypergraph and Nh is the number
of subtrees. When h = 1, we let Nh = 0.

the existence of these rules prevents the generaliza-
tion ability of the final rule set that is extracted.

In order to address this problem, we tailor the
alignment by ignoring these three alignment pairs in
dot lines. For example, by ignoring the ambiguous
alignments on the Japanese function words, we en-
large the frontier set to include from 12 to 19 of the
24 non-terminal nodes. Consequently, the number
of extractable minimal rules increases from 12 (with
three reordering rules rooted at c0, c1, and c2) to
19 (with five reordering rules rooted at c0, c1, c2,
c5, and c17). With more nodes included in the fron-
tier set, we can extract more minimal and composed
monotonic/reordering rules and avoid extracting the
less generalized rules with extremely large tree frag-
ments.

3.2.2 Why chunking?
In the proposed algorithm, we use a target chunk

set to constrain the attachment explosion problem
because we use a packed parse forest instead of a 1-
best tree, as in the case of (Galley et al., 2006). Mul-
tiple interpretations of unaligned function words for
an aligned tree-string pair result in a derivation for-
est. Now, we have a packed parse forest in which
each tree corresponds to a derivation forest. Thus,
pruning free attachments of function words is prac-
tically important in order to extract composed rules
from this “(derivation) forest of (parse) forest”.

In the English-to-Japanese translation test case of
the present study, the target chunk set is yielded
by a state-of-the-art Japanese dependency parser,
Cabocha v0.535 (Kudo and Matsumoto, 2002). The
output of Cabocha is a list of chunks. A chunk con-
tains roughly one content word (usually the head)
and affixed function words, such as case markers
(e.g., ga) and verbal morphemes (e.g., sa re ta,
which indicate past tense and passive voice). For
example, the Japanese sentence in Figure 1 is sepa-
rated into four chunks, and the dependencies among
these chunks are identified by arrows. These arrows
point out the head chunk that the current chunk mod-
ifies. Moreover, we also hope to gain a fine-grained
alignment among these syntactic chunks and source
tree fragments. Thereby, during decoding, we are
binding the generation of function words with the
generation of target chunks.

5http://chasen.org/∼taku/software/cabocha/
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Algorithm 1 Aligning function words to the forest
Input: HPSG forest FS , target sentence T , word alignment

A = {(i, j)}, target function word set {fw} appeared in
T , and target chunk set {C}

Output: a derivation forest DF

1: A′ ← A \ {(i, s(fw))} ◃ fw ∈ {fw}
2: for each node v ∈ PA′ in topological order do
3: Tv ← ∅ ◃ store the corresponding spans of v
4: for each function word fw ∈ {fw} do
5: if fw ∈ C and t(v)∩(C) ̸= ∅ and fw are not attached

to descendants of v then
6: append t(v) ∪ {s(fw)} to Tv

7: end if
8: end for
9: for each corresponding span t(v) ∈ Tv do

10: R ← IDENTIFYMINRULES(v, t(v), T ) ◃ range
over the hyperedges of v, and discount the factional
count of each rule r ∈ R by 1/|Tv|

11: create a node n in DF for each rule r ∈ R
12: create a shared parent node ⊕ when |R| > 1
13: end for
14: end for

3.2.3 The algorithm

Algorithm 1 outlines the proposed approach to
constructing a derivation forest to include multiple
interpretations of target function words. The deriva-
tion forest is a hypergraph as previously used in
(Galley et al., 2006), to maintain the constraint that
one unaligned target word be attached to some node
v exactly once in one derivation tree. Starting from
a triple ⟨FS , T, A⟩, we first tailor the alignment A
to A′ by removing the alignments for target function
words. Then, we traverse the nodes v ∈ PA′ in topo-
logical order. During the traversal, a function word
fw will be attached to v if 1) t(v) overlaps with the
span of the chunk to which fw belongs, and 2) fw

has not been attached to the descendants of v.
We identify translation rules that take v as the root

of their tree fragments. Each tree fragment is a fron-
tier tree that takes a node in the frontier set PA′

of FS as the root node and non-lexicalized frontier
nodes or lexicalized non-frontier nodes as the leaves.
Also, a minimal frontier tree used in a minimal rule
is limited to be a frontier tree such that all nodes
other than the root and leaves are non-frontier nodes.
We use Algorithm 1 described in (Mi and Huang,
2008) to collect minimal frontier trees rooted at v in
FS . That is, we range over each hyperedges headed
at v and continue to expand downward until the cur-

A → (A′)
node s(·) t(·) c(·) consistent
c0 0-6 0-8(0-3,5-7) ∅ 1
c1 0-6 0-8(0-3,5-7) ∅ 1
c2 0-6 0-8(0-3,5-7) ∅ 1
c3 3-6 0-1,4-7(0-1, 5-7) 2,8 0
c4 3 5-7 0,8(0-3) 1
c5* 4-6 0,4(0-1) 2-8(2-3,5-7) 0(1)
c6* 0-3 2-8(2-3,5-7) 0,4(0-1) 0(1)
c7 0-1 2-3 0-1,4-8(0-1,5-7) 1
c8* 2-3 4-8(5-7) 0-4(0-3) 0(1)
c9 0 2 0-1,3-8(0-1,3,5-7) 1
c10 1 3 0-2,4-8(0-2,5-7) 1
c11 2-6 0-1,4-8(0-1,5-7) 2-3 0
c12 3 5-7 0,8(0-3) 1
c13* 5-6 0,4(0) 1-8(1-3,5-7) 0(1)
c14 5 4(∅) 0-8(0-3,5-7) 0
c15 6 0 1-8(1-3,5-7) 1
c16 2 4,8(∅) 0-7(0-3,5-7) 0
c17* 4-6 0,4(0-1) 2-8(2-3,5-7) 0(1)
c18 4 1 0,2-8(0,2-3,5-7) 1
c19 4 1 0,2-8(0,2-3,5-7) 1
c20* 0-3 2-8(2-3,5-7) 0,4(0-1) 0(1)
c21 3 5-7 0,8(0-3) 1
c22 2 4,8(∅) 0-7(0-3,5-7) 0
c23* 2-3 4-8(5-7) 0-4(0-3) 0(1)

Table 1: Change of node attributes after alignment modi-
fication from A to A′ of the example in Figure 1. Nodes
with * superscripts are consistent with A′ but not consis-
tent with A.

rent set of hyperedges forms a minimal frontier tree.
In the derivation forest, we use ⊕ nodes to man-

age minimal/composed rules that share the same
node and the same corresponding span. Figure 2
shows some minimal rule and ⊕ nodes derived from
the example in Figure 1.

Even though we bind function words to their
nearby chunks, these function words may still be at-
tached to relative large tree fragments, so that richer
syntactic information can be used to predict the
function words. For example, in Figure 2, the tree
fragments rooted at node c0−8

0 can predict ga and/or
ta. The syntactic foundation behind is that, whether
to use ga as a subject particle or to use wo as an ob-
ject particle depends on both the left-hand-side noun
phrase (kekka) and the right-hand-side verb (kensyou
sa re ta). This type of node v′ (such as c0−8

0 ) should
satisfy the following two heuristic conditions:

• v′ is included in the frontier set PA′ of FS , and

• t(v′) covers the function word, or v′ is the root
node of FS if the function word is the beginning
or ending word in the target sentence T .

Starting from this derivation forest with minimal
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Figure 2: Illustration of a (partial) derivation forest. Gray nodes include some unaligned target function word(s).
Nodes annotated by “*” include ga, and nodes annotated by “+” include ta.

rules as nodes, we can further combine two or more
minimal rules to form composed rules nodes and can
append these nodes to the derivation forest.

3.3 Estimating rule probabilities

We use the EM algorithm to jointly estimate 1)
the translation probabilities and fractional counts of
rules and 2) the scores of derivations in the deriva-
tion forests. As reported in (May and Knight, 2007),
EM, as has been used in (Galley et al., 2006) to es-
timate rule probabilities in derivation forests, is an
iterative procedure and prefers shorter derivations
containing large rules over longer derivations con-
taining small rules. In order to overcome this bias
problem, we discount the fractional count of a rule
by the product of the probabilities of parse hyper-
edges that are included in the tree fragment of the
rule.

4 Experiments

4.1 Setup

We implemented the forest-to-string decoder de-
scribed in (Mi et al., 2008) that makes use of forest-
based translation rules (Mi and Huang, 2008) as
the baseline system for translating English HPSG
forests into Japanese sentences. We analyzed the
performance of the proposed translation rule sets by

Train Dev. Test
# sentence pairs 994K 2K 2K
# En 1-best trees 987,401 1,982 1,984
# En forests 984,731 1,979 1,983
# En words 24.7M 50.3K 49.9K
# Jp words 28.2M 57.4K 57.1K
# Jp function words 8.0M 16.1K 16.1K

Table 2: Statistics of the JST corpus. Here, En = English
and Jp = Japanese.

using the same decoder.
The JST Japanese-English paper abstract corpus6

(Utiyama and Isahara, 2007), which consists of one
million parallel sentences, was used for training,
tuning, and testing. Table 2 shows the statistics of
this corpus. Note that Japanese function words oc-
cupy more than a quarter of the Japanese words.
Making use of Enju 2.3.1, we generated 987,401
1-best trees and 984,731 parse forests for the En-
glish sentences in the training set, with successful
parse rates of 99.3% and 99.1%, respectively. Us-
ing the pruning criteria expressed in (Mi and Huang,
2008), we continue to prune a parse forest by set-
ting pe to be 8, 5, and 2, until there are no more than
e10 = 22, 026 trees in a forest. After pruning, there
are an average of 82.3 trees in a parse forest.

6http://www.jst.go.jp
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C3-T M&H-F Min-F C3-F
free fw Y N Y Y
alignment A′ A A′ A′

English side tree forest forest forest
# rule 86.30 96.52 144.91 228.59
# reorder rule 58.50 91.36 92.98 162.71
# tree types 21.62 93.55 72.98 120.08
# nodes/tree 14.2 42.1 26.3 18.6
extract time 30.2 52.2 58.6 130.7
EM time 9.4 - 11.2 29.0
# rules in dev. 0.77 1.22 1.37 2.18
# rules in test 0.77 1.23 1.37 2.15
DT(sec./sent.) 2.8 15.7 22.4 35.4
BLEU (%) 26.15 27.07 27.93 28.89

Table 3: Statistics and translation results for four types of
tree-to-string rules. With the exception of ‘# nodes/tree’,
the numbers in the table are in millions and the time is in
hours. Here, fw denotes function word, and DT denotes
the decoding time, and the BLEU scores were computed
on the test set.

We performed GIZA++ (Och and Ney, 2003)
and the grow-diag-final-and symmetrizing strategy
(Koehn et al., 2007) on the training set to obtain
alignments. The SRI Language Modeling Toolkit
(Stolcke, 2002) was employed to train a five-gram
Japanese LM on the training set. We evaluated the
translation quality using the BLEU-4 metric (Pap-
ineni et al., 2002).

Joshua v1.3 (Li et al., 2009), which is a
freely available decoder for hierarchical phrase-
based SMT (Chiang, 2005), is used as an external
baseline system for comparison. We extracted 4.5M
translation rules from the training set for the 4K En-
glish sentences in the development and test sets. We
used the default configuration of Joshua, with the ex-
ception of the maximum number of items/rules, and
the value of k (of the k-best outputs) is set to be 200.

4.2 Results

Table 3 lists the statistics of the following translation
rule sets:

• C3-T: a composed rule set extracted from the
derivation forests of 1-best HPSG trees that
were constructed using the approach described
in (Galley et al., 2006). The maximum number
of internal nodes is set to be three when gen-
erating a composed rule. We free attach target
function words to derivation forests;
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Figure 3: Distributions of the number of tree nodes in the
translation rule sets. Note that the curves of Min-F and
C3-F are duplicated when the number of tree nodes being
larger than 9.

• M&H-F: a minimal rule set extracted from
HPSG forests using the extracting algorithm of
(Mi and Huang, 2008). Here, we make use of
the original alignments. We use the two heuris-
tic conditions described in Section 3.2.3 to at-
tach unaligned words to some node(s) in the
forest;

• Min-F: a minimal rule set extracted from the
derivation forests of HPSG forests that were
constructed using Algorithm 1 (Section 3).

• C3-F: a composed rule set extracted from the
derivation forests of HPSG forests. Similar to
C3-T, the maximum number of internal nodes
during combination is three.

We investigate the generalization ability of these
rule sets through the following aspects:

1. the number of rules, the number of reordering
rules, and the distributions of the number of
tree nodes (Figure 3), i.e., more rules with rel-
atively small tree fragments are preferred;

2. the number of rules that are applicable to the
development and test sets (Table 3); and

3. the final translation accuracies.

Table 3 and Figure 3 reflect that the generalization
abilities of these four rule sets increase in the or-
der of C3-T < M&H-F < Min-F < C3-F. The ad-
vantage of using a packed forest for re-alignment is
verified by comparing the statistics of the rules and

28



0

10

20

30

40

50

0.0

0.5

1.0

1.5

2.0

2.5

C3-T M&H-F Min-F C3-F

D
ec

o
d
in

g
 t
im

e 
(s
ec

./
se

n
t.
)

#
 o
f 
ru

le
s 
(M

)
# rules (M)

DT
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of rules used for translating the test set.

the final BLEU scores of C3-T with Min-F and C3-
F. Using the composed rule set C3-F in our forest-
based decoder, we achieved an optimal BLEU score
of 28.89 (%). Taking M&H-F as the baseline trans-
lation rule set, we achieved a significant improve-
ment (p < 0.01) of 1.81 points.

In terms of decoding time, even though we used
Algorithm 3 described in (Huang and Chiang, 2005),
which lazily generated the N-best translation can-
didates, the decoding time tended to be increased
because more rules were available during cube-
pruning. Figure 4 shows a comparison of decoding
time (seconds per sentence) and the number of rules
used for translating the test set. Easy to observe that,
decoding time increases in a nearly linear way fol-
lowing the increase of the number of rules used dur-
ing decoding.

Finally, compared with Joshua, which achieved
a BLEU score of 24.79 (%) on the test set with
a decoding speed of 8.8 seconds per sentence, our
forest-based decoder achieved a significantly better
(p < 0.01) BLEU score by using either of the four
types of translation rules.

5 Related Research

Galley et al. (2006) first used derivation forests of
aligned tree-string pairs to express multiple inter-
pretations of unaligned target words. The EM al-
gorithm was used to jointly estimate 1) the trans-
lation probabilities and fractional counts of rules
and 2) the scores of derivations in the derivation
forests. By dealing with the ambiguous word align-
ment instead of unaligned target words, syntax-
based re-alignment models were proposed by (May

and Knight, 2007; Wang et al., 2010) for tree-based
translations.

Free attachment of the unaligned target word
problem was ignored in (Mi and Huang, 2008),
which was the first study on extracting tree-to-string
rules from aligned forest-string pairs. This inspired
the idea to re-align a packed forest and a target sen-
tence. Specially, we observed that most incorrect or
ambiguous word alignments are caused by function
words rather than content words. Thus, we focus on
the realignment of target function words to source
tree fragments and use a dependency parser to limit
the attachments of unaligned target words.

6 Conclusion

We have proposed an effective use of target function
words for extracting generalized transducer rules for
forest-based translation. We extend the unaligned
word approach described in (Galley et al., 2006)
from the 1-best tree to the packed parse forest. A
simple yet effective modification is that, during rule
extraction, we account for multiple interpretations
of both aligned and unaligned target function words.
That is, we chose to loose the ambiguous alignments
for all of the target function words. The consider-
ation behind is in order to generate target function
words in a robust manner. In order to avoid gener-
ating too large a derivation forest for a packed for-
est, we further used chunk-level information yielded
by a target dependency parser. Extensive experi-
ments on large-scale English-to-Japanese translation
resulted in a significant improvement in BLEU score
of 1.8 points (p < 0.01), as compared with our
implementation of a strong forest-to-string baseline
system (Mi et al., 2008; Mi and Huang, 2008).

The present work only re-aligns target function
words to source tree fragments. It will be valuable
to investigate the feasibility to re-align all the tar-
get words to source tree fragments. Also, it is in-
teresting to automatically learn a word set for re-
aligning7. Given source parse forests and a target
word set for re-aligning beforehand, we argue our
approach is generic and applicable to any language
pairs. Finally, we intend to extend the proposed
approach to tree-to-tree translation frameworks by

7This idea comes from one reviewer, we express our thank-
fulness here.
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re-aligning subtree pairs (Liu et al., 2009; Chiang,
2010) and consistency-to-dependency frameworks
by re-aligning consistency-tree-to-dependency-tree
pairs (Mi and Liu, 2010) in order to tackle the rule-
sparseness problem.
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Abstract

This paper extends the training and tun-
ing regime for phrase-based statistical ma-
chine translation to obtain fluent trans-
lations into morphologically complex lan-
guages (we build an English to Finnish
translation system). Our methods use
unsupervised morphology induction. Un-
like previous work we focus on morpho-
logically productive phrase pairs – our
decoder can combine morphemes across
phrase boundaries. Morphemes in the tar-
get language may not have a corresponding
morpheme or word in the source language.
Therefore, we propose a novel combina-
tion of post-processing morphology pre-
diction with morpheme-based translation.
We show, using both automatic evaluation
scores and linguistically motivated analy-
ses of the output, that our methods out-
perform previously proposed ones and pro-
vide the best known results on the English-
Finnish Europarl translation task. Our
methods are mostly language independent,
so they should improve translation into
other target languages with complex mor-
phology.

1 Translation and Morphology

Languages with rich morphological systems
present significant hurdles for statistical ma-
chine translation (SMT), most notably data
sparsity, source-target asymmetry, and prob-
lems with automatic evaluation.

In this work, we propose to address the prob-
lem of morphological complexity in an English-
to-Finnish MT task within a phrase-based trans-
lation framework. We focus on unsupervised
segmentation methods to derive the morpholog-
ical information supplied to the MT model in
order to provide coverage on very large data-
sets and for languages with few hand-annotated

resources. In fact, in our experiments, unsuper-
vised morphology always outperforms the use
of a hand-built morphological analyzer. Rather
than focusing on a few linguistically motivated
aspects of Finnish morphological behaviour, we
develop techniques for handling morphological
complexity in general. We chose Finnish as our
target language for this work, because it ex-
emplifies many of the problems morphologically
complex languages present for SMT. Among all
the languages in the Europarl data-set, Finnish
is the most difficult language to translate from
and into, as was demonstrated in the MT Sum-
mit shared task (Koehn, 2005). Another reason
is the current lack of knowledge about how to ap-
ply SMT successfully to agglutinative languages
like Turkish or Finnish.

Our main contributions are: 1) the intro-
duction of the notion of segmented translation
where we explicitly allow phrase pairs that can
end with a dangling morpheme, which can con-
nect with other morphemes as part of the trans-
lation process, and 2) the use of a fully seg-
mented translation model in combination with
a post-processing morpheme prediction system,
using unsupervised morphology induction. Both
of these approaches beat the state of the art
on the English-Finnish translation task. Mor-
phology can express both content and function
categories, and our experiments show that it is
important to use morphology both within the
translation model (for morphology with content)
and outside it (for morphology contributing to
fluency).

Automatic evaluation measures for MT,
BLEU (Papineni et al., 2002), WER (Word
Error Rate) and PER (Position Independent
Word Error Rate) use the word as the basic
unit rather than morphemes. In a word com-
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prised of multiple morphemes, getting even a
single morpheme wrong means the entire word is
wrong. In addition to standard MT evaluation
measures, we perform a detailed linguistic anal-
ysis of the output. Our proposed approaches
are significantly better than the state of the art,
achieving the highest reported BLEU scores on
the English-Finnish Europarl version 3 data-set.
Our linguistic analysis shows that our models
have fewer morpho-syntactic errors compared to
the word-based baseline.

2 Models

2.1 Baseline Models

We set up three baseline models for compari-
son in this work. The first is a basic word-
based model (called Baseline in the results);
we trained this on the original unsegmented
version of the text. Our second baseline is a
factored translation model (Koehn and Hoang,
2007) (called Factored), which used as factors
the word, “stem”1 and suffix. These are de-
rived from the same unsupervised segmenta-
tion model used in other experiments. The re-
sults (Table 3) show that a factored model was
unable to match the scores of a simple word-
based baseline. We hypothesize that this may
be an inherently difficult representational form
for a language with the degree of morphologi-
cal complexity found in Finnish. Because the
morphology generation must be precomputed,
for languages with a high degree of morpho-
logical complexity, the combinatorial explosion
makes it unmanageable to capture the full range
of morphological productivity. In addition, be-
cause the morphological variants are generated
on a per-word basis within a given phrase, it
excludes productive morphological combination
across phrase boundaries and makes it impossi-
ble for the model to take into account any long-
distance dependencies between morphemes. We
conclude from this result that it may be more
useful for an agglutinative language to use mor-
phology beyond the confines of the phrasal unit,
and condition its generation on more than just
the local target stem. In order to compare the

1see Section 2.2.

performance of unsupervised segmentation for
translation, our third baseline is a segmented
translation model based on a supervised segmen-
tation model (called Sup), using the hand-built
Omorfi morphological analyzer (Pirinen and Lis-
tenmaa, 2007), which provided slightly higher
BLEU scores than the word-based baseline.

2.2 Segmented Translation

For segmented translation models, it cannot be
taken for granted that greater linguistic accu-
racy in segmentation yields improved transla-
tion (Chang et al., 2008). Rather, the goal in
segmentation for translation is instead to maxi-
mize the amount of lexical content-carrying mor-
phology, while generalizing over the information
not helpful for improving the translation model.
We therefore trained several different segmenta-
tion models, considering factors of granularity,
coverage, and source-target symmetry.

We performed unsupervised segmentation of
the target data, using Morfessor (Creutz and
Lagus, 2005) and Paramor (Monson, 2008), two
top systems from the Morpho Challenge 2008
(their combined output was the Morpho Chal-
lenge winner). However, translation models
based upon either Paramor alone or the com-
bined systems output could not match the word-
based baseline, so we concentrated on Morfes-
sor. Morfessor uses minimum description length
criteria to train a HMM-based segmentation
model. When tested against a human-annotated
gold standard of linguistic morpheme segmen-
tations for Finnish, this algorithm outperforms
competing unsupervised methods, achieving an
F-score of 67.0% on a 3 million sentence cor-
pus (Creutz and Lagus, 2006). Varying the per-
plexity threshold in Morfessor does not segment
more word types, but rather over-segments the
same word types. In order to get robust, com-
mon segmentations, we trained the segmenter
on the 5000 most frequent words2; we then used
this to segment the entire data set. In order
to improve coverage, we then further segmented

2For the factored model baseline we also used the
same setting perplexity = 30, 5,000 most frequent words,
but with all but the last suffix collapsed and called the
“stem”.
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Training Set Test Set

Total 64,106,047 21,938
Morph 30,837,615 5,191
Hanging Morph 10,906,406 296

Table 1: Morpheme occurences in the phrase table
and in translation.

any word type that contained a match from the
most frequent suffix set, looking for the longest
matching suffix character string. We call this
method Unsup L-match.

After the segmentation, word-internal mor-
pheme boundary markers were inserted into
the segmented text to be used to reconstruct
the surface forms in the MT output. We
then trained the Moses phrase-based system
(Koehn et al., 2007) on the segmented and
marked text. After decoding, it was a sim-
ple matter to join together all adjacent mor-
phemes with word-internal boundary markers
to reconstruct the surface forms. Figure 1(a)
gives the full model overview for all the vari-
ants of the segmented translation model (super-
vised/unsupervised; with and without the Un-
sup L-match procedure).

Table 1 shows how morphemes are being used
in the MT system. Of the phrases that included
segmentations (‘Morph’ in Table 1), roughly a
third were ‘productive’, i.e. had a hanging mor-
pheme (with a form such as stem+) that could
be joined to a suffix (‘Hanging Morph’ in Ta-
ble 1). However, in phrases used while decoding
the development and test data, roughly a quar-
ter of the phrases that generated the translated
output included segmentations, but of these,
only a small fraction (6%) had a hanging mor-
pheme; and while there are many possible rea-
sons to account for this we were unable to find
a single convincing cause.

2.3 Morphology Generation

Morphology generation as a post-processing step
allows major vocabulary reduction in the trans-
lation model, and allows the use of morpholog-
ically targeted features for modeling inflection.
A possible disadvantage of this approach is that
in this model there is no opportunity to con-

sider the morphology in translation since it is
removed prior to training the translation model.
Morphology generation models can use a vari-
ety of bilingual and contextual information to
capture dependencies between morphemes, of-
ten more long-distance than what is possible us-
ing n-gram language models over morphemes in
the segmented model.

Similar to previous work (Minkov et al., 2007;
Toutanova et al., 2008), we model morphology
generation as a sequence learning problem. Un-
like previous work, we use unsupervised mor-
phology induction and use automatically gener-
ated suffix classes as tags. The first phase of our
morphology prediction model is to train a MT
system that produces morphologically simplified
word forms in the target language. The output
word forms are complex stems (a stem and some
suffixes) but still missing some important suffix
morphemes. In the second phase, the output of
the MT decoder is then tagged with a sequence
of abstract suffix tags. In particular, the out-
put of the MT decoder is a sequence of complex
stems denoted by x and the output is a sequence
of suffix class tags denoted by y. We use a list
of parts from (x,y) and map to a d -dimensional
feature vector Φ(x, y), with each dimension be-
ing a real number. We infer the best sequence
of tags using:

F (x) = argmax
y

p(y | x,w)

where F (x ) returns the highest scoring output
y∗. A conditional random field (CRF) (Lafferty
et al., 2001) defines the conditional probability
as a linear score for each candidate y and a global
normalization term:

log p(y | x,w) = Φ(x, y) ·w − log Z

where Z =
∑

y′∈GEN(x) exp(Φ(x, y′) · w). We

use stochastic gradient descent (using crfsgd3)
to train the weight vector w. So far, this is
all off-the-shelf sequence learning. However, the
output y∗ from the CRF decoder is still only a
sequence of abstract suffix tags. The third and
final phase in our morphology prediction model

3http://leon.bottou.org/projects/sgd
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Morphological Pre-Processing

English Training Data Finnish Training Data

words

stem+ +morph

words

Post-Process:
Morph Re-Stitching

stem+ +morph

Evaluation against 
original reference

Fully inflected surface form

MT System
Alignment:

word          word          word

stem+      +morph        stem

(a) Segmented Translation Model

MT System
Alignment:

word          word          word

stem+     +morph1+     stem

Morphological Pre-Processing 1

English Training Data Finnish Training Data

words

stem+ +morph1+

words

Post-Process 1:
Morph Re-Stitching

stem+ +morph1+

Post-Process 2: CRF
Morphology Generation

complex stem: stem+morph1+

Language Model
surface form mapping

stem+morph1+ +morph2

Evaluation against 
original reference

Fully inflected surface form

Morphological Pre-Processing 2

stem+ +morph1+ +morph2

(b) Post-Processing Model Translation & Generation

Figure 1: Training and testing pipelines for the SMT models.

is to take the abstract suffix tag sequence y∗ and
then map it into fully inflected word forms, and
rank those outputs using a morphemic language
model. The abstract suffix tags are extracted
from the unsupervised morpheme learning pro-
cess, and are carefully designed to enable CRF
training and decoding. We call this model CRF-
LM for short. Figure 1(b) shows the full pipeline
and Figure 2 shows a worked example of all the
steps involved.

We use the morphologically segmented train-
ing data (obtained using the segmented corpus
described in Section 2.24) and remove selected
suffixes to create a morphologically simplified
version of the training data. The MT model is
trained on the morphologically simplified train-
ing data. The output from the MT system is
then used as input to the CRF model. The
CRF model was trained on a ∼210,000 Finnish
sentences, consisting of ∼1.5 million tokens; the
2,000 sentence Europarl test set consisted of
41,434 stem tokens. The labels in the output
sequence y were obtained by selecting the most
productive 150 stems, and then collapsing cer-
tain vowels into equivalence classes correspond-
ing to Finnish vowel harmony patterns. Thus

4Note that unlike Section 2.2 we do not use Unsup
L-match because when evaluating the CRF model on the
suffix prediction task it obtained 95.61% without using
Unsup L-match and 82.99% when using Unsup L-match.

variants -kö and -ko become vowel-generic en-
clitic particle -kO, and variants -ssä and -ssa
become the vowel-generic inessive case marker
-ssA, etc. This is the only language-specific com-
ponent of our translation model. However, we
expect this approach to work for other agglu-
tinative languages as well. For fusional lan-
guages like Spanish, another mapping from suf-
fix to abstract tags might be needed. These suf-
fix transformations to their equivalence classes
prevent morphophonemic variants of the same
morpheme from competing against each other in
the prediction model. This resulted in 44 possi-
ble label outputs per stem which was a reason-
able sized tag-set for CRF training. The CRF
was trained on monolingual features of the seg-
mented text for suffix prediction, where t is the
current token:

Word Stem st−n, .., st, .., st+n(n = 4)
Morph Prediction yt−2, yt−1, yt

With this simple feature set, we were able to
use features over longer distances, resulting in
a total of 1,110,075 model features. After CRF
based recovery of the suffix tag sequence, we use
a bigram language model trained on a full seg-
mented version on the training data to recover
the original vowels. We used bigrams only, be-
cause the suffix vowel harmony alternation de-
pends only upon the preceding phonemes in the
word from which it was segmented.
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original training data:
koskevaa mietintöä käsitellään
segmentation:
koske+ +va+ +a mietintö+ +ä käsi+ +te+ +llä+ +ä+ +n
(train bigram language model with mapping A = { a, ä })
map final suffix to abstract tag-set:
koske+ +va+ +A mietintö+ +A käsi+ +te+ +llä+ +ä+ +n
(train CRF model to predict the final suffix)
peeling of final suffix:
koske+ +va+ mietintö+ käsi+ +te+ +llä+ +ä+
(train SMT model on this transformation of training data)

(a) Training

decoder output:
koske+ +va+ mietintö+ käsi+ +te+ +llä+ +ä+
decoder output stitched up:
koskeva+ mietintö+ käsitellää+
CRF model prediction:
x = ‘koskeva+ mietintö+ käsitellää+’, y = ‘+A +A +n’
koskeva+ +A mietintö+ +A käsitellää+ +n
unstitch morphemes:
koske+ +va+ +A mietintö+ +A käsi+ +te+ +llä+ +ä+ +n
language model disambiguation:
koske+ +va+ +a mietintö+ +ä käsi+ +te+ +llä+ +ä+ +n
final stitching:
koskevaa mietintöä käsitellään
(the output is then compared to the reference translation)

(b) Decoding

Figure 2: Worked example of all steps in the post-processing morphology prediction model.

3 Experimental Results

For all of the models built in this paper, we used
the Europarl version 3 corpus (Koehn, 2005)
English-Finnish training data set, as well as the
standard development and test data sets. Our
parallel training data consists of ∼1 million sen-
tences of 40 words or less, while the develop-
ment and test sets were each 2,000 sentences
long. In all the experiments conducted in this
paper, we used the Moses5 phrase-based trans-
lation system (Koehn et al., 2007), 2008 version.
We trained all of the Moses systems herein using
the standard features: language model, reorder-
ing model, translation model, and word penalty;
in addition to these, the factored experiments
called for additional translation and generation
features for the added factors as noted above.
We used in all experiments the following set-
tings: a hypothesis stack size 100, distortion
limit 6, phrase translations limit 20, and maxi-
mum phrase length 20. For the language models,
we used SRILM 5-gram language models (Stol-
cke, 2002) for all factors. For our word-based
Baseline system, we trained a word-based model
using the same Moses system with identical set-
tings. For evaluation against segmented trans-
lation systems in segmented forms before word
reconstruction, we also segmented the baseline
system’s word-based output. All the BLEU
scores reported are for lowercase evaluation.

We did an initial evaluation of the segmented
output translation for each system using the no-

5http://www.statmt.org/moses/

Segmentation m-BLEU No Uni

Baseline 14.84±0.69 9.89
Sup 18.41±0.69 13.49
Unsup L-match 20.74±0.68 15.89

Table 2: Segmented Model Scores. Sup refers to the
supervised segmentation baseline model. m-BLEU
indicates that the segmented output was evaluated
against a segmented version of the reference (this
measure does not have the same correlation with hu-
man judgement as BLEU). No Uni indicates the seg-
mented BLEU score without unigrams.

tion of m-BLEU score (Luong et al., 2010) where
the BLEU score is computed by comparing the
segmented output with a segmented reference
translation. Table 2 shows the m-BLEU scores
for various systems. We also show the m-BLEU
score without unigrams, since over-segmentation
could lead to artificially high m-BLEU scores.
In fact, if we compare the relative improvement
of our m-BLEU scores for the Unsup L-match
system we see a relative improvement of 39.75%
over the baseline. Luong et. al. (2010) report
an m-BLEU score of 55.64% but obtain a rel-
ative improvement of 0.6% over their baseline
m-BLEU score. We find that when using a
good segmentation model, segmentation of the
morphologically complex target language im-
proves model performance over an unsegmented
baseline (the confidence scores come from boot-
strap resampling). Table 3 shows the evalua-
tion scores for all the baselines and the methods
introduced in this paper using standard word-
based lowercase BLEU, WER and PER. We do
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Model BLEU WER TER

Baseline 14.68 74.96 72.42
Factored 14.22 76.68 74.15
(Luong et.al, 2010) 14.82 - -
Sup 14.90 74.56 71.84
Unsup L-match 15.09∗ 74.46 71.78
CRF-LM 14.87 73.71 71.15

Table 3: Test Scores: lowercase BLEU, WER and
TER. The ∗ indicates a statistically significant im-
provement of BLEU score over the Baseline model.
The boldface scores are the best performing scores
per evaluation measure.

better than (Luong et al., 2010), the previous
best score for this task. We also show a bet-
ter relative improvement over our baseline when
compared to (Luong et al., 2010): a relative im-
provement of 4.86% for Unsup L-match com-
pared to our baseline word-based model, com-
pared to their 1.65% improvement over their
baseline word-based model. Our best perform-
ing method used unsupervised morphology with
L-match (see Section 2.2) and the improvement
is significant: bootstrap resampling provides a
confidence margin of ±0.77 and a t-test (Collins
et al., 2005) showed significance with p = 0.001.

3.1 Morphological Fluency Analysis

To see how well the models were doing at get-
ting morphology right, we examined several pat-
terns of morphological behavior. While we wish
to explore minimally supervised morphological
MT models, and use as little language spe-
cific information as possible, we do want to
use linguistic analysis on the output of our sys-
tem to see how well the models capture essen-
tial morphological information in the target lan-
guage. So, we ran the word-based baseline sys-
tem, the segmented model (Unsup L-match),
and the prediction model (CRF-LM) outputs,
along with the reference translation through the
supervised morphological analyzer Omorfi (Piri-
nen and Listenmaa, 2007). Using this analy-
sis, we looked at a variety of linguistic construc-
tions that might reveal patterns in morphologi-
cal behavior. These were: (a) explicitly marked

noun forms, (b) noun-adjective case agreement,
(c) subject-verb person/number agreement, (d)
transitive object case marking, (e) postposi-
tions, and (f) possession. In each of these cat-
egories, we looked for construction matches on
a per-sentence level between the models’ output
and the reference translation.

Table 4 shows the models’ performance on the
constructions we examined. In all of the cat-
egories, the CRF-LM model achieves the best
precision score, as we explain below, while the
Unsup L-match model most frequently gets the
highest recall score.

A general pattern in the most prevalent of
these constructions is that the baseline tends
to prefer the least marked form for noun cases
(corresponding to the nominative) more than
the reference or the CRF-LM model. The base-
line leaves nouns in the (unmarked) nominative
far more than the reference, while the CRF-LM
model comes much closer, so it seems to fare
better at explicitly marking forms, rather than
defaulting to the more frequent unmarked form.

Finnish adjectives must be marked with the
same case as their head noun, while verbs must
agree in person and number with their subject.
We saw that in both these categories, the CRF-
LM model outperforms for precision, while the
segmented model gets the best recall.

In addition, Finnish generally marks di-
rect objects of verbs with the accusative
or the partitive case; we observed more
accusative/partitive-marked nouns following
verbs in the CRF-LM output than in the base-
line, as illustrated by example (1) in Fig. 3.
While neither translation picks the same verb as
in the reference for the input ‘clarify,’ the CRF-
LM-output paraphrases it by using a grammat-
ical construction of the transitive verb followed
by a noun phrase inflected with the accusative
case, correctly capturing the transitive construc-
tion. The baseline translation instead follows
‘give’ with a direct object in the nominative
case.

To help clarify the constructions in question,
we have used Google Translate6 to provide back-

6http://translate.google.com/
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Construction Freq. Baseline Unsup L-match CRF-LM
P R F P R F P R F

Noun Marking 5.5145 51.74 78.48 62.37 53.11 83.63 64.96 54.99 80.21 65.25
Trans Obj 1.0022 32.35 27.50 29.73 33.47 29.64 31.44 35.83 30.71 33.07
Noun-Adj Agr 0.6508 72.75 67.16 69.84 69.62 71.00 70.30 73.29 62.58 67.51
Subj-Verb Agr 0.4250 56.61 40.67 47.33 55.90 48.17 51.48 57.79 40.17 47.40
Postpositions 0.1138 43.31 29.89 35.37 39.31 36.96 38.10 47.16 31.52 37.79
Possession 0.0287 66.67 70.00 68.29 75.68 70.00 72.73 78.79 60.00 68.12

Table 4: Model Accuracy: Morphological Constructions. Freq. refers to the construction’s average number
of occurrences per sentence, also averaged over the various translations. P, R and F stand for precision,
recall and F-score. The constructions are listed in descending order of their frequency in the texts. The
highlighted value in each column is the most accurate with respect to the reference value.

translations of our MT output into English; to
contextualize these back-translations, we have
provided Google’s back-translation of the refer-
ence.

The use of postpositions shows another dif-
ference between the models. Finnish postposi-
tions require the preceding noun to be in the
genitive or sometimes partitive case, which oc-
curs correctly more frequently in the CRF-LM
than the baseline. In example (2) in Fig. 3,
all three translations correspond to the English
text, ‘with the basque nationalists.’ However,
the CRF-LM output is more grammatical than
the baseline, because not only do the adjective
and noun agree for case, but the noun ‘bask-
ien’ to which the postposition ‘kanssa’ belongs is
marked with the correct genitive case. However,
this well-formedness is not rewarded by BLEU,
because ‘baskien’ does not match the reference.

In addition, while Finnish may express pos-
session using case marking alone, it has another
construction for possession; this can disam-
biguate an otherwise ambiguous clause. This al-
ternate construction uses a pronoun in the geni-
tive case followed by a possessive-marked noun;
we see that the CRF-LM model correctly marks
this construction more frequently than the base-
line. As example (3) in Fig. 3 shows, while nei-
ther model correctly translates ‘matkan’ (‘trip’),
the baseline’s output attributes the inessive
‘yhteydess’ (‘connection’) as belonging to ‘tu-
lokset’ (‘results’), and misses marking the pos-
session linking it to ‘Commissioner Fischler’.

Our manual evaluation shows that the CRF-

LM model is producing output translations that
are more morphologically fluent than the word-
based baseline and the segmented translation
Unsup L-match system, even though the word
choices lead to a lower BLEU score overall when
compared to Unsup L-match.

4 Related Work

The work on morphology in MT can be grouped
into three categories, factored models, seg-
mented translation, and morphology generation.

Factored models (Koehn and Hoang, 2007)
factor the phrase translation probabilities over
additional information annotated to each word,
allowing for text to be represented on multi-
ple levels of analysis. We discussed the draw-
backs of factored models for our task in Sec-
tion 2.1. While (Koehn and Hoang, 2007; Yang
and Kirchhoff, 2006; Avramidis and Koehn,
2008) obtain improvements using factored mod-
els for translation into English, German, Span-
ish, and Czech, these models may be less useful
for capturing long-distance dependencies in lan-
guages with much more complex morphological
systems such as Finnish. In our experiments
factored models did worse than the baseline.

Segmented translation performs morphologi-
cal analysis on the morphologically complex text
for use in the translation model (Brown et al.,
1993; Goldwater and McClosky, 2005; de Gis-
pert and Mariño, 2008). This method unpacks
complex forms into simpler, more frequently oc-
curring components, and may also increase the
symmetry of the lexically realized content be-
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(1) Input: ‘the charter we are to approve today both strengthens and gives visible shape to the common fundamental rights
and values our community is to be based upon.’

a. Reference: perusoikeuskirja , jonka tänään aiomme hyväksyä , sekä vahvistaa että selventää (sel-
ventää/VERB/ACT/INF/SG/LAT-clarify) niitä (ne/PRONOUN/PL/PAR-them) yhteisiä perusoikeuksia ja -
arvoja , joiden on oltava yhteisömme perusta.
Back-translation: ‘Charter of Fundamental Rights, which today we are going to accept that clarify and strengthen
the common fundamental rights and values, which must be community based.’

b. Baseline: perusoikeuskirja me hyväksymme tänään molemmat vahvistaa ja antaa (antaa/VERB/INF/SG/LAT-
give) näkyvä (näkyä/VERB/ACT/PCP/SG/NOM-visible) muokata yhteistä perusoikeuksia ja arvoja on perustut-
tava.
Back-translation: ‘Charter today, we accept both confirm and modify to make a visible and common values, funda-
mental rights must be based.’

c. CRF-LM: perusoikeuskirja on hyväksytty tänään , sekä vahvistaa ja antaa (antaa/VERB/ACT/INF/SG/LAT-give)
konkreettisen (konkreettinen/ADJECTIVE/SG/GEN,ACC-concrete) muodon (muoto/NOUN/SG/GEN,ACC-
shape) yhteisiä perusoikeuksia ja perusarvoja , yhteisön on perustuttava.
Back-translation: ‘Charter has been approved today, and to strengthen and give concrete shape to the common
basic rights and fundamental values, the Community must be based.’

(2) Input: ‘with the basque nationalists’

a. Reference: baskimaan kansallismielisten kanssa
basque-SG/NOM+land-SG/GEN,ACC nationalists-PL/GEN with-POST

b. Baseline: baskimaan kansallismieliset kanssa
basque-SG/NOM-+land-SG/GEN,ACC kansallismielinen-PL/NOM,ACC-nationalists POST-with

c. CRF-LM: kansallismielisten baskien kanssa
nationalists-PL/GEN basques-PL/GEN with-POST

(3) Input: ‘and in this respect we should value the latest measures from commissioner fischler , the results of his trip to
morocco on the 26th of last month and the high level meetings that took place, including the one with the king
himself’

a. Reference: ja tässä mielessä osaamme myös arvostaa komission jäsen fischlerin viimeisimpiä toimia , jotka ovat
hänen (hänen/GEN-his) marokkoon 26 lokakuuta tekemns (tekemänsä/POSS-his) matkan (matkan/GEN-
tour) ja korkean tason kokousten jopa itsensä kuninkaan kanssa tulosta
Back-translation: ‘and in this sense we can also appreciate the Commissioner Fischler’s latest actions, which are his
to Morocco 26 October trip to high-level meetings and even the king himself with the result

b. Baseline: ja tässä yhteydessä olisi arvoa viimeisin toimia komission jäsen fischler , tulokset monitulkintaisia marokon
yhteydessä (yhteydess/INE-connection) , ja viime kuussa pidettiin korkean tason kokouksissa , mukaan luettuna
kuninkaan kanssa
Back-translation: ‘and in this context would be the value of the last act, Commissioner Fischler, the results of the
Moroccan context, ambiguous, and last month held high level meetings, including with the king’

c. CRF-LM: ja tässä yhteydessä meidän olisi lisäarvoa viimeistä toimenpiteitä kuin komission jäsen fischler , että hänen
(hänen/GEN-his) kokemuksensa (kokemuksensa/POSS-experience) marokolle (marokolle-Moroccan) viime kuun
26 ja korkean tason tapaamiset järjestettiin, kuninkaan kanssa
Back-translation: ‘and in this context, we should value the last measures as the Commissioner Fischler, that his
experience in Morocco has on the 26th and high-level meetings took place, including with the king.’

Figure 3: Morphological fluency analysis (see Section 3.1).

tween source and target. In a somewhat or-
thogonal approach to ours, (Ma et al., 2007) use
alignment of a parallel text to pack together ad-
jacent segments in the alignment output, which
are then fed back to the word aligner to boot-
strap an improved alignment, which is then used
in the translation model. We compared our re-
sults against (Luong et al., 2010) in Table 3
since their results are directly comparable to
ours. They use a segmented phrase table and
language model along with the word-based ver-
sions in the decoder and in tuning a Finnish tar-
get. Their approach requires segmented phrases

to match word boundaries, eliminating morpho-
logically productive phrases. In their work a seg-
mented language model can score a translation,
but cannot insert morphology that does not
show source-side reflexes. In order to perform
a similar experiment that still allowed for mor-
phologically productive phrases, we tried train-
ing a segmented translation model, the output
of which we stitched up in tuning so as to tune
to a word-based reference. The goal of this ex-
periment was to control the segmented model’s
tendency to overfit by rewarding it for using
correct whole-word forms. However, we found
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that this approach was less successful than us-
ing the segmented reference in tuning, and could
not meet the baseline (13.97% BLEU best tun-
ing score, versus 14.93% BLEU for the base-
line best tuning score). Previous work in seg-
mented translation has often used linguistically
motivated morphological analysis selectively ap-
plied based on a language-specific heuristic. A
typical approach is to select a highly inflecting
class of words and segment them for particular
morphology (de Gispert and Mariño, 2008; Ra-
manathan et al., 2009). Popoviç and Ney (2004)
perform segmentation to reduce morphological
complexity of the source to translate into an iso-
lating target, reducing the translation error rate
for the English target. For Czech-to-English,
Goldwater and McClosky (2005) lemmatized the
source text and inserted a set of ‘pseudowords’
expected to have lexical reflexes in English.

Minkov et. al. (2007) and Toutanova et. al.
(2008) use a Maximum Entropy Markov Model
for morphology generation. The main draw-
back to this approach is that it removes morpho-
logical information from the translation model
(which only uses stems); this can be a prob-
lem for languages in which morphology ex-
presses lexical content. de Gispert (2008) uses
a language-specific targeted morphological clas-
sifier for Spanish verbs to avoid this issue. Tal-
bot and Osborne (2006) use clustering to group
morphological variants of words for word align-
ments and for smoothing phrase translation ta-
bles. Habash (2007) provides various methods
to incorporate morphological variants of words
in the phrase table in order to help recognize out
of vocabulary words in the source language.

5 Conclusion and Future Work

We found that using a segmented translation
model based on unsupervised morphology in-
duction and a model that combined morpheme
segments in the translation model with a post-
processing morphology prediction model gave us
better BLEU scores than a word-based baseline.
Using our proposed approach we obtain better
scores than the state of the art on the English-
Finnish translation task (Luong et al., 2010):
from 14.82% BLEU to 15.09%, while using a

simpler model. We show that using morpho-
logical segmentation in the translation model
can improve output translation scores. We
also demonstrate that for Finnish (and possi-
bly other agglutinative languages), phrase-based
MT benefits from allowing the translation model
access to morphological segmentation yielding
productive morphological phrases. Taking ad-
vantage of linguistic analysis of the output we
show that using a post-processing morphology
generation model can improve translation flu-
ency on a sub-word level, in a manner that is
not captured by the BLEU word-based evalua-
tion measure.

In order to help with replication of the results
in this paper, we have run the various morpho-
logical analysis steps and created the necessary
training, tuning and test data files needed in or-
der to train, tune and test any phrase-based ma-
chine translation system with our data. The files
can be downloaded from natlang.cs.sfu.ca.

In future work we hope to explore the utility of
phrases with productive morpheme boundaries
and explore why they are not used more per-
vasively in the decoder. Evaluation measures
for morphologically complex languages and tun-
ing to those measures are also important future
work directions. Also, we would like to explore
a non-pipelined approach to morphological pre-
and post-processing so that a globally trained
model could be used to remove the target side
morphemes that would improve the translation
model and then predict those morphemes in the
target language.
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Abstract

Active Learning (AL) has been proposed as a
technique to reduce the amount of annotated
data needed in the context of supervised clas-
sification. While various simulation studies
for a number of NLP tasks have shown that
AL works well on goldstandard data, there is
some doubt whether the approach can be suc-
cessful when applied to noisy, real-world data
sets. This paper presents a thorough evalua-
tion of the impact of annotation noise on AL
and shows that systematic noise resulting from
biased coder decisions can seriously harm the
AL process. We present a method to filter out
inconsistent annotations during AL and show
that this makes AL far more robust when ap-
plied to noisy data.

1 Introduction

Supervised machine learning techniques are still the
mainstay for many NLP tasks. There is, how-
ever, a well-known bottleneck for these approaches:
the amount of high-quality data needed for train-
ing, mostly obtained by human annotation. Active
Learning (AL) has been proposed as a promising ap-
proach to reduce the amount of time and cost for hu-
man annotation. The idea behind active learning is
quite intuitive: instead of annotating a large number
of randomly picked instances we carefully select a
small number of instances that are maximally infor-
mative for the machine learning classifier. Thus a
smaller set of data points is able to boost classifier
performance and to yield an accuracy comparable to
the one obtained when training the same system on
a larger set of randomly chosen data.

Active learning has been applied to several NLP
tasks like part-of-speech tagging (Ringger et al.,
2007), chunking (Ngai and Yarowsky, 2000), syn-
tactic parsing (Osborne and Baldridge, 2004; Hwa,
2004), Named Entity Recognition (Shen et al.,
2004; Laws and Schütze, 2008; Tomanek and Hahn,
2009), Word Sense Disambiguation (Chen et al.,
2006; Zhu and Hovy, 2007; Chan and Ng, 2007),
text classification (Tong and Koller, 1998) or statis-
tical machine translation (Haffari and Sarkar, 2009),
and has been shown to reduce the amount of anno-
tated data needed to achieve a certain classifier per-
formance, sometimes by as much as half. Most of
these studies, however, have only simulated the ac-
tive learning process using goldstandard data. This
setting is crucially different from a real world sce-
nario where we have to deal with erroneous data
and inconsistent annotation decisions made by the
human annotators. While simulations are an indis-
pensable instrument to test different parameters and
settings, it has been shown that when applying AL
to highly ambiguous tasks like e.g. Word Sense
Disambiguation (WSD) with fine-grained sense dis-
tinctions, AL can actually harm the learning process
(Dang, 2004; Rehbein et al., 2010). Dang suggests
that the lack of a positive effect of AL might be due
to inconsistencies in the human annotations and that
AL cannot efficiently be applied to tasks which need
double blind annotation with adjudication to insure
a sufficient data quality. Even if we take a more opti-
mistic view and assume that AL might still be useful
even for tasks featuring a high degree of ambiguity,
it remains crucial to address the problem of annota-
tion noise and its impact on AL.
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In this paper we present a thorough evaluation of
the impact of annotation noise on AL. We simulate
different types of coder errors and assess the effect
on the learning process. We propose a method to de-
tect inconsistencies and remove them from the train-
ing data, and show that our method does alleviate the
problem of annotation noise in our experiments.

The paper is structured as follows. Section 2 re-
ports on recent research on the impact of annota-
tion noise in the context of supervised classification.
Section 3 describes the experimental setup of our
simulation study and presents results. In Section 4
we present our filtering approach and show its im-
pact on AL performance. Section 5 concludes and
outlines future work.

2 Related Work

We are interested in the question whether or not AL
can be successfully applied to a supervised classifi-
cation task where we have to deal with a consider-
able amount of inconsistencies and noise in the data,
which is the case for many NLP tasks (e.g. sen-
timent analysis, the detection of metaphors, WSD
with fine-grained word senses, to name but a few).
Therefore we do not consider part-of-speech tag-
ging or syntactic parsing, where coders are expected
to agree on most annotation decisions. Instead,
we focus on work on AL for WSD, where inter-
coder agreement (at least for fine-grained annotation
schemes) usually is much lower than for the former
tasks.

2.1 Annotation Noise

Studies on active learning for WSD have been lim-
ited to running simulations of AL using gold stan-
dard data and a coarse-grained annotation scheme
(Chen et al., 2006; Chan and Ng, 2007; Zhu and
Hovy, 2007). Two exceptions are Dang (2004) and
Rehbein et al. (2010) who both were not able to
replicate the positive findings obtained for AL for
WSD on coarse-grained sense distinctions. A pos-
sible reason for this failure is the amount of annota-
tion noise in the training data which might mislead
the classifier during the AL process. Recent work on
the impact of annotation noise on a machine learning
task (Reidsma and Carletta, 2008) has shown that
random noise can be tolerated in supervised learn-

ing, while systematic errors (as caused by biased an-
notators) can seriously impair the performance of a
supervised classifier even if the observed accuracy
of the classifier on a test set coming from the same
population as the training data is as high as 0.8.

Related work (Beigman Klebanov et al., 2008;
Beigman Klebanov and Beigman, 2009) has been
studying annotation noise in a multi-annotator set-
ting, distinguishing betweenhard cases (unreliably
annotated due to genuine ambiguity) andeasy cases
(reliably annotated data). The authors argue that
even for those data points where the annotators
agreed on one particular class, a proportion of the
agreement might be merely due to chance. Fol-
lowing this assumption, the authors propose a mea-
sure to estimate the amount of annotation noise in
the data after removing all hard cases. Klebanov
et al. (2008; 2009) show that, according to their
model, high inter-annotator agreement (κ) achieved
in an annotation scenario with two annotators is no
guarantee for a high-quality data set. Their model,
however, assumes that a) all instances where anno-
tators disagreed are in fact hard cases, and b) that for
the hard cases the annotators decisions are obtained
by coin-flips. In our experience, some amount of
disagreement can also be observed for easy cases,
caused by attention slips or by a deviant interpre-
tation of some class(es) by one of the annotators,
and the annotation decision of an individual annota-
tor cannot so much be described as random choice
(coin-flip) but as systematically biased selection,
causing the types of errors which have been shown
to be problematic for supervised classification (Rei-
dsma and Carletta, 2008).

Further problems arise in the AL scenario where
the instances to be annotated are selected as a func-
tion of the sampling method and the annotation
judgements made before. Therefore, Beigman and
Klebanov Beigman (2009)’s approach of identify-
ing unreliably annotated instances by disagreement
is not applicable to AL, as most instances are anno-
tated only once.

2.2 Annotation Noise and Active Learning

For AL to be succesful, we need to remove system-
atic noise in the training data. The challenge we face
is that we only have a small set of seed data and no
information about the reliability of the annotations44



assigned by the human coders.
Zhu et al. (2008) present a method for detecting

outliers in the pool of unannotated data to prevent
these instances from becoming part of the training
data. This approach is different from ours, where
we focus on detecting annotation noise in the man-
ually labelled training data produced by the human
coders.

Schein and Ungar (2007) provide a systematic in-
vestigation of 8 different sampling methods for AL
and their ability to handle different types of noise
in the data. The types of noise investigated are a)
prediction residual error (the portion of squared er-
ror that is independent of training set size), and b)
different levels of confusion among the categories.
Type a) models the presence of unknown features
that influence the true probabilities of an outcome: a
form of noise that will increase residual error. Type
b) models categories in the data set which are intrin-
sically hard to disambiguate, while others are not.
Therefore, type b) errors are of greater interest to us,
as it is safe to assume that intrinsically ambiguous
categories will lead to biased coder decisions and
result in the systematic annotation noise we are in-
terested in.

Schein and Ungar observe that none of the 8
sampling methods investigated in their experiment
achieved a significant improvement over the random
sampling baseline on type b) errors. In fact, en-
tropy sampling and margin sampling even showed a
decrease in performance compared to random sam-
pling. For AL to work well on noisy data, we need
to identify and remove this type of annotation noise
during the AL process. To the best of our knowl-
edge, there is no work on detecting and removing
annotation noise by human coders during AL.

3 Experimental Setup

To make sure that the data we use in our simula-
tion is as close to real-world data as possible, we do
not create an artificial data set as done in (Schein
and Ungar, 2007; Reidsma and Carletta, 2008) but
use real data from a WSD task for the German verb
drohen (threaten).1 Drohen has three different word
senses which can be disambiguated by humans with

1The data has been provided by the SALSA project:
http://www.coli.uni-saarland.de/projects/salsa

a high accuracy.2 This point is crucial to our setup.
To control the amount of noise in the data, we need
to be sure that the initial data set is noise-free.

For classification we use a maximum entropy
classifier.3 Our sampling method is uncertainty sam-
pling (Lewis and Gale, 1994), a standard sampling
heuristic for AL where new instances are selected
based on the confidence of the classifier for predict-
ing the appropriate label. As a measure of uncer-
tainty we use Shannon entropy (1) (Zhang and Chen,
2002) and themargin metric (2) (Schein and Ungar,
2007). The first measure considers the model’s pre-
dictionsq for each classc and selects those instances
from the pool where the Shannon entropy is highest.

−
∑

c

qc log qc (1)

The second measure looks at the difference be-
tween the largest two values in the prediciton vector
q, namely the two predicted classesc, c′ which are,
according to our model, the most likely ones for in-
stancexn, and selects those instances where the dif-
ference (margin) between the two predicted proba-
bilities is the smallest. We discuss some details of
this metric in Section 4.

Mn = |P (c|xn)− P (c′|xn)| (2)

The features we use for WSD are a combination
of context features (word token with window size 11
and POS context with window size 7), syntactic fea-
tures based on the output of a dependency parser4

and semantic features based on GermaNet hyper-
onyms. These settings were tuned to the target verb
by (Rehbein et al., 2009). All results reported below
are averages over a 5-fold cross validation.

3.1 Simulating Coder Errors in AL

Before starting the AL trials we automatically sepa-
rate the 2,500 sentences into test set (498 sentences)
and pool (2,002 sentences),5 retaining the overall
distribution of word senses in the data set. We in-
sert a varying amount of noise into the pool data,

2In a pilot study where two human coders assigned labels to
a set of 100 sentences, the coders agreed on 99% of the data.

3http://maxent.sourceforge.net
4The MaltParser:http://maltparser.org
5The split has been made automatically, the unusual num-

bers are caused by rounding errors.45



test pool
ALrand ALbias

% errors 0% 0% 30% 30%
drohen1-salsa 126 506 524 514
Comittment 129 520 522 327
Run risk 243 976 956 1161
Total 498 2002 2002 2002

Table 1: Distribution of word senses in pool and test sets

starting from 0% up to 30% of noise, increasing by
2% in each trial.

We assess the impact of annotation noise on ac-
tive learning in three different settings. In the first
setting, we randomly select new instances from the
pool (random sampling;rand). In the second setting,
we randomly replacen percent of all labels (from 0
to 30) in the pool by another label before starting
the active learning trial, but retain the distribution of
the different labels in the pool data (active learning
with random errors); (Table 1,ALrand, 30%). In
the third setting we simulate biased decisions by a
human annotator. For a certain fraction (0 to 30%)
of instances of a particular non-majority class, we
substitute the majority class label for the gold label,
thereby producing a more skewed distribution than
in the original pool (active learning with biased er-
rors); (Table 1,ALbias, 30%).

For all three settings (rand, ALrand, ALbias) and
each degree of noise (0-30%), we run active learning
simulations on the already annotated data, simulat-
ing the annotation process by selecting one new, pre-
labelled instance per trial from the pool and, instead
of handing them over to a human coder, assigning
the known (possibly erroneous) label to the instance
and adding it to the training set. We use the same
split (test, pool) for all three settings and all degrees
of noise, with identical test sets for all trials.

3.2 Results

Figure 1 shows active learning curves for the differ-
ent settings and varying degrees of noise. The hori-
zontal black line slightly below 0.5 accuracy shows
the majority baseline (the performance obtained
when always assigning the majority class). For all
degrees of randomly inserted noise, active learning
(ALrand) outperforms random sampling (rand) at an
early stage in the learning process. Looking at the

biased errors (ALbias), we see a different picture.
With a low degree of noise, the curves forALrand
andALbias are very similar. When inserting more
noise, performance forALbias decreases, and with
around 20% of biased errors in the pool AL performs
worse than our random sampling baseline. In the
random noise setting (ALrand), even after inserting
30% of errors AL clearly outperforms random sam-
pling. Increasing the size of the seed data reduces
the effect slightly, but does not prevent it (not shown
here due to space limitations). This confirms the
findings that under certain circumstances AL per-
forms worse than random sampling (Dang, 2004;
Schein and Ungar, 2007; Rehbein et al., 2010). We
could also confirm Schein and Ungar (2007)’s obser-
vation that margin sampling is less sensitive to cer-
tain types of noise than entropy sampling (Table 2).
Because of space limitations we only show curves
for margin sampling. For entropy sampling, the gen-
eral trend is the same, with results being slightly
lower than for margin sampling.

4 Detecting Annotation Noise

Uncertainty sampling using the margin metric se-
lects instances for which the difference between
classifier predictions for the two most probable
classesc, c′ is very small (Section 3, Equation 2).
When selecting unlabelled instances from the pool,
this metric picks examples which represent regions
of uncertainty between classes which have yet to be
learned by the classifier and thus will advance the
learning process. Our human coder, however, is not
the perfect oracle assumed in most AL simulations,
and might also assign incorrect labels. The filter ap-
proach has two objectives: a) to detect incorrect la-
bels assigned by human coders, and b) to prevent
the hard cases (following the terminology of Kle-
banov et al. (2008)) from becoming part of the train-
ing data.

We proceed as follows. Our approach makes use
of the limited set of seed dataS and uses heuris-
tics to detect unreliably annotated instances. We
assume that the instances inS have been validated
thoroughly. We train an ensemble of classifiersE

on subsets ofS, and useE to decide whether or not
a newly annotated instance should be added to the
seed.46
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Figure 1: Active learning curves for varying degrees of noise, starting from 0% up to 30% for a training size up to
1200 instances (solid circle (black): random sampling; filled triangle point-up (red): AL with random errors; cross
(green): AL with biased errors)
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filter % error 0 4 8 12 16 20 24 28 30
- rand 0.763 0.752 0.736 0.741 0.726 0.708 0.707 0.677 0.678

entropy - ALrand 0.806 0.786 0.779 0.743 0.752 0.762 0.731 0.724 0.729
entropy y ALrand 0.792 0.786 0.777 0.760 0.771 0.748 0.730 0.729 0.727
margin - ALrand 0.795 0.795 0.782 0.771 0.758 0.755 0.737 0.719 0.708
margin y ALrand 0.800 0.785 0.773 0.777 0.765 0.766 0.734 0.735 0.718
entropy - ALbias 0.806 0.793 0.759 0.748 0.702 0.651 0.625 0.630 0.622
entropy y ALbias 0.802 0.781 0.777 0.735 0.702 0.678 0.687 0.624 0.616
margin - ALbias 0.795 0.789 0.770 0.753 0.706 0.684 0.656 0.634 0.624
margin y ALbias 0.787 0.781 0.787 0.768 0.739 0.700 0.671 0.653 0.651

Table 2: Accuracy for the different sampling methods without and with filtering after adding 500 instances to the seed
data

There are a number of problems with this ap-
proach. First, there is the risk of overfittingS. Sec-
ond, we know that classifier accuracy in the early
phase of AL is low. Therefore, using classifier pre-
dictions at this stage to accept or reject new in-
stances could result in poor choices that might harm
the learning proceess. To avoid this and to gener-
alise overS to prevent overfitting, we do not directly
train our ensemble on instances fromS. Instead, we
create new feature vectorsFgen on the basis of the
feature vectorsFseed in S. For each class inS, we
extract all attribute-value pairs from the feature vec-
tors for this particular class. For each class, we ran-
domly select features (with replacement) fromFseed

and combine them into a new feature vectorFgen,
retaining the distribution of the different classes in
the data. As a result, we obtain a more general set of
feature vectorsFgen with characteristic features be-
ing distributed more evenly over the different feature
vectors.

In the next step we trainn = 5 maximum en-
tropy classifiers on subsets ofFgen, excluding the
instances last annotated by the oracle. Each subset
is half the size of the currentS. We use the ensemble
to predict the labels for the new instances and, based
on the predictions, accept or reject these, following
the two heuristics below (also see Figure 2).

1. If all n ensemble classifiers agree on one label
but disagree with the oracle⇒ reject.

2. If the sum of the margins predicted by the en-
semble classifiers is below a particular theshold
tmargin ⇒ reject.

The thresholdtmargin was set to 0.01, based on a
qualitative data analysis.

AL with Filtering:

Input: annotated seed dataS,
unannotated poolP
AL loop:
• train classifierC onS

• let C predict labels for data inP

• select new instances fromP according to
sampling method, hand over to oracle for
annotation

Repeat: after everyc new instances
annotated by the oracle
• for each class inS, extract sets of

featuresFseed

• create new, more general feature vectors
Fgen from this set (with replacement)

• train an ensembleE of n classifiers on
different subsets ofFgen

Filtering Heuristics:
• if all n classifier inE agree on label

but disagree with oracle:
⇒ remove instance from seed

• if margin is less than thresholdtmargin:
⇒ remove instance from seed

Until done

Figure 2: Heuristics for filtering unreliable data points
(parameters used: initial seed size: 9 sentences,c = 10,
n = 5, tmargin = 0.01)
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In each iteration of the AL process, one new in-
stance is selected using margin sampling. The in-
stance is presented to the oracle who assigns a label.
Then the instance is added to the seed data, thus in-
fluencing the selection of the next data point to be
annotated. After 10 new instances have been added,
we apply the filter technique which finally decides
whether the newly added instances will remain in
the seed data or will be removed.

Figure 3 shows learning curves for the filter ap-
proach. With increasing amount of errors in the
pool, a clear pattern emerges. For both sampling
methods (ALrand, ALbias), the filtering step clearly
improves results. Even for the noisier data sets with
up to 26% of errors, ALbias with filtering performs
at least as well as random sampling.

4.1 Error Analysis

Next we want to find out what kind of errors the
system could detect. We want to know whether the
approach is able to detect the errors previously in-
serted into the data, and whether it manages to iden-
tify hard cases representing true ambiguities.

To answer these questions we look at one fold of
the ALbias data with 10% of noise. In 1,200 AL it-
erations the system rejected 116 instances (Table 3).
The major part of the rejections was due to the ma-
jority vote of the ensemble classifiers (first heuris-
tic, H1) which rejects all instances where the en-
semble classifiers agree with each other but disagree
with the human judgement. Out of the 105 instances
rejected by H1, 41 were labelled incorrectly. This
means that we were able to detect around half of the
incorrect labels inserted in the pool.

11 instances were filtered out by the margin
threshold (H2). None of these contained an incor-

errors inserted in pool 173
err. instances selected by AL 93
instances rejected by H1+H2 116
instances rejected by H1 105
true errors rejected by H1 41
instances rejected by H2 11
true errors rejected by H2 0

Table 3: Error analysis of the instances rejected by the
filtering approach

rect label. On first glance H2 seems to be more le-
nient than H1, considering the number of rejected
sentences. This, however, could also be an effect of
the order in which we apply the filters.

The different word senses are evenly distributed
over the rejected instances (H1: Commitment 30,
drohen1-salsa 38, Runrisk 36; H2: Commitment 3,
drohen1-salsa 4, Runrisk 4). This shows that there
is less uncertainty about the majority word sense,
Run risk.

It is hard to decide whether the correctly labelled
instances rejected by the filtering method would
have helped or hurt the learning process. Simply
adding them to the seed data after the conclusion
of AL would not answer this question, as it would
merely tell us whether they improve classification
accuracy further, but we still would not know what
impact these instances would have had on the selec-
tion of instances during the AL process.

5 Conclusions

This paper shows that certain types of annotation
noise cause serious problems for active learning ap-
proaches. We showed how biased coder decisions
can result in an accuracy for AL approaches which
is below the one for random sampling. In this case,
it is necessary to apply an additional filtering step
to remove the noisy data from the training set. We
presented an approach based on a resampling of the
features in the seed data and guided by an ensemble
of classifiers trained on the resampled feature vec-
tors. We showed that our approach is able to detect
a certain amount of noise in the data.

Future work should focus on finding optimal pa-
rameter settings to make the filtering method more
robust even for noisier data sets. We also plan to im-
prove the filtering heuristics and to explore further
ways of detecting human coder errors. Finally, we
plan to test our method in a real-world annotation
scenario.
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Figure 3: Active learning curves for varying degrees of noise, starting from 0% up to 30% for a training size up to
1200 instances (solid circle (black): random sampling; open circle (red): ALrand; cross (green): ALrand with filtering;
filled triangle point-up (black): ALbias; plus (blue): ALbias with filtering)
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Abstract

This paper proposes a new method for ap-
proximate string search, specifically candidate
generation in spelling error correction, which
is a task as follows. Given a misspelled word,
the system finds words in a dictionary, which
are most “similar” to the misspelled word.
The paper proposes a probabilistic approach to
the task, which is both accurate and efficient.
The approach includes the use of a log linear
model, a method for training the model, and
an algorithm for finding the top k candidates.
The log linear model is defined as a condi-
tional probability distribution of a corrected
word and a rule set for the correction con-
ditioned on the misspelled word. The learn-
ing method employs the criterion in candidate
generation as loss function. The retrieval al-
gorithm is efficient and is guaranteed to find
the optimal k candidates. Experimental re-
sults on large scale data show that the pro-
posed approach improves upon existing meth-
ods in terms of accuracy in different settings.

1 Introduction

This paper addresses the following problem, re-
ferred to as approximate string search. Given a
query string, a dictionary of strings (vocabulary),
and a set of operators, the system returns the top
k strings in the dictionary that can be transformed
from the query string by applying several operators
in the operator set. Here each operator is a rule
that can replace a substring in the query string with
another substring. The top k results are defined in
∗ Contribution during internship at Microsoft Research Asia.

terms of an evaluation measure employed in a spe-
cific application. The requirement is that the task
must be conducted very efficiently.

Approximate string search is useful in many ap-
plications including spelling error correction, sim-
ilar terminology retrieval, duplicate detection, etc.
Although certain progress has been made for ad-
dressing the problem, further investigation on the
task is still necessary, particularly from the view-
point of enhancing both accuracy and efficiency.

Without loss of generality, in this paper we ad-
dress candidate generation in spelling error correc-
tion. Candidate generation is to find the most pos-
sible corrections of a misspelled word. In such a
problem, strings are words, and the operators rep-
resent insertion, deletion, and substitution of char-
acters with or without surrounding characters, for
example, “a”→“e” and “lly”→“ly”. Note that can-
didate generation is concerned with a single word;
after candidate generation, the words surrounding it
in the text can be further leveraged to make the final
candidate selection, e.g., Li et al. (2006), Golding
and Roth (1999).

In spelling error correction, Brill and Moore
(2000) proposed employing a generative model for
candidate generation and a hierarchy of trie struc-
tures for fast candidate retrieval. Our approach is
a discriminative approach and is aimed at improv-
ing Brill and Moore’s method. Okazaki et al. (2008)
proposed using a logistic regression model for ap-
proximate dictionary matching. Their method is also
a discriminative approach, but it is largely differ-
ent from our approach in the following points. It
formalizes the problem as binary classification and
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assumes that there is only one rule applicable each
time in candidate generation. Efficiency is also not a
major concern for them, because it is for offline text
mining.

There are two fundamental problems in research
on approximate string search: (1) how to build a
model that can archive both high accuracy and ef-
ficiency, and (2) how to develop a data structure and
algorithm that can facilitate efficient retrieval of the
top k candidates.

In this paper, we propose a probabilistic approach
to the task. Our approach is novel and unique in
the following aspects. It employs (a) a log-linear
(discriminative) model for candidate generation, (b)
an effective algorithm for model learning, and (c) an
efficient algorithm for candidate retrieval.

The log linear model is defined as a conditional
probability distribution of a corrected word and a
rule set for the correction given the misspelled word.
The learning method employs, in the training pro-
cess, a criterion that represents the goal of mak-
ing both accurate and efficient prediction (candidate
generation). As a result, the model is optimally
trained toward its objective. The retrieval algorithm
uses special data structures and efficiently performs
the top k candidates finding. It is guaranteed to find
the best k candidates without enumerating all the
possible ones.

We empirically evaluated the proposed method in
spelling error correction of web search queries. The
experimental results have verified that the accuracy
of the top candidates given by our method is signifi-
cantly higher than those given by the baseline meth-
ods. Our method is more accurate than the baseline
methods in different settings such as large rule sets
and large vocabulary sizes. The efficiency of our
method is also very high in different experimental
settings.

2 Related Work

Approximate string search has been studied by many
researchers. Previous work mainly focused on effi-
ciency rather than model. Usually, it is assumed that
the model (similarity distance) is fixed and the goal
is to efficiently find all the strings in the collection
whose similarity distances are within a threshold.
Most existing methods employ n-gram based algo-

rithms (Behm et al., 2009; Li et al., 2007; Yang et
al., 2008) or filtering algorithms (Mihov and Schulz,
2004; Li et al., 2008). Instead of finding all the can-
didates in a fixed range, methods for finding the top
k candidates have also been developed. For exam-
ple, the method by Vernica and Li (2009) utilized
n-gram based inverted lists as index structure and
a similarity function based on n-gram overlaps and
word frequencies. Yang et al. (2010) presented a
general framework for top k retrieval based on n-
grams. In contrast, our work in this paper aims to
learn a ranking function which can achieve both high
accuracy and efficiency.

Spelling error correction normally consists of
candidate generation and candidate final selection.
The former task is an example of approximate string
search. Note that candidate generation is only con-
cerned with a single word. For single-word candi-
date generation, rule-based approach is commonly
used. The use of edit distance is a typical exam-
ple, which exploits operations of character deletion,
insertion and substitution. Some methods generate
candidates within a fixed range of edit distance or
different ranges for strings with different lengths (Li
et al., 2006; Whitelaw et al., 2009). Other meth-
ods make use of weighted edit distance to enhance
the representation power of edit distance (Ristad and
Yianilos, 1998; Oncina and Sebban, 2005; McCal-
lum et al., 2005; Ahmad and Kondrak, 2005).

Conventional edit distance does not take in con-
sideration context information. For example, peo-
ple tend to misspell “c” to “s” or “k” depending
on contexts, and a straightforward application of
edit distance cannot deal with the problem. To ad-
dress the challenge, some researchers proposed us-
ing a large number of substitution rules containing
context information (at character level). For exam-
ple, Brill and Moore (2000) developed a genera-
tive model including contextual substitution rules;
and Toutanova and Moore (2002) further improved
the model by adding pronunciation factors into
the model. Schaback and Li (2007) proposed a
multi-level feature-based framework for spelling er-
ror correction including a modification of Brill and
Moore’s model (2000). Okazaki et al. (2008) uti-
lized substring substitution rules and incorporated
the rules into a L1-regularized logistic regression
model. Okazaki et al.’s model is largely different
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from the model proposed in this paper, although
both of them are discriminative models. Their model
is a binary classification model and it is assumed that
only a single rule is applied in candidate generation.

Since users’ behavior of misspelling and correc-
tion can be frequently observed in web search log
data, it has been proposed to mine spelling-error
and correction pairs by using search log data. The
mined pairs can be directly used in spelling error
correction. Methods of selecting spelling and cor-
rection pairs with maximum entropy model (Chen et
al., 2007) or similarity functions (Islam and Inkpen,
2009; Jones et al., 2006) have been developed. The
mined pairs can only be used in candidate genera-
tion of high frequency typos, however. In this paper,
we work on candidate generation at the character
level, which can be applied to spelling error correc-
tion for both high and low frequency words.

3 Model for Candidate Generation

As an example of approximate string search, we
consider candidate generation in spelling correction.
Suppose that there is a vocabulary V and a mis-
spelled word, the objective of candidate generation
is to select the best corrections from the vocabulary
V . We care about both accuracy and efficiency of the
process. The problem is very challenging when the
size of vocabulary is large, because there are a large
number of potential candidates to be verified.

In this paper, we propose a probabilistic approach
to candidate generation, which can achieve both
high accuracy and efficiency, and is particularly
powerful when the scale is large.

In our approach, it is assumed that a large num-
ber of misspelled words and their best corrections
are given as training data. A probabilistic model is
then trained by using the training data, which can
assign ranking scores to candidates. The best can-
didates for correction of a misspelled word are thus
defined as those candidates having the highest prob-
abilistic scores with respect to the training data and
the operators.

Hereafter, we will describe the probabilistic
model for candidate generation, as well as training
and exploitation of the model.

n i c o s o o f t^ $

Derived rules 

Edit-distance based aligment 

Expended rules with context 

m i c r o s o f t^ $

Figure 1: Example of rule extraction from word pair

3.1 Model

The operators (rules) represent insertion, deletion,
and substitution of characters in a word with or
without surrounding context (characters), which are
similar to those defined in (Brill and Moore, 2000;
Okazaki et al., 2008). An operator is formally rep-
resented a rule α → β that replaces a substring α in
a misspelled word with β, where α, β ∈ {s|s =
t, s = ˆt, or s = t$} and t ∈ Σ∗ is the set of
all possible strings over the alphabet. Obviously,
V ⊂ Σ∗. We actually derive all the possible rules
from the training data using a similar approach to
(Brill and Moore, 2000) as shown in Fig. 1. First
we conduct the letter alignment based on the min-
imum edit-distance, and then derive the rules from
the alignment. Furthermore we expand the derived
rules with surrounding words. Without loss of gen-
erality, we only consider using +2, +1, 0,−1,−2
characters as contexts in this paper.

If we can apply a set of rules to transform the mis-
spelled word wm to a correct word wc in the vocab-
ulary, then we call the rule set a “transformation”
for the word pair wm and wc. Note that for a given
word pair, it is likely that there are multiple possible
transformations for it. For example, both “n”→“m”
and “ni”→“mi” can transform “nicrosoft” to “mi-
crosoft”.

Without loss of generality, we set the maximum
number of rules applicable to a word pair to be a
fixed number. As a result, the number of possible
transformations for a word pair is finite, and usually
limited. This is equivalent to the assumption that the
number of spelling errors in a word is small.

Given word pair (wm, wc), let R(wm, wc) denote
one transformation (a set of rules) that can rewrite
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wm to wc. We consider that there is a probabilistic
mapping between the misspelled word wm and cor-
rect word wc plus transformation R(wm, wc). We
define the conditional probability distribution of wc

and R(wm, wc) given wm as the following log linear
model:

P (wc, R(wm, wc)|wm) (1)

=
exp

(∑
r∈R(wm,wc)

λr

)
∑

(w′
c,R(wm,w′

c))∈Z(wm) exp
(∑

o∈R(wm,w′
c)

λo

)
where r or o denotes a rule in rule set R, λr or λo de-
notes a weight, and the normalization is carried over
Z(wm), all pairs of word w′

c in V and transforma-
tion R(wm, w′

c), such that wm can be transformed
to w′

c by R(wm, w′
c). The log linear model actually

uses binary features indicating whether or not a rule
is applied.

In general, the weights in Equ. (1) can be any real
numbers. To improve efficiency in retrieval, we fur-
ther assume that all the weights are non-positive, i.e.,
∀λr ≤ 0. It introduces monotonicity in rule applica-
tion and implies that applying additional rules can-
not lead to generation of better candidates. For ex-
ample, both “office” and “officer” are correct candi-
dates of “ofice”. We view “office” a better candidate
(with higher probability) than “officer”, as it needs
one less rule. The assumption is reasonable because
the chance of making more errors should be lower
than that of making less errors. Our experimental
results have shown that the change in accuracy by
making the assumption is negligible, but the gain in
efficiency is very large.

3.2 Training of Model
Training data is given as a set of pairs T ={
(wi

m, wi
c)

}N

i=1
, where wi

m is a misspelled word and
wi

c ∈ V is a correction of wi
m. The objective of train-

ing would be to maximize the conditional probabil-
ity P (wi

c, R(wi
m, wi

c)|wi
m) over the training data.

This is not a trivial problem, however, because
the “true” transformation R∗(wi

m, wi
c) for each word

pair wi
m and wi

c is not given in the training data. It is
often the case that there are multiple transformations
applicable, and it is not realistic to assume that such
information can be provided by humans or automat-
ically derived. (It is relatively easy to automatically

find the pairs wi
m and wi

c as explained in Section
5.1).

In this paper, we assume that the transformation
that actually generates the correction among all the
possible transformations is the one that can give the
maximum conditional probability; the exactly same
criterion is also used for fast prediction. Therefore
we have the following objective function

λ∗ =arg max
λ

L(λ) (2)

=arg max
λ

∑
i

max
R(wi

m,wi
c)
log P (wi

c, R(wi
m, wi

c)|wi
m)

where λ denotes the weight parameters and the max
is taken over the set of transformations that can
transform wi

m to wi
c.

We employ gradient ascent in the optimization in
Equ. (2). At each step, we first find the best trans-
formation for each word pair based on the current
parameters λ(t)

R∗(wi
m, wi

c) (3)

= arg max
R(wi

m,wi
c)

log Pλ(t)(wi
c, R(wi

m, wi
c)|wi

m)

Next, we calculate the gradients,

∂L

∂λr
=

∑
i log Pλ(t)(wi

c, R
∗(wi

m, wi
c)|wi

m)

∂λr
(4)

In this paper, we employ the bounded L-BFGS
(Behm et al., 2009) algorithm for the optimization
task, which works well even when the number of
weights λ is large.

3.3 Candidate Generation
In candidate generation, given a misspelled word
wm, we find the k candidates from the vocabu-
lary, that can be transformed from wm and have the
largest probabilities assigned by the learned model.

We only need to utilize the following ranking
function to rank a candidate wc given a misspelled
word wm, by taking into account Equs. (1) and (2)

rank(wc|wm) = max
R(wm,wc)

 ∑
r∈R(wm,wc)

λr

 (5)

For each possible transformation, we simply take
summation of the weights of the rules used in the
transformation. We then choose the sum as a rank-
ing score, which is equivalent to ranking candidates
based on their largest conditional probabilities.
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Figure 2: Rule Index based on Aho Corasick Tree.

4 Efficient Retrieval Algorithm

In this section, we introduce how to efficiently per-
form top k candidate generation. Our retrieval algo-
rithm is guaranteed to find the optimal k candidates
with some “pruning” techniques. We first introduce
the data structures and then the retrieval algorithm.

4.1 Data Structures

We exploit two data structures for candidate genera-
tion. One is a trie for storing and matching words in
the vocabulary, referred to as vocabulary trie, and the
other based on what we call an Aho-Corasick tree
(AC tree) (Aho and Corasick, 1975), which is used
for storing and applying correction rules, referred to
as rule index. The vocabulary trie is the same as that
used in existing work and it will be traversed when
searching the top k candidates.

Our rule index is unique because it indexes all the
rules based on an AC tree. The AC tree is a trie with
“failure links”, on which the Aho-Corasick string
matching algorithm can be executed. Aho-Corasick
algorithm is a well known dictionary-matching al-
gorithm which can quickly locate all the words in a
dictionary within an input string. Time complexity
of the algorithm is of linear order in length of input
string plus number of matched entries.

We index all the α’s in the rules on the AC tree.
Each α corresponds to a leaf node, and the β’s of the
α are stored in an associated list in decreasing order
of rule weights λ, as illustrated in Fig. 2. 1

1One may further improve the index structure by using a trie
rather than a ranking list to store βs associated with the same
α. However the improvement would not be significant because
the number of βs associated with each α is usually very small.

4.2 Algorithm

One could employ a naive algorithm that applies all
the possible combinations of rules (α’s) to the cur-
rent word wm, verifies whether the resulting words
(candidates) are in the vocabulary, uses the function
in Equ. (5) to calculate the ranking scores of the can-
didates, and find the top k candidates. This algo-
rithm is clearly inefficient.

Our algorithm first employs the Aho-Corasick al-
gorithm to locate all the applicable α’s within the in-
put word wm, from the rule index. The correspond-
ing β’s are retrieved as well. Then all the applicable
rules are identified and indexed by the applied posi-
tions of word wm.

Our algorithm next traverses the vocabulary trie
and searches the top k candidates with some pruning
techniques. The algorithm starts from the root node
of the vocabulary trie. At each step, it has multiple
search branches. It tries to match at the next position
of wm, or apply a rule at the current position of wm.
The following two pruning criteria are employed to
significantly accelerate the search process.

1) If the current sum of weights of applied rules
is smaller than the smallest weight in the top k
list, the search branch is pruned. This criterion
is derived from the non-negative constraint on
rule weights λ. It is easy to verify that the sum
of weights will not become larger if one contin-
ues to search the branch because all the weights
are non-positive.

2) If two search branches merge at the same node
in the vocabulary trie as well as the same po-
sition on wm, the search branches with smaller
sum of weights will be pruned. It is based on
the dynamic programming technique because
we take max in the ranking function in Equ. 5.

It is not difficult to prove that our algorithm is guar-
anteed to find the best k candidates in terms of the
ranking scores, because we only prune those candi-
dates that cannot give better scores than the ones in
the current top k list. Due to the limitation of space,
we omit the proof of the theorem that if the weights
of rules λ are non-positive and the ranking function
is defined as in Equ. 5, then the top k candidates ob-
tained with the pruning criteria are the same as the
top k candidates obtained without pruning.
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5 Experimental Results

We have experimentally evaluated our approach in
spelling error correction of queries in web search.
The problem is more challenging than usual due to
the following reasons. (1) The vocabulary of queries
in web search is extremely large due to the scale, di-
versity, and dynamics of the Internet. (2) Efficiency
is critically important, because the response time of
top k candidate retrieval for web search must be kept
very low. Our approach for candidate generation is
in fact motivated by the application.

5.1 Word Pair Mining

In web search, a search session is comprised of a se-
quence of queries from the same user within a time
period. It is easy to observe from search session data
that there are many spelling errors and their correc-
tions occurring in the same sessions. We employed
heuristics to automatically mine training pairs from
search session data at a commercial search engine.

First, we segmented the query sequence from
each user into sessions. If two queries were issued
more than 5 minutes apart, then we put a session
boundary between them. We used short sessions
here because we found that search users usually cor-
rect their misspelled queries very quickly after they
find the misspellings. Then the following heuristics
were employed to identify pairs of misspelled words
and their corrections from two consecutive queries
within a session:

1) Two queries have the same number of words.
2) There is only one word difference between two

queries.
3) For the two distinct words, the word in the first

query is considered as misspelled and the sec-
ond one as its correction.

Finally, we aggregated the identified training pairs
across sessions and users and discarded the pairs
with low frequencies. Table 1 shows some examples
of the mined word pairs.

5.2 Experiments on Accuracy

Two representative methods were used as baselines:
the generative model proposed by (Brill and Moore,
2000) referred to as generative and the logistic re-
gression model proposed by (Okazaki et al., 2008)

Misspelled Correct Misspelled Correct
aacoustic acoustic chevorle chevrolet
liyerature literature tournemen tournament
shinngle shingle newpape newspaper
finlad finland ccomponet component
reteive retrieve olimpick olympic

Table 1: Examples of Word Pairs

referred to as logistic. Note that Okazaki et al.
(2008)’s model is not particularly for spelling error
correction, but it can be employed in the task. When
using their method for ranking, we used outputs of
the logistic regression model as rank scores.

We compared our method with the two baselines
in terms of top k accuracy, which is ratio of the true
corrections among the top k candidates generated by
a method. All the methods shared the same settings:
973,902 words in the vocabulary, 10,597 rules for
correction, and up to two rules used in one transfor-
mation. We made use of 100,000 word pairs mined
from query sessions for training, and 10,000 word
pairs for testing.

The experimental results are shown in Fig. 3. We
can see that our method always performs the best
when compared with the baselines and the improve-
ments are statistically significant (p < 0.01). The
logistic method works better than generative, when
k is small, but its performance becomes saturated,
when k is large. Usually a discriminative model
works better than a generative model, and that seems
to be what happens with small k’s. However, logis-
tic cannot work so well for large k’s, because it only
allows the use of one rule each time. We observe
that there are many word pairs in the data that need
to be transformed with multiple rules.

Next, we conducted experiments to investigate
how the top k accuracy changes with different sizes
of vocabularies, maximum numbers of applicable
rules and sizes of rule set for the three methods. The
experimental results are shown in Fig. 4, Fig. 5 and
Fig. 6.

For the experiment in Fig. 4, we enlarged
the vocabulary size from 973,902 (smallVocab) to
2,206,948 (largeVocab) and kept the other settings
the same as in the previous experiment. Because
more candidates can be generated with a larger vo-
cabulary, the performances of all the methods de-
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Figure 3: Accuracy Comparison between Our Method
and Baselines

cline. However, the drop of accuracy by our method
is much smaller than that by generative, which
means our method is more powerful when the vo-
cabulary is large, e.g., for web search. For the exper-
iment in Fig. 5, we changed the maximum number of
rules that can be applied to a transformation from 2
to 3. Because logistic can only use one rule at a time,
it is not included in this experiment. When there
are more applicable rules, more candidates can be
generated and thus ranking of them becomes more
challenging. The accuracies of both methods drop,
but our method is constantly better than generative.
Moreover, the decrease in accuracy by our method
is clearly less than that by generative. For the ex-
periment in Fig. 6, we enlarged the number of rules
from 10,497 (smallRuleNum) to 24,054 (largeRu-
leNum). The performance of our method and those
of the two baselines did not change so much, and our
method still visibly outperform the baselines when
more rules are exploited.

5.3 Experiments on Efficiency
We have also experimentally evaluated the effi-
ciency of our approach. Because most existing work
uses a predefined ranking function, it is not fair to
make a comparison with them. Moreover, Okazaki
et al.’ method does not consider efficiency, and Brill
and Moore’s method is based a complicated retrieve
algorithm which is very hard to implement. Instead
of making comparison with the existing methods in
terms of efficiency, we evaluated the efficiency of
our method by looking at how efficient it becomes
with its data structure and pruning technique.
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Figure 4: Accuracy Comparisons between Baselines and
Our Method with Different Vocabulary Sizes
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Figure 5: Accuracy Comparison between Generative and
Our Method with Different Maximum Numbers of Ap-
plicable Rules
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First, we tested the efficiency of using Aho-
Corasick algorithm (the rule index). Because the
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Figure 7: Number of Matching Rules v.s. Number of
Rules

time complexity of Aho-Corasick algorithm is de-
termined by the lengths of query strings and the
number of matches, we examined how the number
of matches on query strings with different lengths
changes when the number of rules increases. The
experimental results are shown in Fig. 7. We can see
that the number of matches is not largely affected by
the number of rules in the rule index. It implies that
the time for searching applicable rules is close to a
constant and does not change much with different
numbers of rules.

Next, since the running time of our method is
proportional to the number of visited nodes on the
vocabulary trie, we evaluated the efficiency of our
method in terms of number of visited nodes. The
result reported here is that when k is 10.

Specifically, we tested how the number of visited
nodes changes according to three factors: maximum
number of applicable rules in a transformation, vo-
cabulary size and rule set size. The experimental re-
sults are shown in Fig. 8, Fig. 9 and Fig. 10 respec-
tively. From Fig. 8, with increasing maximum num-
ber of applicable rules in a transformation, number
of visited nodes increases first and then stabilizes,
especially when the words are long. Note that prun-
ing becomes even more effective because number of
visited nodes without pruning grows much faster. It
demonstrates that our method is very efficient when
compared to the non-pruning method. Admittedly,
the efficiency of our method also deteriorates some-
what. This would not cause a noticeable issue in
real applications, however. In the previous section,
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Figure 8: Efficiency Evaluation with Different Maximum
Numbers of Applicable Rules
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Figure 9: Efficiency Evaluation with Different Sizes of
Vocabulary

we have seen that using up to two rules in a transfor-
mation can bring a very high accuracy. From Fig. 8
and Fig. 9, we can conclude that the numbers of vis-
ited nodes are stable and thus the efficiency of our
method keeps high with larger vocabulary size and
number of rules. It indicates that our pruning strat-
egy is very effective. From all the figures, we can see
that our method is always efficient especially when
the words are relatively short.

5.4 Experiments on Model Constraints

In Section 3.1, we introduce the non-positive con-
straints on the parameters, i.e., ∀λr ≤ 0, to en-
able the pruning technique for efficient top k re-
trieval. We experimentally verified the impact of
the constraints to both the accuracy and efficiency.
For ease of reference, we name the model with the
non-positive constraints as bounded, and the origi-
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Figure 11: Accuracy Comparison between Bounded and
Unbounded Models

nal model as unbounded. The experimental results
are shown in Fig. 11 and Fig. 12. All the experi-
ments were conducted based on the typical setting
of our experiments: 973,902 words in the vocabu-
lary, 10,597 rules, and up to two rules in one trans-
formation. In Fig. 11, we can see that the differ-
ence between bounded and unbounded in terms of
accuracy is negligible, and we can draw a conclu-
sion that adding the constraints does not hurt the ac-
curacy. From Fig. 12, it is easy to note that bounded
is much faster than unbounded because our pruning
strategy can be applied to bounded.

6 Conclusion

In this paper, we have proposed a new method for
approximate string search, including spelling error
correction, which is both accurate and efficient. Our
method is novel and unique in its model, learning
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Figure 12: Efficiency Comparison between Bounded and
Unbounded Models

algorithm, and retrieval algorithm. Experimental re-
sults on a large data set show that our method im-
proves upon existing methods in terms of accuracy,
and particularly our method can perform better when
the dictionary is large and when there are many
rules. Experimental results have also verified the
high efficiency of our method. As future work, we
plan to add contextual features into the model and
apply our method to other data sets in other tasks.
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Abstract

We consider a semi-supervised setting for do-
main adaptation where only unlabeled data is
available for the target domain. One way to
tackle this problem is to train a generative
model with latent variables on the mixture of
data from the source and target domains. Such
a model would cluster features in both do-
mains and ensure that at least some of the la-
tent variables are predictive of the label on the
source domain. The danger is that these pre-
dictive clusters will consist of features specific
to the source domain only and, consequently,
a classifier relying on such clusters would per-
form badly on the target domain. We in-
troduce a constraint enforcing that marginal
distributions of each cluster (i.e., each latent
variable) do not vary significantly across do-
mains. We show that this constraint is effec-
tive on the sentiment classification task (Pang
et al., 2002), resulting in scores similar to
the ones obtained by the structural correspon-
dence methods (Blitzer et al., 2007) without
the need to engineer auxiliary tasks.

1 Introduction

Supervised learning methods have become a stan-
dard tool in natural language processing, and large
training sets have been annotated for a wide vari-
ety of tasks. However, most learning algorithms op-
erate under assumption that the learning data orig-
inates from the same distribution as the test data,
though in practice this assumption is often violated.
This difference in the data distributions normally re-
sults in a significant drop in accuracy. To address

this problem a number of domain-adaptation meth-
ods has recently been proposed (see e.g., (Daumé
and Marcu, 2006; Blitzer et al., 2006; Bickel et al.,
2007)). In addition to the labeled data from the
source domain, they also exploit small amounts of
labeled data and/or unlabeled data from the target
domain to estimate a more predictive model for the
target domain.

In this paper we focus on a more challenging
and arguably more realistic version of the domain-
adaptation problem where only unlabeled data is
available for the target domain. One of the most
promising research directions on domain adaptation
for this setting is based on the idea of inducing a
shared feature representation (Blitzer et al., 2006),
that is mapping from the initial feature representa-
tion to a new representation such that (1) examples
from both domains ‘look similar’ and (2) an accu-
rate classifier can be trained in this new representa-
tion. Blitzer et al. (2006) use auxiliary tasks based
on unlabeled data for both domains (called pivot fea-
tures) and a dimensionality reduction technique to
induce such shared representation. The success of
their domain-adaptation method (Structural Corre-
spondence Learning, SCL) crucially depends on the
choice of the auxiliary tasks, and defining them can
be a non-trivial engineering problem for many NLP
tasks (Plank, 2009). In this paper, we investigate
methods which do not use auxiliary tasks to induce
a shared feature representation.

We use generative latent variable models (LVMs)
learned on all the available data: unlabeled data for
both domains and on the labeled data for the source
domain. Our LVMs use vectors of latent features
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to represent examples. The latent variables encode
regularities observed on unlabeled data from both
domains, and they are learned to be predictive of
the labels on the source domain. Such LVMs can
be regarded as composed of two parts: a mapping
from initial (normally, word-based) representation
to a new shared distributed representation, and also
a classifier in this representation. The danger of this
semi-supervised approach in the domain-adaptation
setting is that some of the latent variables will cor-
respond to clusters of features specific only to the
source domain, and consequently, the classifier re-
lying on this latent variable will be badly affected
when tested on the target domain. Intuitively, one
would want the model to induce only those features
which generalize between domains. We encode this
intuition by introducing a term in the learning ob-
jective which regularizes inter-domain difference in
marginal distributions of each latent variable.

Another, though conceptually similar, argument
for our method is coming from theoretical re-
sults which postulate that the drop in accuracy of
an adapted classifier is dependent on the discrep-
ancy distance between the source and target do-
mains (Blitzer et al., 2008; Mansour et al., 2009;
Ben-David et al., 2010). Roughly, the discrepancy
distance is small when linear classifiers cannot dis-
tinguish between examples from different domains.
A necessary condition for this is that the feature ex-
pectations do not vary significantly across domains.
Therefore, our approach can be regarded as mini-
mizing a coarse approximation of the discrepancy
distance.

The introduced term regularizes model expecta-
tions and it can be viewed as a form of a general-
ized expectation (GE) criterion (Mann and McCal-
lum, 2010). Unlike the standard GE criterion, where
a model designer defines the prior for a model ex-
pectation, our criterion postulates that the model ex-
pectations should be similar across domains.

In our experiments, we use a form of Harmonium
Model (Smolensky, 1986) with a single layer of bi-
nary latent variables. Though exact inference with
this class of models is infeasible we use an effi-
cient approximation (Bengio and Delalleau, 2007),
which can be regarded either as a mean-field approx-
imation to the reconstruction error or a determinis-
tic version of the Contrastive Divergence sampling

method (Hinton, 2002). Though such an estimator
is biased, in practice, it yields accurate models. We
explain how the introduced regularizer can be inte-
grated into the stochastic gradient descent learning
algorithm for our model.

We evaluate our approach on adapting sentiment
classifiers on 4 domains: books, DVDs, electronics
and kitchen appliances (Blitzer et al., 2007). The
loss due to transfer to a new domain is very sig-
nificant for this task: in our experiments it was
approaching 9%, in average, for the non-adapted
model. Our regularized model achieves 35% aver-
age relative error reduction with respect to the non-
adapted classifier, whereas the non-regularized ver-
sion demonstrates a considerably smaller reduction
of 26%. Both the achieved error reduction and the
absolute score match the results reported in (Blitzer
et al., 2007) for the best version1 of the SCL method
(SCL-MI, 36%), suggesting that our approach is a
viable alternative to SCL.

The rest of the paper is structured as follows. In
Section 2 we introduce a model which uses vec-
tors of latent variables to model statistical dependen-
cies between the elementary features. In Section 3
we discuss its applicability in the domain-adaptation
setting, and introduce constraints on inter-domain
variability as a way to address the discovered lim-
itations. Section 4 describes approximate learning
and inference algorithms used in our experiments.
In Section 5 we provide an empirical evaluation of
the proposed method. We conclude in Section 6 with
further examination of the related work.

2 The Latent Variable Model

The adaptation method advocated in this paper is ap-
plicable to any joint probabilistic model which uses
distributed representations, i.e. vectors of latent
variables, to abstract away from hand-crafted fea-
tures. These models, for example, include Restricted
Boltzmann Machines (Smolensky, 1986; Hinton,
2002) and Sigmoid Belief Networks (SBNs) (Saul
et al., 1996) for classification and regression tasks,
Factorial HMMs (Ghahramani and Jordan, 1997)
for sequence labeling problems, Incremental SBNs
for parsing problems (Titov and Henderson, 2007a),

1Among the versions which do not exploit labeled data from
the target domain.
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as well as different types of Deep Belief Net-
works (Hinton and Salakhutdinov, 2006). The
power of these methods is in their ability to automat-
ically construct new features from elementary ones
provided by the model designer. This feature induc-
tion capability is especially desirable for problems
where engineering features is a labor-intensive pro-
cess (e.g., multilingual syntactic parsing (Titov and
Henderson, 2007b)), or for multitask learning prob-
lems where the nature of interactions between the
tasks is not fully understood (Collobert and Weston,
2008; Gesmundo et al., 2009).

In this paper we consider classification tasks,
namely prediction of sentiment polarity of a user re-
view (Pang et al., 2002), and model the joint distri-
bution of the binary sentiment label y ∈ {0, 1} and
the multiset of text features x, xi ∈ X . The hidden
variable vector z (zi ∈ {0, 1}, i = 1, . . . ,m) en-
codes statistical dependencies between components
of x and also dependencies between the label y and
the featuresx. Intuitively, the model can be regarded
as a logistic regression classifier with latent features.

The model assumes that the features and the latent
variable vector are generated jointly from a globally-
normalized model and then the label y is gener-
ated from a conditional distribution dependent on
z. Both of these distributions, P (x, z) and P (y|z),
are parameterized as log-linear models and, conse-
quently, our model can be seen as a combination of
an undirected Harmonium model (Smolensky, 1986)
and a directed SBN model (Saul et al., 1996). The
formal definition is as follows:

(1) Draw (x, z) ∼ P (x, z|v),
(2) Draw label y ∼ σ(w0 +

∑m
i=1 wizi),

where v and w are parameters, σ is the logistic sig-
moid function, σ(t) = 1/(1 + e−t), and the joint
distribution of (x, z) is given by the Gibbs distribu-
tion:

P (x, z|v) ∝ exp(
|x|∑
j=1

vxj0+
n∑
i=1

v0izi+
|x|,n∑
j,i=1

vxjizi).

Figure 1 presents the corresponding graphical
model. Note that the arcs between x and z are undi-
rected, whereas arcs between y and z are directed.

The parameters of this model θ = (v,w) can be
estimated by maximizing joint likelihood L(θ) of
labeled data for the source domain {x(l), y(l)}l∈SL

...

...x

z

y

v

w

Figure 1: The latent variable model: x, z, y are random
variables, dependencies between x and z are parameter-
ized by matrix v, and dependencies between z and y - by
vector w.

and unlabeled data for the source and target domain
{x(l)}l∈SU∪TU

, where SU and TU stand for the un-
labeled datasets for the source and target domains,
respectively. However, given that, first, amount of
unlabeled data |SU ∪ TU | normally vastly exceeds
the amount of labeled data |SL| and, second, the
number of features for each example |x(l)| is usually
large, the label y will have only a minor effect on
the mapping from the initial features x to the latent
representation z (i.e. on the parameters v). Conse-
quently, the latent representation induced in this way
is likely to be inappropriate for the classification task
in question. Therefore, we follow (McCallum et al.,
2006) and use a multi-conditional objective, a spe-
cific form of hybrid learning, to emphasize the im-
portance of labels y:

L(θ, α)=α
∑
l∈SL

logP (y(l)|x(l), θ)+
∑

l∈SU∪TU∪SL

logP (x(l)|θ),

where α is a weight, α > 1.
Direct maximization of the objective is prob-

lematic, as it would require summation over all
the 2m latent vectors z. Instead we use a mean-
field approximation. Similarly, an efficient ap-
proximate inference algorithm is used to compute
arg maxy P (y|x, θ) at testing time. The approxima-
tions are described in Section 4.

3 Constraints on Inter-Domain Variability

As we discussed in the introduction, our goal is
to provide a method for domain adaptation based
on semi-supervised learning of models with dis-
tributed representations. In this section, we first dis-
cuss the shortcomings of domain adaptation with
the above-described semi-supervised approach and
motivate constraints on inter-domain variability of
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the induced shared representation. Then we pro-
pose a specific form of this constraint based on the
Kullback-Leibler (KL) divergence.

3.1 Motivation for the Constraints

Each latent variable zi encodes a cluster or a com-
bination of elementary features xj . At least some
of these clusters, when induced by maximizing the
likelihood L(θ, α) with sufficiently large α, will be
useful for the classification task on the source do-
main. However, when the domains are substan-
tially different, these predictive clusters are likely
to be specific only to the source domain. For ex-
ample, consider moving from reviews of electronics
to book reviews: the cluster of features related to
equipment reliability and warranty service will not
generalize to books. The corresponding latent vari-
able will always be inactive on the books domain
(or always active, if negative correlation is induced
during learning). Equivalently, the marginal distri-
bution of this variable will be very different for both
domains. Note that the classifier, defined by the vec-
torw, is only trained on the labeled source examples
{x(l), y(l)}l∈SL

and therefore it will rely on such la-
tent variables, even though they do not generalize
to the target domain. Clearly, the accuracy of such
classifier will drop when it is applied to target do-
main examples. To tackle this issue, we introduce a
regularizing term which penalizes differences in the
marginal distributions between the domains.

In fact, we do not need to consider the behavior
of the classifier to understand the rationale behind
the introduction of the regularizer. Intuitively, when
adapting between domains, we are interested in rep-
resentations z which explain domain-independent
regularities rather than in modeling inter-domain
differences. The regularizer favors models which fo-
cus on the former type of phenomena rather than the
latter.

Another motivation for the form of regularization
we propose originates from theoretical analysis of
the domain adaptation problems (Ben-David et al.,
2010; Mansour et al., 2009; Blitzer et al., 2007).
Under the assumption that there exists a domain-
independent scoring function, these analyses show
that the drop in accuracy is upper-bounded by the
quantity called discrepancy distance. The discrep-
ancy distance is dependent on the feature represen-

tation z, and the input distributions for both domains
PS(z) and PT (z), and is defined as

dz(S,T )=max
f,f ′
|EPS

[f(z)6=f ′(z)]−EPT
[f(z)6=f ′(z)]|,

where f and f ′ are arbitrary linear classifiers
in the feature representation z. The quantity
EP [f(z)6=f ′(z)] measures the probability mass as-
signed to examples where f and f ′ disagree. Then
the discrepancy distance is the maximal change in
the size of this disagreement set due to transfer be-
tween the domains. For a more restricted class of
classifiers which rely only on any single feature2

zi, the distance is equal to the maximum over the
change in the distributions P (zi). Consequently, for
arbitrary linear classifiers we have:

dz(S,T ) ≥ max
i=1,...,m

|EPS
[zi = 1]− EPT

[zi = 1]|.

It follows that low inter-domain variability of the
marginal distributions of latent variables is a neces-
sary condition for low discrepancy distance. Min-
imizing the difference in the marginal distributions
can be regarded as a coarse approximation to the
minimization of the distance. However, we have
to concede that the above argument is fairly infor-
mal, as the generalization bounds do not directly
apply to our case: (1) our feature representation
is learned from the same data as the classifier, (2)
we cannot guarantee that the existence of a domain-
independent scoring function is preserved under the
learned transformation x→z and (3) in our setting
we have access not only to samples from P (z|x, θ)
but also to the distribution itself.

3.2 The Expectation Criterion

Though the above argument suggests a specific form
of the regularizing term, we believe that the penal-
izer should not be very sensitive to small differ-
ences in the marginal distributions, as useful vari-
ables (clusters) are likely to have somewhat differ-
ent marginal distributions in different domains, but
it should severely penalize extreme differences.

To achieve this goal we instead propose to use the
symmetrized Kullback-Leibler (KL) divergence be-
tween the marginal distributions as the penalty. The

2We consider only binary features here.
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derivative of the symmetrized KL divergence is large
when one of the marginal distributions is concen-
trated at 0 or 1 with another distribution still having
high entropy, and therefore such configurations are
severely penalized.3 Formally, the regularizer G(θ)
is defined as

G(θ) =
m∑
i=1

D(PS(zi|θ)||PT (zi|θ))

+D(PT (zi|θ)||PS(zi|θ)), (1)

where PS(zi) and PT (zi) stand for the training sam-
ple estimates of the marginal distributions of latent
features, for instance:

PT (zi = 1|θ) =
1
|TU |

∑
l∈TU

P (zi = 1|x(l), θ).

We augment the multi-conditional log-likelihood
L(θ, α) with the weighted regularization term G(θ)
to get the composite objective function:

LR(θ, α, β) = L(θ, α)− βG(θ), β > 0.

Note that this regularization term can be regarded
as a form of the generalized expectation (GE) crite-
ria (Mann and McCallum, 2010), where GE criteria
are normally defined as KL divergences between a
prior expectation of some feature and the expecta-
tion of this feature given by the model, where the
prior expectation is provided by the model designer
as a form of weak supervision. In our case, both ex-
pectations are provided by the model but on different
domains.

Note that the proposed regularizer can be trivially
extended to support the multi-domain case (Mansour
et al., 2008) by considering symmetrized KL diver-
gences for every pair of domains or regularizing the
distributions for every domain towards their average.

More powerful regularization terms can also be
motivated by minimization of the discrepancy dis-
tance but their optimization is likely to be expensive,
whereas LR(θ, α, β) can be optimized efficiently.

3An alternative is to use the Jensen-Shannon (JS) diver-
gence, however, our preliminary experiments seem to suggest
that the symmetrized KL divergence is preferable. Though the
two divergences are virtually equivalent when the distributions
are very similar (their ratio tends to a constant as the distribu-
tions go closer), the symmetrized KL divergence stronger penal-
izes extreme differences and this is important for our purposes.

4 Learning and Inference

In this section we describe an approximate learning
algorithm based on the mean-field approximation.
Though we believe that our approach is independent
of the specific learning algorithm, we provide the de-
scription for completeness. We also describe a sim-
ple approximate algorithm for computing P (y|x, θ)
at test time.

The stochastic gradient descent algorithm iter-
ates over examples and updates the weight vector
based on the contribution of every considered exam-
ple to the objective function LR(θ, α, β). To com-
pute these updates we need to approximate gradients
of ∇θ logP (y(l)|x(l), θ) (l ∈ SL), ∇θ logP (x(l)|θ)
(l ∈ SL ∪ SU ∪ TU ) as well as to estimate the con-
tribution of a given example to the gradient of the
regularizer∇θG(θ). In the next sections we will de-
scribe how each of these terms can be estimated.

4.1 Conditional Likelihood Term
We start by explaining the mean-field approximation
of logP (y|x, θ). First, we compute the means µ =
(µ1, . . . , µm):

µi = P (zi = 1|x,v) = σ(v0i +
∑|x|

j=1 vxji).

Now we can substitute them instead of z to approx-
imate the conditional probability of the label:

P (y = 1|x, θ) =
∑

z P (y|z,w)P (z|x,v)
∝ σ(w0 +

∑m
i=1wiµi).

We use this estimate both at testing time and also
to compute gradients ∇θ logP (y(l)|x(l), θ) during
learning. The gradients can be computed efficiently
using a form of back-propagation. Note that with
this approximation, we do not need to normalize
over the feature space, which makes the model very
efficient at classification time.

This approximation is equivalent to the computa-
tion of the two-layer perceptron with the soft-max
activation function (Bishop, 1995). However, the
above derivation provides a probabilistic interpreta-
tion of the hidden layer.

4.2 Unlabeled Likelihood Term
In this section, we describe how the unlabeled like-
lihood term is optimized in our stochastic learning
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algorithm. First, we note that, given the directed
nature of the arcs between z and y, the weights
w do not affect the probability of input x, that is
P (x|θ) = P (x|v).

Instead of directly approximating the gradient
∇v logP (x(l)|v), we use a deterministic version of
the Contrastive Divergence (CD) algorithm, equiv-
alent to the mean-field approximation of the recon-
struction error used in training autoassociaters (Ben-
gio and Delalleau, 2007). The CD-based estimators
are biased estimators but are guaranteed to converge.
Intuitively, maximizing the likelihood of unlabeled
data is closely related to minimizing the reconstruc-
tion error, that is training a model to discover such
mapping parameters u that z encodes all the neces-
sary information to accurately reproduce x(l) from z
for every training example x(l). Formally, the mean-
field approximation to the negated reconstruction er-
ror is defined as

L̂(x(l),v) = logP (x(l)|µ,v),

where the means, µi = P (zi = 1|x(l),v), are com-
puted as in the preceding section. Note that when
computing the gradient of∇vL̂, we need to take into
account both the forward and backward mappings:
the computation of the means µ from x(l) and the
computation of the log-probability of x(l) given the
means µ:

dL̂

dvki
=

∂L̂

∂vki
+
∂L̂

∂µi

dµi
dvki

.

4.3 Regularization Term
The criterion G(θ) is also independent of the classi-
fier parametersw, i.e. G(θ) = G(v), and our goal is
to compute the contribution of a considered example
l to the gradient∇vG(v).

The regularizer G(v) is defined as in equation (1)
and it is a function of the sample-based domain-
specific marginal distributions of latent variables PS
and PT :

PT (zi = 1|θ) =
1
|TU |

∑
l∈TU

µ
(l)
i ,

where the means µ(l)
i = P (zi = 1|x(l),v); PS can

be re-written analogously. G(v) is dependent on the
parameters v only via the mean activations of the

latent variables µ(l), and contribution of each exam-
ple l can be computed by straightforward differenti-
ation:

dG(l)(v)
dvki

=(log
p

p′
−log

1− p
1− p′

− p′

p
+

1− p′

1− p
)
dµ

(l)
i

dvki
,

where p = PS(zi = 1|θ) and p′ = PT (zi = 1|θ)
if l is from the source domain, and, inversely, p =
PT (zi = 1|θ) and p′ = PS(zi = 1|θ), otherwise.

One problem with the above expression is that
the exact computation of PS and PT requires re-
computation of the means µ(l) for all the exam-
ples after each update of the parameters, resulting
in O(|SL ∪ SU ∪ TU |2) complexity of each iteration
of stochastic gradient descent. Instead, we shuffle
examples and use amortization; we approximate PS
at update t by:

P̂
(t)
S (zi = 1)=

{
(1−γ)P̂ (t−1)

S (zi=1)+γµ(l)
i , l∈SL∪SU

P̂
(t−1)
S (zi = 1), otherwise,

where l is an example considered at update t. The
approximation P̂T is computed analogously.

5 Empirical Evaluation

In this section we empirically evaluate our approach
on the sentiment classification task. We start with
the description of the experimental set-up and the
baselines, then we present the results and discuss the
utility of the constraint on inter-domain variability.

5.1 Experimental setting
To evaluate our approach, we consider the same
dataset as the one used to evaluate the SCL
method (Blitzer et al., 2007). The dataset is com-
posed of labeled and unlabeled reviews of four dif-
ferent product types: books, DVDs, electronics and
kitchen appliances. For each domain, the dataset
contains 1,000 labeled positive reviews and 1,000 la-
beled negative reviews, as well as several thousands
of unlabeled examples (4,919 reviews per domain in
average: ranging from 3,685 for DVDs to 5,945 for
kitchen appliances). As in Blitzer et al. (2007), we
randomly split each labelled portion into 1,600 ex-
amples for training and 400 examples for testing.
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Figure 2: Averages accuracies when transferring to books, DVD, electronics and kitchen appliances domains, and
average accuracy over all 12 domain pairs.

We evaluate the performance of our domain-
adaptation approach on every ordered pair of do-
mains. For every pair, the semi-supervised meth-
ods use labeled data from the source domain and
unlabeled data from both domains. We compare
them with two supervised methods: a supervised
model (Base) which is trained on the source do-
main data only, and another supervised model (In-
domain) which is learned on the labeled data from
the target domain. The Base model can be regarded
as a natural baseline model, whereas the In-domain
model is essentially an upper-bound for any domain-
adaptation method. All the methods, supervised and
semi-supervised, are based on the model described
in Section 2.

Instead of using the full set of bigram and unigram
counts as features (Blitzer et al., 2007), we use a fre-
quency cut-off of 30 to remove infrequent ngrams.
This does not seem to have an adverse effect on the
accuracy but makes learning very efficient: the av-
erage training time for the semi-supervised methods
was about 20 minutes on a standard PC.

We coarsely tuned the parameters of the learning
methods using a form of cross-validation. Both the
parameter of the multi-conditional objective α (see
Section 2) and the weighting for the constraint β (see
Section 3.2) were set to 5. We used 25 iterations of
stochastic gradient descent. The initial learning rate
and the weight decay (the inverse squared variance
of the Gaussian prior) were set to 0.01, and both pa-
rameters were reduced by the factor of 2 every it-
eration the objective function estimate went down.
The size of the latent representation was equal to 10.

The stochastic weight updates were amortized with
the momentum (γ) of 0.99.

We trained the model both without regularization
of the domain variability (NoReg, β = 0), and with
the regularizing term (Reg). For the SCL method
to produce an accurate classifier for the target do-
main it is necessary to train a classifier using both the
induced shared representation and the initial non-
transformed representation. In our case, due to joint
learning and non-convexity of the learning problem,
this approach would be problematic.4 Instead, we
combine predictions of the semi-supervised mod-
els Reg and NoReg with the baseline out-of-domain
model (Base) using the product-of-experts combina-
tion (Hinton, 2002), the corresponding methods are
called Reg+ and NoReg+, respectively.

In all our models, we augmented the vector z with
an additional component set to 0 for examples in the
source domain and to 1 for the target domain exam-
ples. In this way, we essentially subtracted a un-
igram domain-specific model from our latent vari-
able model in the hope that this will further reduce
the domain dependence of the rest of the model pa-
rameters. In preliminary experiments, this modifica-
tion was beneficial for all the models including the
non-constrained one (NoReg).

5.2 Results and Discussion
The results of all the methods are presented in Fig-
ure 2. The 4 leftmost groups of results correspond
to a single target domain, and therefore each of

4The latent variables are not likely to learn any useful map-
ping in the presence of observable features. Special training
regimes may be used to attempt to circumvent this problem.
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them is an average over experiments on 3 domain-
pairs, for instance, the group Books represents an
average over adaptation experiments DVDs→books,
electronics→books, kitchen→books. The rightmost
group of the results corresponds to the average over
all 12 experiments. First, observe that the total drop
in the accuracy when moving to the target domain is
8.9%: from 84.6% demonstrated by the In-domain
classifier to 75.6% shown by the non-adapted Base
classifier. For convenience, we also present the er-
rors due to transfer in a separate Table 1: our best
method (Reg+) achieves 35% relative reduction of
this loss, decreasing the gap to 5.7%.

Now, let us turn to the question of the utility of the
constraints. First, observe that the non-regularized
version of the model (NoReg) often fails to outper-
form the baseline and achieves the scores consider-
ably worse than the results of the regularized ver-
sion (2.6% absolute difference). We believe that
this happens because the clusters induced when opti-
mizing the non-regularized learning objective are of-
ten domain-specific. The regularized model demon-
strates substantially better results slightly beating
the baseline in most cases. Still, to achieve a
larger decrease of the domain-adaptation error, it
was necessary to use the combined models, Reg+
and NoReg+. Here, again, the regularized model
substantially outperforms the non-regularized one
(35% against 26% relative error reduction for Reg+
and NoReg+, respectively).

In Table 1, we also compare the results of
our method with the results of the best ver-
sion of the SCL method (SCL-MI) reported
in Blitzer et al. (2007). The average error reduc-
tions for our method Reg+ and for the SCL method
are virtually equal. However, formally, these two
numbers are not directly comparable. First, the ran-
dom splits are different, though this is unlikely to
result in any significant difference, as the split pro-
portions are the same and the test sets are suffi-
ciently large. Second, the absolute scores achieved
in Blitzer et al. (2007) are slightly worse than those
demonstrated in our experiments both for supervised
and semi-supervised methods. In absolute terms,
our Reg+ method outperforms the SCL method by
more than 1%: 75.6% against 74.5%, in average.
This is probably due to the difference in the used
learning methods: optimization of the Huber loss vs.

D Base NoReg Reg NoReg+ Reg+ SCL-MI
B 10.6 12.4 7.7 8.6 6.7 5.8
D 9.5 8.2 8.0 6.6 7.3 6.1
E 8.2 13.0 9.7 6.8 5.5 5.5
K 7.5 8.8 6.5 4.4 3.3 5.6
Av 8.9 10.6 8.0 6.6 5.7 5.8

Table 1: Drop in the accuracy score due to the transfer
for the 4 domains: (B)ooks, (D)VD, (E)electronics and
(K)itchen appliances, and in average over the domains.

our latent variable model.5 This comparison sug-
gests that our domain-adaptation method is a viable
alternative to SCL.

Also, it is important to point out that the SCL
method uses auxiliary tasks to induce the shared
feature representation, these tasks are constructed
on the basis of unlabeled data. The auxiliary tasks
and the original problem should be closely related,
namely they should have the same (or similar) set
of predictive features. Defining such tasks can be
a challenging engineering problem. On the senti-
ment classification task in order to construct them
two steps need to be performed: (1) a set of words
correlated with the sentiment label is selected, and,
then (2) prediction of each such word is regarded a
distinct auxiliary problem. For many other domains
(e.g., parsing (Plank, 2009)) the construction of an
effective set of auxiliary tasks is still an open prob-
lem.

6 Related Work

There is a growing body of work on domain adapta-
tion. In this paper, we focus on the class of meth-
ods which induce a shared feature representation.
Another popular class of domain-adaptation tech-
niques assume that the input distributions P (x) for
the source and the target domain share support, that
is every example x which has a non-zero probabil-
ity on the target domain must have also a non-zero
probability on the source domain, and vice-versa.
Such methods tackle domain adaptation by instance
re-weighting (Bickel et al., 2007; Jiang and Zhai,
2007), or, similarly, by feature re-weighting (Sat-
pal and Sarawagi, 2007). In NLP, most features

5The drop in accuracy for the SCL method in Table 1 is is
computed with respect to the less accurate supervised in-domain
classifier considered in Blitzer et al. (2007), otherwise, the com-
puted drop would be larger.
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are word-based and lexicons are very different for
different domains, therefore such assumptions are
likely to be overly restrictive.

Various semi-supervised techniques for domain-
adaptation have also been considered, one example
being self-training (McClosky et al., 2006). How-
ever, their behavior in the domain-adaptation set-
ting is not well-understood. Semi-supervised learn-
ing with distributed representations and its applica-
tion to domain adaptation has previously been con-
sidered in (Huang and Yates, 2009), but no attempt
has been made to address problems specific to the
domain-adaptation setting. Similar approaches has
also been considered in the context of topic mod-
els (Xue et al., 2008), however the preference to-
wards induction of domain-independent topics was
not explicitly encoded in the learning objective or
model priors.

A closely related method to ours is that
of (Druck and McCallum, 2010) which performs
semi-supervised learning with posterior regulariza-
tion (Ganchev et al., 2010). Our approach differs
from theirs in many respects. First, they do not fo-
cus on the domain-adaptation setting and do not at-
tempt to define constraints to prevent the model from
learning domain-specific information. Second, their
expectation constraints are estimated from labeled
data, whereas we are trying to match expectations
computed on unlabeled data for two domains.

This approach bears some similarity to the adap-
tation methods standard for the setting where la-
belled data is available for both domains (Chelba
and Acero, 2004; Daumé and Marcu, 2006). How-
ever, instead of ensuring that the classifier param-
eters are similar across domains, we favor models
resulting in similar marginal distributions of latent
variables.

7 Discussion and Conclusions
In this paper we presented a domain-adaptation
method based on semi-supervised learning with dis-
tributed representations coupled with constraints fa-
voring domain-independence of modeled phenom-
ena. Our approach results in competitive domain-
adaptation performance on the sentiment classifica-
tion task, rivalling that of the state-of-the-art SCL
method (Blitzer et al., 2007). Both of these meth-
ods induce a shared feature representation but un-

like SCL our method does not require construction
of any auxiliary tasks in order to induce this repre-
sentation. The primary area of the future work is to
apply our method to structured prediction problems
in NLP, such as syntactic parsing or semantic role la-
beling, where construction of auxiliary tasks proved
problematic. Another direction is to favor domain-
invariability not only of the expectations of individ-
ual variables but rather those of constraint functions
involving latent variables, features and labels.
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Abstract
We describe an exact decoding algorithm for
syntax-based statistical translation. The ap-
proach uses Lagrangian relaxation to decom-
pose the decoding problem into tractable sub-
problems, thereby avoiding exhaustive dy-
namic programming. The method recovers ex-
act solutions, with certificates of optimality,
on over 97% of test examples; it has compa-
rable speed to state-of-the-art decoders.

1 Introduction
Recent work has seen widespread use of syn-
chronous probabilistic grammars in statistical ma-
chine translation (SMT). The decoding problem for
a broad range of these systems (e.g., (Chiang, 2005;
Marcu et al., 2006; Shen et al., 2008)) corresponds
to the intersection of a (weighted) hypergraph with
an n-gram language model.1 The hypergraph rep-
resents a large set of possible translations, and is
created by applying a synchronous grammar to the
source language string. The language model is then
used to rescore the translations in the hypergraph.

Decoding with these models is challenging,
largely because of the cost of integrating an n-gram
language model into the search process. Exact dy-
namic programming algorithms for the problem are
well known (Bar-Hillel et al., 1964), but are too ex-
pensive to be used in practice.2 Previous work on
decoding for syntax-based SMT has therefore been
focused primarily on approximate search methods.

This paper describes an efficient algorithm for ex-
act decoding of synchronous grammar models for
translation. We avoid the construction of (Bar-Hillel

1This problem is also relevant to other areas of statistical
NLP, for example NL generation (Langkilde, 2000).

2E.g., with a trigram language model they run inO(|E|w6)
time, where|E| is the number of edges in the hypergraph, and
w is the number of distinct lexical items in the hypergraph.

et al., 1964) by usingLagrangian relaxationto de-
compose the decoding problem into the following
sub-problems:

1. Dynamic programming over the weighted hy-
pergraph. This step does not require language
model integration, and hence is highly efficient.

2. Application of an all-pairs shortest path al-
gorithm to a directed graph derived from the
weighted hypergraph. The size of the derived
directed graph is linear in the size of the hyper-
graph, hence this step is again efficient.

Informally, the first decoding algorithm incorporates
the weights and hard constraints on translations from
the synchronous grammar, while the second decod-
ing algorithm is used to integrate language model
scores. Lagrange multipliers are used to enforce
agreement between the structures produced by the
two decoding algorithms.

In this paper we first give background on hyper-
graphs and the decoding problem. We then describe
our decoding algorithm. The algorithm uses a sub-
gradient method to minimize a dual function. The
dual corresponds to a particular linear programming
(LP) relaxation of the original decoding problem.
The method will recover an exact solution, with a
certificate of optimality, if the underlying LP relax-
ation has an integral solution. In some cases, how-
ever, the underlying LP will have a fractional solu-
tion, in which case the method will not be exact. The
second technical contribution of this paper is to de-
scribe a method that iteratively tightens the underly-
ing LP relaxation until an exact solution is produced.
We do this by gradually introducing constraints to
step 1 (dynamic programming over the hypergraph),
while still maintaining efficiency.
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We report experiments using the tree-to-string
model of (Huang and Mi, 2010). Our method gives
exact solutions on over 97% of test examples. The
method is comparable in speed to state-of-the-art de-
coding algorithms; for example, over 70% of the test
examples are decoded in 2 seconds or less. We com-
pare our method to cube pruning (Chiang, 2007),
and find that our method gives improved model
scores on a significant number of examples. One
consequence of our work is that we give accurate
estimates of the number of search errors for cube
pruning.

2 Related Work

A variety of approximate decoding algorithms have
been explored for syntax-based translation systems,
including cube-pruning (Chiang, 2007; Huang and
Chiang, 2007), left-to-right decoding with beam
search (Watanabe et al., 2006; Huang and Mi, 2010),
and coarse-to-fine methods (Petrov et al., 2008).

Recent work has developed decoding algorithms
based on finite state transducers (FSTs). Iglesias et
al. (2009) show that exact FST decoding is feasible
for a phrase-based system with limited reordering
(the MJ1 model (Kumar and Byrne, 2005)), and de
Gispert et al. (2010) show that exact FST decoding
is feasible for a specific class of hierarchical gram-
mars (shallow-1 grammars). Approximate search
methods are used for more complex reordering mod-
els or grammars. The FST algorithms are shown to
produce higher scoring solutions than cube-pruning
on a large proportion of examples.

Lagrangian relaxation is a classical technique
in combinatorial optimization (Korte and Vygen,
2008). Lagrange multipliers are used to add lin-
ear constraints to an existing problem that can be
solved using a combinatorial algorithm; the result-
ing dual function is then minimized, for example
using subgradient methods. In recent work,dual
decomposition—a special case of Lagrangian relax-
ation, where the linear constraints enforce agree-
ment between two or more models—has been ap-
plied to inference in Markov random fields (Wain-
wright et al., 2005; Komodakis et al., 2007; Sontag
et al., 2008), and also to inference problems in NLP
(Rush et al., 2010; Koo et al., 2010). There are close
connections between dual decomposition and work
on belief propagation (Smith and Eisner, 2008).

3 Background: Hypergraphs
Translation with many syntax-based systems (e.g.,
(Chiang, 2005; Marcu et al., 2006; Shen et al., 2008;
Huang and Mi, 2010)) can be implemented as a
two-step process. The first step is to take an in-
put sentence in the source language, and from this
to create a hypergraph (sometimes called a transla-
tion forest) that represents the set of possible trans-
lations (strings in the target language) and deriva-
tions under the grammar. The second step is to
integrate an n-gram language model with this hy-
pergraph. For example, in the system of (Chiang,
2005), the hypergraph is created as follows: first, the
source side of the synchronous grammar is used to
create a parse forest over the source language string.
Second, transduction operations derived from syn-
chronous rules in the grammar are used to create the
target-language hypergraph. Chiang’s method uses
a synchronous context-free grammar, but the hyper-
graph formalism is applicable to a broad range of
other grammatical formalisms, for example depen-
dency grammars (e.g., (Shen et al., 2008)).

A hypergraph is a pair(V, E) where V =
{1, 2, . . . , |V |} is a set of vertices, andE is a set of
hyperedges. A single distinguished vertex is taken
as the root of the hypergraph; without loss of gener-
ality we take this vertex to bev = 1. Each hyper-
edgee ∈ E is a tuple〈〈v1, v2, . . . , vk〉, v0〉 where
v0 ∈ V , andvi ∈ {2 . . . |V |} for i = 1 . . . k. The
vertexv0 is referred to as theheadof the edge. The
ordered sequence〈v1, v2, . . . , vk〉 is referred to as
the tail of the edge; in addition, we sometimes refer
tov1, v2, . . . vk as thechildrenin the edge. The num-
ber of childrenk may vary across different edges,
but k ≥ 1 for all edges (i.e., each edge has at least
one child). We will useh(e) to refer to the head of
an edgee, andt(e) to refer to the tail.

We will assume that the hypergraph is acyclic: in-
tuitively this will mean that no derivation (as defined
below) contains the same vertex more than once (see
(Martin et al., 1990) for a formal definition).

Each vertexv ∈ V is either anon-terminalin the
hypergraph, or aleaf. The set of non-terminals is

VN = {v ∈ V : ∃e ∈ E such that h(e) = v}

Conversely, the set of leaves is defined as

VL = {v ∈ V : 6 ∃e ∈ E such that h(e) = v}
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Finally, we assume that eachv ∈ V has a label
l(v). The labels for leaves will bewords, and will
be important in defining strings and language model
scores for those strings. The labels for non-terminal
nodes will not be important for results in this paper.3

We now turn to derivations. Define anindex set
I = V ∪ E. A derivation is represented by a vector
y = {yr : r ∈ I} whereyv = 1 if vertexv is used in
the derivation,yv = 0 otherwise (similarlyye = 1 if
edgee is used in the derivation,ye = 0 otherwise).
Thusy is a vector in{0, 1}|I|. A valid derivation
satisfies the following constraints:

• y1 = 1 (the root must be in the derivation).

• For allv ∈ VN , yv =
∑

e:h(e)=v ye.

• For allv ∈ 2 . . . |V |, yv =
∑

e:v∈t(e) ye.

We useY to refer to the set of valid derivations.
The setY is a subset of{0, 1}|I| (not all members of
{0, 1}|I| will correspond to valid derivations).

Each derivationy in the hypergraph will imply an
ordered sequence of leavesv1 . . . vn. We uses(y) to
refer to this sequence. Thesentenceassociated with
the derivation is thenl(v1) . . . l(vn).

In a weighted hypergraph problem, we assume a
parameter vectorθ = {θr : r ∈ I}. The score for
any derivation isf(y) = θ · y =

∑

r∈I θryr. Sim-
ple bottom-up dynamic programming—essentially
the CKY algorithm—can be used to findy∗ =
argmaxy∈Y f(y) under these definitions.

The focus of this paper will be to solve problems
involving the integration of ak’th order language
model with a hypergraph. In these problems, the
score for a derivation is modified to be

f(y) =
∑

r∈I

θryr +

n
∑

i=k

θ(vi−k+1, vi−k+2, . . . , vi) (1)

where v1 . . . vn = s(y). The θ(vi−k+1, . . . , vi)
parameters score n-grams of lengthk. These
parameters are typically defined by a language
model, for example withk = 3 we would have
θ(vi−2, vi−1, vi) = log p(l(vi)|l(vi−2), l(vi−1)).
The problem is then to findy∗ = argmaxy∈Y f(y)
under this definition.

Throughout this paper we make the following as-
sumption when using a bigram language model:

3They might for example be non-terminal symbols from the
grammar used to generate the hypergraph.

Assumption 3.1 (Bigram start/end assump-
tion.) For any derivation y, with leaves
s(y) = v1, v2, . . . , vn, it is the case that: (1)
v1 = 2 andvn = 3; (2) the leaves2 and3 cannot
appear at any other position in the stringss(y) for
y ∈ Y; (3) l(2) = <s> where<s> is the start
symbol in the language model; (4)l(3) = </s>
where</s> is the end symbol.

This assumption allows us to incorporate lan-
guage model terms that depend on the start and end
symbols. It also allows a clean solution for boundary
conditions (the start/end of strings).4

4 A Simple Lagrangian Relaxation
Algorithm

We now give a Lagrangian relaxation algorithm for
integration of a hypergraph with a bigram language
model, in cases where the hypergraph satisfies the
following simplifying assumption:

Assumption 4.1 (The strict ordering assumption.)
For any two leavesv and w, it is either the case
that: 1) for all derivationsy such thatv andw are
both in the sequencel(y), v precedesw; or 2) for all
derivationsy such thatv andw are both inl(y), w

precedesv.

Thus under this assumption, the relative ordering
of any two leaves is fixed. This assumption is overly
restrictive:5 the next section describes an algorithm
that does not require this assumption. However de-
riving the simple algorithm will be useful in devel-
oping intuition, and will lead directly to the algo-
rithm for the unrestricted case.

4.1 A Sketch of the Algorithm
At a high level, the algorithm is as follows. We in-
troduce Lagrange multipliersu(v) for all v ∈ VL,
with initial values set to zero. The algorithm then
involves the following steps: (1) For each leafv,
find the previous leafw that maximizes the score
θ(w, v) − u(w) (call this leaf α∗(v), and define
αv = θ(α∗(v), v) − u(α∗(v))). (2) find the high-
est scoring derivation using dynamic programming

4The assumption generalizes in the obvious way tok’th or-
der language models: e.g., for trigram models we assume that
v1 = 2, v2 = 3, vn = 4, l(2) = l(3) = <s>, l(4) = </s>.

5It is easy to come up with examples that violate this as-
sumption: for example a hypergraph with edges〈〈4, 5〉, 1〉 and
〈〈5, 4〉, 1〉 violates the assumption. The hypergraphs found in
translation frequently contain alternative orderings such as this.
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over the original (non-intersected) hypergraph, with
leaf nodes having weightsθv + αv + u(v). (3) If
the output derivation from step 2 has the same set of
bigrams as those from step 1, then we have an exact
solution to the problem. Otherwise, the Lagrange
multipliersu(v) are modified in a way that encour-
ages agreement of the two steps, and we return to
step 1.

Steps 1 and 2 can be performed efficiently; in par-
ticular, we avoid the classical dynamic programming
intersection, instead relying on dynamic program-
ming over the original, simple hypergraph.

4.2 A Formal Description
We now give a formal description of the algorithm.
DefineB ⊆ VL×VL to be the set of all ordered pairs
〈v, w〉 such that there is at least one derivationy with
v directly precedingw in s(y). Extend the bit-vector
y to include variablesy(v, w) for 〈v, w〉 ∈ B where
y(v, w) = 1 if leaf v is followed byw in s(y), 0
otherwise. We redefine the index set to beI = V ∪
E ∪ B, and defineY ⊆ {0, 1}|I| to be the set of all
possible derivations. Under assumptions 3.1 and 4.1
above,Y = {y : y satisfies constraintsC0, C1, C2}
where the constraint definitions are:

• (C0) Theyv andye variables form a derivation
in the hypergraph, as defined in section 3.

• (C1) For all v ∈ VL such thatv 6= 2, yv =
∑

w:〈w,v〉∈B y(w, v).

• (C2) For all v ∈ VL such thatv 6= 3, yv =
∑

w:〈v,w〉∈B y(v, w).

C1 states that each leaf in a derivation has exactly
one in-coming bigram, and that each leaf not in the
derivation has0 incoming bigrams;C2 states that
each leaf in a derivation has exactly one out-going
bigram, and that each leaf not in the derivation has0
outgoing bigrams.6

The score of a derivation is nowf(y) = θ · y, i.e.,

f(y) =
∑

v

θvyv+
∑

e

θeye+
∑

〈v,w〉∈B

θ(v, w)y(v, w)

whereθ(v, w) are scores from the language model.
Our goal is to computey∗ = argmaxy∈Y f(y).

6Recall that according to the bigram start/end assumption
the leaves2/3 are reserved for the start/end of the sequence
s(y), and hence do not have an incoming/outgoing bigram.

Initialization: Setu0(v) = 0 for all v ∈ VL

Algorithm: For t = 1 . . . T :

• yt = argmaxy∈Y′ L(ut−1, y)

• If yt satisfies constraintsC2, return yt,
Else ∀v ∈ VL, ut(v) =

ut−1(v)− δt
(

yt(v)−
∑

w:〈v,w〉∈B yt(v, w)
)

.

Figure 1: A simple Lagrangian relaxation algorithm.
δt > 0 is the step size at iterationt.

Next, defineY ′ as

Y ′ = {y : y satisfies constraintsC0 andC1}

In this definition we have dropped theC2 con-
straints. To incorporate these constraints, we use
Lagrangian relaxation, with one Lagrange multiplier
u(v) for each constraint inC2. The Lagrangian is

L(u, y) = f(y) +
∑

v

u(v)(y(v)−
∑

w:〈v,w〉∈B

y(v, w))

= β · y

whereβv = θv + u(v), βe = θe, andβ(v, w) =
θ(v, w)− u(v).

The dual problem is to findminu L(u) where

L(u) = max
y∈Y ′

L(u, y)

Figure 1 shows asubgradientmethod for solving
this problem. At each point the algorithm finds
yt = argmaxy∈Y ′ L(ut−1, y), whereut−1 are the
Lagrange multipliers from the previous iteration. If
yt satisfies theC2 constraints in addition toC0 and
C1, then it is returned as the output from the algo-
rithm. Otherwise, the multipliersu(v) are updated.
Intuitively, these updates encourage the values ofyv
and

∑

w:〈v,w〉∈B y(v, w) to be equal; formally, these
updates correspond to subgradient steps.

The main computational step at each iteration is to
computeargmaxy∈Y ′ L(ut−1, y) This step is easily
solved, as follows (we again useβv, βe andβ(v1, v2)
to refer to the parameter values that incorporate La-
grange multipliers):

• For all v ∈ VL, define α∗(v) =
argmaxw:〈w,v〉∈B β(w, v) and αv =
β(α∗(v), v). For allv ∈ VN defineαv = 0.
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• Using dynamic programming, find values for
theyv andye variables that form a valid deriva-
tion, and that maximize
f ′(y) =

∑

v(βv + αv)yv +
∑

e βeye.

• Sety(v, w) = 1 iff y(w) = 1 andα∗(w) = v.

The critical point here is that through our definition
of Y ′, which ignores theC2 constraints, we are able
to do efficient search as just described. In the first
step we compute the highest scoring incoming bi-
gram for each leafv. In the second step we use
conventional dynamic programming over the hyper-
graph to find an optimal derivation that incorporates
weights from the first step. Finally, we fill in the
y(v, w) values. Each iteration of the algorithm runs
in O(|E|+ |B|) time.

There are close connections between Lagrangian
relaxation and linear programming relaxations. The
most important formal results are: 1) for any value
of u, L(u) ≥ f(y∗) (hence the dual value provides
an upper bound on the optimal primal value); 2) un-
der an appropriate choice of the step sizesδt, the
subgradient algorithm is guaranteed to converge to
the minimum ofL(u) (i.e., we will minimize the
upper bound, making it as tight as possible); 3) if
at any point the algorithm in figure 1 finds ayt that
satisfies theC2 constraints, then this is guaranteed
to be the optimal primal solution.

Unfortunately, this algorithm may fail to produce
a good solution for hypergraphs where the strict or-
dering constraint does not hold. In this case it is
possible to find derivationsy that satisfy constraints
C0, C1, C2, but which are invalid. As one exam-
ple, consider a derivation withs(y) = 2, 4, 5, 3 and
y(2, 3) = y(4, 5) = y(5, 4) = 1. The constraints
are all satisfied in this case, but the bigram variables
are invalid (e.g., they contain a cycle).

5 The Full Algorithm

We now describe our full algorithm, which does not
require the strict ordering constraint. In addition, the
full algorithm allows a trigram language model. We
first give a sketch, and then give a formal definition.

5.1 A Sketch of the Algorithm

A crucial idea in the new algorithm is that of
paths between leaves in hypergraph derivations.

Previously, for each derivationy, we had de-
fined s(y) = v1, v2, . . . , vn to be the sequence
of leaves in y. In addition, we will define
g(y) = p0, v1, p1, v2, p2, v3, p3, . . . , pn−1, vn, pn
where eachpi is a path in the derivation between
leavesvi andvi+1. The path traces through the non-
terminals that are between the two leaves in the tree.

As an example, consider the following derivation
(with hyperedges〈〈2, 5〉, 1〉 and〈〈3, 4〉, 2〉):

1

2

3 4

5

For this exampleg(y) is 〈1 ↓, 2 ↓〉 〈2 ↓, 3 ↓〉
〈3 ↓〉, 3, 〈3 ↑〉 〈3 ↑, 4 ↓〉 〈4 ↓〉, 4, 〈4 ↑〉 〈4 ↑, 2 ↑〉
〈2 ↑, 5 ↓〉 〈5 ↓〉, 5, 〈5 ↑〉 〈5 ↑, 1 ↑〉. States of the
form 〈a ↓〉 and 〈a ↑〉 wherea is a leaf appear in
the paths respectively before/after the leafa. States
of the form〈a, b〉 correspond to the steps taken in a
top-down, left-to-right, traversal of the tree, where
down and up arrows indicate whether a node is be-
ing visited for the first or second time (the traversal
in this case would be1, 2, 3, 4, 2, 5, 1).

The mapping from a derivationy to a pathg(y)
can be performed using the algorithm in figure 2.
For a given derivationy, defineE(y) = {y : ye =
1}, and useE(y) as the set of input edges to this
algorithm. The output from the algorithm will be a
set of statesS, and a set of directed edgesT , which
together fully define the pathg(y).

In the simple algorithm, the first step was to
predict the previous leaf for each leafv, under
a score that combined a language model score
with a Lagrange multiplier score (i.e., compute
argmaxw β(w, v) where β(w, v) = θ(w, v) +
u(w)). In this section we describe an algorithm that
for each leafv again predicts the previous leaf, but in
addition predicts the fullpathback to that leaf. For
example, rather than making a prediction for leaf5
that it should be preceded by leaf4, we would also
predict the path〈4 ↑〉〈4 ↑, 2 ↑〉 〈2 ↑, 5 ↓〉〈5 ↓〉 be-
tween these two leaves. Lagrange multipliers will
be used to enforce consistency between these pre-
dictions (both paths and previous words) and a valid
derivation.
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Input: A setE of hyperedges.Output: A directed graph
S, T whereS is a set of vertices, andT is a set of edges.
Step 1: CreatingS: DefineS = ∪e∈ES(e) whereS(e)
is defined as follows. Assumee = 〈〈v1, v2, . . . , vk〉, v0〉.
Include the following states inS(e): (1) 〈v0 ↓, v1 ↓〉 and
〈vk↑, v0↑〉. (2) 〈vj ↑, vj+1↓〉 for j = 1 . . . k − 1 (if k = 1
then there are no such states). (3) In addition, for anyvj
for j = 1 . . . k such thatvj ∈ VL, add the states〈vj ↓〉
and〈vj ↑〉.
Step 2: Creating T : T is formed by including the fol-
lowing directed arcs: (1) Add an arc from〈a, b〉 ∈ S

to 〈c, d〉 ∈ S wheneverb = c. (2) Add an arc from
〈a, b ↓〉 ∈ S to 〈c ↓〉 ∈ S wheneverb = c. (3) Add
an arc from〈a ↑〉 ∈ S to 〈b ↑, c〉 ∈ S whenevera = b.

Figure 2: Algorithm for constructing a directed graph
(S, T ) from a set of hyperedgesE.

5.2 A Formal Description

We first use the algorithm in figure 2 with the en-
tire set of hyperedges,E, as its input. The result
is a directed graph(S, T ) that containsall possible
pathsfor valid derivations inV, E (it also contains
additional, ill-formed paths). We then introduce the
following definition:

Definition 5.1 A trigram path p is p =
〈v1, p1, v2, p2, v3〉 where: a) v1, v2, v3 ∈ VL;
b) p1 is a path (sequence of states) between nodes
〈v1 ↑〉 and 〈v2 ↓〉 in the graph(S, T ); c) p2 is a
path between nodes〈v2 ↑〉 and 〈v3 ↓〉 in the graph
(S, T ). We defineP to be the set of all trigram paths
in (S, T ).

The setP of trigram paths plays an analogous role
to the setB of bigrams in our previous algorithm.

We usev1(p), p1(p), v2(p), p2(p), v3(p) to refer
to the individual components of a pathp. In addi-
tion, defineSN to be the set of states inS of the
form 〈a, b〉 (as opposed to the form〈c ↓〉 or 〈c ↑〉
wherec ∈ VL).

We now define a new index set,I = V ∪ E ∪
SN ∪ P, adding variablesys for s ∈ SN , andyp for
p ∈ P. If we takeY ⊂ {0, 1}|I| to be the set of
valid derivations, the optimization problem is to find
y∗ = argmaxy∈Y f(y), wheref(y) = θ · y, that is,

f(y) =
∑

v

θvyv +
∑

e

θeye +
∑

s

θsys +
∑

p

θpyp

In particular, we might defineθs = 0 for all s,
and θp = log p(l(v3(p))|l(v1(p)), l(v2(p))) where

• D0. Theyv andye variables form a valid derivation
in the original hypergraph.
• D1. For alls ∈ SN , ys =

∑

e:s∈S(e) ye (see figure 2
for the definition ofS(e)).
• D2. For allv ∈ VL, yv =

∑

p:v3(p)=v yp

• D3. For allv ∈ VL, yv =
∑

p:v2(p)=v yp

• D4. For allv ∈ VL, yv =
∑

p:v1(p)=v yp

• D5. For alls ∈ SN , ys =
∑

p:s∈p1(p)
yp

• D6. For alls ∈ SN , ys =
∑

p:s∈p2(p)
yp

• Lagrangian with Lagrange multipliers forD3–D6:

L(y, λ, γ, u, v) = θ · y

+
∑

v λv

(

yv −
∑

p:v2(p)=v yp

)

+
∑

v γv

(

yv −
∑

p:v1(p)=v yp

)

+
∑

s us

(

ys −
∑

p:s∈p1(p)
yp

)

+
∑

s vs

(

ys −
∑

p:s∈p2(p)
yp

)

.

Figure 3: ConstraintsD0–D6, and the Lagrangian.

p(w3|w1, w2) is a trigram probability.
The setP is large (typically exponential in size):

however, we will see that we do not need to represent
the yp variables explicitly. Instead we will be able
to leverage the underlying structure of a path as a
sequence of states.

The set of valid derivations isY = {y :
y satisfies constraintsD0–D6}where the constraints
are shown in figure 3.D1 simply states thatys = 1
iff there is exactly one edgee in the derivation such
that s ∈ S(e). ConstraintsD2–D4 enforce consis-
tency between leaves in the trigram paths, and theyv
values. ConstraintsD5 andD6 enforce consistency
between states seen in the paths, and theys values.

The Lagrangian relaxation algorithm is then de-
rived in a similar way to before. Define

Y ′ = {y : y satisfies constraintsD0–D2}

We have dropped theD3–D6 constraints, but these
will be introduced using Lagrange multipliers. The
resulting Lagrangian is shown in figure 3, and can
be written asL(y, λ, γ, u, v) = β · y whereβv =
θv+λv+γv, βs = θs+us+vs, βp = θp−λ(v2(p))−
γ(v1(p))−

∑

s∈p1(p)
u(s)−

∑

s∈p2(p)
v(s).

The dual is L(λ, γ, u, v) =
maxy∈Y ′ L(y, λ, γ, u, v); figure 4 shows a sub-
gradient method that minimizes this dual. The key
step in the algorithm at each iteration is to compute
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Initialization: Setλ0 = 0, γ0 = 0, u0 = 0, v0 = 0
Algorithm: For t = 1 . . . T :

• yt = argmaxy∈Y′ L(y, λt−1, γt−1, ut−1, vt−1)

• If yt satisfies the constraintsD3–D6, returnyt, else:

- ∀v ∈ VL, λt
v = λt−1

v − δt(yt
v −

∑

p:v2(p)=v yt
p)

- ∀v ∈ VL, γt
v = γt−1

v − δt(yt
v −

∑

p:v1(p)=v yt
p)

- ∀s ∈ SN , ut
s = ut−1

s − δt(yt
s −

∑

p:s∈p1(p)
yt
p)

- ∀s ∈ SN , vt
s = vt−1

s − δt(yt
s −

∑

p:s∈p2(p)
yt
p)

Figure 4: The full Lagrangian relaxation algortihm.δt >

0 is the step size at iterationt.

argmaxy∈Y ′ L(y, λ, γ, u, v) = argmaxy∈Y ′ β · y

where β is defined above. Again, our definition
of Y ′ allows this maximization to be performed
efficiently, as follows:

1. For each v ∈ VL, define α∗
v =

argmaxp:v3(p)=v β(p), and αv = β(α∗
v).

(i.e., for eachv, compute the highest scoring
trigram path ending inv.)

2. Find values for theyv, ye andys variables that
form a valid derivation, and that maximize
f ′(y) =

∑

v(βv+αv)yv+
∑

e βeye+
∑

s βsys

3. Setyp = 1 iff yv3(p) = 1 andp = α∗
v3(p)

.

The first step involves finding the highest scoring in-
coming trigram path for each leafv. This step can be
performed efficiently using the Floyd-Warshall all-
pairs shortest path algorithm (Floyd, 1962) over the
graph(S, T ); the details are given in the appendix.
The second step involves simple dynamic program-
ming over the hypergraph(V, E) (it is simple to in-
tegrate theβs terms into this algorithm). In the third
step, the path variablesyp are filled in.

5.3 Properties

We now describe some important properties of the
algorithm:

Efficiency. The main steps of the algorithm are:
1) construction of the graph(S, T ); 2) at each it-
eration, dynamic programming over the hypergraph
(V, E); 3) at each iteration, all-pairs shortest path al-
gorithms over the graph(S, T ). Each of these steps

is vastly more efficient than computing an exact in-
tersection of the hypergraph with a language model.

Exact solutions. By usual guarantees for La-
grangian relaxation, if at any point the algorithm re-
turns a solutionyt that satisfies constraintsD3–D6,
thenyt exactly solves the problem in Eq. 1.

Upper bounds. At each point in the algorithm,
L(λt, γt, ut, vt) is an upper bound on the score of
the optimal primal solution,f(y∗). Upper bounds
can be useful in evaluating the quality of primal so-
lutions from either our algorithm or other methods
such as cube pruning.

Simplicity of implementation. Construction of
the (S, T ) graph is straightforward. The other
steps—hypergraph dynamic programming, and all-
pairs shortest path—are widely known algorithms
that are simple to implement.

6 Tightening the Relaxation

The algorithm that we have described minimizes
the dual functionL(λ, γ, u, v). By usual results for
Lagrangian relaxation (e.g., see (Korte and Vygen,
2008)),L is the dual function for a particular LP re-
laxation arising from the definition ofY ′ and the ad-
ditional constaintsD3–D6. In some cases the LP
relaxation has an integral solution, in which case
the algorithm will return an optimal solutionyt.7

In other cases, when the LP relaxation has a frac-
tional solution, the subgradient algorithm will still
converge to the minimum ofL, but the primal solu-
tionsyt will move between a number of solutions.

We now describe a method that incrementally
adds hard constraints to the setY ′, until the method
returns an exact solution. For a giveny ∈ Y ′,
for any v with yv = 1, we can recover the previ-
ous two leaves (the trigram ending inv) from ei-
ther the path variablesyp, or the hypergraph vari-
ablesye. Specifically, definev−1(v, y) to be the leaf
precedingv in the trigram pathp with yp = 1 and
v3(p) = v, andv−2(v, y) to be the leaf two posi-
tions beforev in the trigram pathp with yp = 1 and
v3(p) = v. Similarly, definev′−1(v, y) andv′−2(v, y)
to be the preceding two leaves under theye vari-
ables. If the method has not converged, these two
trigram definitions may not be consistent. For a con-

7Provided that the algorithm is run for enough iterations for
convergence.
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sistent solution, we requirev−1(v, y) = v′−1(v, y)
andv−2(v, y) = v′−2(v, y) for all v with yv = 1.
Unfortunately, explicitly enforcing all of these con-
straints would require exhaustive dynamic program-
ming over the hypergraph using the (Bar-Hillel et
al., 1964) method, something we wish to avoid.

Instead, we enforce a weaker set of constraints,
which require far less computation. Assume some
function π : VL → {1, 2, . . . q} that partitions the
set of leaves intoq different partitions. Then we will
add the following constraints toY ′:

π(v−1(v, y)) = π(v′−1(v, y))

π(v−2(v, y)) = π(v′−2(v, y))

for all v such thatyv = 1. Findingargmaxy∈Y ′ θ ·
y under this new definition ofY ′ can be performed
using the construction of (Bar-Hillel et al., 1964),
with q different lexical items (for brevity we omit
the details). This is efficient ifq is small.8

The remaining question concerns how to choose
a partitionπ that is effective in tightening the relax-
ation. To do this we implement the following steps:
1) run the subgradient algorithm untilL is close to
convergence; 2) then run the subgradient algorithm
for m further iterations, keeping track of all pairs
of leaf nodes that violate the constraints (i.e., pairs
a = v−1(v, y)/b = v′−1(v, y) or a = v−2(v, y)/b =
v′−2(v, y) such thata 6= b); 3) use a graph color-
ing algorithm to find a small partition that places all
pairs〈a, b〉 into separate partitions; 4) continue run-
ning Lagrangian relaxation, with the new constraints
added. We expandπ at each iteration to take into ac-
count new pairs〈a, b〉 that violate the constraints.

In related work, Sontag et al. (2008) describe
a method for inference in Markov random fields
where additional constraints are chosen to tighten
an underlying relaxation. Other relevant work in
NLP includes (Tromble and Eisner, 2006; Riedel
and Clarke, 2006). Our use of partitionsπ is related
to previous work on coarse-to-fine inference for ma-
chine translation (Petrov et al., 2008).

7 Experiments
We report experiments on translation from Chinese
to English, using the tree-to-string model described

8In fact in our experiments we use the original hypergraph
to compute admissible outside scores for an exact A* search
algorithm for this problem. We have found the resulting search
algorithm to be very efficient.

Time %age %age %age %age
(LR) (DP) (ILP) (LP)

0.5s 37.5 10.2 8.8 21.0
1.0s 57.0 11.6 13.9 31.1
2.0s 72.2 15.1 21.1 45.9
4.0s 82.5 20.7 30.7 63.7
8.0s 88.9 25.2 41.8 78.3
16.0s 94.4 33.3 54.6 88.9
32.0s 97.8 42.8 68.5 95.2

Median time 0.79s 77.5s 12.1s 2.4s

Figure 5:Results showing percentage of examples that are de-
coded in less thant seconds, fort = 0.5, 1.0, 2.0, . . . , 32.0. LR
= Lagrangian relaxation; DP = exhaustive dynamic program-
ming; ILP = integer linear programming; LP = linear program-
ming (LP does not recover an exact solution). The (I)LP ex-
periments were carried out using Gurobi, a high-performance
commercial-grade solver.

in (Huang and Mi, 2010). We use an identical
model, and identical development and test data, to
that used by Huang and Mi.9 The translation model
is trained on 1.5M sentence pairs of Chinese-English
data; a trigram language model is used. The de-
velopment data is the newswire portion of the 2006
NIST MT evaluation test set (616 sentences). The
test set is the newswire portion of the 2008 NIST
MT evaluation test set (691 sentences).

We ran the full algorithm with the tightening
method described in section 6. We ran the method
for a limit of 200 iterations, hence some exam-
ples may not terminate with an exact solution. Our
method gives exact solutions on 598/616 develop-
ment set sentences (97.1%), and 675/691 test set
sentences (97.7%).

In cases where the method does not converge
within 200 iterations, we can return the best primal
solutionyt found by the algorithm during those it-
erations. We can also get an upper bound on the
differencef(y∗)−f(yt) usingmint L(ut) as an up-
per bound onf(y∗). Of the examples that did not
converge, the worst example had a bound that was
1.4% off(yt) (more specifically,f(yt) was -24.74,
and the upper bound onf(y∗)− f(yt) was 0.34).

Figure 5 gives information on decoding time for
our method and two other exact decoding methods:
integer linear programming (using constraintsD0–
D6), and exhaustive dynamic programming using
the construction of (Bar-Hillel et al., 1964). Our

9We thank Liang Huang and Haitao Mi for providing us with
their model and data.
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method is clearly the most efficient, and is compara-
ble in speed to state-of-the-art decoding algorithms.

We also compare our method to cube pruning
(Chiang, 2007; Huang and Chiang, 2007). We reim-
plemented cube pruning in C++, to give a fair com-
parison to our method. Cube pruning has a parame-
ter,b, dictating the maximum number of items stored
at each chart entry. Withb = 50, our decoder
finds higher scoring solutions on 50.5% of all exam-
ples (349 examples), the cube-pruning method gets a
strictly higher score on only 1 example (this was one
of the examples that did not converge within 200 it-
erations). Withb = 500, our decoder finds better so-
lutions on 18.5% of the examples (128 cases), cube-
pruning finds a better solution on 3 examples. The
median decoding time for our method is 0.79 sec-
onds; the median times for cube pruning withb = 50
andb = 500 are 0.06 and 1.2 seconds respectively.

Our results give a very good estimate of the per-
centage of search errors for cube pruning. A natural
question is how largeb must be before exact solu-
tions are returned on almost all examples. Even at
b = 1000, we find that our method gives a better
solution on 95 test examples (13.7%).

Figure 5 also gives a speed comparison of our
method to a linear programming (LP) solver that
solves the LP relaxation defined by constraintsD0–
D6. We still see speed-ups, in spite of the fact
that our method is solving a harder problem (it pro-
vides integral solutions). The Lagrangian relaxation
method, when run without the tightening method
of section 6, is solving a dual of the problem be-
ing solved by the LP solver. Hence we can mea-
sure how often the tightening procedure is abso-
lutely necessary, by seeing how often the LP solver
provides a fractional solution. We find that this is
the case on 54.0% of the test examples: the tighten-
ing procedure is clearly important. Inspection of the
tightening procedure shows that the number of par-
titions required (the parameterq) is generally quite
small: 59% of examples that require tightening re-
quireq ≤ 6; 97.2% requireq ≤ 10.

8 Conclusion

We have described a Lagrangian relaxation algo-
rithm for exact decoding of syntactic translation
models, and shown that it is significantly more effi-
cient than other exact algorithms for decoding tree-

to-string models. There are a number of possible
ways to extend this work. Our experiments have
focused on tree-to-string models, but the method
should also apply to Hiero-style syntactic transla-
tion models (Chiang, 2007). Additionally, our ex-
periments used a trigram language model, however
the constraints in figure 3 generalize to higher-order
language models. Finally, our algorithm recovers
the 1-best translation for a given input sentence; it
should be possible to extend the method to find k-
best solutions.

A Computing the Optimal Trigram Paths
For eachv ∈ VL, defineαv = maxp:v3(p)=v β(p), where
β(p) = h(v1(p), v2(p), v3(p))−λ1(v1(p))−λ2(v2(p))−
∑

s∈p1(p)
u(s)−

∑

s∈p2(p)
v(s). Hereh is a function that

computes language model scores, and the other terms in-
volve Lagrange mulipliers. Our task is to computeα∗v for
all v ∈ VL.

It is straightforward to show that theS, T graph is
acyclic. This will allow us to apply shortest path algo-
rithms to the graph, even though the weightsu(s) and
v(s) can be positive or negative.

For any pairv1, v2 ∈ VL, defineP(v1, v2) to be the
set of paths between〈v1 ↑〉 and〈v2 ↓〉 in the graphS, T .
Each pathp gets a scorescoreu(p) = −

∑

s∈p u(s).
Next, definep∗u(v1, v2) = argmaxp∈P(v1,v2) scoreu(p),
and score∗u(v1, v2) = scoreu(p

∗). We assume similar
definitions forp∗v(v1, v2) andscore∗v(v1, v2). Thep∗u and
score∗u values can be calculated using an all-pairs short-
est path algorithm, with weightsu(s) on nodes in the
graph. Similarly,p∗v andscore∗v can be computed using
all-pairs shortest path with weightsv(s) on the nodes.

Having calculated these values, defineT (v) for any
leaf v to be the set of trigrams(x, y, v) such that: 1)
x, y ∈ VL; 2) there is a path from〈x ↑〉 to 〈y ↓〉 and from
〈y ↑〉 to 〈v ↓〉 in the graphS, T . Then we can calculate

αv = max
(x,y,v)∈T (v)

(h(x, y, v)− λ1(x)− λ2(y)

+p∗u(x, y) + p∗v(y, v))

in O(|T (v)|) time, by brute force search through the set
T (v).
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Abstract

We propose methods for estimating the prob-
ability that an entity from an entity database
is associated with a web search query. Asso-
ciation is modeled using a query entity click
graph, blending general query click logs with
vertical query click logs. Smoothing tech-
niques are proposed to address the inherent
data sparsity in such graphs, including inter-
polation using a query synonymy model. A
large-scale empirical analysis of the smooth-
ing techniques, over a 2-year click graph
collected from a commercial search engine,
shows significant reductions in modeling er-
ror. The association models are then applied
to the task of recommending products to web
queries, by annotating queries with products
from a large catalog and then mining query-
product associations through web search ses-
sion analysis. Experimental analysis shows
that our smoothing techniques improve cover-
age while keeping precision stable, and over-
all, that our top-performing model affects 9%
of general web queries with 94% precision.

1 Introduction

Commercial search engines use query associations
in a variety of ways, including the recommendation
of related queries in Bing, ‘something different’ in
Google, and ‘also try’ and related concepts in Ya-
hoo. Mining techniques to extract such query asso-
ciations generally fall into four categories: (a) clus-
tering queries by their co-clicked url patterns (Wen
et al., 2001; Baeza-Yates et al., 2004); (b) leveraging
co-occurrences of sequential queries in web search

query sessions (Zhang and Nasraoui, 2006; Boldi et
al., 2009); (c) pattern-based extraction over lexico-
syntactic structures of individual queries (Paşca and
Durme, 2008; Jain and Pantel, 2009); and (d) distri-
butional similarity techniques over news or web cor-
pora (Agirre et al., 2009; Pantel et al., 2009). These
techniques operate at the surface level, associating
one surface context (e.g., queries) to another.

In this paper, we focus instead on associating sur-
face contexts with entities that refer to a particu-
lar entry in a knowledge base such as Freebase,
IMDB, Amazon’s product catalog, or The Library
of Congress. Whereas the former models might as-
sociate the string “Ronaldinho” with the strings “AC
Milan” or “Lionel Messi”, our goal is to associate
“Ronaldinho” with, for example, the Wikipedia en-
tity page “wiki/AC Milan” or the Freebase entity
“en/lionel mess”. Or for the query string “ice fish-
ing”, we aim to recommend products in a commer-
cial catalog, such as jigs or lures.

The benefits and potential applications are large.
By knowing the entity identifiers associated with a
query (instead of strings), one can greatly improve
both the presentation of search results as well as
the click-through experience. For example, consider
when the associated entity is a product. Not only
can we present the product name to the web user,
but we can also display the image, price, and re-
views associated with the entity identifier. Once the
entity is clicked, instead of issuing a simple web
search query, we can now directly show a product
page for the exact product; or we can even perform
actions directly on the entity, such as buying the en-
tity on Amazon.com, retrieving the product’s oper-
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ating manual, or even polling your social network
for friends that own the product. This is a big step
towards a richer semantic search experience.

In this paper, we define the association between a
query string q and an entity id e as the probability
that e is relevant given the query q, P (e|q). Fol-
lowing Baeza-Yates et al. (2004), we model rele-
vance as the likelihood that a user would click on
e given q, events which can be observed in large
query-click graphs. Due to the extreme sparsity
of query click graphs (Baeza-Yates, 2004), we pro-
pose several smoothing models that extend the click
graph with query synonyms and then use the syn-
onym click probabilities as a background model.
We demonstrate the effectiveness of our smoothing
models, via a large-scale empirical study over real-
world data, which significantly reduce model errors.
We further apply our models to the task of query-
product recommendation. Queries in session logs
are annotated using our association probabilities and
recommendations are obtained by modeling session-
level query-product co-occurrences in the annotated
sessions. Finally, we demonstrate that our models
affect 9% of general web queries with 94% recom-
mendation precision.

2 Related Work

We introduce a novel application of significant com-
mercial value: entity recommendations for general
Web queries. This is different from the vast body
of work on query suggestions (Baeza-Yates et al.,
2004; Fuxman et al., 2008; Mei et al., 2008b; Zhang
and Nasraoui, 2006; Craswell and Szummer, 2007;
Jagabathula et al., 2011), because our suggestions
are actual entities (as opposed to queries or docu-
ments). There is also a rich literature on recom-
mendation systems (Sarwar et al., 2001), including
successful commercial systems such as the Ama-
zon product recommendation system (Linden et al.,
2003) and the Netflix movie recommendation sys-
tem (Bell et al., 2007). However, these are entity-
to-entity recommendations systems. For example,
Netflix recommends movies based on previously
seen movies (i.e., entities). Furthermore, these sys-
tems have access to previous transactions (i.e., ac-
tual movie rentals or product purchases), whereas
our recommendation system leverages a different re-

source, namely query sessions.
In principle, one could consider vertical search

engines (Nie et al., 2007) as a mechanism for as-
sociating queries to entities. For example, if we type
the query “canon eos digital camera” on a commerce
search engine such as Bing Shopping or Google
Products, we get a listing of digital camera entities
that satisfy our query. However, vertical search en-
gines are essentially rankers that given a query, re-
turn a sorted list of (pointers to) entities that are re-
lated to the query. That is, they do not expose actual
association scores, which is a key contribution of our
work, nor do they operate on general search queries.

Our smoothing methods for estimating associ-
ation probabilities are related to techniques de-
veloped by the NLP and speech communities to
smooth n-gram probabilities in language model-
ing. The simplest are discounting methods, such
as additive smoothing (Lidstone, 1920) and Good-
Turing (Good, 1953). Other methods leverage
lower-order background models for low-frequency
events, such as Katz’ backoff smoothing (Katz,
1987), Witten-Bell discounting (Witten and Bell,
1991), Jelinek-Mercer interpolation (Jelinek and
Mercer, 1980), and Kneser-Ney (Kneser and Ney,
1995).

In the information retrieval community, Ponte and
Croft (1998) are credited for accelerating the use
of language models. Initial proposals were based
on learning global smoothing models, where the
smoothing of a word would be independent of the
document that the word belongs to (Zhai and Laf-
ferty, 2001). More recently, a number of local
smoothing models have been proposed (Liu and
Croft, 2004; Kurland and Lee, 2004; Tao et al.,
2006). Unlike global models, local models leverage
relationships between documents in a corpus. In par-
ticular, they rely on a graph structure that represents
document similarity. Intuitively, the smoothing of a
word in a document is influenced by the smoothing
of the word in similar documents. For a complete
survey of these methods and a general optimization
framework that encompasses all previous proposals,
please see the work of Mei, Zhang et al. (2008a).
All the work on local smoothing models has been
applied to the prediction of priors for words in docu-
ments. To the best of our knowledge, we are the first
to establish that query-click graphs can be used to

84



create accurate models of query-entity associations.

3 Association Model

Task Definition: Consider a collection of entities
E. Given a search query q, our task is to compute
P (e|q), the probability that an entity e is relevant to
q, for all e ∈ E.

We limit our model to sets of entities that can
be accessed through urls on the web, such as Ama-
zon.com products, IMDB movies, Wikipedia enti-
ties, and Yelp points of interest.

Following Baeza-Yates et al. (2004), we model
relevance as the click probability of an entity given
a query, which we can observe from click logs of
vertical search engines, i.e., domain-specific search
engines such as the product search engine at Ama-
zon, the local search engine at Yelp, or the travel
search engine at Bing Travel. Clicked results in a
vertical search engine are edges between queries and
entities e in the vertical’s knowledge base. General
search query click logs, which capture direct user
intent signals, have shown significant improvements
when used for web search ranking (Agichtein et al.,
2006). Unlike for general search engines, vertical
search engines have typically much less traffic re-
sulting in extremely sparse click logs.

In this section, we define a graph structure for
recording click information and we propose several
models for estimating P (e|q) using the graph.

3.1 Query Entity Click Graph

We define a query entity click graph, QEC(Q∪U ∪
E,Cu ∪ Ce), as a tripartite graph consisting of a set
of query nodes Q, url nodes U , entity nodes E, and
weighted edges Cu exclusively between nodes of Q
and nodes of U , as well as weighted edges Ce ex-
clusively between nodes of Q and nodes of E. Each
edge in Cu and Ce represents the number of clicks
observed between query-url pairs and query-entity
pairs, respectively. Let wu(q, u) be the click weight
of the edges in Cu, and we(q, e) be the click weight
of the edges in Ce.

IfCe is very large, then we can model the associa-
tion probability, P (e|q), as the maximum likelihood
estimation (MLE) of observing clicks on e given the
query q:

P̂mle(e|q) = we(q,e)∑
e′∈E we(q,e

′) (3.1)

Figure 1 illustrates an example query entity
graph linking general web queries to entities in a
large commercial product catalog. Figure 1a illus-
trates eight queries in Q with their observed clicks
(solid lines) with products in E1. Some probabil-
ity estimates, assigned by Equation 3.1, include:
P̂mle(panfish jigs, e1) = 0, P̂mle(ice jigs, e1) = 1,
and P̂mle(ice auger, e4) = ce(ice auger,e4)

ce(ice auger,e3)+ce(ice auger,e4) .
Even for the largest search engines, query click

logs are extremely sparse, and smoothing techniques
are necessary (Craswell and Szummer, 2007; Gao et
al., 2009). By considering only Ce, those clicked
urls that map to our entity collection E, the sparsity
situation is even more dire. The sparsity of the graph
comes in two forms: a) there are many queries for
which an entity is relevant that will never be seen
in the click logs (e.g., “panfish jig” in Figure 1a);
and b) the query-click distribution is Zipfian and
most observed edges will have very low click counts
yielding unreliable statistics. In the following sub-
sections, we present a method to expand QEC with
unseen queries that are associated with entities in E.
Then we propose smoothing methods for leveraging
a background model over the expanded click graph.

Throughout our models, we make the simplifying
assumption that the knowledge base E is complete.

3.2 Graph Expansion
Following Gao et al. (2009), we address the spar-
sity of edges in Ce by inferring new edges through
traversing the query-url click subgraph, UC(Q ∪
U,Cu), which contains many more edges than Ce.
If two queries qi and qj are synonyms or near syn-
onyms2, then we expect their click patterns to be
similar.

We define the synonymy similarity, s(qi, qj) as
the cosine of the angle between qi and qj, the click
pattern vectors of qi and qj , respectively:

cosine(qi,qj) =
qi·qj√

qi·qi·
√

qj·qj

where q is an nu dimensional vector consisting of
the pointwise mutual information between q and
each url u in U , pmi(q, u):

1Clicks are collected from a commerce vertical search en-
gine described in Section 5.1.

2A query qi is a near synonym of a query qj if most relevant
results of qi are also relevant to qj . Section 5.2.1 describes our
adopted metric for near synonymy.
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Figure 1: Example QEC graph: (a) Sample queries in Q, clicks connecting queries with urls in U , and clicks to
entities in E; (b) Zoom on edges in Cu illustrating clicks observed on urls with weight wu(q, u) as well as synonymy
edges between queries with similarity score s(qi, qj) (Section 3.2); (c) Zoom on edges in Ce where solid lines indicate
observed clicks with weight we(q, e) and dotted lines indicate inferred clicks with smoothed weight ŵe(q, e) (Sec-
tion 3.3); and (d) A temporal sequence of queries in a search session illustrating entity associations propagating from
the QEC graph to the queries in the session (Section 4).

pmi(q, u) = log
(
wu(q,u)×

∑
q′∈Q,u′∈U wu(q′,u′)∑

u′∈U wu(q,u′)
∑
q′∈Q wu(q′,u)

)
(3.2)

PMI is known to be biased towards infrequent
events. We apply the discounting factor, δ(q, u),
proposed in (Pantel and Lin, 2002):

δ(q,u)=
wu(q,u)
wu(q,u)+1

·
min(

∑
q′∈Q wu(q′,u),

∑
u′∈U wu(q,u′))

min(
∑
q′∈Q wu(q′,u),

∑
u′∈U wu(q,u′))+1

Enrichment: We enrich the original QEC graph
by creating a new edge {q′,e}, where q′ ∈ Q and e ∈
E, if there exists a query q where s(q, q′) > ρ and
we(q, e) > 0. ρ is set experimentally, as described
in Section 5.2.

Figure 1b illustrates similarity edges created be-
tween query “ice auger” and both “power auger”
and “d rock”. Since “ice auger” was connected to
entities e3 and e4 in the original QEC, our expan-
sion model creates new edges in Ce between {power
auger, e3}, {power auger, e4}, and {d rock, e3}.

For each newly added edge {q,e}, P̂mle = 0 ac-
cording to our model from Equation 3.1 since we
have never observed any clicks between q and e. In-
stead, we define a new model that uses P̂mle when
clicks are observed and otherwise assigns uniform
probability mass, as:

P̂hybr(e|q) =

 P̂mle(e|q) if ∃e′|we(q,e′)>0

1∑
e′∈E φ(q,e′) otherwise

(3.3)

where φ(q, e) is an indicator variable which is 1 if
there is an edge between {q, e} in Ce.

This model does not leverage the local synonymy
graph in order to transfer edge weight to unseen
edges. In the next section, we investigate smooth-
ing techniques for achieving this.

3.3 Smoothing
Smoothing techniques can be useful to alleviate data
sparsity problems common in statistical models. In
practice, methods that leverage a background model
(e.g., a lower-order n-gram model) have shown most
promise (Katz, 1987; Witten and Bell, 1991; Je-
linek and Mercer, 1980; Kneser and Ney, 1995). In
this section, we present two smoothing methods, de-
rived from Jelinek-Mercer interpolation (Jelinek and
Mercer, 1980), for estimating the target association
probability P (e|q).

Figure 1c highlights two edges, illustrated with
dashed lines, inserted into Ce during the graph ex-
pansion phase of Section 3.2. ŵe(q, e) represents
the weight of our background model, which can be
viewed as smoothed click counts, and are obtained
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Label Model Reference

UNIF P̂unif (e|q) Eq. 3.8
MLE P̂mle(e|q) Eq. 3.1
HYBR P̂hybr(e|q) Eq. 3.3
INTU P̂intu(e|q) Eq. 3.6
INTP P̂intp(e|q) Eq. 3.7

Table 1: Models for estimating the association probabil-
ity P (e|q).

by propagating clicks to unseen edges using the syn-
onymy model as follows:

ŵe(q, e) =
∑

q′∈Q
s(q,q′)
Nsq

× P̂mle(e|q′) (3.4)

where Nsq =
∑

q′∈Q s(q, q
′). By normalizing

the smoothed weights, we obtain our background
model, P̂bsim:

P̂bsim(e|q) = ŵe(q,e)∑
e′∈E ŵe(q,e

′) (3.5)

Below we propose two models for interpolating our
foreground model from Equation 3.1 with the back-
ground model from Equation 3.5.

Basic Interpolation: This smoothing model,
P̂intu(e|q), linearly combines our foreground and
background models using a model parameter α:

P̂intu(e|q)=αP̂mle(e|q)+(1−α)P̂bsim(e|q) (3.6)

Bucket Interpolation: Intuitively, edges {q, e} ∈
Ce with higher observed clicks, we(q, e), should be
trusted more than those with low or no clicks. A
limitation of P̂intu(e|q) is that it weighs the fore-
ground and background models in the same way ir-
respective of the observed foreground clicks. Our
final model, P̂intp(e|q) parameterizes the interpola-
tion by the number of observed clicks:

P̂intp(e|q)=α[we(q, e)]P̂mle(e|q)
+ (1− α[we(q, e)])P̂bsim(e|q)

(3.7)

In practice, we bucket the observed click parame-
ter, we(q, e), into eleven buckets: {1-click, 2-clicks,
..., 10-clicks, more than 10 clicks}.

Section 5.2 outlines our procedure for learn-
ing the model parameters for both P̂intu(e|q) and
P̂intp(e|q).

3.4 Summary
Table 1 summarizes the association models pre-
sented in this section as well as a strawman that as-
signs uniform probability to all edges in QEC:

P̂unif (e|q) =
1∑

e′∈E φ(q, e′)
(3.8)

In the following section, we apply these models
to the task of extracting product recommendations
for general web search queries. A large-scale exper-
imental study is presented in Section 5 supporting
the effectiveness of our models.

4 Entity Recommendation

Query recommendations are pervasive in commer-
cial search engines. Many systems extract recom-
mendations by mining temporal query chains from
search sessions and clickthrough patterns (Zhang
and Nasraoui, 2006). We adopt a similar strategy,
except instead of mining query-query associations,
we propose to mine query-entity associations, where
entities come from an entity database as described in
Section 1. Our technical challenge lies in annotating
sessions with entities that are relevant to the session.

4.1 Product Entity Domain

Although our model generalizes to any entity do-
main, we focus now on a product domain. Specifi-
cally, our universe of entities,E, consists of the enti-
ties in a large commercial product catalog, for which
we observe query-click-product clicks, Ce, from the
vertical search logs. Our QEC graph is completed
by extracting query-click-urls from a search engine’s
general search logs, Cu. These datasets are de-
scribed in Section 5.1.

4.2 Recommendation Algorithm

We hypothesize that if an entity is relevant to a
query, then it is relevant to all other queries co-
occurring in the same session. Key to our method
are the models from Section 3.

Step 1 – Query Annotation: For each query q in a
session s, we annotate it with a set Eq, consisting of
every pair {e, P̂ (e|q)}, where e ∈ E such that there
exists an edge {q, e} ∈ Ce with probability P̂ (e|q).
Note that Eq will be empty for many queries.

Step 2 – Session Analysis: We build a query-
entity frequency co-occurrence matrix, A, consist-
ing of n|Q| rows and n|E| columns, where each row
corresponds to a query and each column to an entity.
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The value of the cell Aqe is the sum over each ses-
sion s, of the maximum edge weight between any
query q′ ∈ s and e3:

Aqe =
∑

s∈S ψ(s, e)

where S consists of all observed search sessions and:

ψ(s, e) = arg max
P̂ (e|q′)

({e, P̂ (e|q′)} ∈ Eq′),∀q′ ∈ s

Step 3 – Ranking: We compute ranking scores
between each query q and entity e using pointwise
mutual information over the frequencies in A, simi-
larly to Eq. 3.2.

The final recommendations for a query q are ob-
tained by returning the top-k entities e according to
Step 3. Filters may be applied on: f the frequency
Aqe; and p the pointwise mutual information rank-
ing score between q and e.

5 Experimental Results

5.1 Datasets
We instantiate our models from Sections 3 and 4 us-
ing search query logs and a large catalog of prod-
ucts from a commercial search engine. We form
our QEC graphs by first collecting in Ce aggregate
query-click-entity counts observed over two years
in a commerce vertical search engine. Similarly,
Cu is formed by collecting aggregate query-click-url
counts observed over six months in a web search en-
gine, where each query must have frequency at least
10. Three final QEC graphs are sampled by taking
various snapshots of the above graph as follows: a)
TRAIN consists of 50% of the graph; b) TEST con-
sists of 25% of the graph; c) DEV consists of 25%
of the graph.

5.2 Association Models
5.2.1 Model Parameters
We tune the α parameters for P̂intu and P̂intp against
the DEV QEC graph. There are twelve parameters
to be tuned: α for P̂intu and α(1), α(2), ..., α(10),
α(> 10) for P̂intp, where α(x) is the observed
click bucket as described in Section 3.3. For each,
we choose the parameter value that minimizes the
mean-squared error (MSE) of the DEV set, where

3Note that this co-occurrence occurs because q′ was anno-
tated with entity e in the same session as q occurred.
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Figure 2: Alpha tuning on held out data.
Model MSE Var Err/MLE MSEW Var Err/MLE

P̂unif 0.0328† 0.0112 -25.7% 0.0663† 0.0211 -71.8%
P̂mle 0.0261 0.0111 – 0.0386 0.0141 –
P̂hybr 0.0232† 0.0071 11.1% 0.0385 0.0132 0.03%
P̂intu 0.0226† 0.0075 13.4% 0.0369† 0.0133 4.4%
P̂intp 0.0213† 0.0068 18.4% 0.0375† 0.0131 2.8%

Table 2: Model analysis: MSE and MSEW with vari-
ance and error reduction relative to P̂mle. † indicates sta-
tistical significance over P̂mle with 95% confidence.

model probabilities are computed using the TRAIN

QEC graph. Figure 2 illustrates the MSE ranging
over [0, 0.05, 0.1, ..., 1].

We trained the query synonym model of Sec-
tion 3.2 on the DEV set and hand-annotated 100 ran-
dom synonymy pairs according to whether or not the
pairs were synonyms 2. Setting ρ = 0.4 results in a
precision > 0.9.

5.2.2 Analysis
We evaluate the quality of our models in Table 1 by
evaluating their mean-squared error (MSE) against
the target P (e|q) computed on the TEST set:

MSE(P̂ )=
∑
{q,e}∈CTe

(PT (e|q)−P̂ (e|q))2

MSEW (P̂ )=
∑
{q,e}∈CTe

wTe (q,e)·(PT (e|q)−P̂ (e|q))2

where CTe are the edges in the TEST QEC graph
with weight wTe (q, e), P T (e|q) is the target proba-
bility computed over the TEST QEC graph, and P̂
is one of our models trained on the TRAIN QEC
graph. MSE measures against each edge type,
which makes it sensitive to the long tail of the
click graph. Conversely, MSEW measures against
each edge instance, which makes it a good mea-
sure against the head of the click graph. We expect
our smoothing models to have much more impact
on MSE (i.e., the tail) than on MSEW since head
queries do not suffer from data sparsity.

Table 2 lists the MSE and MSEW results for
each model. We consider P̂unif as a strawman and
P̂mle as a strong baseline (i.e., without any graph
expansion nor any smoothing against a background
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Figure 3: MSE of each model against the number of
clicks in the TEST corpus. Buckets scaled by query in-
stance coverage of all queries with 10 or fewer clicks.

model). P̂unif performs generally very poorly, how-
ever P̂mle is much better, with an expected estima-
tion error of 0.16 accounting for an MSE of 0.0261.
As expected, our smoothing models have little im-
provement on the head-sensitive metric (MSEW )
relative to P̂mle. In particular, P̂hybr performs nearly
identically to P̂mle on the head. On the tail, all three
smoothing models significantly outperform P̂mle
with P̂intp reducing the error by 18.4%. Table 3 lists
query-product associations for five randomly sam-
pled products along with their model scores from
P̂mle with P̂intp.

Figure 3 provides an intrinsic view into MSE as
a function of the number of observed clicks in the
TEST set. As expected, for larger observed click
counts (>4), all models perform roughly the same,
indicating that smoothing is not necessary. However,
for low click counts, which in our dataset accounts
for over 20% of the overall click instances, we see
a large reduction in MSE with P̂intp outperforming
P̂intu, which in turn outperforms P̂hybr. P̂unif per-
forms very poorly. The reason it does worse as the
observed click count rises is that head queries tend to
result in more distinct urls with high-variance clicks,
which in turn makes a uniform model susceptible to
more error.

Figure 3 illustrates that the benefit of the smooth-
ing models is in the tail of the click graph, which
supports the larger error reductions seen in MSE in
Table 2. For associations only observed once, P̂intp
reduces the error by 29% relative to P̂mle.

We also performed an editorial evaluation of the
query-entity associations obtained with bucket inter-
polation. We created two samples from the TEST
dataset: one randomly sampled by taking click
weights into account, and the other sampled uni-
formly at random. Each set contains results for

Query P̂mleP̂intp Query P̂mleP̂intp

Garmin GTM 20 GPS Canon PowerShot SX110 IS
garmin gtm 20 0.44 0.45 canon sx110 0.57 0.57
garmin traffic receiver 0.30 0.27 powershot sx110 0.48 0.48
garmin nuvi 885t 0.02 0.02 powershot sx110 is 0.38 0.36
gtm 20 0 0.33 powershot sx130 is 0 0.33
garmin gtm20 0 0.33 canon power shot sx110 0 0.20
nuvi 885t 0 0.01 canon dig camera review 0 0.10
Samsung PN50A450 50” TV Devil May Cry: 5th Anniversary Col.
samsung 50 plasma hdtv 0.75 0.83 devil may cry 0.76 0.78
samsung 50 0.33 0.32 devilmaycry 0 1.00
50” hdtv 0.17 0.12 High Island Hammock/Stand Combo
samsung plasma tv review 0 0.42 high island hammocks 1.00 1.00
50” samsung plasma hdtv 0 0.35 hammocks and stands 0 0.10

Table 3: Example query-product association scores for a
random sample of five products. Bold queries resulted
from the expansion algorithm in Section 3.2.

100 queries. The former consists of 203 query-
product associations, and the latter of 159 associa-
tions. The evaluation was done using Amazon Me-
chanical Turk4. We created a Mechanical Turk HIT5

where we show to the Mechanical Turk workers the
query and the actual Web page in a Product search
engine. For each query-entity association, we gath-
ered seven labels and considered an association to be
correct if five Mechanical Turk workers gave a pos-
itive label. An association was considered to be in-
correct if at least five workers gave a negative label.
Borderline cases where no label got five votes were
discarded (14% of items were borderline for the uni-
form sample; 11% for the weighted sample). To en-
sure the quality of the results, we introduced 30%
of incorrect associations as honeypots. We blocked
workers who responded incorrectly on the honey-
pots so that the precision on honeypots is 1. The
result of the evaluation is that the precision of the as-
sociations is 0.88 on the weighted sample and 0.90
on the uniform sample.

5.3 Related Product Recommendation

We now present an experimental evaluation of our
product recommendation system using the baseline
model P̂mle and our best-performing model P̂intp.
The goals of this evaluation are to (1) determine
the quality of our product recommendations; and (2)
assess the impact of our association models on the
product recommendations.

5.3.1 Experimental Setup
We instantiate our recommendation algorithm from
Section 4.2 using session co-occurrence frequencies

4https://www.mturk.com
5HIT stands for Human Intelligence Task
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Query Set Sample Query Bag Sample
f 10 25 50 100 10 25 50 100
p 10 10 10 10 10 10 10 10

P̂mle precision 0.89 0.93 0.96 0.96 0.94 0.94 0.93 0.92
P̂intp precision 0.86 0.92 0.96 0.96 0.94 0.94 0.93 0.94
P̂mle coverage 0.007 0.004 0.002 0.001 0.085 0.067 0.052 0.039
P̂intp coverage 0.008 0.005 0.003 0.002 0.094 0.076 0.059 0.045
Rintp,mle 1.16 1.14 1.13 1.14 1.11 1.13 1.15 1.19

Table 4: Experimental results for product recommenda-
tions. All configurations are for k = 10.

from a one-month snapshot of user query sessions at
a Web search engine, where session boundaries oc-
cur when 60 seconds elapse in between user queries.
We experiment with the recommendation parame-
ters defined at the end of Section 4.2 as follows: k =
10, f ranging from 10 to 100, and p ranging from 3
to 10.

For each configuration, we report coverage as the
total number of queries in the output (i.e., the queries
for which there is some recommendation) divided by
the total number of queries in the log. For our per-
formance metrics, we sampled two sets of queries:
(a) Query Set Sample: uniform random sam-
ple of 100 queries from the unique queries in the
one-month log; and (b) Query Bag Sample:
weighted random sample, by query frequency, of
100 queries from the query instances in the one-
month log. For each sample query, we pooled to-
gether and randomly shuffled all recommendations
by our algorithm using both P̂mle and P̂intp on each
parameter configuration. We then manually anno-
tated each {query, product} pair as relevant, mildly
relevant or non-relevant. In total, 1127 pairs were
annotated. Interannotator agreement between two
judges on this task yielded a Cohen’s Kappa (Cohen,
1960) of 0.56. We therefore collapsed the mildly
relevant and non-relevant classes yielding two final
classes: relevant and non-relevant. Cohen’s Kappa
on this binary classification is 0.71.

Let CM be the number of relevant (i.e., correct)
suggestions recommended by a configurationM and
let |M | be the number of recommendations returned
by M . Then we define the (micro-) precision of M
as: PM = CM

C . We define relative recall (Pantel et
al., 2004) between two configurations M1 and M2

as RM1,M2 =
PM1

×|M1|
PM2

×|M2| .

5.3.2 Results
Table 4 summarizes our results for some configura-
tions (others omitted for lack of space). Most re-

Query Product Recommendation

wedding gowns 27 Dresses (Movie Soundtrack)
wedding gowns Bridal Gowns: The Basics of Designing, [...] (Book)
wedding gowns Wedding Dress Hankie
wedding gowns The Perfect Wedding Dress (Magazine)
wedding gowns Imagine Wedding Designer (Video Game)
low blood pressure Omron Blood Pressure Monitor
low blood pressure Healthcare Automatic Blood Pressure Monitor
low blood pressure Ridgecrest Blood Pressure Formula - 60 Capsules
low blood pressure Omron Portable Wrist Blood Pressure Monitor
’hello cupcake’ cookbook Giant Cupcake Cast Pan
’hello cupcake’ cookbook Ultimate 3-In-1 Storage Caddy
’hello cupcake’ cookbook 13 Cup Cupcakes and More Dessert Stand
’hello cupcake’ cookbook Cupcake Stand Set (Toys)
1 800 flowers Todd Oldham Party Perfect Bouquet
1 800 flowers Hugs and Kisses Flower Bouquet with Vase

Table 5: Sample product recommendations.

markable is the {f = 10, p = 10} configuration
where the P̂intp model affected 9.4% of all query
instances posed by the millions of users of a major
search engine, with a precision of 94%. Although
this model covers 0.8% of the unique queries, the
fact that it covers many head queries such as wal-
mart and iphone accounts for the large query in-
stance coverage. Also since there may be many gen-
eral web queries for which there is no appropriate
product in the database, a coverage of 100% is not
attainable (nor desirable); in fact the upper bound
for the coverage is likely to be much lower.

Turning to the impact of the association models
on product recommendations, we note that precision
is stable in our P̂intp model relative to our baseline
P̂mle model. However, a large lift in relative recall
is observed, up to a 19% increase for the {f = 100,
p = 10} configuration. These results are consistent
with those of Section 5.2, which compared the asso-
ciation models independently of the application and
showed that P̂intp outperforms P̂mle.

Table 5 shows sample product recommendations
discovered by our P̂intp model. Manual inspection
revealed two main sources of errors. First, ambiguity
is introduced both by the click model and the graph
expansion algorithm of Section 3.2. In many cases,
the ambiguity is resolved by user click patterns (i.e.,
users disambiguate queries through their browsing
behavior), but one such error was seen for the query
“shark attack videos” where several Shark-branded
vacuum cleaners are recommended. This is because
of the ambiguous query “shark” that is found in the
click logs and in query sessions co-occurring with
the query “shark attack videos”. The second source
of errors is caused by systematic user errors com-
monly found in session logs such as a user acciden-
tally submitting a query while typing. An example
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session is: {“speedo”, “speedometer”}where the in-
tended session was just the second query and the un-
intended first query is associated with products such
as Speedo swimsuits. This ultimately causes our sys-
tem to recommend various swimsuits for the query
“speedometer”.

6 Conclusion
Learning associations between web queries and
entities has many possible applications, including
query-entity recommendation, personalization by
associating entity vectors to users, and direct adver-
tising. Although many techniques have been devel-
oped for associating queries to queries or queries
to documents, to the best of our knowledge this is
the first that aims to associate queries to entities
by leveraging click graphs from both general search
logs and vertical search logs.

We developed several models for estimating the
probability that an entity is relevant given a user
query. The sparsity of query entity graphs is ad-
dressed by first expanding the graph with query
synonyms, and then smoothing query-entity click
counts over these unseen queries. Our best per-
forming model, which interpolates between a fore-
ground click model and a smoothed background
model, significantly reduces testing error when com-
pared against a strong baseline, by 18%. On associ-
ations observed only once in our test collection, the
modeling error is reduced by 29% over the baseline.

We applied our best performing model to the
task of query-entity recommendation, by analyz-
ing session co-occurrences between queries and an-
notated entities. Experimental analysis shows that
our smoothing techniques improve coverage while
keeping precision stable, and overall, that our top-
performing model affects 9% of general web queries
with 94% precision.
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Abstract

Searching documents that are similar to a
query document is an important component
in modern information retrieval. Some ex-
isting hashing methods can be used for effi-
cient document similarity search. However,
unsupervised hashing methods cannot incor-
porate prior knowledge for better hashing.
Although some supervised hashing methods
can derive effective hash functions from prior
knowledge, they are either computationally
expensive or poorly discriminative. This pa-
per proposes a novel (semi-)supervised hash-
ing method named Semi-Supervised SimHash
(S3H) for high-dimensional data similarity
search. The basic idea of S3H is to learn the
optimal feature weights from prior knowledge
to relocate the data such that similar data have
similar hash codes. We evaluate our method
with several state-of-the-art methods on two
large datasets. All the results show that our
method gets the best performance.

1 Introduction

Document Similarity Search (DSS) is to find sim-
ilar documents to a query doc in a text corpus or
on the web. It is an important component in mod-
ern information retrieval since DSS can improve the
traditional search engines and user experience (Wan
et al., 2008; Dean et al., 1999). Traditional search
engines accept several terms submitted by a user
as a query and return a set of docs that are rele-
vant to the query. However, for those users who
are not search experts, it is always difficult to ac-
curately specify some query terms to express their

search purposes. Unlike short-query based search,
DSS queries by a full (long) document, which allows
users to directly submit a page or a document to the
search engines as the description of their informa-
tion needs. Meanwhile, the explosion of information
has brought great challenges to traditional methods.
For example, Inverted List (IL) which is a primary
key-term access method would return a very large
set of docs for a query document, which leads to the
time-consuming post-processing. Therefore, a new
effective algorithm is required.

Hashing methods can perform highly efficient but
approximate similarity search, and have gained great
success in many applications such as Content-Based
Image Retrieval (CBIR) (Ke et al., 2004; Kulis et
al., 2009b), near-duplicate data detection (Ke et
al., 2004; Manku et al., 2007; Costa et al., 2010),
etc. Hashing methods project high-dimensional ob-
jects to compact binary codes called fingerprints and
make similar fingerprints for similar objects. The
similarity search in the Hamming space1 is much
more efficient than in the original attribute space
(Manku et al., 2007).

Recently, several hashing methods have been pro-
posed. Specifically, SimHash (SH) (Charikar M.S.,
2002) uses random projections to hash data. Al-
though it works well with long fingerprints, SH has
poor discrimination power for short fingerprints. A
kernelized variant of SH, called Kernelized Local-
ity Sensitive Hashing (KLSH) (Kulis et al., 2009a),
is proposed to handle non-linearly separable data.
These methods are unsupervised thus cannot incor-
porate prior knowledge for better hashing. Moti-

1Hamming space is a set of binary strings of length L.
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vated by this, some supervised methods are pro-
posed to derive effective hash functions from prior
knowledge, i.e., Spectral Hashing (Weiss et al.,
2009) and Semi-Supervised Hashing (SSH) (Wang
et al., 2010a). Regardless of different objectives,
both methods derive hash functions via Principle
Component Analysis (PCA) (Jolliffe, 1986). How-
ever, PCA is computationally expensive, which lim-
its their usage for high-dimensional data.

This paper proposes a novel (semi-)supervised
hashing method, Semi-Supervised SimHash (S3H),
for high-dimensional data similarity search. Un-
like SSH that tries to find a sequence of hash func-
tions, S3H fixes the random projection directions
and seeks the optimal feature weights from prior
knowledge to relocate the objects such that simi-
lar objects have similar fingerprints. This is im-
plemented by maximizing the empirical accuracy
on the prior knowledge (labeled data) and the en-
tropy of hash functions (estimated over labeled and
unlabeled data). The proposed method avoids us-
ing PCA which is computationally expensive espe-
cially for high-dimensional data, and leads to an
efficient Quasi-Newton based solution. To evalu-
ate our method, we compare with several state-of-
the-art hashing methods on two large datasets, i.e.,
20 Newsgroups (20K points) and Open Directory
Project (ODP) (2.4 million points). All experiments
show that S3H gets the best search performance.

This paper is organized as follows: Section 2
briefly introduces the background and some related
works. In Section 3, we describe our proposed Semi-
Supervised SimHash (S3H). Section 4 provides ex-
perimental validation on two datasets. The conclu-
sions are given in Section 5.

2 Background and Related Works

Suppose we are given a set of N documents, X =
{xi | xi ∈ RM}N

i=1. For a given query doc q, DSS
tries to find its nearest neighbors in X or a subset
X ′ ⊂ X in which distance from the documents to
the query doc q is less than a give threshold. How-
ever, such two tasks are computationally infeasible
for large-scale data. Thus, it turns to the approxi-
mate similarity search problem (Indyk et al., 1998).
In this section, we briefly review some related ap-
proximate similarity search methods.

2.1 SimHash
SimHash (SH) is first proposed by Charikar
(Charikar M.S., 2002). SH uses random projections
as hash functions, i.e.,

h(x) = sign(wT x) =

{
+1, if wT x ≥ 0
−1, otherwise

(1)

where w ∈ RM is a vector randomly generated. SH
specifies the distribution on a family of hash func-
tions H = {h} such that for two objects xi and xj ,

Pr
h∈H

{h(xi) = h(xj)} = 1− θ(xi,xj)

π
(2)

where θ(xi,xj) is the angle between xi and xj . Ob-
viously, SH is an unsupervised hashing method.

2.2 Kernelized Locality Sensitive Hashing

A kernelized variant of SH, named Kernelized
Locality Sensitive Hashing (KLSH) (Kulis et al.,
2009a), is proposed for non-linearly separable data.
KLSH approximates the underling Gaussian distri-
bution in the implicit embedding space of data based
on central limit theory. To calculate the value of
hashing fuction h(·), KLSH projects points onto the
eigenvectors of the kernel matrix. In short, the com-
plete procedure of KLSH can be summarized as fol-
lows: 1) randomly select P (a small value) points
from X and form the kernel matrix, 2) for each hash
function h(ϕ(x)), calculate its weight ω ∈ RP just
as Kernel PCA (Schölkopf et al., 1997), and 3) the
hash function is defined as:

h(ϕ(x)) = sign(

P∑
i=1

ωi · κ(x,xi)) (3)

where κ(·, ·) can be any kernel function.
KLSH can improve hashing results via the kernel

trick. However, KLSH is unsupervised, thus design-
ing a data-specific kernel remains a big challenge.

2.3 Semi-Supervised Hashing

Semi-Supervised Hashing (SSH) (Wang et al.,
2010a) is recently proposed to incorporate prior
knowledge for better hashing. Besides X , prior
knowledge in the form of similar and dissimilar
object-pairs is also required in SSH. SSH tries to
find L optimal hash functions which have maximum
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empirical accuracy on prior knowledge and maxi-
mum entropy by finding the top L eigenvectors of
an extended covariance matrix2 via PCA or SVD.

However, despite of the potential problems of nu-
merical stability, SVD requires massive computa-
tional space and O(M3) computational time where
M is feature dimension, which limits its usage for
high-dimensional data (Trefethen et al., 1997). Fur-
thermore, the variance of directions obtained by
PCA decreases with the decrease of the rank (Jol-
liffe, 1986). Thus, lower hash functions tend to have
smaller entropy and larger empirical errors.

2.4 Others

Some other related works should be mentioned. A
notable method is Locality Sensitive Hashing (LSH)
(Indyk et al., 1998). LSH performs a random
linear projection to map similar objects to similar
hash codes. However, LSH suffers from the effi-
ciency problem that it tends to generate long codes
(Salakhutdinov et al., 2007). LAMP (Mu et al.,
2009) considers each hash function as a binary par-
tition problem as in SVMs (Burges, 1998). Spec-
tral Hashing (Weiss et al., 2009) maintains similar-
ity between objects in the reduced Hamming space
by minimizing the averaged Hamming distance3 be-
tween similar neighbors in the original Euclidean
space. However, spectral hashing takes the assump-
tion that data should be distributed uniformly, which
is always violated in real-world applications.

3 Semi-Supervised SimHash

In this section, we present our hashing method,
named Semi-Supervised SimHash (S3H). Let XL =
{(x1, c1) . . . (xu, cu)} be the labeled data, c ∈
{1 . . . C}, x ∈ RM , and XU = {xu+1 . . .xN} the
unlabeled data. Let X = XL ∪ XU . Given the
labeled data XL, we construct two sets, attraction
set Θa and repulsion set Θr. Specifically, any pair
(xi,xj) ∈ Θa, i, j ≤ u, denotes that xi and xj

are in the same class, i.e., ci = cj , while any pair
(xi,xj) ∈ Θr, i, j ≤ u, denotes that ci ̸= cj . Unlike

2The extended covariance matrix is composed of two com-
ponents, one is an unsupervised covariance term and another is
a constraint matrix involving labeled information.

3Hamming distance is defined as the number of bits that are
different between two binary strings.

previews works that attempt to find L optimal hyper-
planes, the basic idea of S3H is to fix L random hy-
perplanes and to find an optimal feature-weight vec-
tor to relocate the objects such that similar objects
have similar codes.

3.1 Data Representation

Since L random hyperplanes are fixed, we can rep-
resent a object x ∈ X as its relative position to these
random hyperplanes, i.e.,

D = Λ ·V (4)

where the element Vml ∈ {+1,−1, 0} of V indi-
cates that the object x is above, below or just in the
l-th hyperplane with respect to the m-th feature, and
Λ = diag(|x1|, |x2|, . . . , |xM |) is a diagonal matrix
which, to some extent, reflects the distance from x
to these hyperplanes.

3.2 Formulation

Hashing maps the data set X to an L-dimensional
Hamming space for compact representations. If we
represent each object as Equation (4), the l-th hash
function is then defined as:

hl(x) = ~l(D) = sign(wTdl) (5)

where w ∈ RM is the feature weight to be deter-
mined and dl is the l-th column of the matrix D.

Intuitively, the ”contribution” of a specific feature
to different classes is different. Therefore, we hope
to incorporate this side information in S3H for better
hashing. Inspired by (Madani et al., 2009), we can
measure this contribution overXL as in Algorithm 1.
Clearly, if objects are represented as the occurrence
numbers of features, the output of Algorithm 1 is
just the conditional probability Pr(class|feature).
Finally, each object (x, c) ∈ XL can be represented
as an M × L matrix G:

G = diag(ν1,c, ν2,c, . . . , νM,c) ·D (6)

Note that, one pair (xi,xj) in Θa or Θr corresponds
to (Gi,Gj) while (Di,Dj) if we ignore features’
contribution to different classes.

Furthermore, we also hope to maximize the em-
pirical accuracy on the labeled data Θa and Θr and
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Algorithm 1: Feature Contribution Calculation
for each (x, c) ∈ XL do

for each f ∈ x do
νf ← νf + xf ;
νf,c ← νf,c + xf ;

end
end
for each feature f and class c do

νf,c ←
νf,c

νf
;

end

maximize the entropy of hash functions. So, we de-
fine the following objective for ~(·)s:

J(w) =
1

Np

L∑
l=1

{ ∑
(xi,xj)∈Θa

~l(xi)~l(xj)

−
∑

(xi,xj)∈Θr

~l(xi)~l(xj)

}
+ λ1

L∑
l=1

H(~l)

(7)

where Np = |Θa| + |Θr| is the number of attrac-
tion and repulsion pairs and λ1 is a tradeoff between
two terms. Wang et al. have proven that hash func-
tions with maximum entropy must maximize the
variance of the hash values, and vice-versa (Wang
et al., 2010b). Thus, H(~(·)) can be estimated over
the labeled and unlabeled data, XL and XU .

Unfortunately, direct solution for above problem
is non-trivial since Equation (7) is not differentiable.
Thus, we relax the objective and add an additional
regularization term which could effectively avoid
overfitting. Finally, we obtain the total objective:

L(w) =
1

Np

L∑
l=1

{
∑

(Gi,Gj)∈Θa

ψ(wT gi,l)ψ(wT gj,l)

−
∑

(Gi,Gj)∈Θr

ψ(wT gi,l)ψ(wT gj,l)}

+
λ1

2N

L∑
l=1

{
u∑

i=1

ψ2(wT gi,l) +
N∑

i=u+1

ψ2(wT di,l)}

− λ2

2
∥w∥2

2

(8)

where gi,l and di,l denote the l-th column of Gi and
Di respectively, and ψ(t) is a piece-wise linear func-
tion defined as:

ψ(t) =

 Tg t > Tg

t −Tg ≤ t ≤ Tg

−Tg t < −Tg

(9)

This relaxation has a good intuitive explanation.
That is, similar objects are desired to not only have

the similar fingerprints but also have sufficient large
projection magnitudes, while dissimilar objects are
desired to not only differ in their fingerprints but also
have large projection margin. However, we do not
hope that a small fraction of object-pairs with very
large projection magnitude or margin dominate the
complete model. Thus, a piece-wise linear function
ψ(·) is applied in S3H.

As a result, Equation (8) is a simply uncon-
strained optimization problem, which can be ef-
ficiently solved by a notable Quasi-Newton algo-
rithm, i.e., L-BFGS (Liu et al., 1989). For descrip-
tion simplicity, only attraction set Θa is considered
and the extension to repulsion set Θr is straightfor-
ward. Thus, the gradient of L(w) is as follows:

∂L(w)

∂w
=

1

Np

L∑
l=1

{ ∑
(Gi, Gj) ∈ Θa,

|wT gi,l| ≤ Tg

ψ(wT gj,l) · gi,l

+
∑

(Gi, Gj) ∈ Θa,

|wT gj,l| ≤ Tg

ψ(wT gi,l) · gj,l

}
(10)

+
λ1

N

L∑
l=1

{ u∑
i = 1,

|wT gi,l| ≤ Tg

ψ(wT gi,l) · gi,l

+

N∑
i = u + 1,

|wT di,l| ≤ Tg

ψ(wT di,l) · di,l

}
− λ2w

Note that ∂ψ(t)/∂t = 0 when |t| > Tg.

3.3 Fingerprint Generation
When we get the optimal weight w∗, we generate
fingerprints for given objects through Equation (5).
Then, it tunes to the problem how to efficiently ob-
tain the representation as in Figure 4 for a object.
After analysis, we find: 1) hyperplanes are randomly
generated and we only need to determine which
sides of these hyperplanes the given object lies on,
and 2) in real-world applications, objects such as
docs are always very sparse. Thus, we can avoid
heavy computational demands and efficiently gener-
ate fingerprints for objects.

In practice, given an object x, the procedure of
generating anL-bit fingerprint is as follows: it main-
tains an L-dimensional vector initialized to zero.
Each feature f ∈ x is firstly mapped to an L-bit
hash value by Jenkins Hashing Function4. Then,

4http://www.burtleburtle.net/bob/hash/doobs.html
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Algorithm 2: Fast Fingerprint Generation
INPUT: x and w∗;
initialize α← 0,β ← 0, α,β ∈ RL;
for each f ∈ x do

randomly project f to hf ∈ {−1, +1}L;
α← α + xf · w∗

f · hf ;
end
for l = 1 to L do

if αl > 0 then
βl ← 1;

end
end
RETURN β;

these L bits increment or decrement the L compo-
nents of the vector by the value xf × w∗

f . After all
features processed, the signs of components deter-
mine the corresponding bits of the final fingerprint.
The complete algorithm is presented in Algorithm 2.

3.4 Algorithmic Analysis
This section briefly analyzes the relation between
S3H and some existing methods. For analysis sim-
plicity, we assume ψ(t) = t and ignore the regular-
ization terms. So, Equation (8) can be rewritten as
follows:

J(w)S3H =
1

2
wT [

L∑
l=1

Γl(Φ
+ −Φ−)ΓT

l ]w (11)

where Φ+
ij equals to 1 when (xi,xj) ∈ Θa otherwise

0, Φ−
ij equals to 1 when (xi,xj) ∈ Θr otherwise

0, and Γl = [g1,l . . .gu,l,du+1,l . . .dN,l]. We de-
note

∑
l ΓlΦ

+ΓT
l and

∑
l ΓlΦ

−ΓT
l as S+ and S−

respectively. Therefore, maximizing above function
is equivalent to maximizing the following:

J̃(w)S3H =
|wT S+w|
|wT S−w|

(12)

Clearly, Equation (12) is analogous to Linear Dis-
criminant Analysis (LDA) (Duda et al., 2000) ex-
cept for the difference: 1) measurement. S3H uses
similarity while LDA uses distance. As a result, the
objective function of S3H is just the reciprocal of
LDA’s. 2) embedding space. LDA seeks the best
separative direction in the original attribute space. In
contrast, S3H firstly maps data from RM to RM×L

through the following projection function

ϕ(x) = x · [diag(sign(r1)), . . . ,diag(sign(rL))] (13)

where rl ∈ RM , l = 1, . . . , L, are L random hyper-
planes. Then, in that space (RM×L), S3H seeks a
direction5 that can best separate the data.

From this point of view, it is obvious that the basic
SH is a special case of S3H when w is set to e =
[1, 1, . . . , 1]. That is, SH firstly maps the data via
ϕ(·) just as S3H. But then, SH directly separates the
data in that feature space at the direction e.

Analogously, we ignore the regularization terms
in SSH and rewrite the objective of SSH as:

J(W)SSH =
1

2
tr[WT X(Φ+ −Φ−)XT W] (14)

where W = [w1, . . . ,wL] ∈ RM×L are L hyper-
planes and X = [x1, . . . ,xN ]. Maximizing this ob-
jective is equivalent to maximizing the following:

J̃(W)SSH =
| tr[WT S′+W]|
| tr[WT S′−W]|

(15)

where S′+ = XΦ+XT and S′− = XΦ−XT . Equa-
tion (15) shows that SSH is analogous to Multiple
Discriminant Analysis (MDA) (Duda et al., 2000).
In fact, SSH uses top L best-separative hyperplanes
in the original attribute space found via PCA to hash
the data. Furthermore, we rewrite the projection
function ϕ(·) in S3H as:

ϕ(x) = x · [R1, . . . ,RL] (16)

where Rl = diag(sign(rl)). Each Rl is a mapping
from RM to RM and corresponds to one embedding
space. From this perspective, unlike SSH, S3H glob-
ally seeks a direction that can best separate the data
in L different embedding spaces simultaneously.

4 Experiments

We use two datasets 20 Newsgroups and Open Di-
rectory Project (ODP) in our experiments. Each doc-
ument is represented as a vector of occurrence num-
bers of the terms within it. The class information
of docs is considered as prior knowledge that two
docs within a same class should have more similar
fingerprints while two docs within different classes
should have dissimilar fingerprints. We will demon-
strate that our S3H can effectively incorporate this
prior knowledge to improve the DSS performance.

5The direction is determined by concatenating w L times.
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Figure 1: Mean Averaged Precision (MAP) for different
number of bits for hash ranking on 20 Newsgroups. (a)
10K features. (b) 30K features.

We use Inverted List (IL) (Manning et al., 2002)
as the baseline. In fact, given a query doc, IL re-
turns all the docs that contain any term within it.
We also compare our method with three state-of-
the-art hashing methods, i.e., KLSH, SSH and SH.
In KLSH, we adopt the RBF kernel κ(xi,xj) =

exp(−∥xi−xj∥22
δ2 ), where the scaling factor δ2 takes

0.5 and the other two parameters p and t are set to
be 500 and 50 respectively. The parameter λ in SSH
is set to 1. For S3H, we simply set the parameters λ1

and λ2 in Equation (8) to 4 and 0.5 respectively. To
objectively reflect the performance of S3H, we eval-
uate our S3H with and without Feature Contribution
Calculation algorithm (FCC) (Algorithm 1). Specif-
ically, FCC-free S3H (denoted as S3Hf ) is just a
simplification when Gs in S3H are simply set to Ds.

For quantitative evaluation, as in literature (Wang
et al., 2010b; Mu et al., 2009), we calculate the pre-
cision under two scenarios: hash lookup and hash
ranking. For hash lookup, the proportion of good
neighbors (have the same class label as the query)
among the searched objects within a given Hamming
radius is calculated as precision. Similarly to (Wang
et al., 2010b; Weiss et al., 2009), for a query doc-
ument, if no neighbors within the given Hamming
radius can be found, it is considered as zero preci-
sion. Note that, the precision of IL is the propor-
tion of good neighbors among the whole searched
objects. For hash ranking, all the objects in X are
ranked in terms of their Hamming distance from the
query document, and the top K nearest neighbors
are returned as the result. Then, Mean Averaged Pre-
cision (MAP) (Manning et al., 2002) is calculated.
We also calculate the averaged intra- and inter- class
Hamming distance for various hashing methods. In-
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Figure 2: Precision within Hamming radius 3 for hash
lookup on 20 Newsgroups. (a) 10K features. (b) 30K
features.

tuitively, a good hashing method should have small
intra-class distance while large inter-class distance.

We test all the methods on a PC with a 2.66 GHz
processor and 12GB RAM. All experiments repeate
10 times and the averaged results are reported.

4.1 20 Newsgroups

20 Newsgroups6 contains 20K messages, about 1K
messages from each of 20 different newsgroups.
The entire vocabulary includes 62,061 words. To
evaluate the performance for different feature di-
mensions, we use Chi-squared feature selection al-
gorithm (Forman, 2003) to select 10K and 30K fea-
tures. The averaged message length is 54.1 for 10K
features and 116.2 for 30K features. We randomly
select 4K massages as the test set and the remain
16K as the training set. To train SSH and S3H,
from the training set, we randomly generate 40K
message-pairs as Θa and 80K message-pairs as Θr.

For hash ranking, Figure 1 shows MAP for vari-
ous methods using different number of bits. It shows
that performance of SSH decreases with the grow-
ing of hash bits. This is mainly because the variance
of the directions obtained by PCA decreases with
the decrease of their ranks. Thus, lower bits have
larger empirical errors. For S3H, FCC (Algorithm 1)
can significantly improve the MAP just as discussed
in Section 3.2. Moreover, the MAP of FCC-free
S3H (S3Hf ) is affected by feature dimensions while
FCC-based (S3H) is relatively stable. This implies
FCC can also improve the satiability of S3H. As we
see, S3Hf ignores the contribution of features to dif-
ferent classes. However, besides the local descrip-
tion of data locality in the form of object-pairs, such

6http://www.cs.cmu.edu/afs/cs/project/theo-3/www/
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Figure 3: Averaged searched sample numbers using 4K
query messages for hash lookup. (a) 10K features. (b)
30K features.

(global) information also provides a proper guidance
for hashing. So, for S3Hf , the reason why its re-
sults with 30K features are worse than the results
with 10K features is probably because S3Hf learns
to hash only according to the local description of
data locality and many not too relevant features lead
to relatively poor description. In contrast, S3H can
utilize global information to better understand the
similarity among objects. In short, S3H obtains the
best MAP for all bits and feature dimensions.

For hash lookup, Figure 2 presents the precision
within Hamming radius 3 for different number of
bits. It shows that IL even outperforms SH. This
is because few objects can be hashed by SH into one
hash bucket. Thus, for many queries, SH fails to
return any neighbor even in a large Hamming radius
of 3. Clearly, S3H outperforms all the other methods
for different number of hash bits and features.

The number of messages searched by different
methods are reported in Figure 3. We find that the
number of searched data of S3H (with/without FCC)
decreases much more slowly than KLSH, SH and
SSH with the growing of the number of hash bits. As
discussed in Section 3.4, this mainly benefits from
the design of S3H that S3H (globally) seeks a di-
rection that can best separate the data in L embed-
ding spaces simultaneously. We also find IL returns
a large number of neighbors of each query message
which leads to its poor efficiency.

The averaged intra- and inter- class Hamming dis-
tance of different methods are reported in Table 1.
As it shows, S3H has relatively larger margin (∆)
between intra- and inter-class Hamming distance.
This indicates that S3H is more effective to make
similar points have similar fingerprints while keep

intra-class inter-class ∆

S3H 13.1264 15.6342 2.5078
S3Hf 12.5754 13.3479 0.7725
SSH 6.4134 6.5262 0.1128
SH 15.3908 15.6339 0.2431

KLSH 10.2876 10.8713 0.5841

Table 1: Averaged intra- and inter- class Hamming dis-
tance of 20 Newsgroups for 32-bit fingerprint. ∆ is the
difference between the averaged inter- and intra- class
Hamming distance. Large ∆ implies good hashing.
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Figure 4: Computational complexity of training for dif-
ferent feature dimensions for 32-bit fingerprint. (a) Train-
ing time (sec). (b) Training space cost (MB).

the dissimilar points away enough from each other.
Figure 4 shows the (training) computational com-

plexity of different methods. We find that the time
and space cost of SSH grows much faster than SH,
KLSH and S3H with the growing of feature dimen-
sion. This is mainly because SSH requires SVD to
find the optimal hashing functions which is compu-
tational expensive. Instead, S3H seeks the optimal
feature weights via L-BFGS, which is still efficient
even for very high-dimensional data.

4.2 Open Directory Project (ODP)

Open Directory Project (ODP)7 is a multilingual
open content directory of web links (docs) organized
by a hierarchical ontology scheme. In our exper-
iment, only English docs8 at level 3 of the cate-
gory tree are utilized to evaluate the performance.
In short, the dataset contains 2,483,388 docs within
6,008 classes. There are totally 862,050 distinct
words and each doc contains 14.13 terms on aver-
age. Since docs are too short, we do not conduct

7http://rdf.dmoz.org/
8The title together with the corresponding short description

of a page are considered as a document in our experiments.
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Figure 5: Overview of ODP data set. (a) Class distribu-
tion at level 3. (b) Distribution of document length.

intra-class inter-class ∆

S3H 14.0029 15.9508 1.9479
S3Hf 14.3801 15.5260 1.1459
SH 14.7725 15.6432 0.8707

KLSH 9.3382 10.5700 1.2328

Table 2: Averaged intra- and inter- class Hamming dis-
tance of ODP for 32-bit fingerprint (860K features). ∆
is the difference between averaged intra- and inter- class
Hamming distance.

feature selection9. An overview of ODP is shown in
Figure 5. We randomly sample 10% docs as the test
set and the remain as the training set. Furthermore,
from training set, we randomly generate 800K doc-
pairs as Θa, and 1 million doc-pairs as Θr. Note
that, since there are totally over 800K features, it
is extremely inefficient to train SSH. Therefore, we
only compare our S3H with IL, KLSH and SH.

The search performance is given in Figure 6. Fig-
ure 6(a) shows the MAP for various methods using
different number of bits. It shows KLSH outper-
forms SH, which mainly contributes to the kernel
trick. S3H and S3Hf have higher MAP than KLSH
and SH. Clearly, FCC algorithm can improve the
MAP of S3H for all bits. Figure 6(b) presents the
precision within Hamming radius 2 for hash lookup.
We find that IL outperforms SH since SH fails for
many queries. It also shows that S3H (with FCC)
can obtain the best precision for all bits.

Table 2 reports the averaged intra- and inter-class
Hamming distance for various methods. It shows
that S3H has the largest margin (∆). This demon-

9We have tested feature selection. However, if we select
40K features via Chi-squared feature selection method, docu-
ments are represented by 3.15 terms on average. About 44.9%
documents are represented by no more than 2 terms.

24 32 40 48 56 64

0.15

0.20

0.25

0.30

0.35

M
ea

n 
A

ve
ra

ge
d 

Pr
ec

is
io

n 
(M

A
P)

Number of bits

 S3H
 S3Hf

 SH
 KLSH

(a)

24 32 40 48 56 64

0.03

0.06

0.09

0.12

0.15

0.18

Pr
ec

is
io

n 
w

ith
in

 H
am

m
in

g 
ra

di
us

 2

Number of bits

 S3H
 S3Hf

 SH
 KLSH
 IL

(b)

Figure 6: Retrieval performance of different methods on
ODP. (a) Mean Averaged Precision (MAP) for different
number of bits for hash ranking. (b) Precision within
Hamming radius 2 for hash lookup.

strates S3H can measure the similarity among the
data better than KLSH and SH.

We should emphasize that KLSH needs 0.3ms
to return the results for a query document for hash
lookup, and S3H needs <0.1ms. In contrast, IL re-
quires about 75ms to finish searching. This is mainly
because IL always returns a large number of ob-
jects (dozens or hundreds times more than S3H and
KLSH) and requires much time for post-processing.

All the experiments show S3H is more effective,
efficient and stable than the baseline method and the
state-of-the-art hashing methods.

5 Conclusions

We have proposed a novel supervised hashing
method named Semi-Supervised Simhash (S3H) for
high-dimensional data similarity search. S3H learns
the optimal feature weights from prior knowledge
to relocate the data such that similar objects have
similar fingerprints. This is implemented by max-
imizing the empirical accuracy on labeled data to-
gether with the entropy of hash functions. The
proposed method leads to a simple Quasi-Newton
based solution which is efficient even for very high-
dimensional data. Experiments performed on two
large datasets have shown that S3H has better search
performance than several state-of-the-art methods.
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Abstract

Marking up search queries with linguistic an-
notations such as part-of-speech tags, cap-
italization, and segmentation, is an impor-
tant part of query processing and understand-
ing in information retrieval systems. Due
to their brevity and idiosyncratic structure,
search queries pose a challenge to existing
NLP tools. To address this challenge, we
propose a probabilistic approach for perform-
ing joint query annotation. First, we derive
a robust set of unsupervised independent an-
notations, using queries and pseudo-relevance
feedback. Then, we stack additional classi-
fiers on the independent annotations, and ex-
ploit the dependencies between them to fur-
ther improve the accuracy, even with a very
limited amount of available training data. We
evaluate our method using a range of queries
extracted from a web search log. Experimen-
tal results verify the effectiveness of our ap-
proach for both short keyword queries, and
verbose natural language queries.

1 Introduction

Automatic mark-up of textual documents with lin-
guistic annotations such as part-of-speech tags, sen-
tence constituents, named entities, or semantic roles
is a common practice in natural language process-
ing (NLP). It is, however, much less common in in-
formation retrieval (IR) applications. Accordingly,
in this paper, we focus on annotating search queries
submitted by the users to a search engine.

There are several key differences between user
queries and the documents used in NLP (e.g., news

articles or web pages). As previous research shows,
these differences severely limit the applicability of
standard NLP techniques for annotating queries and
require development of novel annotation approaches
for query corpora (Bergsma and Wang, 2007; Barr et
al., 2008; Lu et al., 2009; Bendersky et al., 2010; Li,
2010).

The most salient difference between queries and
documents is their length. Most search queries
are very short, and even longer queries are usually
shorter than the average written sentence. Due to
their brevity, queries often cannot be divided into
sub-parts, and do not provide enough context for
accurate annotations to be made using the stan-
dard NLP tools such as taggers, parsers or chun-
kers, which are trained on more syntactically coher-
ent textual units.

A recent analysis of web query logs by Bendersky
and Croft (2009) shows, however, that despite their
brevity, queries are grammatically diverse. Some
queries are keyword concatenations, some are semi-
complete verbal phrases and some are wh-questions.
It is essential for the search engine to correctly an-
notate the query structure, and the quality of these
query annotations has been shown to be a crucial
first step towards the development of reliable and
robust query processing, representation and under-
standing algorithms (Barr et al., 2008; Guo et al.,
2008; Guo et al., 2009; Manshadi and Li, 2009; Li,
2010).

However, in current query annotation systems,
even sentence-like queries are often hard to parse
and annotate, as they are prone to contain mis-
spellings and idiosyncratic grammatical structures.

102



(a) (b) (c)
Term CAP TAG SEG
who L X B
won L V I
the L X B
2004 L X B
kentucky C N B
derby C N I

Term CAP TAG SEG
kindred C N B
where C X B
would C X I
i C X I
be C V I

Term CAP TAG SEG
shih C N B
tzu C N I
health L N B
problems L N I

Figure 1:Examples of a mark-up scheme for annotating capitalization (L – lowercase, C – otherwise), POS tags (N –
noun, V – verb, X – otherwise) and segmentation (B/I – beginning of/inside the chunk).

They also tend to lack prepositions, proper punctu-
ation, or capitalization, since users (often correctly)
assume that these features are disregarded by the re-
trieval system.

In this paper, we propose a novel joint query an-
notation method to improve the effectiveness of ex-
isting query annotations, especially for longer, more
complex search queries. Most existing research fo-
cuses on using a single type of annotation for infor-
mation retrieval such as subject-verb-object depen-
dencies (Balasubramanian and Allan, 2009), named-
entity recognition (Guo et al., 2009), phrase chunk-
ing (Guo et al., 2008), or semantic labeling (Li,
2010).

In contrast, the main focus of this work is on de-
veloping a unified approach for performing reliable
annotations of different types. To this end, we pro-
pose a probabilistic method for performing ajoint
query annotation. This method allows us to exploit
the dependency between different unsupervised an-
notations to further improve the accuracy of the en-
tire set of annotations. For instance, our method
can leverage the information about estimated parts-
of-speech tags and capitalization of query terms to
improve the accuracy of query segmentation.

We empirically evaluate the joint query annota-
tion method on a range of query types. Instead of
just focusing our attention on keyword queries, as
is often done in previous work (Barr et al., 2008;
Bergsma and Wang, 2007; Tan and Peng, 2008;
Guo et al., 2008), we also explore the performance
of our annotations with more complex natural lan-
guage search queries such as verbal phrases and wh-
questions, which often pose a challenge for IR appli-
cations (Bendersky et al., 2010; Kumaran and Allan,
2007; Kumaran and Carvalho, 2009; Lease, 2007).

We show that even with a very limited amount of
training data, our joint annotation method signifi-
cantly outperforms annotations that were done in-
dependently for these queries.

The rest of the paper is organized as follows. In
Section 2 we demonstrate several examples of an-
notated search queries. Then, in Section 3, we in-
troduce our joint query annotation method. In Sec-
tion 4 we describe two types of independent query
annotations that are used as input for the joint query
annotation. Section 5 details the related work and
Section 6 presents the experimental results. We draw
the conclusions from our work in Section 7.

2 Query Annotation Example

To demonstrate a possible implementation of lin-
guistic annotation for search queries, Figure 1
presents a simple mark-up scheme, exemplified us-
ing three web search queries (as they appear in a
search log): (a)who won the 2004 kentucky derby,
(b) kindred where would i be, and (c)shih tzu health
problems. In this scheme, each query is marked-
up using three annotations: capitalization, POS tags,
and segmentation indicators.

Note that all the query terms are non-capitalized,
and no punctuation is provided by the user, which
complicates the query annotation process. While
the simple annotation described in Figure 1 can be
done with a very high accuracy for standard docu-
ment corpora, both previous work (Barr et al., 2008;
Bergsma and Wang, 2007; Jones and Fain, 2003)
and the experimental results in this paper indicate
that it is challenging to perform well on queries.

The queries in Figure 1 illustrate this point. Query
(a) in Figure 1 is a wh-question, and it contains
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a capitalized concept (“Kentucky Derby”), a single
verb, and four segments. Query (b) is a combination
of an artist name and a song title and should be inter-
preted asKindred — “Where Would I Be”. Query (c)
is a concatenation of two short noun phrases:“Shih
Tzu” and“health problems”.

3 Joint Query Annotation

Given a search queryQ, which consists of a se-
quence of terms(q1, . . . , qn), our goal is to anno-
tate it with an appropriate set of linguistic structures
ZQ. In this work, we assume that the setZQ consists
of shallowsequence annotationszQ, each of which
takes the form

zQ = (ζ1, . . . , ζn).

In other words, each symbolζi ∈ zQ annotates a
single query term.

Many query annotations that are useful for IR
can be represented using this simple form, includ-
ing capitalization, POS tagging, phrase chunking,
named entity recognition, and stopword indicators,
to name just a few. For instance, Figure 1 demon-
strates an example of a set of annotationsZQ. In
this example,

ZQ = {CAP,TAG,SEG}.

Most previous work on query annotation makes
the independence assumption — every annotation
zQ ∈ ZQ is done separately from the others. That is,
it is assumed that the optimal linguistic annotation
z
∗(I)
Q is the annotation that has the highest probabil-

ity given the queryQ, regardless of the other anno-
tations in the setZQ. Formally,

z
∗(I)
Q = argmax

zQ

p(zQ|Q) (1)

The main shortcoming of this approach is in the
assumption that the linguistic annotations in the set
ZQ are independent. In practice, there are depen-
dencies between the different annotations, and they
can be leveraged to derive a better estimate of the
entire set of annotations.

For instance, imagine that we need to perform two
annotations: capitalization and POS tagging. Know-
ing that a query term is capitalized, we are more

likely to decide that it is a proper noun. Vice versa,
knowing that it is a preposition will reduce its proba-
bility of being capitalized. We would like to capture
this intuition in the annotation process.

To address the problem of joint query annotation,
we first assume that we have an initial set of annota-
tionsZ∗(I)

Q , which were performed for queryQ in-
dependently of one another (we will show an exam-
ple of how to derive such a set in Section 4). Given
the initial setZ∗(I)

Q , we are interested in obtaining

an annotation setZ∗(J)
Q , which jointly optimizes the

probability ofall the annotations, i.e.

Z
∗(J)
Q = argmax

ZQ

p(ZQ|Z
∗(I)
Q ).

If the initial set of estimations is reasonably ac-
curate, we can make the assumption that the anno-
tations in the setZ∗(J)

Q are independent given the

initial estimatesZ∗(I)
Q , allowing us to separately op-

timize the probability of each annotationz∗(J)
Q ∈

Z
∗(J)
Q :

z
∗(J)
Q = argmax

zQ

p(zQ|Z
∗(I)
Q ). (2)

From Eq. 2, it is evident that the joint an-
notation task becomes that of finding some opti-
mal unobserved sequence (annotationz

∗(J)
Q ), given

the observed sequences (independent annotation set
Z
∗(I)
Q ).
Accordingly, we can directly use a supervised se-

quential probabilistic model such as CRF (Lafferty
et al., 2001) to find the optimalz∗(J)

Q . In this CRF

model, the optimal annotationz∗(J)
Q is the label we

are trying to predict, and the set of independent an-
notationsZ∗(I)

Q is used as the basis for thefeatures
used for prediction. Figure 2 outlines the algorithm
for performing the joint query annotation.

As input, the algorithm receives a training set of
queries and their ground truth annotations. It then
produces a set of independent annotation estimates,
which are jointly used, together with the ground
truth annotations, to learn a CRF model for each an-
notation type. Finally, these CRF models are used
to predict annotations on a held-out set of queries,
which are the output of the algorithm.
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Input: Qt — training set of queries.
ZQt

— ground truth annotations for the training set of queries.
Qh — held-out set of queries.

(1) Obtain a set of independent annotation estimatesZ
∗(I)
Qt

(2) InitializeZ∗(J)
Qt
← ∅

(3) for eachz∗(I)
Qt
∈ Z

∗(I)
Qt

:

(4) Z ′
Qt
← Z

∗(I)
Qt
\ z

∗(I)
Qt

(5) Train a CRF modelCRF(zQt
) usingzQt

as alabelandZ ′
Qt

asfeatures.

(6) Predict annotationz∗(J)
Qh

, usingCRF(zQt
).

(7) Z
∗(J)
Qh
← Z

∗(J)
Qh
∪ z

∗(J)
Qh

.

Output: Z∗(J)
Qh

— predicted annotations for the held-out set of queries.

Figure 2:Algorithm for performing joint query annotation.

Note that this formulation of joint query anno-
tation can be viewed as astacked classification, in
which a second, more effective, classifier is trained
using the labels inferred by the first classifier as fea-
tures. Stacked classifiers were recently shown to be
an efficient and effective strategy for structured clas-
sification in NLP (Nivre and McDonald, 2008; Mar-
tins et al., 2008).

4 Independent Query Annotations

While the joint annotation method proposed in Sec-
tion 3 is general enough to be applied to any set of
independent query annotations, in this work we fo-
cus on two previously proposed independent anno-
tation methods based on either the query itself, or
the top sentences retrieved in response to the query
(Bendersky et al., 2010). The main benefits of these
two annotation methods are that they can be easily
implemented using standard software tools, do not
require any labeled data, and provide reasonable an-
notation accuracy. Next, we briefly describe these
two independent annotation methods.

4.1 Query-based estimation

The most straightforward way to estimate the con-
ditional probabilities in Eq. 1 is using the query it-
self. To make the estimation feasible, Bendersky et
al. (2010) take abag-of-wordsapproach, and assume
independence between both the query terms and the
corresponding annotation symbols. Thus, the inde-
pentent annotations in Eq. 1 are given by

z
∗(QRY )
Q = argmax

(ζ1,...,ζn)

∏

i∈(1,...,n)

p(ζi|qi). (3)

Following Bendersky et al. (2010) we use a large
n-gram corpus (Brants and Franz, 2006) to estimate
p(ζi|qi) for annotating the query with capitalization
and segmentation mark-up, and a standard POS tag-
ger1 for part-of-speech tagging of the query.

4.2 PRF-based estimation

Given a short, often ungrammatical query, it is hard
to accurately estimate the conditional probability in
Eq. 1 using the query terms alone. For instance, a
keyword queryhawaiian falls, which refers to a lo-
cation, is inaccurately interpreted by a standard POS
tagger as anoun-verbpair. On the other hand, given
a sentence from a corpus that is relevant to the query
such as“Hawaiian Falls is a family-friendly water-
park” , the word “falls” is correctly identified by a
standard POS tagger as a proper noun.

Accordingly, the document corpus can be boot-
strapped in order to better estimate the query anno-
tation. To this end, Bendersky et al. (2010) employ
the pseudo-relevance feedback(PRF) — a method
that has a long record of success in IR for tasks such
as query expansion (Buckley, 1995; Lavrenko and
Croft, 2001).

In the most general form, given the set ofall re-
trievable sentencesr in the corpusC one can derive

p(zQ|Q) =
∑

r∈C

p(zQ|r)p(r|Q).

Since for most sentences the conditional proba-
bility of relevance to the queryp(r|Q) is vanish-
ingly small, the above can be closely approximated

1http://crftagger.sourceforge.net/
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by considering only a set of sentencesR, retrieved
at top-k positions in response to the queryQ. This
yields

p(zQ|Q) ≈
∑

r∈R

p(zQ|r)p(r|Q).

Intuitively, the equation above models the query as
a mixture of top-k retrieved sentences, where each
sentence is weighted by its relevance to the query.
Furthermore, to make the estimation of the condi-
tional probabilityp(zQ|r) feasible, it is assumed that
the symbolsζi in the annotation sequence are in-
dependent, given a sentencer. Note that this as-
sumption differs from the independence assumption
in Eq. 3, since here the annotation symbols arenot
independentgiven the queryQ.

Accordingly, the PRF-based estimate for indepen-
dent annotations in Eq. 1 is

z
∗(PRF )
Q = argmax

(ζ1,...,ζn)

∑

r∈R

∏

i∈(1,...,n)

p(ζi|r)p(r|Q).

(4)
Following Bendersky et al. (2010), an estimate of

p(ζi|r) is a smoothed estimator that combines the
information from the retrieved sentencer with the
information about unigrams (for capitalization and
POS tagging) and bigrams (for segmentation) from
a large n-gram corpus (Brants and Franz, 2006).

5 Related Work

In recent years, linguistic annotation of search
queries has been receiving increasing attention as an
important step toward better query processing and
understanding. The literature on query annotation
includes query segmentation (Bergsma and Wang,
2007; Jones et al., 2006; Guo et al., 2008; Ha-
gen et al., 2010; Hagen et al., 2011; Tan and Peng,
2008), part-of-speech and semantic tagging (Barr et
al., 2008; Manshadi and Li, 2009; Li, 2010), named-
entity recognition (Guo et al., 2009; Lu et al., 2009;
Shen et al., 2008; Paşca, 2007), abbreviation disam-
biguation (Wei et al., 2008) and stopword detection
(Lo et al., 2005; Jones and Fain, 2003).

Most of the previous work on query annotation
focuses on performing a particular annotation task
(e.g., segmentation or POS tagging) in isolation.
However, these annotations are often related, and
thus we take a joint annotation approach, which

combines several independent annotations to im-
prove the overall annotation accuracy. A similar ap-
proach was recently proposed by Guo et al. (2008).
There are several key differences, however, between
the work presented here and their work.

First, Guo et al. (2008) focus onquery refine-
ment (spelling corrections, word splitting, etc.) of
short keyword queries. Instead, we are interested
in annotationof queries of different types, includ-
ing verbose natural language queries. While there
is an overlap between query refinement and annota-
tion, the focus of the latter is on providing linguistic
information about existing queries (after initial re-
finement has been performed). Such information is
especially important for more verbose and gramat-
ically complex queries. In addition, while all the
methods proposed by Guo et al. (2008) require large
amounts of training data (thousands of training ex-
amples), our joint annotation method can be effec-
tively trained with a minimal human labeling effort
(several hundred training examples).

An additional research area which is relevant to
this paper is the work on joint structure model-
ing (Finkel and Manning, 2009; Toutanova et al.,
2008) and stacked classification (Nivre and Mc-
Donald, 2008; Martins et al., 2008) in natural lan-
guage processing. These approaches have been
shown to be successful for tasks such as parsing and
named entity recognition in newswire data (Finkel
and Manning, 2009) or semantic role labeling in the
Penn Treebank and Brown corpus (Toutanova et al.,
2008). Similarly to this work in NLP, we demon-
strate that a joint approach for modeling the linguis-
tic query structure can also be beneficial for IR ap-
plications.

6 Experiments

6.1 Experimental Setup

For evaluating the performance of our query anno-
tation methods, we use a random sample of 250
queries2 from a search log. This sample is manually
labeled with three annotations:capitalization, POS
tags, andsegmentation, according to the description
of these annotations in Figure 1. In this set of 250
queries, there are93 questions,96 phrases contain-

2The annotations are available at
http://ciir.cs.umass.edu/∼bemike/data.html
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CAP
F1 (% impr) MQA (% impr)

i-QRY 0.641(-/-) 0.779(-/-)
i-PRF 0.711∗(+10.9/-) 0.811∗(+4.1/-)
j-QRY 0.620†(-3.3/-12.8) 0.805∗(+3.3/-0.7)
j-PRF 0.718∗(+12.0/+0.9) 0.840∗†(+7.8/+3.6)
TAG

Acc. (% impr) MQA (% impr)
i-QRY 0.893(-/-) 0.878(-/-)
i-PRF 0.916∗(+2.6/-) 0.914∗(+4.1/-)
j-QRY 0.913∗(+2.2/-0.3) 0.912∗(+3.9/-0.2)
j-PRF 0.924∗(+3.5/+0.9) 0.922∗(+5.0/+0.9)
SEG

F1 (% impr) MQA (% impr)
i-QRY 0.694(-/-) 0.672(-/-)
i-PRF 0.753∗(+8.5/-) 0.710∗(+5.7/-)
j-QRY 0.817∗†(+17.7/+8.5) 0.803∗†(+19.5/+13.1)
j-PRF 0.819∗†(+18.0/+8.8) 0.803∗†(+19.5/+13.1)

Table 1: Summary of query annotation performance for
capitalization (CAP), POS tagging (TAG) and segmenta-
tion. Numbers in parentheses indicate % of improvement
over thei-QRY and i-PRF baselines, respectively. Best
result per measure and annotation is boldfaced.∗ and†

denote statistically significant differences withi-QRYand
i-PRF, respectively.

ing a verb, and61 short keyword queries (Figure 1
contains a single example of each of these types).

In order to test the effectiveness of the joint query
annotation, we compare four methods. In the first
two methods,i-QRYandi-PRF the three annotations
are done independently. Methodi-QRY is based on
z
∗(QRY )
Q estimator (Eq. 3). Methodi-PRF is based

on thez∗(PRF )
Q estimator (Eq. 4).

The next two methods,j-QRYandj-PRF, are joint
annotation methods, which perform a joint optimiza-
tion over the entire set of annotations, as described
in the algorithm in Figure 2.j-QRYandj-PRFdiffer
in their choice of the initial independent annotation
setZ∗(I)

Q in line (1) of the algorithm (see Figure 2).
j-QRY uses only the annotations performed byi-
QRY (3 initial independent annotation estimates),
while j-PRFcombines the annotations performed by
i-QRY with the annotations performed byi-PRF (6
initial annotation estimates). The CRF model train-
ing in line (6) of the algorithm is implemented using
CRF++ toolkit3.

3http://crfpp.sourceforge.net/

The performance of the joint annotation methods
is estimated using a 10-fold cross-validation. In or-
der to test the statistical significance of improve-
ments attained by the proposed methods we use a
two-sided Fisher’s randomization test with 20,000
permutations. Results with p-value< 0.05 are con-
sidered statistically significant.

For reporting the performance of our meth-
ods we use two measures. The first measure is
classification-oriented — treating the annotation de-
cision for each query term as a classification. In case
of capitalization and segmentation annotations these
decisions are binary and we compute the precision
and recall metrics, and report F1 — their harmonic
mean. In case of POS tagging, the decisions are
ternary, and hence we report the classification ac-
curacy.

We also report an additional, IR-oriented perfor-
mance measure. As is typical in IR, we propose
measuring the performance of the annotation meth-
ods on a per-query basis, to verify that the methods
have uniform impact across queries. Accordingly,
we report themean of classification accuracies per
query(MQA). Formally, MQA is computed as

∑N
i=1 accQi

N
,

whereaccQi
is the classification accuracy for query

Qi, andN is the number of queries.
The empirical evaluation is conducted as follows.

In Section 6.2, we discuss the general performance
of the four annotation techniques, and compare the
effectiveness of independent and joint annotations.
In Section 6.3, we analyze the performance of the
independent and joint annotation methods by query
type. In Section 6.4, we compare the difficulty
of performing query annotations for different query
types. Finally, in Section 6.5, we compare the effec-
tiveness of the proposed joint annotation for query
segmentation with the existing query segmentation
methods.

6.2 General Evaluation

Table 1 shows the summary of the performance of
the two independent and two joint annotation meth-
ods for the entire set of 250 queries. For independent
methods, we see thati-PRF outperformsi-QRY for
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CAP Verbal Phrases Questions Keywords
F1 MQA F1 MQA F1 MQA

i-PRF 0.750 0.862 0.590 0.839 0.784 0.687
j-PRF 0.687∗(-8.4%) 0.839∗(-2.7%) 0.671∗(+13.7%) 0.913∗(+8.8%) 0.814(+3.8%) 0.732∗ (+6.6%)

TAG Verbal Phrases Questions Keywords
Acc. MQA Acc. MQA Acc. MQA

i-PRF 0.908 0.908 0.932 0.935 0.880 0.890
j-PRF 0.904(-0.4%) 0.906(-0.2%) 0.951∗ (+2.1%) 0.953∗ (+1.9%) 0.893(+1.5%) 0.900(+1.1%)

SEG Verbal Phrases Questions Keywords
F1 MQA F1 MQA F1 MQA

i-PRF 0.751 0.700 0.740 0.700 0.816 0.747
j-PRF 0.772(+2.8%) 0.742∗(+6.0%) 0.858∗(+15.9%) 0.838∗(+19.7%) 0.844(+3.4%) 0.853∗(+14.2%)

Table 2: Detailed analysis of the query annotation performance for capitalization (CAP), POS tagging (TAG) and
segmentation by query type. Numbers in parentheses indicate % of improvement over thei-PRF baseline. Best result
per measure and annotation is boldfaced.∗ denotes statistically significant differences withi-PRF.

all annotation types, using both performance mea-
sures.

In Table 1, we can also observe that the joint anno-
tation methods are, in all cases, better than the cor-
responding independent ones. The highest improve-
ments are attained byj-PRF, which always demon-
strates the best performance both in terms of F1 and
MQA. These results attest to both the importance of
doing a joint optimization over the entire set of an-
notations and to the robustness of the initial annota-
tions done by thei-PRF method. In all but one case,
the j-PRF method, which uses these annotations as
features, outperforms thej-QRY method that only
uses the annotation done byi-QRY.

The most significant improvements as a result of
joint annotation are observed for the segmentation
task. In this task, joint annotation achieves close to
20% improvement in MQA over thei-QRYmethod,
and more than 10% improvement in MQA over thei-
PRFmethod. These improvements indicate that the
segmentation decisions are strongly guided by cap-
italization and POS tagging. We also note that, in
case of segmentation, the differences in performance
between the two joint annotation methods,j-QRY
and j-PRF, are not significant, indicating that the
context of additional annotations inj-QRYmakes up
for the lack of more robust pseudo-relevance feed-
back based features.

We also note that thelowest performance im-
provement as a result of joint annotation is evi-
denced for POS tagging. The improvements of joint

annotation methodj-PRFover thei-PRFmethod are
less than 1%, and are not statistically significant.
This is not surprising, since the standard POS tag-
gers often already use bigrams and capitalization at
training time, and do not acquire much additional
information from other annotations.

6.3 Evaluation by Query Type

Table 2 presents a detailed analysis of the perfor-
mance of the best independent (i-PRF) and joint (j-
PRF) annotation methods by the three query types
used for evaluation: verbal phrases, questions and
keyword queries. From the analysis in Table 2, we
note that the contribution of joint annotation varies
significantly across query types. For instance, us-
ing j-PRFalways leads to statistically significant im-
provements over thei-PRF baseline for questions.
On the other hand, it is either statistically indistin-
guishable, or even significantly worse (in the case of
capitalization) than thei-PRFbaseline for the verbal
phrases.

Table 2 also demonstrates that joint annotation
has a different impact on various annotations for the
samequery type. For instance,j-PRF has a signif-
icant positive effect on capitalization and segmen-
tation for keyword queries, but only marginally im-
proves the POS tagging. Similarly, for the verbal
phrases,j-PRF has a significant positive effect only
for the segmentation annotation.

These variances in the performance of thej-PRF
method point to the differences in the structure be-
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Figure 3: Comparative performance (in terms of F1 for
capitalization and segmentation and accuracy for POS
tagging) of thej-PRF method on the three query types.

tween the query types. While dependence between
the annotations plays an important role for question
and keyword queries, which often share a common
grammatical structure, this dependence is less use-
ful for verbal phrases, which have a more diverse
linguistic structure. Accordingly, a more in-depth
investigation of the linguistic structure of the verbal
phrase queries is an interesting direction for future
work.

6.4 Annotation Difficulty

Recall that in our experiments, out of the overall 250
annotated queries, there are96 verbal phrases,93
questions and61 keyword queries. Figure 3 shows a
plot that contrasts the relative performance for these
three query types of our best-performing joint an-
notation method,j-PRF, on capitalization, POS tag-
ging and segmentation annotation tasks. Next, we
analyze the performance profiles for the annotation
tasks shown in Figure 3.

For the capitalization task, the performance ofj-
PRFon verbal phrases and questions is similar, with
the difference below 3%. The performance for key-
word queries is much higher — with improvement
over 20% compared to either of the other two types.
We attribute this increase to both a larger number
of positive examples in the short keyword queries
(a higher percentage of terms in keyword queries is
capitalized) and their simpler syntactic structure (ad-

SEG F1 MQA
SEG-1 0.768 0.754
SEG-2 0.824∗ 0.787∗

j-PRF 0.819∗ (+6.7%/-0.6%) 0.803∗ (+6.5%/+2.1%)

Table 3: Comparison of the segmentation performance
of the j-PRF method to two state-of-the-art segmentation
methods. Numbers in parentheses indicate % of improve-
ment over theSEG-1andSEG-2baselines respectively.
Best result per measure and annotation is boldfaced.∗

denotes statistically significant differences withSEG-1.

jacent terms in these queries are likely to have the
same case).

For the segmentation task, the performance is at
its best for the question and keyword queries, and at
its worst (with a drop of 11%) for the verbal phrases.
We hypothesize that this is due to the fact that ques-
tion queries and keyword queries tend to have repet-
itive structures, while the grammatical structure for
verbose queries is much more diverse.

For the tagging task, the performance profile is re-
versed, compared to the other two tasks — the per-
formance is at its worst for keyword queries, since
their grammatical structure significantly differs from
the grammatical structure of sentences in news arti-
cles, on which the POS tagger is trained. For ques-
tion queries the performance is the best (6% increase
over the keyword queries), since they resemble sen-
tences encountered in traditional corpora.

It is important to note that the results reported in
Figure 3 are based on training the joint annotation
model onall available queries with 10-fold cross-
validation. We might get different profiles if a sep-
arate annotation model was trained for each query
type. In our case, however, the number of queries
from each type is not sufficient to train a reliable
model. We leave the investigation of separate train-
ing of joint annotation models by query type to fu-
ture work.

6.5 Additional Comparisons

In order to further evaluate the proposed joint an-
notation method,j-PRF, in this section we compare
its performance to other query annotation methods
previously reported in the literature. Unfortunately,
there is not much published work on query capi-
talization and query POS tagging that goes beyond
the simple query-based methods described in Sec-
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tion 4.1. The published work on the more advanced
methods usually requires access to large amounts of
proprietary user data such as query logs and clicks
(Barr et al., 2008; Guo et al., 2008; Guo et al., 2009).

Therefore, in this section we focus on recent work
on query segmentation (Bergsma and Wang, 2007;
Hagen et al., 2010). We compare the segmentation
effectiveness of our best performing method,j-PRF,
to that of these query segmentation methods.

The first method,SEG-1, was first proposed by
Hagen et al. (2010). It is currently the most effective
publicly disclosedunsupervisedquery segmentation
method.SEG-1method requires an access to a large
web n-gram corpus (Brants and Franz, 2006). The
optimal segmentation for queryQ, S∗

Q, is then ob-
tained using

S∗
Q = argmax

S∈SQ

∑

s∈S,|s|>1

|s||s|count(s),

whereSQ is the set of all possible query segmenta-
tions, S is a possible segmentation,s is a segment
in S, andcount(s) is the frequency ofs in the web
n-gram corpus.

The second method,SEG-2, is based on a success-
ful supervised segmentation method, which was first
proposed by Bergsma and Wang (2007).SEG-2em-
ploys a large set of features, and is pre-trained on the
query collection described by Bergsma and Wang
(2007). The features used by theSEG-2method are
described by Bendersky et al. (2009), and include,
among others, n-gram frequencies in a sample of a
query log, web corpus and Wikipedia titles.

Table 3 demonstrates the comparison between the
j-PRF, SEG-1and SEG-2methods. When com-
pared to theSEG-1baseline,j-PRF is significantly
more effective, even though it only employs bigram
counts (see Eq. 4), instead of the high-order n-grams
used bySEG-1, for computing the score of a seg-
mentation. This results underscores the benefit of
joint annotation, which leverages capitalization and
POS tagging to improve the quality of the segmen-
tation.

When compared to theSEG-2baseline, j-PRF
andSEG-2are statistically indistinguishable.SEG-2
posits a slightly better F1, whilej-PRF has a better
MQA. This result demonstrates that the segmenta-
tion produced by thej-PRF method is as effective as

the segmentation produced by the current supervised
state-of-the-art segmentation methods, which em-
ploy external data sources and high-order n-grams.
The benefit of thej-PRF method compared to the
SEG-2method, is that, simultaneously with the seg-
mentation, it produces several additional query an-
notations (in this case, capitalization and POS tag-
ging), eliminating the need to construct separate se-
quence classifiers for each annotation.

7 Conclusions

In this paper, we have investigated a joint approach
for annotating search queries with linguistic struc-
tures, including capitalization, POS tags and seg-
mentation. To this end, we proposed a probabilis-
tic approach for performing joint query annotation
that takes into account the dependencies that exist
between the different annotation types.

Our experimental findings over a range of queries
from a web search log unequivocally point to the su-
periority of the joint annotation methods over both
query-based and pseudo-relevance feedback based
independent annotation methods. These findings in-
dicate that the different annotations are mutually-
dependent.

We are encouraged by the success of our joint
query annotation technique, and intend to pursue the
investigation of its utility for IR applications. In the
future, we intend to research the use of joint query
annotations for additional IR tasks, e.g., for con-
structing better query formulations for ranking al-
gorithms.
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Abstract

We propose to directly measure the impor-
tance of queries in the source domain to the
target domain where no rank labels of doc-
uments are available, which is referred to
as query weighting. Query weighting is a
key step in ranking model adaptation. As
the learning object of ranking algorithms is
divided by query instances, we argue that
it’s more reasonable to conduct importance
weighting at query level than document level.
We present two query weighting schemes.
The first compresses the query into a query
feature vector, which aggregates all document
instances in the same query, and then con-
ducts query weighting based on the query fea-
ture vector. This method can efficiently esti-
mate query importance by compressing query
data, but the potential risk is information loss
resulted from the compression. The second
measures the similarity between the source
query and each target query, and then com-
bines these fine-grained similarity values for
its importance estimation. Adaptation exper-
iments on LETOR3.0 data set demonstrate
that query weighting significantly outperforms
document instance weighting methods.

1 Introduction

Learning to rank, which aims at ranking documents
in terms of their relevance to user’s query, has been
widely studied in machine learning and information
retrieval communities (Herbrich et al., 2000; Fre-
und et al., 2004; Burges et al., 2005; Yue et al.,
2007; Cao et al., 2007; Liu, 2009). In general,
large amount of training data need to be annotated

by domain experts for achieving better ranking per-
formance. In real applications, however, it is time
consuming and expensive to annotate training data
for each search domain. To alleviate the lack of
training data in the target domain, many researchers
have proposed to transfer ranking knowledge from
the source domain with plenty of labeled data to the
target domain where only a few or no labeled data is
available, which is known as ranking model adapta-
tion (Chen et al., 2008a; Chen et al., 2010; Chen et
al., 2008b; Geng et al., 2009; Gao et al., 2009).

Intuitively, the more similar an source instance
is to the target instances, it is expected to be more
useful for cross-domain knowledge transfer. This
motivated the popular domain adaptation solution
based on instance weighting, which assigns larger
weights to those transferable instances so that the
model trained on the source domain can adapt more
effectively to the target domain (Jiang and Zhai,
2007). Existing instance weighting schemes mainly
focus on the adaptation problem for classification
(Zadrozny, 2004; Huang et al., 2007; Jiang and Zhai,
2007; Sugiyama et al., 2008).

Although instance weighting scheme may be ap-
plied to documents for ranking model adaptation,
the difference between classification and learning to
rank should be highlighted to take careful consider-
ation. Compared to classification, the learning ob-
ject for ranking is essentially a query, which con-
tains a list of document instances each with a rel-
evance judgement. Recently, researchers proposed
listwise ranking algorithms (Yue et al., 2007; Cao
et al., 2007) to take the whole query as a learning
object. The benchmark evaluation showed that list-
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Figure 1: The information about which document instances belong to the same query is lost in document instance
weighting scheme. To avoid losing this information, query weighting takes the query as a whole and directly measures
its importance.

wise approach significantly outperformed pointwise
approach, which takes each document instance as in-
dependent learning object, as well as pairwise ap-
proach, which concentrates learning on the order of
a pair of documents (Liu, 2009). Inspired by the
principle of listwise approach, we hypothesize that
the importance weighting for ranking model adapta-
tion could be done better at query level rather than
document level.

Figure 1 demonstrates the difference between in-
stance weighting and query weighting, where there
are two queries qs1 and qs2 in the source domain
and qt1 and qt2 in the target domain, respectively,
and each query has three retrieved documents. In
Figure 1(a), source and target domains are repre-
sented as a bag of document instances. It is worth
noting that the information about which document
instances belong to the same query is lost. To
avoid this information loss, query weighting scheme
shown as Figure 1(b) directly measures importance
weight at query level.

Instance weighting makes the importance estima-
tion of document instances inaccurate when docu-
ments of the same source query are similar to the
documents from different target queries. Take Fig-
ure 2 as a toy example, where the document in-
stance is represented as a feature vector with four
features. No matter what weighting schemes are
used, it makes sense to assign high weights to source
queries qs1 and qs2 because they are similar to tar-
get queries qt1 and qt2, respectively. Meanwhile, the
source query qs3 should be weighted lower because
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Figure 2: A toy example showing the problem of docu-
ment instance weighting scheme.

it’s not quite similar to any of qt1 and qt2 at query
level, meaning that the ranking knowledge from qs3

is different from that of qt1 and qt2 and thus less
useful for the transfer to the target domain. Unfor-
tunately, the three source queries qs1, qs2 and qs3

would be weighted equally by document instance
weighting scheme. The reason is that all of their
documents are similar to the two document instances
in target domain despite the fact that the documents
of qs3 correspond to their counterparts from different
target queries.

Therefore, we should consider the source query
as a whole and directly measure the query impor-
tance. However, it’s not trivial to directly estimate
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a query’s weight because a query is essentially pro-
vided as a matrix where each row represents a vector
of document features. In this work, we present two
simple but very effective approaches attempting to
resolve the problem from distinct perspectives: (1)
we compress each query into a query feature vec-
tor by aggregating all of its document instances, and
then conduct query weighting on these query feature
vectors; (2) we measure the similarity between the
source query and each target query one by one, and
then combine these fine-grained similarity values to
calculate its importance to the target domain.

2 Instance Weighting Scheme Review

The basic idea of instance weighting is to put larger
weights on source instances which are more simi-
lar to target domain. As a result, the key problem
is how to accurately estimate the instance’s weight
indicating its importance to target domain. (Jiang
and Zhai, 2007) used a small number of labeled data
from target domain to weight source instances. Re-
cently, some researchers proposed to weight source
instance only using unlabeled target instances (Shi-
modaira, 2000; Sugiyama et al., 2008; Huang et al.,
2007; Zadrozny, 2004; Gao et al., 2010). In this
work, we also focus on weighting source queries
only using unlabeled target queries.

(Gao et al., 2010; Ben-David et al., 2010) pro-
posed to use a classification hyperplane to separate
source instances from target instances. With the do-
main separator, the probability that a source instance
is classified to target domain can be used as the im-
portance weight. Other instance weighting methods
were proposed for the sample selection bias or co-
variate shift in the more general setting of classifier
learning (Shimodaira, 2000; Sugiyama et al., 2008;
Huang et al., 2007; Zadrozny, 2004). (Sugiyama et
al., 2008) used a natural model selection procedure,
referred to as Kullback-Leibler divergence Impor-
tance Estimation Procedure (KLIEP), for automat-
ically tuning parameters, and showed that its impor-
tance estimation was more accurate. The main idea
is to directly estimate the density function ratio of
target distribution pt(x) to source distribution ps(x),
i.e. w(x) = pt(x)

ps(x) . Then model w(x) can be used to
estimate the importance of source instances. Model
parameters were computed with a linear model by

minimizing the KL-divergence from pt(x) to its esti-
mator p̂t(x). Since p̂t(x) = ŵ(x)ps(x), the ultimate
objective only contains model ŵ(x).

For using instance weighting in pairwise rank-
ing algorithms, the weights of document instances
should be transformed into those of document
pairs (Gao et al., 2010). Given a pair of documents
⟨xi, xj⟩ and their weights wi and wj , the pairwise
weight wij could be estimated probabilistically as
wi ∗wj . To consider query factor, query weight was
further estimated as the average value of the weights
over all the pairs, i.e., wq = 1

M

∑
i,j wij , where M

is the number of pairs in query q. Additionally, to
take the advantage of both query and document in-
formation, a probabilistic weighting for ⟨xi, xj⟩ was
modeled by wq ∗ wij . Through the transformation,
instance weighting schemes for classification can be
applied to ranking model adaptation.

3 Query Weighting

In this section, we extend instance weighting to di-
rectly estimate query importance for more effec-
tive ranking model adaptation. We present two
query weighting methods from different perspec-
tives. Note that although our methods are based on
domain separator scheme, other instance weighting
schemes such as KLIEP (Sugiyama et al., 2008) can
also be extended similarly.

3.1 Query Weighting by Document Feature
Aggregation

Our first query weighting method is inspired by the
recent work on local learning for ranking (Geng et
al., 2008; Banerjee et al., 2009). The query can be
compressed into a query feature vector, where each
feature value is obtained by the aggregate of its cor-
responding features of all documents in the query.
We concatenate two types of aggregates to construct
the query feature vector: the mean µ⃗ = 1

|q|
∑|q|

i=1 f⃗i

and the variance σ⃗ = 1
|q|

∑|q|
i=1(f⃗i − µ⃗)2, where f⃗i

is the feature vector of document i and |q| denotes
the number of documents in q . Based on the ag-
gregation of documents within each query, we can
use a domain separator to directly weight the source
queries with the set of queries from both domains.

Given query data sets Ds = {qi
s}m

i=1 and Dt =

{qj
t }n

j=1 respectively from the source and target do-
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Algorithm 1 Query Weighting Based on Document Feature Aggregation in the Query
Input:

Queries in the source domain, Ds = {qi
s}m

i=1;
Queries in the target domain, Dt = {qj

t }n
j=1;

Output:
Importance weights of queries in the source domain, IWs = {Wi}m

i=1;
1: ys = −1, yt = +1;
2: for i = 1; i ≤ m; i + + do
3: Calculate the mean vector µ⃗i and variance vector σ⃗i for qi

s;
4: Add query feature vector q⃗i

s = (µ⃗i, σ⃗i, ys) to D′
s ;

5: end for
6: for j = 1; j ≤ n; j + + do
7: Calculate the mean vector µ⃗j and variance vector σ⃗j for qj

t ;
8: Add query feature vector q⃗j

t = (µ⃗j , σ⃗j , yt) to D′
t;

9: end for
10: Find classification hyperplane Hst which separates D′

s from D′
t;

11: for i = 1; i ≤ m; i + + do
12: Calculate the distance of q⃗i

s to Hst, denoted as L(q⃗i
s);

13: Wi = P (qi
s ∈ Dt) = 1

1+exp(α∗L(q⃗i
s)+β)

14: Add Wi to IWs;
15: end for
16: return IWs;

mains, we use algorithm 1 to estimate the proba-
bility that the query qi

s can be classified to Dt, i.e.
P (qi

s ∈ Dt), which can be used as the importance of
qi
s relative to the target domain. From step 1 to 9, D′

s

and D′
t are constructed using query feature vectors

from source and target domains. Then, a classifi-
cation hyperplane Hst is used to separate D′

s from
D′

t in step 10. The distance of the query feature
vector q⃗i

s from Hst are transformed to the probabil-
ity P (qi

s ∈ Dt) using a sigmoid function (Platt and
Platt, 1999).

3.2 Query Weighting by Comparing Queries
across Domains

Although the query feature vector in algorithm 1 can
approximate a query by aggregating its documents’
features, it potentially fails to capture important fea-
ture information due to the averaging effect during
the aggregation. For example, the merit of features
in some influential documents may be canceled out
in the mean-variance calculation, resulting in many
distorted feature values in the query feature vector
that hurts the accuracy of query classification hy-
perplane. This urges us to propose another query

weighting method from a different perspective of
query similarity.

Intuitively, the importance of a source query to
the target domain is determined by its overall sim-
ilarity to every target query. Based on this intu-
ition, we leverage domain separator to measure the
similarity between a source query and each one of
the target queries, where an individual domain sep-
arator is created for each pair of queries. We esti-
mate the weight of a source query using algorithm 2.
Note that we assume document instances in the same
query are conditionally independent and all queries
are independent of each other. In step 3, D′

qi
s

is con-
structed by all the document instances {x⃗k} in query
qi
s with the domain label ys. For each target query

qj
t , we use the classification hyperplane Hij to es-

timate P (x⃗k ∈ D′
qj
t

), i.e. the probability that each

document x⃗k of qi
s is classified into the document set

of qj
t (step 8). Then the similarity between qi

s and qj
t

is measured by the probability P (qi
s ∼ qj

t ) at step 9.
Finally, the probability of qi

s belonging to the target
domain P (qi

s ∈ Dt) is calculated at step 11.

It can be expected that algorithm 2 will generate
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Algorithm 2 Query Weighting by Comparing Source and Target Queries
Input:

Queries in source domain, Ds = {qi
s}m

i=1;
Queries in target domain, Dt = {qj

t }n
j=1;

Output:
Importance weights of queries in source domain, IWs = {Wi}m

i=1;
1: ys = −1, yt = +1;
2: for i = 1; i ≤ m; i + + do
3: Set D′

qi
s
={x⃗k, ys)}|q

i
s|

k=1;
4: for j = 1; j ≤ n; j + + do
5: Set D′

qj
t

={x⃗k′ , yt)}
|qj

t |
k′=1;

6: Find a classification hyperplane Hij which separates D′
qi
s

from D′
qj
t

;

7: For each k, calculate the distance of x⃗k to Hij , denoted as L(x⃗k);
8: For each k, calculate P (x⃗k ∈ D′

qj
t

) = 1
1+exp(α∗L(x⃗k)+β) ;

9: Calculate P (qi
s ∼ qj

t ) = 1
|qi

s|
∑|qi

s|
k=1 P (x⃗k ∈ D′

qj
t

);

10: end for
11: Add Wi = P (qi

s ∈ Dt) = 1
n

∑n
j=1 P (qi

s ∼ qj
t ) to IWs;

12: end for
13: return IWs;

more precise measures of query similarity by utiliz-
ing the more fine-grained classification hyperplane
for separating the queries of two domains.

4 Ranking Model Adaptation via Query
Weighting

To adapt the source ranking model to the target do-
main, we need to incorporate query weights into ex-
isting ranking algorithms. Note that query weights
can be integrated with either pairwise or listwise al-
gorithms. For pairwise algorithms, a straightforward
way is to assign the query weight to all the document
pairs associated with this query. However, document
instance weighting cannot be appropriately utilized
in listwise approach. In order to compare query
weighting with document instance weighting, we
need to fairly apply them for the same approach of
ranking. Therefore, we choose pairwise approach to
incorporate query weighting. In this section, we ex-
tend Ranking SVM (RSVM) (Herbrich et al., 2000;
Joachims, 2002) — one of the typical pairwise algo-
rithms for this.

Let’s assume there are m queries in the data set
of source domain, and for each query qi there are
ℓ(qi) number of meaningful document pairs that can

be constructed based on the ground truth rank labels.
Given ranking function f , the objective of RSVM is
presented as follows:

min
1

2
||w⃗||2 + C

m∑
i=1

ℓ(qi)∑
j=1

ξij (1)

subject to zij ∗ f(w⃗, x⃗j(1)
qi

− x⃗j(2)
qi

) ≥ 1− ξij

ξij ≥ 0, i = 1, . . . ,m; j = 1, . . . , ℓ(qi)

where x⃗
j(1)
qi and x⃗

j(2)
qi are two documents with dif-

ferent rank label, and zij = +1 if x⃗
j(1)
qi is labeled

more relevant than x⃗
j(2)
qi ; or zij = −1 otherwise.

Let λ = 1
2C and replace ξij with Hinge Loss func-

tion (.)+, Equation 1 can be turned to the following
form:

min λ||w⃗||2+
m∑

i=1

ℓ(qi)∑
j=1

(
1− zij ∗ f(w⃗, x⃗j(1)

qi
− x⃗j(2)

qi
)
)+

(2)
Let IW (qi) represent the importance weight of

source query qi. Equation 2 is extended for inte-
grating the query weight into the loss function in a
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straightforward way:

min λ||w⃗||2+
m∑

i=1

IW (qi) ∗
ℓ(qi)∑
j=1

(
1− zij ∗ f(w⃗, x⃗j(1)

qi
− x⃗j(2)

qi
)
)+

where IW (.) takes any one of the weighting
schemes given by algorithm 1 and algorithm 2.

5 Evaluation

We evaluated the proposed two query weighting
methods on TREC-2003 and TREC-2004 web track
datasets, which were released through LETOR3.0 as
a benchmark collection for learning to rank by (Qin
et al., 2010). Originally, different query tasks were
defined on different parts of data in the collection,
which can be considered as different domains for us.
Adaptation takes place when ranking tasks are per-
formed by using the models trained on the domains
in which they were originally defined to rank the
documents in other domains. Our goal is to demon-
strate that query weighting can be more effective
than the state-of-the-art document instance weight-
ing.

5.1 Datasets and Setup
Three query tasks were defined in TREC-2003 and
TREC-2004 web track, which are home page finding
(HP), named page finding (NP) and topic distilla-
tion (TD) (Voorhees, 2003; Voorhees, 2004). In this
dataset, each document instance is represented by 64
features, including low-level features such as term
frequency, inverse document frequency and docu-
ment length, and high-level features such as BM25,
language-modeling, PageRank and HITS. The num-
ber of queries of each task is given in Table 1.

The baseline ranking model is an RSVM directly
trained on the source domain without using any
weighting methods, denoted as no-weight. We im-
plemented two weighting measures based on do-
main separator and Kullback-Leibler divergence, re-
ferred to DS and KL, respectively. In DS measure,
three document instance weighting methods based
on probability principle (Gao et al., 2010) were
implemented for comparison, denoted as doc-pair,
doc-avg and doc-comb (see Section 2). In KL mea-
sure, there is no probabilistic meaning for KL weight

Query Task TREC 2003 TREC 2004
Topic Distillation 50 75
Home Page finding 150 75
Named Page finding 150 75

Table 1: The number of queries in TREC-2003 and
TREC-2004 web track

and the doc-comb based on KL is not interpretable,
and we only present the results of doc-pair and doc-
avg for KL measure. Our proposed query weight-
ing methods are denoted by query-aggr and query-
comp, corresponding to document feature aggrega-
tion in query and query comparison across domains,
respectively. All ranking models above were trained
only on source domain training data and the labeled
data of target domain was just used for testing.

For training the models efficiently, we imple-
mented RSVM with Stochastic Gradient Descent
(SGD) optimizer (Shalev-Shwartz et al., 2007). The
reported performance is obtained by five-fold cross
validation.

5.2 Experimental Results

The task of HP and NP are more similar to
each other whereas HP/NP is rather different from
TD (Voorhees, 2003; Voorhees, 2004). Thus,
we carried out HP/NP to TD and TD to HP/NP
ranking adaptation tasks. Mean Average Precision
(MAP) (Baeza-Yates and Ribeiro-Neto, 1999) is
used as the ranking performance measure.

5.2.1 Adaptation from HP/NP to TD
The first set of experiments performed adaptation

from HP to TD and NP to TD. The results of MAP
are shown in Table 2.

For the DS-based measure, as shown in the table,
query-aggr works mostly better than no-weight,doc-
pair, doc-avg and doc-comb, and query-comp per-
forms the best among the five weighting methods.
T-test on MAP indicates that the improvement of
query-aggr over no-weight is statistically significant
on two adaptation tasks while the improvement of
document instance weighting over no-weight is sta-
tistically significant only on one task. All of the
improvement of query-comp over no-weight, doc-
pair,doc-avg and doc-comb are statistically signifi-
cant. This demonstrates the effectiveness of query
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Model Weighting method HP03 to TD03 HP04 to TD04 NP03 to TD03 NP04 to TD04
no-weight 0.2508 0.2086 0.1936 0.1756

DS

doc-pair 0.2505 0.2042 0.1982† 0.1708
doc-avg 0.2514 0.2019 0.2122†‡ 0.1716
doc-comb 0.2562 0.2051 0.2224†‡♯ 0.1793
query-aggr 0.2573 0.2106†‡♯ 0.2088 0.1808†‡♯

query-comp 0.2816†‡♯ 0.2147†‡♯ 0.2392†‡♯ 0.1861†‡♯

KL

doc-pair 0.2521 0.2048 0.1901 0.1761
doc-avg 0.2534 0.2127† 0.1904 0.1777
doc-comb - - - -
query-aggr 0.1890 0.1901 0.1870 0.1643
query-comp 0.2548† 0.2142† 0.2313†‡♯ 0.1807†

Table 2: Results of MAP for HP/NP to TD adaptation. †, ‡, ♯ and boldface indicate significantly better than no-weight,
doc-pair, doc-avg and doc-comb, respectively. Confidence level is set at 95%

weighting compared to document instance weight-
ing.

Furthermore, query-comp can perform better than
query-aggr. The reason is that although document
feature aggregation might be a reasonable represen-
tation for a set of document instances, it is possible
that some information could be lost or distorted in
the process of compression. By contrast, more ac-
curate query weights can be achieved by the more
fine-grained similarity measure between the source
query and all target queries in algorithm 2.

For the KL-based measure, similar observation
can be obtained. However, it’s obvious that DS-
based models can work better than the KL-based.
The reason is that KL conducts weighting by density
function ratio which is sensitive to the data scale.
Specifically, after document feature aggregation, the
number of query feature vectors in all adaptation
tasks is no more than 150 in source and target do-
mains. It renders the density estimation in query-
aggr is very inaccurate since the set of samples is
too small. As each query contains 1000 documents,
they seemed to provide query-comp enough samples
for achieving reasonable estimation of the density
functions in both domains.

5.2.2 Adaptation from TD to HP/NP
To further validate the effectiveness of query

weighting, we also conducted adaptation from TD
to HP and TD to NP . MAP results with significant
test are shown in Table 3.

We can see that document instance weighting

schemes including doc-pair, doc-avg and doc-comb
can not outperform no-weight based on MAP mea-
sure. The reason is that each query in TD has 1000
retrieved documents in which 10-15 documents are
relevant whereas each query in HP or NP only con-
sists 1-2 relevant documents. Thus, when TD serves
as the source domain, it leads to the problem that
too many document pairs were generated for train-
ing the RSVM model. In this case, a small number
of documents that were weighted inaccurately can
make significant impact on many number of docu-
ment pairs. Since query weighting method directly
estimates the query importance instead of document
instance importance, both query-aggr and query-
comp can avoid such kind of negative influence that
is inevitable in the three document instance weight-
ing methods.

5.2.3 The Analysis on Source Query Weights
An interesting problem is which queries in the

source domain are assigned high weights and why
it’s the case. Query weighting assigns each source
query with a weight value. Note that it’s not mean-
ingful to directly compare absolute weight values
between query-aggr and query-comp because source
query weights from distinct weighting methods have
different range and scale. However, it is feasible
to compare the weights with the same weighting
method. Intuitively, if the ranking model learned
from a source query can work well in target do-
main, it should get high weight. According to this
intuition, if ranking models fq1

s
and fq2

s
are learned
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model weighting scheme TD03 to HP03 TD04 to HP04 TD03 to NP03 TD04 to NP04
no-weight 0.6986 0.6158 0.5053 0.5427

DS

doc-pair 0.6588 0.6235† 0.4878 0.5212
doc-avg 0.6654 0.6200 0.4736 0.5035
doc-comb 0.6932 0.6214† 0.4974 0.5077
query-aggr 0.7179†‡♯ 0.6292†‡♯ 0.5198†‡♯ 0.5551†‡♯

query-comp 0.7297†‡♯ 0.6499†‡♯ 0.5203†‡♯ 0.6541†‡♯

KL

doc-pair 0.6480 0.6107 0.4633 0.5413
doc-avg 0.6472 0.6132 0.4626 0.5406
doc-comb – – – –
query-aggr 0.6263 0.5929 0.4597 0.4673
query-comp 0.6530‡♯ 0.6358†‡♯ 0.4726 0.5559†‡♯

Table 3: Results of MAP for TD to HP/NP adaptation. †, ‡, ♯ and boldface indicate significantly better than no-weight,
doc-pair, doc-avg and doc-comb, respectively. Confidence level is set as 95%.

from queries q1
s and q2

s respectively, and fq1
s

per-
forms better than fq2

s
, then the source query weight

of q1
s should be higher than that of q2

s .

For further analysis, we compare the weight val-
ues between each source query pair, for which we
trained RSVM on each source query and evaluated
the learned model on test data from target domain.
Then, the source queries are ranked according to the
MAP values obtained by their corresponding rank-
ing models. The order is denoted as Rmap. Mean-
while, the source queries are also ranked with re-
spect to their weights estimated by DS-based mea-
sure, and the order is denoted as Rweight. We hope
Rweight is correlated as positively as possible with
Rmap. For comparison, we also ranked these queries
according to randomly generated query weights,
which is denoted as query-rand in addition to query-
aggr and query-comp. The Kendall’s τ = P−Q

P+Q
is used to measure the correlation (Kendall, 1970),
where P is the number of concordant query pairs
and Q is the number of discordant pairs. It’s
noted that τ ’s range is from -1 to 1, and the larger
value means the two ranking is better correlated.
The Kendall’s τ by different weighting methods are
given in Table 4 and 5.

We find that Rweight produced by query-aggr and
query-comp are all positively correlated with Rmap

and clearly the orders generated by query-comp are
more positive than those by query-aggr. This is
another explanation why query-comp outperforms
query-aggr. Furthermore, both are far better than

weighting TD03 to HP03 TD04 to HP04
doc-pair 28,835 secs 21,640 secs
query-aggr 182 secs 123 secs
query-comp 15,056 secs 10,081 secs

Table 6: The efficiency of weighting in seconds.

query-rand because the Rweight by query-rand is ac-
tually independent of Rmap.

5.2.4 Efficiency
In the situation where there are large scale data in

source and target domains, how to efficiently weight
a source query is another interesting problem. With-
out the loss of generality, we reported the weighting
time of doc-pair, query-aggr and query-comp from
adaptation from TD to HP using DS measure. As
doc-avg and doc-comb are derived from doc-pair,
their efficiency is equivalent to doc-pair.

As shown in table 6, query-aggr can efficiently
weight query using query feature vector. The reason
is two-fold: one is the operation of query document
aggregation can be done very fast, and the other is
there are 1000 documents in each query of TD or HP,
which means that the compression ratio is 1000:1.
Thus, the domain separator can be found quickly. In
addition, query-comp is more efficient than doc-pair
because doc-pair needs too much time to find the
separator using all instances from source and target
domain. And query-comp uses a divide-and-conquer
method to measure the similarity of source query to
each target query, and then efficiently combine these
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Weighting method HP03 to TD03 HP04 to TD04 NP03 to TD03 NP04 to TD04
query-aggr 0.0906 0.0280 0.0247 0.0525
query-comp 0.1001 0.0804 0.0711 0.1737

query-rand 0.0041 0.0008 -0.0127 0.0163

Table 4: The Kendall’s τ of Rweight and Rmap in HP/NP to TD adaptation.

Weighting method TD03 to HP03 TD04 to HP04 TD03 to NP03 TD04 to NP04
query-aggr 0.1172 0.0121 0.0574 0.0464
query-comp 0.1304 0.1393 0.1586 0.0545
query-rand −0.0291 0.0022 0.0161 -0.0262

Table 5: The Kendall’s τ of Rweight and Rmap in TD to HP/NP adaptation.

fine-grained similarity values.

6 Related Work

Cross-domain knowledge transfer has became an
important topic in machine learning and natural lan-
guage processing (Ben-David et al., 2010; Jiang
and Zhai, 2007; Blitzer et al., 2006; Daumé III
and Marcu, 2006). (Blitzer et al., 2006) pro-
posed model adaptation using pivot features to build
structural feature correspondence in two domains.
(Pan et al., 2009) proposed to seek a common fea-
tures space to reduce the distribution difference be-
tween the source and target domain. (Daumé III and
Marcu, 2006) assumed training instances were gen-
erated from source domain, target domain and cross-
domain distributions, and estimated the parameter
for the mixture distribution.

Recently, domain adaptation in learning to rank
received more and more attentions due to the lack
of training data in new search domains. Existing
ranking adaptation approaches can be grouped into
feature-based (Geng et al., 2009; Chen et al., 2008b;
Wang et al., 2009; Gao et al., 2009) and instance-
based (Chen et al., 2010; Chen et al., 2008a; Gao et
al., 2010) approaches. In (Geng et al., 2009; Chen et
al., 2008b), the parameters of ranking model trained
on the source domain was adjusted with the small
set of labeled data in the target domain. (Wang et al.,
2009) aimed at ranking adaptation in heterogeneous
domains. (Gao et al., 2009) learned ranking mod-
els on the source and target domains independently,
and then constructed a stronger model by interpo-
lating the two models. (Chen et al., 2010; Chen et

al., 2008a) weighted source instances by using small
amount of labeled data in the target domain. (Gao et
al., 2010) studied instance weighting based on do-
main separator for learning to rank by only using
training data from source domain. In this work, we
propose to directly measure the query importance in-
stead of document instance importance by consider-
ing information at both levels.

7 Conclusion

We introduced two simple yet effective query
weighting methods for ranking model adaptation.
The first represents a set of document instances
within the same query as a query feature vector,
and then directly measure the source query impor-
tance to the target domain. The second measures
the similarity between a source query and each tar-
get query, and then combine the fine-grained simi-
larity values to estimate its importance to target do-
main. We evaluated our approaches on LETOR3.0
dataset for ranking adaptation and found that: (1)
the first method efficiently estimate query weights,
and can outperform the document instance weight-
ing but some information is lost during the aggrega-
tion; (2) the second method consistently and signifi-
cantly outperforms document instance weighting.
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Abstract

Joint sentiment-topic (JST) model was previ-
ously proposed to detect sentiment and topic
simultaneously from text. The only super-
vision required by JST model learning is
domain-independent polarity word priors. In
this paper, we modify the JST model by in-
corporating word polarity priors through mod-
ifying the topic-word Dirichlet priors. We
study the polarity-bearing topics extracted by
JST and show that by augmenting the original
feature space with polarity-bearing topics, the
in-domain supervised classifiers learned from
augmented feature representation achieve the
state-of-the-art performance of 95% on the
movie review data and an average of 90% on
the multi-domain sentiment dataset. Further-
more, using feature augmentation and selec-
tion according to the information gain criteria
for cross-domain sentiment classification, our
proposed approach performs either better or
comparably compared to previous approaches.
Nevertheless, our approach is much simpler
and does not require difficult parameter tun-
ing.

1 Introduction
Given a piece of text, sentiment classification aims
to determine whether the semantic orientation of the
text is positive, negative or neutral. Machine learn-
ing approaches to this problem (?; ?; ?; ?; ?; ?) typ-
ically assume that classification models are trained
and tested using data drawn from some fixed distri-
bution. However, in many practical cases, we may
have plentiful labeled examples in the source do-
main, but very few or no labeled examples in the

target domain with a different distribution. For ex-
ample, we may have many labeled books reviews,
but we are interested in detecting the polarity of
electronics reviews. Reviews for different produces
might have widely different vocabularies, thus clas-
sifiers trained on one domain often fail to produce
satisfactory results when shifting to another do-
main. This has motivated much research on sen-
timent transfer learning which transfers knowledge
from a source task or domain to a different but re-
lated task or domain (?; ?; ?; ?).

Joint sentiment-topic (JST) model (?; ?) was ex-
tended from the latent Dirichlet allocation (LDA)
model (?) to detect sentiment and topic simultane-
ously from text. The only supervision required by
JST learning is domain-independent polarity word
prior information. With prior polarity words ex-
tracted from both the MPQA subjectivity lexicon1

and the appraisal lexicon2, the JST model achieves
a sentiment classification accuracy of 74% on the
movie review data3 and 71% on the multi-domain
sentiment dataset4. Moreover, it is also able to ex-
tract coherent and informative topics grouped under
different sentiment. The fact that the JST model
does not required any labeled documents for training
makes it desirable for domain adaptation in senti-
ment classification. Many existing approaches solve
the sentiment transfer problem by associating words

1http://www.cs.pitt.edu/mpqa/
2http://lingcog.iit.edu/arc/appraisal_

lexicon_2007b.tar.gz
3http://www.cs.cornell.edu/people/pabo/

movie-review-data
4http://www.cs.jhu.edu/˜mdredze/

datasets/sentiment/index2.html
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from different domains which indicate the same sen-
timent (?; ?). Such an association mapping problem
can be naturally solved by the posterior inference in
the JST model. Indeed, the polarity-bearing topics
extracted by JST essentially capture sentiment asso-
ciations among words from different domains which
effectively overcome the data distribution difference
between source and target domains.

The previously proposed JST model uses the sen-
timent prior information in the Gibbs sampling in-
ference step that a sentiment label will only be sam-
pled if the current word token has no prior sentiment
as defined in a sentiment lexicon. This in fact im-
plies a different generative process where many of
the word prior sentiment labels are observed. The
model is no longer “latent”. We propose an alter-
native approach by incorporating word prior polar-
ity information through modifying the topic-word
Dirichlet priors. This essentially creates an informed
prior distribution for the sentiment labels and would
allow the model to actually be latent and would be
consistent with the generative story.

We study the polarity-bearing topics extracted by
the JST model and show that by augmenting the
original feature space with polarity-bearing topics,
the performance of in-domain supervised classifiers
learned from augmented feature representation im-
proves substantially, reaching the state-of-the-art re-
sults of 95% on the movie review data and an aver-
age of 90% on the multi-domain sentiment dataset.
Furthermore, using simple feature augmentation,
our proposed approach outperforms the structural
correspondence learning (SCL) (?) algorithm and
achieves comparable results to the recently proposed
spectral feature alignment (SFA) method (?). Never-
theless, our approach is much simpler and does not
require difficult parameter tuning.

We proceed with a review of related work on
sentiment domain adaptation. We then briefly de-
scribe the JST model and present another approach
to incorporate word prior polarity information into
JST learning. We subsequently show that words
from different domains can indeed be grouped un-
der the same polarity-bearing topic through an illus-
tration of example topic words extracted by JST be-
fore proposing a domain adaptation approach based
on JST. We verify our proposed approach by con-
ducting experiments on both the movie review data

and the multi-domain sentiment dataset. Finally, we
conclude our work and outline future directions.

2 Related Work
There has been significant amount of work on algo-
rithms for domain adaptation in NLP. Earlier work
treats the source domain data as “prior knowledge”
and uses maximum a posterior (MAP) estimation to
learn a model for the target domain data under this
prior distribution (?). Chelba and Acero (?) also
uses the source domain data to estimate prior dis-
tribution but in the context of a maximum entropy
(ME) model. The ME model has later been studied
in (?) for domain adaptation where a mixture model
is defined to learn differences between domains.

Other approaches rely on unlabeled data in the
target domain to overcome feature distribution dif-
ferences between domains. Motivated by the alter-
nating structural optimization (ASO) algorithm (?)
for multi-task learning, Blitzer et al. (?) proposed
structural correspondence learning (SCL) for do-
main adaptation in sentiment classification. Given
labeled data from a source domain and unlabeled
data from target domain, SCL selects a set of pivot
features to link the source and target domains where
pivots are selected based on their common frequency
in both domains and also their mutual information
with the source labels.

There has also been research in exploring care-
ful structuring of features for domain adaptation.
Daumé (?) proposed a kernel-mapping function
which maps both source and target domains data to
a high-dimensional feature space so that data points
from the same domain are twice as similar as those
from different domains. Dai et al.(?) proposed trans-
lated learning which uses a language model to link
the class labels to the features in the source spaces,
which in turn is translated to the features in the
target spaces. Dai et al. (?) further proposed us-
ing spectral learning theory to learn an eigen fea-
ture representation from a task graph representing
features, instances and class labels. In a similar
vein, Pan et al. (?) proposed the spectral feature
alignment (SFA) algorithm where some domain-
independent words are used as a bridge to con-
struct a bipartite graph to model the co-occurrence
relationship between domain-specific words and
domain-independent words. Feature clusters are
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generated by co-align domain-specific and domain-
independent words.

Graph-based approach has also been studied in
(?) where a graph is built with nodes denoting
documents and edges denoting content similarity
between documents. The sentiment score of each
unlabeled documents is recursively calculated until
convergence from its neighbors the actual labels of
source domain documents and pseudo-labels of tar-
get document documents. This approach was later
extended by simultaneously considering relations
between documents and words from both source and
target domains (?).

More recently, Seah et al. (?) addressed the issue
when the predictive distribution of class label given
input data of the domains differs and proposed Pre-
dictive Distribution Matching SVM learn a robust
classifier in the target domain by leveraging the la-
beled data from only the relevant regions of multiple
sources.

3 Joint Sentiment-Topic (JST) Model
Assume that we have a corpus with a collection ofD
documents denoted by C = {d1, d2, ..., dD}; each
document in the corpus is a sequence of Nd words
denoted by d = (w1, w2, ..., wNd

), and each word
in the document is an item from a vocabulary index
with V distinct terms denoted by {1, 2, ..., V }. Also,
let S be the number of distinct sentiment labels, and
T be the total number of topics. The generative
process in JST which corresponds to the graphical
model shown in Figure ??(a) is as follows:

• For each document d, choose a distribution
πd ∼ Dir(γ).

• For each sentiment label l under document d,
choose a distribution θd,l ∼ Dir(α).

• For each word wi in document d

– choose a sentiment label li ∼ Mult(πd),
– choose a topic zi ∼ Mult(θd,li),
– choose a word wi from ϕli

zi
, a Multino-

mial distribution over words conditioned
on topic zi and sentiment label li.

Gibbs sampling was used to estimate the posterior
distribution by sequentially sampling each variable
of interest, zt and lt here, from the distribution over
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(b) Modified JST model.

Figure 1: JST model and its modified version.

that variable given the current values of all other
variables and data. Letting the superscript −t de-
note a quantity that excludes data from tth position,
the conditional posterior for zt and lt by marginaliz-
ing out the random variables ϕ, θ, and π is

P (zt = j, lt = k|w, z−t, l−t, α, β, γ) ∝
N−t

wt,j,k
+ β

N−t
j,k + V β

·
N−t

j,k,d + αj,k

N−t
k,d +

∑
j αj,k

·
N−t

k,d + γ

N−t
d + Sγ

. (1)

where Nwt,j,k is the number of times word wt ap-
peared in topic j and with sentiment label k, Nj,k

is the number of times words assigned to topic j
and sentiment label k, Nj,k,d is the number of times
a word from document d has been associated with
topic j and sentiment label k, Nk,d is the number of
times sentiment label k has been assigned to some
word tokens in document d, andNd is the total num-
ber of words in the document collection.

In the modified JST model as shown in Fig-
ure ??(b), we add an additional dependency link of
ϕ on the matrix λ of size S×V which we use to en-
code word prior sentiment information into the JST
model. For each word w ∈ {1, ..., V }, if w is found
in the sentiment lexicon, for each l ∈ {1, ..., S}, the
element λlw is updated as follows

λlw =

{
1 if S(w) = l
0 otherwise

, (2)

where the function S(w) returns the prior sentiment
label of w in a sentiment lexicon, i.e. neutral, posi-
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Book DVD Book Elec. Book Kitch. DVD Elec. DVD Kitch. Elec. Kitch.
Po

s.
recommend funni interest pictur interest qualiti concert sound movi recommend sound pleas

highli cool topic clear success easili rock listen stori highli excel look
easi entertain knowledg paper polit servic favorit bass classic perfect satisfi worth

depth awesom follow color clearli stainless sing amaz fun great perform materi
strong worth easi accur popular safe talent acoust charact qulati comfort profession

N
eg

.

mysteri cop abus problem bore return bore poorli horror cabinet tomtom elimin
fbi shock question poor tediou heavi plot low alien break region regardless

investig prison mislead design cheat stick stupid replac scari install error cheapli
death escap point case crazi defect stori avoid evil drop code plain
report dirti disagre flaw hell mess terribl crap dead gap dumb incorrect

Table 1: Extracted polarity words by JST on the combined data sets.

tive or negative.
The matrix λ can be considered as a transforma-

tion matrix which modifies the Dirichlet priors β of
size S × T × V , so that the word prior polarity can
be captured. For example, the word “excellent” with
index i in the vocabulary has a positive polarity. The
corresponding row vector in λ is [0, 1, 0] with its el-
ements representing neutral, positive, and negative.
For each topic j, multiplying λli with βlji, only the
value of βlposji is retained, and βlneuji and βlnegji

are set to 0. Thus, the word “excellent” can only
be drawn from the positive topic word distributions
generated from a Dirichlet distribution with param-
eter βlpos

.

4 Polarity Words Extracted by JST

The JST model allows clustering different terms
which share similar sentiment. In this section, we
study the polarity-bearing topics extracted by JST.
We combined reviews from the source and target
domains and discarded document labels in both do-
mains. There are a total of six different combi-
nations. We then run JST on the combined data
sets and listed some of the topic words extracted as
shown in Table ??. Words in each cell are grouped
under one topic and the upper half of the table shows
topic words under the positive sentiment label while
the lower half shows topic words under the negative
sentiment label.

We can see that JST appears to better capture sen-
timent association distribution in the source and tar-
get domains. For example, in the DVD+Elec. set,
words from the DVD domain describe a rock con-
cert DVD while words from the Electronics domain
are likely relevant to stereo amplifiers and receivers,

and yet they are grouped under the same topic by the
JST model. Checking the word coverage in each do-
main reveals that for example “bass” seldom appears
in the DVD domain, but appears more often in the
Electronics domain. Likewise, in the Book+Kitch.
set, “stainless” rarely appears in the Book domain
and “interest” does not occur often in the Kitchen
domain and they are grouped under the same topic.
These observations motivate us to explore polarity-
bearing topics extracted by JST for cross-domain
sentiment classification since grouping words from
different domains but bearing similar sentiment has
the effect of overcoming the data distribution differ-
ence of two domains.

5 Domain Adaptation using JST

Given input data x and a class label y, labeled pat-
terns of one domain can be drawn from the joint
distribution P (x, y) = P (y|x)P (x). Domain adap-
tation usually assume that data distribution are dif-
ferent in source and target domains, i.e., Ps(x) 6=
Pt(x). The task of domain adaptation is to predict
the label yt

i corresponding to xt
i in the target domain.

We assume that we are given two sets of training
data, Ds and Dt, the source domain and target do-
main data sets, respectively. In the multiclass clas-
sification problem, the source domain data consist
of labeled instances, Ds = {(xs

n; ys
n) ∈ X × Y :

1 ≤ n ≤ N s}, where X is the input space and Y
is a finite set of class labels. No class label is given
in the target domain, Dt = {xt

n ∈ X : 1 ≤ n ≤
N t, N t � N s}. Algorithm ?? shows how to per-
form domain adaptation using the JST model. The
source and target domain data are first merged with
document labels discarded. A JST model is then
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learned from the merged corpus to generate polarity-
bearing topics for each document. The original doc-
uments in the source domain are augmented with
those polarity-bearing topics as shown in Step 4 of
Algorithm ??, where li zi denotes a combination of
sentiment label li and topic zi for word wi. Finally,
feature selection is performed according to the infor-
mation gain criteria and a classifier is then trained
from the source domain using the new document
representations. The target domain documents are
also encoded in a similar way with polarity-bearing
topics added into their feature representations.

Algorithm 1 Domain adaptation using JST.
Input: The source domain data Ds = {(xs

n; ys
n) ∈ X ×

Y : 1 ≤ n ≤ Ns}, the target domain data, Dt =
{xt

n ∈ X : 1 ≤ n ≤ N t, N t � Ns}
Output: A sentiment classifier for the target domain Dt

1: Merge Ds and Dt with document labels discarded,
D = {(xs

n, 1 ≤ n ≤ Ns;xt
n, 1 ≤ n ≤ N t}

2: Train a JST model on D
3: for each document xs

n = (w1, w2, ..., wm) ∈ Ds do
4: Augment document with polarity-bearing topics

generated from JST,
xs′

n = (w1, w2, ..., wm, l1 z1, l2 z2, ..., lm zm)
5: Add {xs′

n ; ys
n} into a document pool B

6: end for
7: Perform feature selection using IG on B
8: Return a classifier, trained on B

As discussed in Section ?? that the JST model di-
rectly models P (l|d), the probability of sentiment
label given document, and hence document polar-
ity can be classified accordingly. Since JST model
learning does not require the availability of docu-
ment labels, it is possible to augment the source do-
main data by adding most confident pseudo-labeled
documents from the target domain by the JST model
as shown in Algorithm ??.

6 Experiments
We evaluate our proposed approach on the two
datasets, the movie review (MR) data and the multi-
domain sentiment (MDS) dataset. The movie re-
view data consist of 1000 positive and 1000 neg-
ative movie reviews drawn from the IMDB movie
archive while the multi-domain sentiment dataset
contains four different types of product reviews ex-
tracted from Amazon.com including Book, DVD,
Electronics and Kitchen appliances. Each category

Algorithm 2 Adding pseudo-labeled documents.
Input: The target domain data, Dt = {xt

n ∈ X :
1 ≤ n ≤ N t, N t � N s}, document sentiment
classification threshold τ

Output: A labeled document pool B
1: Train a JST model parameterized by Λ on Dt

2: for each document xt
n ∈ Dt do

3: Infer its sentiment class label from JST as
ln = arg maxs P (l|xt

n; Λ)
4: if P (ln|xt

n; Λ) > τ then
5: Add labeled sample (xt

n, ln) into a docu-
ment pool B

6: end if
7: end for

of product reviews comprises of 1000 positive and
1000 negative reviews and is considered as a do-
main. Preprocessing was performed on both of the
datasets by removing punctuation, numbers, non-
alphabet characters and stopwords. The MPQA sub-
jectivity lexicon is used as a sentiment lexicon in our
experiments.

6.1 Experimental Setup

While the original JST model can produce reason-
able results with a simple symmetric Dirichlet prior,
here we use asymmetric prior α over the topic pro-
portions which is learned directly from data using a
fixed-point iteration method (?).

In our experiment, α was updated every 25 itera-
tions during the Gibbs sampling procedure. In terms
of other priors, we set symmetric prior β = 0.01 and
γ = (0.05×L)/S, where L is the average document
length, and the value of 0.05 on average allocates 5%
of probability mass for mixing.

6.2 Supervised Sentiment Classification

We performed 5-fold cross validation for the per-
formance evaluation of supervised sentiment clas-
sification. Results reported in this section are av-
eraged over 10 such runs. We have tested several
classifiers including Naı̈ve Bayes (NB) and support
vector machines (SVMs) from WEKA5, and maxi-
mum entropy (ME) from MALLET6. All parameters
are set to their default values except the Gaussian

5http://www.cs.waikato.ac.nz/ml/weka/
6http://mallet.cs.umass.edu/
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prior variance is set to 0.1 for the ME model train-
ing. The results show that ME consistently outper-
forms NB and SVM on average. Thus, we only re-
port results from ME trained on document vectors
with each term weighted according to its frequency.
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Figure 2: Classification accuracy vs. no. of topics.

The only parameter we need to set is the number
of topics T . It has to be noted that the actual num-
ber of feature clusters is 3 × T . For example, when
T is set to 5, there are 5 topic groups under each
of the positive, negative, or neutral sentiment labels
and hence there are altogether 15 feature clusters.
The generated topics for each document from the
JST model were simply added into its bag-of-words
(BOW) feature representation prior to model train-
ing. Figure ?? shows the classification results on the
five different domains by varying the number of top-
ics from 1 to 200. It can be observed that the best
classification accuracy is obtained when the number
of topics is set to 1 (or 3 feature clusters). Increas-
ing the number of topics results in the decrease of
accuracy though it stabilizes after 15 topics. Never-
theless, when the number of topics is set to 15, us-
ing JST feature augmentation still outperforms ME
without feature augmentation (the baseline model)
in all of the domains. It is worth pointing out that
the JST model with single topic becomes the stan-
dard LDA model with only three sentiment topics.
Nevertheless, we have proposed an effective way to
incorporate domain-independent word polarity prior
information into model learning. As will be shown
later in Table ?? that the JST model with word po-
larity priors incorporated performs significantly bet-
ter than the LDA model without incorporating such
prior information.

For comparison purpose, we also run the LDA
model and augmented the BOW features with the

Method MR
MDS

Book DVD Elec. Kitch.
Baseline 82.53 79.96 81.32 83.61 85.82
LDA 83.76 84.32 85.62 85.4 87.68
JST 94.98 89.95 91.7 88.25 89.85
[YE10] 91.78 82.75 82.85 84.55 87.9
[LI10] - 79.49 81.65 83.64 85.65

Table 2: Supervised sentiment classification accuracy.

generated topics in a similar way. The best accu-
racy was obtained when the number of topics is set
to 15 in the LDA model. Table ?? shows the clas-
sification accuracy results with or without feature
augmentation. We have performed significance test
and found that LDA performs statistically signifi-
cant better than Baseline according to a paired t-test
with p < 0.005 for the Kitchen domain and with
p < 0.001 for all the other domains. JST performs
statistically significant better than both Baseline and
LDA with p < 0.001.

We also compare our method with other recently
proposed approaches. Yessenalina et al. (?) ex-
plored different methods to automatically generate
annotator rationales to improve sentiment classifica-
tion accuracy. Our method using JST feature aug-
mentation consistently performs better than their ap-
proach (denoted as [YE10] in Table ??). They fur-
ther proposed a two-level structured model (?) for
document-level sentiment classification. The best
accuracy obtained on the MR data is 93.22% with
the model being initialized with sentence-level hu-
man annotations, which is still worse than ours. Li
et al. (?) adopted a two-stage process by first clas-
sifying sentences as personal views and impersonal
views and then using an ensemble method to per-
form sentiment classification. Their method (de-
noted as [LI10] in Table ??) performs worse than ei-
ther LDA or JST feature augmentation. To the best
of our knowledge, the results achieved using JST
feature augmentation are the state-of-the-art for both
the MR and the MDS datasets.

6.3 Domain Adaptation

We conducted domain adaptation experiments on
the MDS dataset comprising of four different do-
mains, Book (B), DVD (D), Electronics (E), and
Kitchen appliances (K). We randomly split each do-
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main data into a training set of 1,600 instances and a
test set of 400 instances. A classifier trained on the
training set of one domain is tested on the test set of
a different domain. We preformed 5 random splits
and report the results averaged over 5 such runs.

Comparison with Baseline Models

We compare our proposed approaches with two
baseline models. The first one (denoted as “Base” in
Table ??) is an ME classifier trained without adapta-
tion. LDA results were generated from an ME clas-
sifier trained on document vectors augmented with
topics generated from the LDA model. The number
of topics was set to 15. JST results were obtained
in a similar way except that we used the polarity-
bearing topics generated from the JST model. We
also tested with adding pseudo-labeled examples
from the JST model into the source domain for ME
classifier training (following Algorithm ??), denoted
as “JST-PL” in Table ??. The document sentiment
classification probability threshold τ was set to 0.8.
Finally, we performed feature selection by selecting
the top 2000 features according to the information
gain criteria (“JST-IG”)7.

There are altogether 12 cross-domain sentiment
classification tasks. We showed the adaptation loss
results in Table ?? where the result for each domain
and for each method is averaged over all three pos-
sible adaptation tasks by varying the source domain.
The adaptation loss is calculated with respect to the
in-domain gold standard classification result. For
example, the in-domain goal standard for the Book
domain is 79.96%. For adapting from DVD to Book,
baseline achieves 72.25% and JST gives 76.45%.
The adaptation loss is 7.71 for baseline and 3.51 for
JST.

It can be observed from Table ?? that LDA only
improves slightly compared to the baseline with an
error reduction of 11%. JST further reduces the er-
ror due to transfer by 27%. Adding pseudo-labeled
examples gives a slightly better performance com-
pared to JST with an error reduction of 36%. With
feature selection, JST-IG outperforms all the other
approaches with a relative error reduction of 53%.

7Both values of 0.8 and 2000 were set arbitrarily after an ini-
tial run on some held-out data; they were not tuned to optimize
test performance.

Domain Base LDA JST JST-PL JST-IG
Book 10.8 9.4 7.2 6.3 5.2
DVD 8.3 6.1 4.8 4.4 2.9
Electr. 7.9 7.7 6.3 5.4 3.9
Kitch. 7.6 7.6 6.9 6.1 4.4
Average 8.6 7.7 6.3 5.5 4.1

Table 3: Adaptation loss with respect to the in-domain
gold standard. The last row shows the average loss over
all the four domains.

Parameter Sensitivity

There is only one parameters to be set in the JST-
IG approach, the number of topics. We plot the clas-
sification accuracy versus different topic numbers in
Figure ?? with the number of topics varying between
1 and 200, corresponding to feature clusters varying
between 3 and 600. It can be observed that for the
relatively larger Book and DVD data sets, the accu-
racies peaked at topic number 10, whereas for the
relatively smaller Electronics and Kitchen data sets,
the best performance was obtained at topic number
50. Increasing topic numbers results in the decrease
of classification accuracy. Manually examining the
extracted polarity topics from JST reveals that when
the topic number is small, each topic cluster contains
well-mixed words from different domains. How-
ever, when the topic number is large, words under
each topic cluster tend to be dominated by a single
domain.

Comparison with Existing Approaches

We compare in Figure ?? our proposed approach
with two other domain adaptation algorithms for
sentiment classification, SCL and SFA. Each set of
bars represent a cross-domain sentiment classifica-
tion task. The thick horizontal lines are in-domain
sentiment classification accuracies. It is worth not-
ing that our in-domain results are slightly different
from those reported in (?; ?) due to different ran-
dom splits. Our proposed JST-IG approach outper-
forms SCL in average and achieves comparable re-
sults to SFA. While SCL requires the construction of
a reasonable number of auxiliary tasks that are use-
ful to model “pivots” and “non-pivots”, SFA relies
on a good selection of domain-independent features
for the construction of bipartite feature graph before
running spectral clustering to derive feature clusters.
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Figure 3: Classification accuracy vs. no. of topics.

On the contrary, our proposed approach based on
the JST model is much simpler and yet still achieves
comparable results.

7 Conclusions
In this paper, we have studied polarity-bearing top-
ics generated from the JST model and shown that by
augmenting the original feature space with polarity-
bearing topics, the in-domain supervised classi-
fiers learned from augmented feature representation
achieve the state-of-the-art performance on both the
movie review data and the multi-domain sentiment
dataset. Furthermore, using feature augmentation
and selection according to the information gain cri-
teria for cross-domain sentiment classification, our
proposed approach outperforms SCL and gives sim-
ilar results as SFA. Nevertheless, our approach is
much simpler and does not require difficult parame-
ter tuning.

There are several directions we would like to ex-
plore in the future. First, polarity-bearing topics
generated by the JST model were simply added into
the original feature space of documents, it is worth
investigating attaching different weight to each topic
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Figure 4: Comparison with existing approaches.

maybe in proportional to the posterior probability of
sentiment label and topic given a word estimated by
the JST model. Second, it might be interesting to
study the effect of introducing a tradeoff parameter
to balance the effect of original and new features.
Finally, our experimental results show that adding
pseudo-labeled examples by the JST model does not
appear to be effective. We could possibly explore in-
stance weight strategies (?) on both pseudo-labeled
examples and source domain training examples in
order to improve the adaptation performance.
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Abstract

We describe a sentiment classification method
that is applicable when we do not have any la-
beled data for a target domain but have some
labeled data for multiple other domains, des-
ignated as the source domains. We automat-
ically create a sentiment sensitive thesaurus
using both labeled and unlabeled data from
multiple source domains to find the associa-
tion between words that express similar senti-
ments in different domains. The created the-
saurus is then used to expand feature vectors
to train a binary classifier. Unlike previous
cross-domain sentiment classification meth-
ods, our method can efficiently learn from
multiple source domains. Our method signif-
icantly outperforms numerous baselines and
returns results that are better than or com-
parable to previous cross-domain sentiment
classification methods on a benchmark dataset
containing Amazon user reviews for different
types of products.

1 Introduction

Users express opinions about products or services
they consume in blog posts, shopping sites, or re-
view sites. It is useful for both consumers as well
as for producers to know what general public think
about a particular product or service. Automatic
document level sentiment classification (Pang et al.,
2002; Turney, 2002) is the task of classifying a given
review with respect to the sentiment expressed by
the author of the review. For example, a sentiment
classifier might classify a user review about a movie
as positive or negative depending on the sentiment

expressed in the review. Sentiment classification
has been applied in numerous tasks such as opinion
mining (Pang and Lee, 2008), opinion summariza-
tion (Lu et al., 2009), contextual advertising (Fan
and Chang, 2010), and market analysis (Hu and Liu,
2004).

Supervised learning algorithms that require la-
beled data have been successfully used to build sen-
timent classifiers for a specific domain (Pang et al.,
2002). However, sentiment is expressed differently
in different domains, and it is costly to annotate
data for each new domain in which we would like
to apply a sentiment classifier. For example, in the
domain of reviews about electronics products, the
words “durable” and “light” are used to express pos-
itive sentiment, whereas “expensive” and “short bat-
tery life” often indicate negative sentiment. On the
other hand, if we consider the books domain the
words “exciting” and “thriller” express positive sen-
timent, whereas the words “boring” and “lengthy”
usually express negative sentiment. A classifier
trained on one domain might not perform well on
a different domain because it would fail to learn the
sentiment of the unseen words.

Work in cross-domain sentiment classification
(Blitzer et al., 2007) focuses on the challenge of
training a classifier from one or more domains
(source domains) and applying the trained classi-
fier in a different domain (target domain). A cross-
domain sentiment classification system must over-
come two main challenges. First, it must identify
which source domain features are related to which
target domain features. Second, it requires a learn-
ing framework to incorporate the information re-
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garding the relatedness of source and target domain
features. Following previous work, we define cross-
domain sentiment classification as the problem of
learning a binary classifier (i.e. positive or negative
sentiment) given a small set of labeled data for the
source domain, and unlabeled data for both source
and target domains. In particular, no labeled data is
provided for the target domain.

In this paper, we describe a cross-domain senti-
ment classification method using an automatically
created sentiment sensitive thesaurus. We use la-
beled data from multiple source domains and unla-
beled data from source and target domains to rep-
resent the distribution of features. We represent a
lexical element (i.e. a unigram or a bigram of word
lemma) in a review using a feature vector. Next, for
each lexical element we measure its relatedness to
other lexical elements and group related lexical ele-
ments to create a thesaurus. The thesaurus captures
the relatedness among lexical elements that appear
in source and target domains based on the contexts
in which the lexical elements appear (their distribu-
tional context). A distinctive aspect of our approach
is that, in addition to the usual co-occurrence fea-
tures typically used in characterizing a word’s dis-
tributional context, we make use, where possible, of
the sentiment label of a document: i.e. sentiment la-
bels form part of our context features. This is what
makes the distributional thesaurus sensitive to senti-
ment. Unlabeled data is cheaper to collect compared
to labeled data and is often available in large quan-
tities. The use of unlabeled data enables us to ac-
curately estimate the distribution of words in source
and target domains. Our method can learn from a
large amount of unlabeled data to leverage a robust
cross-domain sentiment classifier.

We model the cross-domain sentiment classifica-
tion problem as one of feature expansion, where we
append additional related features to feature vectors
that represent source and target domain reviews in
order to reduce the mismatch of features between the
two domains. Methods that use related features have
been successfully used in numerous tasks such as
query expansion (Fang, 2008), and document classi-
fication (Shen et al., 2009). However, feature expan-
sion techniques have not previously been applied to
the task of cross-domain sentiment classification.

In our method, we use the automatically created

thesaurus to expand feature vectors in a binary clas-
sifier at train and test times by introducing related
lexical elements from the thesaurus. We use L1 reg-
ularized logistic regression as the classification al-
gorithm. (However, the method is agnostic to the
properties of the classifier and can be used to expand
feature vectors for any binary classifier). L1 regular-
ization enables us to select a small subset of features
for the classifier. Unlike previous work which at-
tempts to learn a cross-domain classifier using a sin-
gle source domain, we leverage data from multiple
source domains to learn a robust classifier that gen-
eralizes across multiple domains. Our contributions
can be summarized as follows.

• We describe a fully automatic method to create
a thesaurus that is sensitive to the sentiment of
words expressed in different domains.

• We describe a method to use the created the-
saurus to expand feature vectors at train and test
times in a binary classifier.

2 A Motivating Example

To explain the problem of cross-domain sentiment
classification, consider the reviews shown in Ta-
ble 1 for the domains books and kitchen appliances.
Table 1 shows two positive and one negative re-
view from each domain. We have emphasized in
boldface the words that express the sentiment of
the authors of the reviews. We see that the words
excellent, broad, high quality, interesting, and
well researched are used to express positive senti-
ment in the books domain, whereas the word disap-
pointed indicates negative sentiment. On the other
hand, in the kitchen appliances domain the words
thrilled, high quality, professional, energy sav-
ing, lean, and delicious express positive sentiment,
whereas the words rust and disappointed express
negative sentiment. Although high quality would
express positive sentiment in both domains, and dis-
appointed negative sentiment, it is unlikely that we
would encounter well researched in kitchen appli-
ances reviews, or rust or delicious in book reviews.
Therefore, a model that is trained only using book
reviews might not have any weights learnt for deli-
cious or rust, which would make it difficult for this
model to accurately classify reviews of kitchen ap-
pliances.
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books kitchen appliances
+ Excellent and broad survey of the development of

civilization with all the punch of high quality fiction.
I was so thrilled when I unpack my processor. It is
so high quality and professional in both looks and
performance.

+ This is an interesting and well researched book. Energy saving grill. My husband loves the burgers
that I make from this grill. They are lean and deli-
cious.

- Whenever a new book by Philippa Gregory comes
out, I buy it hoping to have the same experience, and
lately have been sorely disappointed.

These knives are already showing spots of rust de-
spite washing by hand and drying. Very disap-
pointed.

Table 1: Positive (+) and negative (-) sentiment reviews in two different domains.

sentence Excellent and broad survey of
the development of civilization.

POS tags Excellent/JJ and/CC broad/JJ
survey/NN1 of/IO the/AT
development/NN1 of/IO civi-
lization/NN1

lexical elements
(unigrams)

excellent, broad, survey, devel-
opment, civilization

lexical elements
(bigrams)

excellent+broad, broad+survey,
survey+development, develop-
ment+civilization

sentiment fea-
tures (lemma)

excellent*P, broad*P, sur-
vey*P, excellent+broad*P,
broad+survey*P

sentiment fea-
tures (POS)

JJ*P, NN1*P, JJ+NN1*P

Table 2: Generating lexical elements and sentiment fea-
tures from a positive review sentence.

3 Sentiment Sensitive Thesaurus

One solution to the feature mismatch problem out-
lined above is to use a thesaurus that groups differ-
ent words that express the same sentiment. For ex-
ample, if we know that both excellent and delicious
are positive sentiment words, then we can use this
knowledge to expand a feature vector that contains
the word delicious using the word excellent, thereby
reducing the mismatch between features in a test in-
stance and a trained model. Below we describe a
method to construct a sentiment sensitive thesaurus
for feature expansion.

Given a labeled or an unlabeled review, we first
split the review into individual sentences. We carry
out part-of-speech (POS) tagging and lemmatiza-
tion on each review sentence using the RASP sys-

tem (Briscoe et al., 2006). Lemmatization reduces
the data sparseness and has been shown to be effec-
tive in text classification tasks (Joachims, 1998). We
then apply a simple word filter based on POS tags to
select content words (nouns, verbs, adjectives, and
adverbs). In particular, previous work has identified
adjectives as good indicators of sentiment (Hatzi-
vassiloglou and McKeown, 1997; Wiebe, 2000).
Following previous work in cross-domain sentiment
classification, we model a review as a bag of words.
We select unigrams and bigrams from each sentence.
For the remainder of this paper, we will refer to un-
igrams and bigrams collectively as lexical elements.
Previous work on sentiment classification has shown
that both unigrams and bigrams are useful for train-
ing a sentiment classifier (Blitzer et al., 2007). We
note that it is possible to create lexical elements both
from source domain labeled reviews as well as from
unlabeled reviews in source and target domains.

Next, we represent each lexical element u using a
set of features as follows. First, we select other lex-
ical elements that co-occur with u in a review sen-
tence as features. Second, from each source domain
labeled review sentence in which u occurs, we cre-
ate sentiment features by appending the label of the
review to each lexical element we generate from that
review. For example, consider the sentence selected
from a positive review of a book shown in Table 2.
In Table 2, we use the notation “*P” to indicate posi-
tive sentiment features and “*N” to indicate negative
sentiment features. The example sentence shown in
Table 2 is selected from a positively labeled review,
and generates positive sentiment features as shown
in Table 2. In addition to word-level sentiment fea-
tures, we replace words with their POS tags to create
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POS-level sentiment features. POS tags generalize
the word-level sentiment features, thereby reducing
feature sparseness.

Let us denote the value of a feature w in the fea-
ture vector u representing a lexical element u by
f(u, w). The vector u can be seen as a compact rep-
resentation of the distribution of a lexical element u
over the set of features that co-occur with u in the re-
views. From the construction of the feature vector u
described in the previous paragraph, it follows that
w can be either a sentiment feature or another lexical
element that co-occurs with u in some review sen-
tence. The distributional hypothesis (Harris, 1954)
states that words that have similar distributions are
semantically similar. We compute f(u, w) as the
pointwise mutual information between a lexical ele-
ment u and a feature w as follows:

f(u, w) = log

(
c(u,w)

N∑n
i=1 c(i,w)

N ×
∑m

j=1 c(u,j)

N

)
(1)

Here, c(u,w) denotes the number of review sen-
tences in which a lexical element u and a feature
w co-occur, n and m respectively denote the total
number of lexical elements and the total number of
features, and N =

∑n
i=1

∑m
j=1 c(i, j). Pointwise

mutual information is known to be biased towards
infrequent elements and features. We follow the dis-
counting approach of Pantel & Ravichandran (2004)
to overcome this bias.

Next, for two lexical elements u and v (repre-
sented by feature vectors u and v, respectively), we
compute the relatedness τ(v, u) of the feature v to
the feature u as follows,

τ(v, u) =

∑
w∈{x|f(v,x)>0} f(u, w)∑
w∈{x|f(u,x)>0} f(u, w)

. (2)

Here, we use the set notation {x|f(v, x) > 0} to
denote the set of features that co-occur with v. Re-
latedness of a lexical element u to another lexical
element v is the fraction of feature weights in the
feature vector for the element u that also co-occur
with the features in the feature vector for the ele-
ment v. If there are no features that co-occur with
both u and v, then the relatedness reaches its min-
imum value of 0. On the other hand if all features
that co-occur with u also co-occur with v, then the
relatedness , τ(v, u), reaches its maximum value of

1. Note that relatedness is an asymmetric measure
by the definition given in Equation 2, and the relat-
edness τ(v, u) of an element v to another element u
is not necessarily equal to τ(u, v), the relatedness of
u to v.

We use the relatedness measure defined in Equa-
tion 2 to construct a sentiment sensitive thesaurus in
which, for each lexical element u we list lexical el-
ements v that co-occur with u (i.e. f(u, v) > 0) in
descending order of relatedness values τ(v, u). In
the remainder of the paper, we use the term base en-
try to refer to a lexical element u for which its related
lexical elements v (referred to as the neighbors of u)
are listed in the thesaurus. Note that relatedness val-
ues computed according to Equation 2 are sensitive
to sentiment labels assigned to reviews in the source
domain, because co-occurrences are computed over
both lexical and sentiment elements extracted from
reviews. In other words, the relatedness of an ele-
ment u to another element v depends upon the sen-
timent labels assigned to the reviews that generate u
and v. This is an important fact that differentiates
our sentiment-sensitive thesaurus from other distri-
butional thesauri which do not consider sentiment
information.

Moreover, we only need to retain lexical elements
in the sentiment sensitive thesaurus because when
predicting the sentiment label for target reviews (at
test time) we cannot generate sentiment elements
from those (unlabeled) reviews, therefore we are
not required to find expansion candidates for senti-
ment elements. However, we emphasize the fact that
the relatedness values between the lexical elements
listed in the sentiment-sensitive thesaurus are com-
puted using co-occurrences with both lexical and
sentiment features, and therefore the expansion can-
didates selected for the lexical elements in the tar-
get domain reviews are sensitive to sentiment labels
assigned to reviews in the source domain. Using
a sparse matrix format and approximate similarity
matching techniques (Sarawagi and Kirpal, 2004),
we can efficiently create a thesaurus from a large set
of reviews.

4 Feature Expansion

Our feature expansion phase augments a feature vec-
tor with additional related features selected from the
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sentiment-sensitive thesaurus created in Section 3 to
overcome the feature mismatch problem. First, fol-
lowing the bag-of-words model, we model a review
d using the set {w1, . . . , wN}, where the elements
wi are either unigrams or bigrams that appear in the
review d. We then represent a review d by a real-
valued term-frequency vector d ∈ RN , where the
value of the j-th element dj is set to the total number
of occurrences of the unigram or bigram wj in the
review d. To find the suitable candidates to expand a
vector d for the review d, we define a ranking score
score(ui,d) for each base entry in the thesaurus as
follows:

score(ui,d) =

∑N
j=1 djτ(wj , ui)∑N

l=1 dl

(3)

According to this definition, given a review d, a base
entry ui will have a high ranking score if there are
many words wj in the review d that are also listed
as neighbors for the base entry ui in the sentiment-
sensitive thesaurus. Moreover, we weight the re-
latedness scores for each word wj by its normal-
ized term-frequency to emphasize the salient uni-
grams and bigrams in a review. Recall that related-
ness is defined as an asymmetric measure in Equa-
tion 2, and we use τ(wj , ui) in the computation of
score(ui,d) in Equation 3. This is particularly im-
portant because we would like to score base entries
ui considering all the unigrams and bigrams that ap-
pear in a review d, instead of considering each uni-
gram or bigram individually.

To expand a vector, d, for a review d, we first
rank the base entries, ui using the ranking score
in Equation 3 and select the top k ranked base en-
tries. Let us denote the r-th ranked (1 ≤ r ≤ k)
base entry for a review d by vr

d. We then extend the
original set of unigrams and bigrams {w1, . . . , wN}
by the base entries v1

d, . . . , v
k
d to create a new vec-

tor d′ ∈ R(N+k) with dimensions corresponding to
w1, . . . , wN , v

1
d, . . . , v

k
d for a review d. The values

of the extended vector d′ are set as follows. The
values of the first N dimensions that correspond to
unigrams and bigrams wi that occur in the review d
are set to di, their frequency in d. The subsequent k
dimensions that correspond to the top ranked based
entries for the review d are weighted according to
their ranking score. Specifically, we set the value of
the r-th ranked base entry vr

d to 1/r. Alternatively,

one could use the ranking score, score(vr
d, d), itself

as the value of the appended base entries. However,
both relatedness scores as well as normalized term-
frequencies can be small in practice, which leads to
very small absolute ranking scores. By using the
inverse rank, we only take into account the rela-
tive ranking of base entries and ignore their absolute
scores.

Note that the score of a base entry depends on a
review d. Therefore, we select different base en-
tries as additional features for expanding different
reviews. Furthermore, we do not expand each wi

individually when expanding a vector d for a re-
view. Instead, we consider all unigrams and bi-
grams in d when selecting the base entries for ex-
pansion. One can think of the feature expansion pro-
cess as a lower dimensional latent mapping of fea-
tures onto the space spanned by the base entries in
the sentiment-sensitive thesaurus. The asymmetric
property of the relatedness (Equation 2) implicitly
prefers common words that co-occur with numerous
other words as expansion candidates. Such words
act as domain independent pivots and enable us to
transfer the information regarding sentiment from
one domain to another.

Using the extended vectors d′ to represent re-
views, we train a binary classifier from the source
domain labeled reviews to predict positive and neg-
ative sentiment in reviews. We differentiate the ap-
pended base entries vr

d from wi that existed in the
original vector d (prior to expansion) by assigning
different feature identifiers to the appended base en-
tries. For example, a unigram excellent in a feature
vector is differentiated from the base entry excellent
by assigning the feature id, “BASE=excellent” to the
latter. This enables us to learn different weights for
base entries depending on whether they are useful
for expanding a feature vector. We use L1 regu-
larized logistic regression as the classification algo-
rithm (Ng, 2004), which produces a sparse model in
which most irrelevant features are assigned a zero
weight. This enables us to select useful features for
classification in a systematic way without having to
preselect features using heuristic approaches. The
regularization parameter is set to its default value
of 1 for all the experiments described in this paper.
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5 Experiments

5.1 Dataset

To evaluate our method we use the cross-domain
sentiment classification dataset prepared by Blitzer
et al. (2007). This dataset consists of Amazon prod-
uct reviews for four different product types: books
(B), DVDs (D), electronics (E) and kitchen appli-
ances (K). There are 1000 positive and 1000 neg-
ative labeled reviews for each domain. Moreover,
the dataset contains some unlabeled reviews (on av-
erage 17, 547) for each domain. This benchmark
dataset has been used in much previous work on
cross-domain sentiment classification and by eval-
uating on it we can directly compare our method
against existing approaches.

Following previous work, we randomly select 800
positive and 800 negative labeled reviews from each
domain as training instances (i.e. 1600×4 = 6400);
the remainder is used for testing (i.e. 400 × 4 =
1600). In our experiments, we select each domain in
turn as the target domain, with one or more other do-
mains as sources. Note that when we combine more
than one source domain we limit the total number
of source domain labeled reviews to 1600, balanced
between the domains. For example, if we combine
two source domains, then we select 400 positive and
400 negative labeled reviews from each domain giv-
ing (400 + 400) × 2 = 1600. This enables us to
perform a fair evaluation when combining multiple
source domains. The evaluation metric is classifica-
tion accuracy on a target domain, computed as the
percentage of correctly classified target domain re-
views out of the total number of reviews in the target
domain.

5.2 Effect of Feature Expansion

To study the effect of feature expansion at train time
compared to test time, we used Amazon reviews for
two further domains, music and video, which were
also collected by Blitzer et al. (2007) but are not
part of the benchmark dataset. Each validation do-
main has 1000 positive and 1000 negative labeled
reviews, and 15000 unlabeled reviews. Using the
validation domains as targets, we vary the number
of top k ranked base entries (Equation 3) used for
feature expansion during training (Traink) and test-
ing (Testk), and measure the average classification
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Figure 1: Feature expansion at train vs. test times.
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Figure 2: Effect of using multiple source domains.

accuracy. Figure 1 illustrates the results using a heat
map, where dark colors indicate low accuracy val-
ues and light colors indicate high accuracy values.
We see that expanding features only at test time (the
left-most column) does not work well because we
have not learned proper weights for the additional
features. Similarly, expanding features only at train
time (the bottom-most row) also does not perform
well because the expanded features are not used dur-
ing testing. The maximum classification accuracy is
obtained when Testk = 400 and Traink = 800, and
we use these values for the remainder of the experi-
ments described in the paper.

5.3 Combining Multiple Sources

Figure 2 shows the effect of combining multiple
source domains to build a sentiment classifier for
the electronics domain. We see that the kitchen do-
main is the single best source domain when adapt-
ing to the electronics target domain. This behavior
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Figure 4: Effect of source domain unlabeled data.

is explained by the fact that in general kitchen appli-
ances and electronic items have similar aspects. But
a more interesting observation is that the accuracy
that we obtain when we use two source domains is
always greater than the accuracy if we use those do-
mains individually. The highest accuracy is achieved
when we use all three source domains. Although
not shown here for space limitations, we observed
similar trends with other domains in the benchmark
dataset.

To investigate the impact of the quantity of source
domain labeled data on our method, we vary the
amount of data from zero to 800 reviews, with equal
amounts of positive and negative labeled data. Fig-
ure 3 shows the accuracy with the DVD domain as
the target. Note that source domain labeled data is
used both to create the sentiment sensitive thesaurus
as well as to train the sentiment classifier. When
there are multiple source domains we limit and bal-
ance the number of labeled instances as outlined in
Section 5.1. The amount of unlabeled data is held
constant, so that any change in classification accu-
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Figure 5: Effect of target domain unlabeled data.

racy is directly attributable to the source domain la-
beled instances. Because this is a binary classifica-
tion task (i.e. positive vs. negative sentiment), a ran-
dom classifier that does not utilize any labeled data
would report a 50% classification accuracy. From
Figure 3, we see that when we increase the amount
of source domain labeled data the accuracy increases
quickly. In fact, by selecting only 400 (i.e. 50% of
the total 800) labeled instances per class, we achieve
the maximum performance in most of the cases.

To study the effect of source and target domain
unlabeled data on the performance of our method,
we create sentiment sensitive thesauri using differ-
ent proportions of unlabeled data. The amount of
labeled data is held constant and is balanced across
multiple domains as outlined in Section 5.1, so any
changes in classification accuracy can be directly at-
tributed to the contribution of unlabeled data. Figure
4 shows classification accuracy on the DVD target
domain when we vary the proportion of source do-
main unlabeled data (target domain’s unlabeled data
is fixed).

Likewise, Figure 5 shows the classification ac-
curacy on the DVD target domain when we vary
the proportion of the target domain’s unlabeled data
(source domains’ unlabeled data is fixed). From Fig-
ures 4 and 5, we see that irrespective of the amount
being used, there is a clear performance gain when
we use unlabeled data from multiple source domains
compared to using a single source domain. How-
ever, we could not observe a clear gain in perfor-
mance when we increase the amount of the unla-
beled data used to create the sentiment sensitive the-
saurus.
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Method K D E B
No Thesaurus 72.61 68.97 70.53 62.72
SCL 80.83 74.56 78.43 72.76
SCL-MI 82.06 76.30 78.93 74.56
SFA 81.48 76.31 75.30 77.73
LSA 79.00 73.50 77.66 70.83
FALSA 80.83 76.33 77.33 73.33
NSS 77.50 73.50 75.50 71.46
Proposed 85.18 78.77 83.63 76.32

Within-Domain 87.70 82.40 84.40 80.40

Table 3: Cross-domain sentiment classification accuracy.

5.4 Cross-Domain Sentiment Classification

Table 3 compares our method against a number of
baselines and previous cross-domain sentiment clas-
sification techniques using the benchmark dataset.
For all previous techniques we give the results re-
ported in the original papers. The No Thesaurus
baseline simulates the effect of not performing any
feature expansion. We simply train a binary clas-
sifier using unigrams and bigrams as features from
the labeled reviews in the source domains and ap-
ply the trained classifier on the target domain. This
can be considered to be a lower bound that does
not perform domain adaptation. SCL is the struc-
tural correspondence learning technique of Blitzer
et al. (2006). In SCL-MI, features are selected us-
ing the mutual information between a feature (uni-
gram or bigram) and a domain label. After selecting
salient features, the SCL algorithm is used to train a
binary classifier. SFA is the spectral feature align-
ment technique of Pan et al. (2010). Both the LSA
and FALSA techniques are based on latent semantic
analysis (Pan et al., 2010). For the Within-Domain
baseline, we train a binary classifier using the la-
beled data from the target domain. This upper base-
line represents the classification accuracy we could
hope to obtain if we were to have labeled data for the
target domain. Note that this is not a cross-domain
classification setting. To evaluate the benefit of us-
ing sentiment features on our method, we give a NSS
(non-sentiment sensitive) baseline in which we cre-
ate a thesaurus without using any sentiment features.
Proposed is our method.

From Table 3, we see that our proposed method
returns the best cross-domain sentiment classifica-

tion accuracy (shown in boldface) for the three do-
mains kitchen appliances, DVDs, and electronics.
For the books domain, the best results are returned
by SFA. The books domain has the lowest number
of unlabeled reviews (around 5000) in the dataset.
Because our method relies upon the availability of
unlabeled data for the construction of a sentiment
sensitive thesaurus, we believe that this accounts for
our lack of performance on the books domain. How-
ever, given that it is much cheaper to obtain unla-
beled than labeled data for a target domain, there is
strong potential for improving the performance of
our method in this domain. The analysis of vari-
ance (ANOVA) and Tukey’s honestly significant dif-
ferences (HSD) tests on the classification accuracies
for the four domains show that our method is sta-
tistically significantly better than both the No The-
saurus and NSS baselines, at confidence level 0.05.
We therefore conclude that using the sentiment sen-
sitive thesaurus for feature expansion is useful for
cross-domain sentiment classification. The results
returned by our method are comparable to state-of-
the-art techniques such as SCL-MI and SFA. In par-
ticular, the differences between those techniques and
our method are not statistically significant.

6 Related Work

Compared to single-domain sentiment classifica-
tion, which has been studied extensively in previous
work (Pang and Lee, 2008; Turney, 2002), cross-
domain sentiment classification has only recently re-
ceived attention in response to advances in the area
of domain adaptation. Aue and Gammon (2005) re-
port a number of empirical tests into domain adap-
tation of sentiment classifiers using an ensemble of
classifiers. However, most of these tests were un-
able to outperform a simple baseline classifier that
is trained using all labeled data for all domains.

Blitzer et al. (2007) apply the structural corre-
spondence learning (SCL) algorithm to train a cross-
domain sentiment classifier. They first chooses a set
of pivot features using pointwise mutual informa-
tion between a feature and a domain label. Next,
linear predictors are learnt to predict the occur-
rences of those pivots. Finally, they use singular
value decomposition (SVD) to construct a lower-
dimensional feature space in which a binary classi-

139



fier is trained. The selection of pivots is vital to the
performance of SCL and heuristically selected pivot
features might not guarantee the best performance
on target domains. In contrast, our method uses all
features when creating the thesaurus and selects a
subset of features during training using L1 regular-
ization. Moreover, we do not require SVD, which
has cubic time complexity so can be computation-
ally expensive for large datasets.

Pan et al. (2010) use structural feature alignment
(SFA) to find an alignment between domain spe-
cific and domain independent features. The mu-
tual information of a feature with domain labels is
used to classify domain specific and domain inde-
pendent features. Next, spectral clustering is per-
formed on a bipartite graph that represents the re-
lationship between the two sets of features. Fi-
nally, the top eigenvectors are selected to construct
a lower-dimensional projection. However, not all
words can be cleanly classified into domain spe-
cific or domain independent, and this process is con-
ducted prior to training a classifier. In contrast, our
method lets a particular lexical entry to be listed as
a neighour for multiple base entries. Moreover, we
expand each feature vector individually and do not
require any clustering. Furthermore, unlike SCL and
SFA, which consider a single source domain, our
method can efficiently adapt from multiple source
domains.

7 Conclusions

We have described and evaluated a method to
construct a sentiment-sensitive thesaurus to bridge
the gap between source and target domains in
cross-domain sentiment classification using multi-
ple source domains. Experimental results using a
benchmark dataset for cross-domain sentiment clas-
sification show that our proposed method can im-
prove classification accuracy in a sentiment classi-
fier. In future, we intend to apply the proposed
method to other domain adaptation tasks.

Acknowledgements

This research was conducted while the first author
was a visiting research fellow at Sussex university
under the postdoctoral fellowship of the Japan Soci-
ety for the Promotion of Science (JSPS).

References

Anthony Aue and Michael Gamon. 2005. Customiz-
ing sentiment classifiers to new domains: a case study.
Technical report, Microsoft Research.

John Blitzer, Ryan McDonald, and Fernando Pereira.
2006. Domain adaptation with structural correspon-
dence learning. In EMNLP 2006.

John Blitzer, Mark Dredze, and Fernando Pereira. 2007.
Biographies, bollywood, boom-boxes and blenders:
Domain adaptation for sentiment classification. In
ACL 2007, pages 440–447.

Ted Briscoe, John Carroll, and Rebecca Watson. 2006.
The second release of the rasp system. In COL-
ING/ACL 2006 Interactive Presentation Sessions.

Teng-Kai Fan and Chia-Hui Chang. 2010. Sentiment-
oriented contextual advertising. Knowledge and Infor-
mation Systems, 23(3):321–344.

Hui Fang. 2008. A re-examination of query expansion
using lexical resources. In ACL 2008, pages 139–147.

Z. Harris. 1954. Distributional structure. Word, 10:146–
162.

Vasileios Hatzivassiloglou and Kathleen R. McKeown.
1997. Predicting the semantic orientation of adjec-
tives. In ACL 1997, pages 174–181.

Minqing Hu and Bing Liu. 2004. Mining and summariz-
ing customer reviews. In KDD 2004, pages 168–177.

Thorsten Joachims. 1998. Text categorization with sup-
port vector machines: Learning with many relevant
features. In ECML 1998, pages 137–142.

Yue Lu, ChengXiang Zhai, and Neel Sundaresan. 2009.
Rated aspect summarization of short comments. In
WWW 2009, pages 131–140.

Andrew Y. Ng. 2004. Feature selection, l1 vs. l2 regular-
ization, and rotational invariance. In ICML 2004.

Sinno Jialin Pan, Xiaochuan Ni, Jian-Tao Sun, Qiang
Yang, and Zheng Chen. 2010. Cross-domain senti-
ment classification via spectral feature alignment. In
WWW 2010.

Bo Pang and Lillian Lee. 2008. Opinion mining and
sentiment analysis. Foundations and Trends in Infor-
mation Retrieval, 2(1-2):1–135.

Bo Pang, Lillian Lee, and Shivakumar Vaithyanathan.
2002. Thumbs up? sentiment classification using ma-
chine learning techniques. In EMNLP 2002, pages 79–
86.

Patrick Pantel and Deepak Ravichandran. 2004. Au-
tomatically labeling semantic classes. In NAACL-
HLT’04, pages 321 – 328.

Sunita Sarawagi and Alok Kirpal. 2004. Efficient set
joins on similarity predicates. In SIGMOD ’04, pages
743–754.

140



Dou Shen, Jianmin Wu, Bin Cao, Jian-Tao Sun, Qiang
Yang, Zheng Chen, and Ying Li. 2009. Exploit-
ing term relationship to boost text classification. In
CIKM’09, pages 1637 – 1640.

Peter D. Turney. 2002. Thumbs up or thumbs down?
semantic orientation applied to unsupervised classifi-
cation of reviews. In ACL 2002, pages 417–424.

Janyce M. Wiebe. 2000. Learning subjective adjective
from corpora. In AAAI 2000, pages 735–740.

141



Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics, pages 142–150,
Portland, Oregon, June 19-24, 2011. c©2011 Association for Computational Linguistics

Learning Word Vectors for Sentiment Analysis

Andrew L. Maas, Raymond E. Daly, Peter T. Pham, Dan Huang,
Andrew Y. Ng, and Christopher Potts

Stanford University
Stanford, CA 94305

[amaas, rdaly, ptpham, yuze, ang, cgpotts]@stanford.edu

Abstract

Unsupervised vector-based approaches to se-
mantics can model rich lexical meanings, but
they largely fail to capture sentiment informa-
tion that is central to many word meanings and
important for a wide range of NLP tasks. We
present a model that uses a mix of unsuper-
vised and supervised techniques to learn word
vectors capturing semantic term–document in-
formation as well as rich sentiment content.
The proposed model can leverage both con-
tinuous and multi-dimensional sentiment in-
formation as well as non-sentiment annota-
tions. We instantiate the model to utilize the
document-level sentiment polarity annotations
present in many online documents (e.g. star
ratings). We evaluate the model using small,
widely used sentiment and subjectivity cor-
pora and find it out-performs several previ-
ously introduced methods for sentiment clas-
sification. We also introduce a large dataset
of movie reviews to serve as a more robust
benchmark for work in this area.

1 Introduction

Word representations are a critical component of
many natural language processing systems. It is
common to represent words as indices in a vocab-
ulary, but this fails to capture the rich relational
structure of the lexicon. Vector-based models do
much better in this regard. They encode continu-
ous similarities between words as distance or angle
between word vectors in a high-dimensional space.
The general approach has proven useful in tasks
such as word sense disambiguation, named entity

recognition, part of speech tagging, and document
retrieval (Turney and Pantel, 2010; Collobert and
Weston, 2008; Turian et al., 2010).

In this paper, we present a model to capture both
semantic and sentiment similarities among words.
The semantic component of our model learns word
vectors via an unsupervised probabilistic model of
documents. However, in keeping with linguistic and
cognitive research arguing that expressive content
and descriptive semantic content are distinct (Ka-
plan, 1999; Jay, 2000; Potts, 2007), we find that
this basic model misses crucial sentiment informa-
tion. For example, while it learns thatwonderful
andamazingare semantically close, it doesn’t cap-
ture the fact that these are both very strong positive
sentiment words, at the opposite end of the spectrum
from terrible andawful.

Thus, we extend the model with a supervised
sentiment component that is capable of embracing
many social and attitudinal aspects of meaning (Wil-
son et al., 2004; Alm et al., 2005; Andreevskaia
and Bergler, 2006; Pang and Lee, 2005; Goldberg
and Zhu, 2006; Snyder and Barzilay, 2007). This
component of the model uses the vector represen-
tation of words to predict the sentiment annotations
on contexts in which the words appear. This causes
words expressing similar sentiment to have similar
vector representations. The full objective function
of the model thus learns semantic vectors that are
imbued with nuanced sentiment information. In our
experiments, we show how the model can leverage
document-level sentiment annotations of a sort that
are abundant online in the form of consumer reviews
for movies, products, etc. The technique is suffi-142



ciently general to work also with continuous and
multi-dimensional notions of sentiment as well as
non-sentiment annotations (e.g., political affiliation,
speaker commitment).

After presenting the model in detail, we pro-
vide illustrative examples of the vectors it learns,
and then we systematically evaluate the approach
on document-level and sentence-level classification
tasks. Our experiments involve the small, widely
used sentiment and subjectivity corpora of Pang and
Lee (2004), which permits us to make comparisons
with a number of related approaches and published
results. We also show that this dataset contains many
correlations between examples in the training and
testing sets. This leads us to evaluate on, and make
publicly available, a large dataset of informal movie
reviews from the Internet Movie Database (IMDB).

2 Related work

The model we present in the next section draws in-
spiration from prior work on both probabilistic topic
modeling and vector-spaced models for word mean-
ings.

Latent Dirichlet Allocation (LDA; (Blei et al.,
2003)) is a probabilistic document model that as-
sumes each document is a mixture of latent top-
ics. For each latent topicT , the model learns a
conditional distributionp(w|T ) for the probability
that wordw occurs inT . One can obtain ak-
dimensional vector representation of words by first
training ak-topic model and then filling the matrix
with thep(w|T ) values (normalized to unit length).
The result is a word–topic matrix in which the rows
are taken to represent word meanings. However,
because the emphasis in LDA is on modeling top-
ics, not word meanings, there is no guarantee that
the row (word) vectors are sensible as points in a
k-dimensional space. Indeed, we show in section
4 that using LDA in this way does not deliver ro-
bust word vectors. The semantic component of our
model shares its probabilistic foundation with LDA,
but is factored in a manner designed to discover
word vectors rather than latent topics. Some recent
work introduces extensions of LDA to capture sen-
timent in addition to topical information (Li et al.,
2010; Lin and He, 2009; Boyd-Graber and Resnik,
2010). Like LDA, these methods focus on model-

ing sentiment-imbued topics rather than embedding
words in a vector space.

Vector space models (VSMs) seek to model words
directly (Turney and Pantel, 2010). Latent Seman-
tic Analysis (LSA), perhaps the best known VSM,
explicitly learns semantic word vectors by apply-
ing singular value decomposition (SVD) to factor a
term–document co-occurrence matrix. It is typical
to weight and normalize the matrix values prior to
SVD. To obtain ak-dimensional representation for a
given word, only the entries corresponding to thek
largest singular values are taken from the word’s ba-
sis in the factored matrix. Such matrix factorization-
based approaches are extremely successful in prac-
tice, but they force the researcher to make a number
of design choices (weighting, normalization, dimen-
sionality reduction algorithm) with little theoretical
guidance to suggest which to prefer.

Using term frequency (tf) and inverse document
frequency (idf) weighting to transform the values
in a VSM often increases the performance of re-
trieval and categorization systems. Delta idf weight-
ing (Martineau and Finin, 2009) is a supervised vari-
ant of idf weighting in which the idf calculation is
done for each document class and then one value
is subtracted from the other. Martineau and Finin
present evidence that this weighting helps with sen-
timent classification, and Paltoglou and Thelwall
(2010) systematically explore a number of weight-
ing schemes in the context of sentiment analysis.
The success of delta idf weighting in previous work
suggests that incorporating sentiment information
into VSM values via supervised methods is help-
ful for sentiment analysis. We adopt this insight,
but we are able to incorporate it directly into our
model’s objective function. (Section 4 compares
our approach with a representative sample of such
weighting schemes.)

3 Our Model

To capture semantic similarities among words, we
derive a probabilistic model of documents which
learns word representations. This component does
not require labeled data, and shares its foundation
with probabilistic topic models such as LDA. The
sentiment component of our model uses sentiment
annotations to constrain words expressing similar143



sentiment to have similar representations. We can
efficiently learn parameters for the joint objective
function using alternating maximization.

3.1 Capturing Semantic Similarities

We build a probabilistic model of a document us-
ing a continuous mixture distribution over words in-
dexed by a multi-dimensional random variableθ.
We assume words in a document are conditionally
independent given the mixture variableθ. We assign
a probability to a documentd using a joint distribu-
tion over the document andθ. The model assumes
each wordwi ∈ d is conditionally independent of
the other words givenθ. The probability of a docu-
ment is thus

p(d) =

∫
p(d, θ)dθ =

∫
p(θ)

N∏
i=1

p(wi|θ)dθ. (1)

WhereN is the number of words ind andwi is
theith word ind. We use a Gaussian prior onθ.

We define the conditional distributionp(wi|θ) us-
ing a log-linear model with parametersR and b.
The energy function uses a word representation ma-
trix R ∈ R

(β x |V |) where each wordw (represented
as a one-on vector) in the vocabularyV has aβ-
dimensional vector representationφw = Rw corre-
sponding to that word’s column inR. The random
variableθ is also aβ-dimensional vector,θ ∈ R

β

which weights each of theβ dimensions of words’
representation vectors. We additionally introduce a
biasbw for each word to capture differences in over-
all word frequencies. The energy assigned to a word
w given these model parameters is

E(w; θ, φw, bw) = −θTφw − bw. (2)

To obtain the distributionp(w|θ) we use a softmax,

p(w|θ;R, b) =
exp(−E(w; θ, φw, bw))∑

w′∈V exp(−E(w′; θ, φw′ , bw′))

(3)

=
exp(θTφw + bw)∑

w′∈V exp(θTφw′ + bw′)
. (4)

The number of terms in the denominator’s sum-
mation grows linearly in|V |, making exact com-
putation of the distribution possible. For a given
θ, a wordw’s occurrence probability is related to

how closely its representation vectorφw matches the
scaling direction ofθ. This idea is similar to the
word vector inner product used in the log-bilinear
language model of Mnih and Hinton (2007).

Equation 1 resembles the probabilistic model of
LDA (Blei et al., 2003), which models documents
as mixtures of latent topics. One could view the en-
tries of a word vectorφ as that word’s association
strength with respect to each latent topic dimension.
The random variableθ then defines a weighting over
topics. However, our model does not attempt to
model individual topics, but instead directly models
word probabilities conditioned on the topic mixture
variableθ. Because of the log-linear formulation of
the conditional distribution,θ is a vector inRβ and
not restricted to the unit simplex as it is in LDA.

We now derive maximum likelihood learning for
this model when given a set of unlabeled documents
D. In maximum likelihood learning we maximize
the probability of the observed data given the model
parameters. We assume documentsdk ∈ D are i.i.d.
samples. Thus the learning problem becomes

max
R,b

p(D;R, b) =
∏
dk∈D

∫
p(θ)

Nk∏
i=1

p(wi|θ;R, b)dθ.

(5)

Usingmaximum a posteriori(MAP) estimates forθ,
we approximate this learning problem as

max
R,b

∏
dk∈D

p(θ̂k)

Nk∏
i=1

p(wi|θ̂k;R, b), (6)

where θ̂k denotes the MAP estimate ofθ for dk.
We introduce a Frobenious norm regularization term
for the word representation matrixR. The word bi-
asesb are not regularized reflecting the fact that we
want the biases to capture whatever overall word fre-
quency statistics are present in the data. By taking
the logarithm and simplifying we obtain the final ob-
jective,

ν||R||2F +
∑
dk∈D

λ||θ̂k||
2
2 +

Nk∑
i=1

log p(wi|θ̂k;R, b),

(7)

which is maximized with respect toR and b. The
hyper-parameters in the model are the regularization144



weights (λ andν), and the word vector dimension-
ality β.

3.2 Capturing Word Sentiment

The model presented so far does not explicitly cap-
ture sentiment information. Applying this algorithm
to documents will produce representations where
words that occur together in documents have sim-
ilar representations. However, this unsupervised
approach has no explicit way of capturing which
words are predictive of sentiment as opposed to
content-related. Much previous work in natural lan-
guage processing achieves better representations by
learning from multiple tasks (Collobert and Weston,
2008; Finkel and Manning, 2009). Following this
theme we introduce a second task to utilize labeled
documents to improve our model’s word representa-
tions.

Sentiment is a complex, multi-dimensional con-
cept. Depending on which aspects of sentiment we
wish to capture, we can give some body of text a
sentiment labels which can be categorical, continu-
ous, or multi-dimensional. To leverage such labels,
we introduce an objective that the word vectors of
our model should predict the sentiment label using
some appropriate predictor,

ŝ = f(φw). (8)

Using an appropriate predictor functionf(x) we
map a word vectorφw to a predicted sentiment label
ŝ. We can then improve our word vectorφw to better
predict the sentiment labels of contexts in which that
word occurs.

For simplicity we consider the case where the sen-
timent labels is a scalar continuous value repre-
senting sentiment polarity of a document. This cap-
tures the case of many online reviews where doc-
uments are associated with a label on a star rating
scale. We linearly map such star values to the inter-
val s ∈ [0, 1] and treat them as a probability of pos-
itive sentiment polarity. Using this formulation, we
employ a logistic regression as our predictorf(x).
We usew’s vector representationφw and regression
weightsψ to express this as

p(s = 1|w;R,ψ) = σ(ψTφw + bc), (9)

whereσ(x) is the logistic function andψ ∈ R
β is the

logistic regression weight vector. We additionally
introduce a scalar biasbc for the classifier.

The logistic regression weightsψ and bc define
a linear hyperplane in the word vector space where
a word vector’s positive sentiment probability de-
pends on where it lies with respect to this hyper-
plane. Learning over a collection of documents re-
sults in words residing different distances from this
hyperplane based on the average polarity of docu-
ments in which the words occur.

Given a set of labeled documentsD wheresk is
the sentiment label for documentdk, we wish to
maximize the probability of document labels given
the documents. We assume documents in the collec-
tion and words within a document are i.i.d. samples.
By maximizing the log-objective we obtain,

max
R,ψ,bc

|D|∑
k=1

Nk∑
i=1

log p(sk|wi;R,ψ, bc). (10)

The conditional probabilityp(sk|wi;R,ψ, bc) is
easily obtained from equation 9.

3.3 Learning

The full learning objective maximizes a sum of the
two objectives presented. This produces a final ob-
jective function of,

ν||R||2F +

|D|∑
k=1

λ||θ̂k||
2
2 +

Nk∑
i=1

log p(wi|θ̂k;R, b)

+

|D|∑
k=1

1

|Sk|

Nk∑
i=1

log p(sk|wi;R,ψ, bc). (11)

|Sk| denotes the number of documents in the dataset
with the same rounded value ofsk (i.e. sk < 0.5
andsk ≥ 0.5). We introduce the weighting1

|Sk|
to

combat the well-known imbalance in ratings present
in review collections. This weighting prevents the
overall distribution of document ratings from affect-
ing the estimate of document ratings in which a par-
ticular word occurs. The hyper-parameters of the
model are the regularization weights (λ andν), and
the word vector dimensionalityβ.

Maximizing the objective function with respect to
R, b, ψ, andbc is a non-convex problem. We use
alternating maximization, which first optimizes the145



word representations (R, b, ψ, andbc) while leav-
ing the MAP estimates (̂θ) fixed. Then we find the
new MAP estimate for each document while leav-
ing the word representations fixed, and continue this
process until convergence. The optimization algo-
rithm quickly finds a global solution for eacĥθk be-
cause we have a low-dimensional, convex problem
in eachθ̂k. Because the MAP estimation problems
for different documents are independent, we can
solve them on separate machines in parallel. This
facilitates scaling the model to document collections
with hundreds of thousands of documents.

4 Experiments

We evaluate our model with document-level and
sentence-level categorization tasks in the domain of
online movie reviews. For document categoriza-
tion, we compare our method to previously pub-
lished results on a standard dataset, and introduce
a new dataset for the task. In both tasks we com-
pare our model’s word representations with several
bag of words weighting methods, and alternative ap-
proaches to word vector induction.

4.1 Word Representation Learning

We induce word representations with our model us-
ing 25,000 movie reviews from IMDB. Because
some movies receive substantially more reviews
than others, we limited ourselves to including at
most 30 reviews from any movie in the collection.
We build a fixed dictionary of the 5,000 most fre-
quent tokens, but ignore the 50 most frequent terms
from the original full vocabulary. Traditional stop
word removal was not used because certain stop
words (e.g. negating words) are indicative of senti-
ment. Stemming was not applied because the model
learns similar representations for words of the same
stem when the data suggests it. Additionally, be-
cause certain non-word tokens (e.g. “!” and “:-)” )
are indicative of sentiment, we allow them in our vo-
cabulary. Ratings on IMDB are given as star values
(∈ {1, 2, ..., 10}), which we linearly map to[0, 1] to
use as document labels when training our model.

The semantic component of our model does not
require document labels. We train a variant of our
model which uses 50,000 unlabeled reviews in addi-
tion to the labeled set of 25,000 reviews. The unla-

beled set of reviews contains neutral reviews as well
as those which are polarized as found in the labeled
set. Training the model with additional unlabeled
data captures a common scenario where the amount
of labeled data is small relative to the amount of un-
labeled data available. For all word vector models,
we use 50-dimensional vectors.

As a qualitative assessment of word represen-
tations, we visualize the words most similar to a
query word using vector similarity of the learned
representations. Given a query wordw and an-
other wordw′ we obtain their vector representations
φw andφw′ , and evaluate their cosine similarity as

S(φw, φw′) =
φTwφw′

||φw||·||φ
w′ ||

. By assessing the simi-

larity of w with all other wordsw′, we can find the
words deemed most similar by the model.

Table 1 shows the most similar words to given
query words using our model’s word representations
as well as those of LSA. All of these vectors cap-
ture broad semantic similarities. However, both ver-
sions of our model seem to do better than LSA in
avoiding accidental distributional similarities (e.g.,
screwballandgrant as similar toromantic) A com-
parison of the two versions of our model also begins
to highlight the importance of adding sentiment in-
formation. In general, words indicative of sentiment
tend to have high similarity with words of the same
sentiment polarity, so even the purely unsupervised
model’s results look promising. However, they also
show more genre and content effects. For exam-
ple, the sentiment enriched vectors forghastlyare
truly semantic alternatives to that word, whereas the
vectors without sentiment also contain some content
words that tend to haveghastlypredicated of them.
Of course, this is only an impressionistic analysis of
a few cases, but it is helpful in understanding why
the sentiment-enriched model proves superior at the
sentiment classification results we report next.

4.2 Other Word Representations

For comparison, we implemented several alternative
vector space models that are conceptually similar to
our own, as discussed in section 2:

Latent Semantic Analysis (LSA; Deerwester et
al., 1990) We apply truncated SVD to a tf.idf
weighted, cosine normalized count matrix, which
is a standard weighting and smoothing scheme for146



Our model Our model
Sentiment + Semantic Semantic only LSA

melancholy

bittersweet thoughtful poetic
heartbreaking warmth lyrical
happiness layer poetry
tenderness gentle profound
compassionate loneliness vivid

ghastly

embarrassingly predators hideous
trite hideous inept
laughably tube severely
atrocious baffled grotesque
appalling smack unsuspecting

lackluster

lame passable uninspired
laughable unconvincing flat
unimaginative amateurish bland
uninspired clichéd forgettable
awful insipid mediocre

romantic

romance romance romance
love charming screwball
sweet delightful grant
beautiful sweet comedies
relationship chemistry comedy

Table 1: Similarity of learned word vectors. Each target word is given with its five most similar words using cosine
similarity of the vectors determined by each model. The fullversion of our model (left) captures both lexical similarity
as well as similarity of sentiment strength and orientation. Our unsupervised semantic component (center) and LSA
(right) capture semantic relations.

VSM induction (Turney and Pantel, 2010).

Latent Dirichlet Allocation (LDA; Blei et
al., 2003) We use the method described in sec-
tion 2 for inducing word representations from the
topic matrix. To train the 50-topic LDA model we
use code released by Blei et al. (2003). We use the
same 5,000 term vocabulary for LDA as is used for
training word vector models. We leave the LDA
hyperparameters at their default values, though
some work suggests optimizing over priors for LDA
is important (Wallach et al., 2009).

Weighting Variants We evaluate both binary (b)
term frequency weighting with smoothed delta idf
(∆t’) and no idf (n) because these variants worked
well in previous experiments in sentiment (Mar-
tineau and Finin, 2009; Pang et al., 2002). In all
cases, we use cosine normalization (c). Paltoglou
and Thelwall (2010) perform an extensive analysis

of such weighting variants for sentiment tasks.

4.3 Document Polarity Classification

Our first evaluation task is document-level senti-
ment polarity classification. A classifier must pre-
dict whether a given review is positive or negative
given the review text.

Given a document’s bag of words vectorv, we
obtain features from our model using a matrix-
vector productRv, wherev can have arbitrary tf.idf
weighting. We do not cosine normalizev, instead
applying cosine normalization to the final feature
vectorRv. This procedure is also used to obtain
features from the LDA and LSA word vectors. In
preliminary experiments, we found ‘bnn’ weighting
to work best forv when generating document fea-
tures via the productRv. In all experiments, we
use this weighting to get multi-word representations147



Features PL04 Our Dataset Subjectivity

Bag of Words (bnc) 85.45 87.80 87.77
Bag of Words (b∆t’c) 85.80 88.23 85.65
LDA 66.70 67.42 66.65
LSA 84.55 83.96 82.82
Our Semantic Only 87.10 87.30 86.65
Our Full 84.65 87.44 86.19
Our Full, Additional Unlabeled 87.05 87.99 87.22
Our Semantic + Bag of Words (bnc) 88.30 88.28 88.58
Our Full + Bag of Words (bnc) 87.85 88.33 88.45
Our Full, Add’l Unlabeled + Bag of Words (bnc) 88.90 88.89 88.13

Bag of Words SVM (Pang and Lee, 2004) 87.15 N/A 90.00
Contextual Valence Shifters (Kennedy and Inkpen, 2006) 86.20 N/A N/A
tf.∆idf Weighting (Martineau and Finin, 2009) 88.10 N/A N/A
Appraisal Taxonomy (Whitelaw et al., 2005) 90.20 N/A N/A

Table 2: Classification accuracy on three tasks. From left toright the datasets are: A collection of 2,000 movie reviews
often used as a benchmark of sentiment classification (Pang and Lee, 2004), 50,000 reviews we gathered from IMDB,
and the sentence subjectivity dataset also released by (Pang and Lee, 2004). All tasks are balanced two-class problems.

from word vectors.

4.3.1 Pang and Lee Movie Review Dataset

The polarity dataset version 2.0 introduced by Pang
and Lee (2004)1 consists of 2,000 movie reviews,
where each is associated with a binary sentiment po-
larity label. We report 10-fold cross validation re-
sults using the authors’ published folds to make our
results comparable with others in the literature. We
use a linear support vector machine (SVM) classifier
trained with LIBLINEAR (Fan et al., 2008), and set
the SVM regularization parameter to the same value
used by Pang and Lee (2004).

Table 2 shows the classification performance of
our method, other VSMs we implemented, and pre-
viously reported results from the literature. Bag of
words vectors are denoted by their weighting nota-
tion. Features from word vector learner are denoted
by the learner name. As a control, we trained ver-
sions of our model with only the unsupervised se-
mantic component, and the full model (semantic and
sentiment). We also include results for a version of
our full model trained with 50,000 additional unla-
beled examples. Finally, to test whether our mod-
els’ representations complement a standard bag of
words, we evaluate performance of the two feature
representations concatenated.
1http://www.cs.cornell.edu/people/pabo/movie-review-data

Our method’s features clearly outperform those of
other VSMs, and perform best when combined with
the original bag of words representation. The vari-
ant of our model trained with additional unlabeled
data performed best, suggesting the model can effec-
tively utilize large amounts of unlabeled data along
with labeled examples. Our method performs com-
petitively with previously reported results in spite of
our restriction to a vocabulary of only 5,000 words.

We extracted the movie title associated with each
review and found that 1,299 of the 2,000 reviews in
the dataset have at least one other review of the same
movie in the dataset. Of 406 movies with multiple
reviews, 249 have the same polarity label for all of
their reviews. Overall, these facts suggest that, rela-
tive to the size of the dataset, there are highly corre-
lated examples with correlated labels. This is a nat-
ural and expected property of this kind of document
collection, but it can have a substantial impact on
performance in datasets of this scale. In the random
folds distributed by the authors, approximately 50%
of reviews in each validation fold’s test set have a
review of the same movie with the same label in the
training set. Because the dataset is small, a learner
may perform well by memorizing the association be-
tween label and words unique to a particular movie
(e.g., character names or plot terms).

We introduce a substantially larger dataset, which148



uses disjoint sets of movies for training and testing.
These steps minimize the ability of a learner to rely
on idiosyncratic word–class associations, thereby
focusing attention on genuine sentiment features.

4.3.2 IMDB Review Dataset

We constructed a collection of 50,000 reviews from
IMDB, allowing no more than 30 reviews per movie.
The constructed dataset contains an even number of
positive and negative reviews, so randomly guessing
yields 50% accuracy. Following previous work on
polarity classification, we consider only highly po-
larized reviews. A negative review has a score≤ 4
out of 10, and a positive review has a score≥ 7
out of 10. Neutral reviews are not included in the
dataset. In the interest of providing a benchmark for
future work in this area, we release this dataset to
the public.2

We evenly divided the dataset into training and
test sets. The training set is the same 25,000 la-
beled reviews used to induce word vectors with our
model. We evaluate classifier performance after
cross-validating classifier parameters on the training
set, again using a linear SVM in all cases. Table 2
shows classification performance on our subset of
IMDB reviews. Our model showed superior per-
formance to other approaches, and performed best
when concatenated with bag of words representa-
tion. Again the variant of our model which utilized
extra unlabeled data during training performed best.

Differences in accuracy are small, but, because
our test set contains 25,000 examples, the variance
of the performance estimate is quite low. For ex-
ample, an accuracy increase of 0.1% corresponds to
correctly classifying an additional 25 reviews.

4.4 Subjectivity Detection

As a second evaluation task, we performed sentence-
level subjectivity classification. In this task, a clas-
sifier is trained to decide whether a given sentence is
subjective, expressing the writer’s opinions, or ob-
jective, expressing purely facts. We used the dataset
of Pang and Lee (2004), which contains subjective
sentences from movie review summaries and objec-
tive sentences from movie plot summaries. This task

2Dataset and further details are available online at:
http://www.andrew-maas.net/data/sentiment

is substantially different from the review classifica-
tion task because it uses sentences as opposed to en-
tire documents and the target concept is subjectivity
instead of opinion polarity. We randomly split the
10,000 examples into 10 folds and report 10-fold
cross validation accuracy using the SVM training
protocol of Pang and Lee (2004).

Table 2 shows classification accuracies from the
sentence subjectivity experiment. Our model again
provided superior features when compared against
other VSMs. Improvement over the bag-of-words
baseline is obtained by concatenating the two feature
vectors.

5 Discussion

We presented a vector space model that learns word
representations captuing semantic and sentiment in-
formation. The model’s probabilistic foundation
gives a theoretically justified technique for word
vector induction as an alternative to the overwhelm-
ing number of matrix factorization-based techniques
commonly used. Our model is parametrized as a
log-bilinear model following recent success in us-
ing similar techniques for language models (Bengio
et al., 2003; Collobert and Weston, 2008; Mnih and
Hinton, 2007), and it is related to probabilistic latent
topic models (Blei et al., 2003; Steyvers and Grif-
fiths, 2006). We parametrize the topical component
of our model in a manner that aims to capture word
representations instead of latent topics. In our ex-
periments, our method performed better than LDA,
which models latent topics directly.

We extended the unsupervised model to incor-
porate sentiment information and showed how this
extended model can leverage the abundance of
sentiment-labeled texts available online to yield
word representations that capture both sentiment
and semantic relations. We demonstrated the util-
ity of such representations on two tasks of senti-
ment classification, using existing datasets as well
as a larger one that we release for future research.
These tasks involve relatively simple sentiment in-
formation, but the model is highly flexible in this
regard; it can be used to characterize a wide variety
of annotations, and thus is broadly applicable in the
growing areas of sentiment analysis and retrieval.149
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Abstract 

Sentiment analysis on Twitter data has attract-

ed much attention recently. In this paper, we 

focus on target-dependent Twitter sentiment 

classification; namely, given a query, we clas-

sify the sentiments of the tweets as positive, 

negative or neutral according to whether they 

contain positive, negative or neutral senti-

ments about that query. Here the query serves 

as the target of the sentiments. The state-of-

the-art approaches for solving this problem 

always adopt the target-independent strategy, 

which may assign irrelevant sentiments to the 

given target. Moreover, the state-of-the-art 

approaches only take the tweet to be classified 

into consideration when classifying the senti-

ment; they ignore its context (i.e., related 

tweets). However, because tweets are usually 

short and more ambiguous, sometimes it is not 

enough to consider only the current tweet for 

sentiment classification. In this paper, we pro-

pose to improve target-dependent Twitter sen-

timent classification by 1) incorporating 

target-dependent features; and 2) taking relat-

ed tweets into consideration. According to the 

experimental results, our approach greatly im-

proves the performance of target-dependent 

sentiment classification. 

1 Introduction 

Twitter, as a micro-blogging system, allows users 

to publish tweets of up to 140 characters in length 

to tell others what they are doing, what they are 

thinking, or what is happening around them. Over 

the past few years, Twitter has become very popu-

lar. According to the latest Twitter entry in Wik-

ipedia, the number of Twitter users has climbed to 

190 million and the number of tweets published on 

Twitter every day is over 65 million
1
.  

As a result of the rapidly increasing number of 

tweets, mining people’s sentiments expressed in 

tweets has attracted more and more attention. In 

fact, there are already many web sites built on the 

Internet providing a Twitter sentiment search ser-

vice, such as Tweetfeel
2
, Twendz

3
, and Twitter 

Sentiment
4
. In those web sites, the user can input a 

sentiment target as a query, and search for tweets 

containing positive or negative sentiments towards 

the target. The problem needing to be addressed 

can be formally named as Target-dependent Sen-

timent Classification of Tweets; namely, given a 

query, classifying the sentiments of the tweets as 

positive, negative or neutral according to whether 

they contain positive, negative or neutral senti-

ments about that query. Here the query serves as 

the target of the sentiments. 

The state-of-the-art approaches for solving this 

problem, such as (Go et al., 2009
5
; Barbosa and 

Feng, 2010), basically follow (Pang et al., 2002), 

who utilize machine learning based classifiers for 

the sentiment classification of texts. However, their 

classifiers actually work in a target-independent 

way: all the features used in the classifiers are in-

dependent of the target, so the sentiment is decided 

no matter what the target is. Since (Pang et al., 

2002) (or later research on sentiment classification 

                                                           
1 http://en.wikipedia.org/wiki/Twitter 
2 http://www.tweetfeel.com/ 
3 http://twendz.waggeneredstrom.com/ 
4 http://twittersentiment.appspot.com/ 
5 The algorithm used in Twitter Sentiment 
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of product reviews) aim to classify the polarities of 

movie (or product) reviews and each movie (or 

product) review is assumed to express sentiments 

only about the target movie (or product), it is rea-

sonable for them to adopt the target-independent 

approach. However, for target-dependent sentiment 

classification of tweets, it is not suitable to exactly 

adopt that approach. Because people may mention 

multiple targets in one tweet or comment on a tar-

get in a tweet while saying many other unrelated 

things in the same tweet, target-independent ap-

proaches are likely to yield unsatisfactory results:  

1. Tweets that do not express any sentiments 

to the given target but express sentiments 

to other things will be considered as being 

opinionated about the target. For example, 

the following tweet expresses no sentiment 

to Bill Gates but is very likely to be classi-

fied as positive about Bill Gates by target-

independent approaches. 

"People everywhere love Windows & vista. 

Bill Gates" 

2. The polarities of some tweets towards the 

given target are misclassified because of 

the interference from sentiments towards 

other targets in the tweets. For example, 

the following tweet expresses a positive 

sentiment to Windows 7 and a negative 

sentiment to Vista. However, with target-

independent sentiment classification, both 

of the targets would get positive polarity. 

“Windows 7 is much better than Vista!” 

In fact, it is easy to find many such cases by 

looking at the output of Twitter Sentiment or other 

Twitter sentiment analysis web sites. Based on our 

manual evaluation of Twitter Sentiment output, 

about 40% of errors are because of this (see Sec-

tion 6.1 for more details).  

In addition, tweets are usually shorter and more 

ambiguous than other sentiment data commonly 

used for sentiment analysis, such as reviews and 

blogs. Consequently, it is more difficult to classify 

the sentiment of a tweet only based on its content. 

For instance, for the following tweet, which con-

tains only three words, it is difficult for any exist-

ing approaches to classify its sentiment correctly. 

“First game: Lakers!” 

However, relations between individual tweets 

are more common than those in other sentiment 

data. We can easily find many related tweets of a 

given tweet, such as the tweets published by the 

same person, the tweets replying to or replied by 

the given tweet, and retweets of the given tweet. 

These related tweets provide rich information 

about what the given tweet expresses and should 

definitely be taken into consideration for classify-

ing the sentiment of the given tweet. 

In this paper, we propose to improve target-

dependent sentiment classification of tweets by 

using both target-dependent and context-aware 

approaches. Specifically, the target-dependent ap-

proach refers to incorporating syntactic features 

generated using words syntactically connected 

with the given target in the tweet to decide whether 

or not the sentiment is about the given target. For 

instance, in the second example, using syntactic 

parsing, we know that “Windows 7” is connected 

to “better” by a copula, while “Vista” is connected 

to “better” by a preposition. By learning from 

training data, we can probably predict that “Win-

dows 7” should get a positive sentiment and 

“Vista” should get a negative sentiment.  

In addition, we also propose to incorporate the 

contexts of tweets into classification, which we call 

a context-aware approach. By considering the sen-

timent labels of the related tweets, we can further 

boost the performance of the sentiment classifica-

tion, especially for very short and ambiguous 

tweets. For example, in the third example we men-

tioned above, if we find that the previous and fol-

lowing tweets published by the same person are 

both positive about the Lakers, we can confidently 

classify this tweet as positive. 

The remainder of this paper is structured as fol-

lows. In Section 2, we briefly summarize related 

work. Section 3 gives an overview of our approach. 

We explain the target-dependent and context-

aware approaches in detail in Sections 4 and 5 re-

spectively. Experimental results are reported in 

Section 6 and Section 7 concludes our work. 

2 Related Work  

In recent years, sentiment analysis (SA) has be-

come a hot topic in the NLP research community. 

A lot of papers have been published on this topic. 
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2.1 Target-independent SA 

Specifically, Turney (2002) proposes an unsuper-

vised method for classifying product or movie re-

views as positive or negative. In this method, 

sentimental phrases are first selected from the re-

views according to predefined part-of-speech pat-

terns. Then the semantic orientation score of each 

phrase is calculated according to the mutual infor-

mation values between the phrase and two prede-

fined seed words. Finally, a review is classified 

based on the average semantic orientation of the 

sentimental phrases in the review. 

In contrast, (Pang et al., 2002) treat the senti-

ment classification of movie reviews simply as a 

special case of a topic-based text categorization 

problem and investigate three classification algo-

rithms: Naive Bayes, Maximum Entropy, and Sup-

port Vector Machines. According to the 

experimental results, machine learning based clas-

sifiers outperform the unsupervised approach, 

where the best performance is achieved by the 

SVM classifier with unigram presences as features. 

2.2 Target-dependent SA 

Besides the above mentioned work for target-

independent sentiment classification, there are also 

several approaches proposed for target-dependent 

classification, such as (Nasukawa and Yi, 2003; 

Hu and Liu, 2004; Ding and Liu, 2007). (Nasuka-

wa and Yi, 2003) adopt a rule based approach, 

where rules are created by humans for adjectives, 

verbs, nouns, and so on. Given a sentiment target 

and its context, part-of-speech tagging and de-

pendency parsing are first performed on the con-

text. Then predefined rules are matched in the 

context to determine the sentiment about the target. 

In (Hu and Liu, 2004), opinions are extracted from 

product reviews, where the features of the product 

are considered opinion targets. The sentiment 

about each target in each sentence of the review is 

determined based on the dominant orientation of 

the opinion words appearing in the sentence. 

As mentioned in Section 1, target-dependent 

sentiment classification of review sentences is 

quite different from that of tweets. In reviews, if 

any sentiment is expressed in a sentence containing 

a feature, it is very likely that the sentiment is 

about the feature. However, the assumption does 

not hold in tweets. 

2.3 SA of Tweets 

As Twitter becomes more popular, sentiment anal-

ysis on Twitter data becomes more attractive. (Go 

et al., 2009; Parikh and Movassate, 2009; Barbosa 

and Feng, 2010; Davidiv et al., 2010) all follow the 

machine learning based approach for sentiment 

classification of tweets. Specifically, (Davidiv et 

al., 2010) propose to classify tweets into multiple 

sentiment types using hashtags and smileys as la-

bels. In their approach, a supervised KNN-like 

classifier is used. In contrast, (Barbosa and Feng, 

2010) propose a two-step approach to classify the 

sentiments of tweets using SVM classifiers with 

abstract features. The training data is collected 

from the outputs of three existing Twitter senti-

ment classification web sites. As mentioned above, 

these approaches work in a target-independent way, 

and so need to be adapted for target-dependent sen-

timent classification. 

3 Approach Overview  

The problem we address in this paper is target-

dependent sentiment classification of tweets. So 

the input of our task is a collection of tweets con-

taining the target and the output is labels assigned 

to each of the tweets. Inspired by (Barbosa and 

Feng, 2010; Pang and Lee, 2004), we design a 

three-step approach in this paper:  

1. Subjectivity classification as the first step 

to decide if the tweet is subjective or neu-

tral about the target;  

2. Polarity classification as the second step to 

decide if the tweet is positive or negative 

about the target if it is classified as subjec-

tive in Step 1;  

3. Graph-based optimization as the third step 

to further boost the performance by taking 

the related tweets into consideration.  

In each of the first two steps, a binary SVM 

classifier is built to perform the classification. To 

train the classifiers, we use SVM-Light
6
 with a 

linear kernel; the default setting is adopted in all 

experiments. 

                                                           
6 http://svmlight.joachims.org/ 
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3.1 Preprocessing 

In our approach, rich feature representations are 

used to distinguish between sentiments expressed 

towards different targets. In order to generate such 

features, much NLP work has to be done before-

hand, such as tweet normalization, POS tagging, 

word stemming, and syntactic parsing.  

In our experiments, POS tagging is performed 

by the OpenNLP POS tagger
7
. Word stemming is 

performed by using a word stem mapping table 

consisting of about 20,000 entries. We also built a 

simple rule-based model for tweet normalization 

which can correct simple spelling errors and varia-

tions into normal form, such as “gooood” to 

“good” and “luve” to “love”. For syntactic parsing 

we use a Maximum Spanning Tree dependency 

parser (McDonald et al., 2005). 

3.2 Target-independent Features 

Previous work (Barbosa and Feng, 2010; Davidiv 

et al., 2010) has discovered many effective features 

for sentiment analysis of tweets, such as emoticons, 

punctuation, prior subjectivity and polarity of a 

word. In our classifiers, most of these features are 

also used. Since these features are all generated 

without considering the target, we call them target-

independent features. In both the subjectivity clas-

sifier and polarity classifier, the same target-

independent feature set is used. Specifically, we 

use two kinds of target-independent features: 

1. Content features, including words, punctu-

ation, emoticons, and hashtags (hashtags 

are provided by the author to indicate the 

topic of the tweet). 

2. Sentiment lexicon features, indicating how 

many positive or negative words are in-

cluded in the tweet according to a prede-

fined lexicon. In our experiments, we use 

the lexicon downloaded from General In-

quirer
8
. 

4 Target-dependent Sentiment Classifica-

tion  

Besides target-independent features, we also incor-

porate target-dependent features in both the subjec-

                                                           
7 http://opennlp.sourceforge.net/projects.html 
8 http://www.wjh.harvard.edu/~inquirer/ 

tivity classifier and polarity classifier. We will ex-

plain them in detail below. 

4.1 Extended Targets 

It is quite common that people express their senti-

ments about a target by commenting not on the 

target itself but on some related things of the target. 

For example, one may express a sentiment about a 

company by commenting on its products or tech-

nologies. To express a sentiment about a product, 

one may choose to comment on the features or 

functionalities of the product. It is assumed that 

readers or audiences can clearly infer the sentiment 

about the target based on those sentiments about 

the related things. As shown in the tweet below, 

the author expresses a positive sentiment about 

“Microsoft” by expressing a positive sentiment 

directly about “Microsoft technologies”. 

“I am passionate about Microsoft technologies 

especially Silverlight.” 

In this paper, we define those aforementioned 

related things as Extended Targets. Tweets ex-

pressing positive or negative sentiments towards 

the extended targets are also regarded as positive 

or negative about the target. Therefore, for target-

dependent sentiment classification of tweets, the 

first thing is identifying all extended targets in the 

input tweet collection.  

In this paper, we first regard all noun phrases, 

including the target, as extended targets for sim-

plicity. However, it would be interesting to know 

under what circumstances the sentiment towards 

the target is truly consistent with that towards its 

extended targets. For example, a sentiment about 

someone’s behavior usually means a sentiment 

about the person, while a sentiment about some-

one’s colleague usually has nothing to do with the 

person. This could be a future work direction for 

target-dependent sentiment classification. 

In addition to the noun phrases including the 

target, we further expand the extended target set 

with the following three methods:  

1. Adding mentions co-referring to the target 

as new extended targets. It is common that 

people use definite or demonstrative noun 

phrases or pronouns referring to the target 

in a tweet and express sentiments directly 

on them. For instance, in “Oh, Jon Stewart. 

How I love you so.”, the author expresses 
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a positive sentiment to “you” which actual-

ly refers to “Jon Stewart”. By using a sim-

ple co-reference resolution tool adapted 

from (Soon et al., 2001), we add all the 

mentions referring to the target into the ex-

tended target set. 

2. Identifying the top K nouns and noun 

phrases which have the strongest associa-

tion with the target. Here, we use 

Pointwise Mutual Information (PMI) to 

measure the association. 

)()(
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log),(

tpwp

twp
twPMI   

Where p(w,t), p(w), and p(t) are probabili-

ties of w and t co-occurring, w appearing, 

and t appearing in a tweet respectively. In 

the experiments, we estimate them on a 

tweet corpus containing 20 million tweets. 

We set K = 20 in the experiments based on 

empirical observations. 

3. Extracting head nouns of all extended tar-

gets, whose PMI values with the target are 

above some predefined threshold, as new 

extended targets. For instance, suppose we 

have found “Microsoft Technologies” as 

the extended target, we will further add 

“technologies” into the extended target set 

if the PMI value for “technologies” and 

“Microsoft” is above the threshold. Simi-

larly, we can find “price” as the extended 

targets for “iPhone” from “the price of 

iPhone” and “LoveGame” for “Lady Ga-

ga” from “LoveGame by Lady Gaga”. 

4.2 Target-dependent Features 

Target-dependent sentiment classification needs to 

distinguish the expressions describing the target 

from other expressions. In this paper, we rely on 

the syntactic parse tree to satisfy this need. Specif-

ically, for any word stem wi in a tweet which has 

one of the following relations with the given target 

T or any from the extended target set, we generate 

corresponding target-dependent features with the 

following rules:  

 wi is a transitive verb and T (or any of the 

extended target) is its object; we generate a 

feature wi _arg2. “arg” is short for “argu-

ment”. For example, for the target iPhone 

in “I love iPhone”, we generate 

“love_arg2” as a feature. 

 wi is a transitive verb and T (or any of the 

extended target) is its subject; we generate 

a feature wi_arg1 similar to Rule 1. 

 wi is a intransitive verb and T (or any of the 

extended target) is its subject; we generate 

a feature wi_it_arg1. 

  wi is an adjective or noun and T (or any of 

the extended target) is its head; we gener-

ate a feature wi_arg1. 

  wi is an adjective or noun and it (or its 

head) is connected by a copula with T (or 

any of the extended target); we generate a 

feature wi_cp_arg1. 

 wi is an adjective or intransitive verb ap-

pearing alone as a sentence and T (or any 

of the extended target) appears in the pre-

vious sentence; we generate a feature 

wi_arg. For example, in “John did that. 

Great!”, “Great” appears alone as a sen-

tence, so we generate “great_arg” for the 

target “John”. 

 wi is an adverb, and the verb it modifies 

has T (or any of the extended target) as its 

subject; we generate a feature arg1_v_wi. 

For example, for the target iPhone in the 

tweet “iPhone works better with the Cell-

Band”, we will generate the feature 

“arg1_v_well”. 

Moreover, if any word included in the generated 

target-dependent features is modified by a nega-

tion
9
, then we will add a prefix “neg-” to it in the 

generated features. For example, for the target iPh-

one in the tweet “iPhone does not work better with 

the CellBand”, we will generate the features 

“arg1_v_neg-well” and “neg-work_it_arg1”. 

To overcome the sparsity of target-dependent 

features mentioned above, we design a special bi-

nary feature indicating whether or not the tweet 

contains at least one of the above target-dependent 

features. Target-dependent features are binary fea-

tures, each of which corresponds to the presence of 

the feature in the tweet. If the feature is present, the 

entry will be 1; otherwise it will be 0. 

                                                           
9 Seven negations are used in the experiments: not, no, never, 

n’t, neither, seldom, hardly. 
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5 Graph-based Sentiment Optimization  

As we mentioned in Section 1, since tweets are 

usually shorter and more ambiguous, it would be 

useful to take their contexts into consideration 

when classifying the sentiments. In this paper, we 

regard the following three kinds of related tweets 

as context for a tweet. 

1. Retweets. Retweeting in Twitter is essen-

tially the forwarding of a previous message. 

People usually do not change the content 

of the original tweet when retweeting. So 

retweets usually have the same sentiment 

as the original tweets.  

2. Tweets containing the target and published 

by the same person. Intuitively, the tweets 

published by the same person within a 

short timeframe should have a consistent 

sentiment about the same target.  

3. Tweets replying to or replied by the tweet 

to be classified.  

Based on these three kinds of relations, we can 

construct a graph using the input tweet collection 

of a given target. As illustrated in Figure 1, each 

circle in the graph indicates a tweet. The three 

kinds of edges indicate being published by the 

same person (solid line), retweeting (dash line), 

and replying relations (round dotted line) respec-

tively. 

 

 
 

Figure 1. An example graph of tweets about a target 

 

If we consider that the sentiment of a tweet only 

depends on its content and immediate neighbors, 

we can leverage a graph-based method for senti-

ment classification of tweets. Specifically, the 

probability of a tweet belonging to a specific sen-

timent class can be computed with the following 

formula: 


)(

))(())(|()|(),|(
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Where c is the sentiment label of a tweet which 

belongs to {positive, negative, neutral}, G is the 

tweet graph, N(d) is a specific assignment of sen-

timent labels to all immediate neighbors of the 

tweet, and τ is the content of the tweet. 

We can convert the output scores of a tweet by 

the subjectivity and polarity classifiers into proba-

bilistic form and use them to approximate p(c| τ). 

Then a relaxation labeling algorithm described in 

(Angelova and Weikum, 2006) can be used on the 

graph to iteratively estimate p(c|τ,G) for all tweets. 

After the iteration ends, for any tweet in the graph, 

the sentiment label that has the maximum p(c| τ,G) 

is considered the final label. 

6 Experiments  

Because there is no annotated tweet corpus public-

ly available for evaluation of target-dependent 

Twitter sentiment classification, we have to create 

our own. Since people are most interested in sen-

timents towards celebrities, companies and prod-

ucts, we selected 5 popular queries of these kinds: 

{Obama, Google, iPad, Lakers, Lady Gaga}. For 

each of those queries, we downloaded 400 English 

tweets
10

 containing the query using the Twitter API.  

We manually classify each tweet as positive, 

negative or neutral towards the query with which it 

is downloaded. After removing duplicate tweets, 

we finally obtain 459 positive, 268 negative and 

1,212 neutral tweets. 

Among the tweets, 100 are labeled by two hu-

man annotators for inter-annotator study. The re-

sults show that for 86% of them, both annotators 

gave identical labels. Among the 14 tweets which 

the two annotators disagree on, only 1 case is a 

positive-negative disagreement (one annotator con-

siders it positive while the other negative), and the 

other 13 are all neutral-subjective disagreement. 

This probably indicates that it is harder for humans 

to decide if a tweet is neutral or subjective than to 

decide if it is positive or negative. 

                                                           
10 In this paper, we use sentiment classification of English 

tweets as a case study; however, our approach is applicable to 

other languages as well. 
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6.1 Error Analysis of Twitter Sentiment Out-

put 

We first analyze the output of Twitter Sentiment 

(TS) using the five test queries. For each query, we 

randomly select 20 tweets labeled as positive or 

negative by TS. We also manually classify each 

tweet as positive, negative or neutral about the cor-

responding query. Then, we analyze those tweets 

that get different labels from TS and humans. Fi-

nally we find two major types of error: 1) Tweets 

which are totally neutral (for any target) are classi-

fied as subjective by TS; 2) sentiments in some 

tweets are classified correctly but the sentiments 

are not truly about the query. The two types take 

up about 35% and 40% of the total errors, respec-

tively.  

The second type is actually what we want to re-

solve in this paper. After further checking those 

tweets of the second type, we found that most of 

them are actually neutral for the target, which 

means that the dominant error in Twitter Sentiment 

is classifying neutral tweets as subjective. Below 

are several examples of the second type where the 

bolded words are the targets. 

 “No debate needed, heat can't beat lakers or 

celtics” (negative by TS but positive by human) 

“why am i getting spams from weird people ask-

ing me if i want to chat with lady gaga” (positive 

by TS but neutral by human) 

“Bringing iPhone and iPad apps into cars? 

http://www.speakwithme.com/ will be out soon and 

alpha is awesome in my car.” (positive by TS but 

neutral by human) 

“Here's a great article about Monte Veronese 

cheese. It's in Italian so just put the url into Google 

translate and enjoy http://ow.ly/3oQ77” (positive 

by TS but neutral by human) 

6.2 Evaluation of Subjectivity Classification 

We conduct several experiments to evaluate sub-

jectivity classifiers using different features. In the 

experiments, we consider the positive and negative 

tweets annotated by humans as subjective tweets 

(i.e., positive instances in the SVM classifiers), 

which amount to 727 tweets. Following (Pang et 

al., 2002), we balance the evaluation data set by 

randomly selecting 727 tweets from all neutral 

tweets annotated by humans and consider them as 

objective tweets (i.e., negative instances in the 

classifiers). We perform 10-fold cross-validations 

on the selected data. Following (Go et al., 2009; 

Pang et al., 2002), we use accuracy as a metric in 

our experiments. The results are listed below. 

 

Features Accuracy (%) 

Content features 61.1 

+ Sentiment lexicon features 63.8 

+ Target-dependent features 68.2 

Re-implementation of (Bar-

bosa and Feng, 2010) 

60.3 

 

Table 1. Evaluation of subjectivity classifiers. 

 

As shown in Table 1, the classifier using only 

the content features achieves an accuracy of 61.1%. 

Adding sentiment lexicon features improves the 

accuracy to 63.8%. Finally, the best performance 

(68.2%) is achieved by combining target-

dependent features and other features (t-test: p < 

0.005). This clearly shows that target-dependent 

features do help remove many sentiments not truly 

about the target. We also re-implemented the 

method proposed in (Barbosa and Feng, 2010) for 

comparison. From Table 1, we can see that all our 

systems perform better than (Barbosa and Feng, 

2010) on our data set. One possible reason is that 

(Barbosa and Feng, 2010) use only abstract fea-

tures while our systems use more lexical features. 

To further evaluate the contribution of target ex-

tension, we compare the system using the exact 

target and all extended targets with that using only 

the exact target. We also eliminate the extended 

targets generated by each of the three target exten-

sion methods and reevaluate the performances. 

 

Target Accuracy (%) 

Exact target 65.6 

+ all extended targets 68.2 

- co-references 68.0 

- targets found by PMI 67.8 

- head nouns 67.3 
 

Table 2. Evaluation of target extension methods. 

 

As shown in Table 2, without extended targets, 

the accuracy is 65.6%, which is still higher than 

those using only target-independent features. After 

adding all extended targets, the accuracy is im-

proved significantly to 68.2% (p < 0.005), which 

suggests that target extension does help find indi-
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rectly expressed sentiments about the target. In 

addition, all of the three methods contribute to the 

overall improvement, with the head noun method 

contributing most. However, the other two meth-

ods do not contribute significantly.  

6.3 Evaluation of Polarity Classification  

Similarly, we conduct several experiments on posi-

tive and negative tweets to compare the polarity 

classifiers with different features, where we use 

268 negative and 268 randomly selected positive 

tweets. The results are listed below. 
 

Features Accuracy (%) 

Content features 78.8 

+ Sentiment lexicon features 84.2 

+ Target-dependent features 85.6 

Re-implementation of (Bar-

bosa and Feng, 2010) 

83.9 

 

Table 3. Evaluation of polarity classifiers. 

 

From Table 3, we can see that the classifier us-

ing only the content features achieves the worst 

accuracy (78.8%). Sentiment lexicon features are 

shown to be very helpful for improving the per-

formance. Similarly, we re-implemented the meth-

od proposed by (Barbosa and Feng, 2010) in this 

experiment. The results show that our system using 

both content features and sentiment lexicon fea-

tures performs slightly better than (Barbosa and 

Feng, 2010). The reason may be same as that we 

explained above. 

Again, the classifier using all features achieves 

the best performance. Both the classifiers with all 

features and with the combination of content and 

sentiment lexicon features are significantly better 

than that with only the content features (p < 0.01). 

However, the classifier with all features does not 

significantly outperform that using the combina-

tion of content and sentiment lexicon features. We 

also note that the improvement by target-dependent 

features here is not as large as that in subjectivity 

classification. Both of these indicate that target-

dependent features are more useful for improving 

subjectivity classification than for polarity classifi-

cation. This is consistent with our observation in 

Subsection 6.2 that most errors caused by incorrect 

target association are made in subjectivity classifi-

cation. We also note that all numbers in Table 3 

are much bigger than those in Table 1, which sug-

gests that subjectivity classification of tweets is 

more difficult than polarity classification. 

Similarly, we evaluated the contribution of tar-

get extension for polarity classification. According 

to the results, adding all extended targets improves 

the accuracy by about 1 point. However, the con-

tributions from the three individual methods are 

not statistically significant. 

6.4 Evaluation of Graph-based Optimization  

As seen in Figure 1, there are several tweets which 

are not connected with any other tweets. For these 

tweets, our graph-based optimization approach will 

have no effect. The following table shows the per-

centages of the tweets in our evaluation data set 

which have at least one related tweet according to 

various relation types.  

 

Relation type Percentage 

Published by the same person
11

 41.6 

Retweet 23.0 

Reply 21.0 

All 66.2 
 

Table 4. Percentages of tweets having at least one relat-

ed tweet according to various relation types. 

 

According to Table 4, for 66.2% of the tweets 

concerning the test queries, we can find at least one 

related tweet. That means our context-aware ap-

proach is potentially useful for most of the tweets. 

To evaluate the effectiveness of our context-

aware approach, we compared the systems with 

and without considering the context.  

 

System Accuracy 
F1-score (%) 

pos neu neg 

Target-dependent 

sentiment classifier 
66.0 57.5 70.1 66.1 

+Graph-based op-

timization 
68.3 63.5 71.0 68.5 

 

Table 5. Effectiveness of the context-aware approach. 

 

As shown in Table 5, the overall accuracy of the 

target-dependent classifiers over three classes is 

66.0%. The graph-based optimization improves the 

performance by over 2 points (p < 0.005), which 

clearly shows that the context information is very 

                                                           
11 We limit the time frame from one week before to one week 

after the post time of the current tweet. 
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useful for classifying the sentiments of tweets. 

From the detailed improvement for each sentiment 

class, we find that the context-aware approach is 

especially helpful for positive and negative classes. 

 

Relation type Accuracy (%) 

Published by the same person 67.8 

Retweet 66.0 

Reply 67.0 
 

Table 6. Contribution comparison between relations. 

 

We further compared the three types of relations 

for context-aware sentiment classification; the re-

sults are reported in Table 6. Clearly, being pub-

lished by the same person is the most useful 

relation for sentiment classification, which is con-

sistent with the percentage distribution of the 

tweets over relation types; using retweet only does 

not help. One possible reason for this is that the 

retweets and their original tweets are nearly the 

same, so it is very likely that they have already got 

the same labels in previous classifications. 

7 Conclusions and Future Work 

Twitter sentiment analysis has attracted much at-

tention recently. In this paper, we address target-

dependent sentiment classification of tweets. Dif-

ferent from previous work using target-

independent classification, we propose to incorpo-

rate syntactic features to distinguish texts used for 

expressing sentiments towards different targets in a 

tweet. According to the experimental results, the 

classifiers incorporating target-dependent features 

significantly outperform the previous target-

independent classifiers.  

In addition, different from previous work using 

only information on the current tweet for sentiment 

classification, we propose to take the related tweets 

of the current tweet into consideration by utilizing 

graph-based optimization. According to the exper-

imental results, the graph-based optimization sig-

nificantly improves the performance. 

As mentioned in Section 4.1, in future we would 

like to explore the relations between a target and 

any of its extended targets. We are also interested 

in exploring relations between Twitter accounts for 

classifying the sentiments of the tweets published 

by them. 
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Abstract 

It has been widely recognized that one of the 

most difficult and intriguing problems in 

natural language processing (NLP) is how to 

cope with idiosyncratic multiword expressions. 

This paper presents an overview of the 

comprehensive dictionary (JDMWE) of 

Japanese multiword expressions. The JDMWE 

is characterized by a large notational, syntactic, 

and semantic diversity of contained expressions 

as well as a detailed description of their 

syntactic functions, structures, and flexibilities. 

The dictionary contains about 104,000 

expressions, potentially 750,000 expressions. 

This paper shows that the JDMWE’s validity 

can be supported by comparing the dictionary 

with a large-scale Japanese N-gram frequency 

dataset, namely the LDC2009T08, generated by 

Google Inc. (Kudo et al. 2009). 

1 Introduction 

Linguistically idiosyncratic multiword expressions 

occur in authentic sentences with an unexpectedly 

high frequency. Since (Sag et al. 2002), we have 

become aware that a proper solution of 

idiosyncratic multiword expressions (MWEs) is 

one of the most difficult and intriguing problems in 

NLP. In principle, the nature of the idiosyncrasy of 

MWEs is twofold: one is idiomaticity, i.e., non-

compositionality of meaning; the other is the 

strong probabilistic affinity between component 

words. Many attempts have been made to extract 

these expressions from corpora, mainly using 

automated methods that exploit statistical means. 

However, to our knowledge, no reliable, extensive 

solution has yet been made available, presumably 

because of the difficulty of extracting correctly 

without any human insight. Recognizing the 

crucial importance of such expressions, one of the 

authors of the current paper began in the 1970s to 

construct a Japanese electronic dictionary with 

comprehensive inclusion of idioms, idiom-like 

expressions, and probabilistically idiosyncratic 

expressions for general use. In this paper, we begin 

with an overview of the JDMWE (Japanese 

Dictionary of Multi-Word Expressions). It has 

approximately 104,000 dictionary entries and 

covers potentially at least 750,000 expressions. 

The most important features of the JDMWE are: 

1. A large notational, syntactic, and semantic 

diversity of contained expressions 

2. A detailed description of syntactic function and 

structure for each entry expression 

3. An indication of the syntactic flexibility of entry 

expressions (i.e., possibility of internal 

modification of constituent words) of entry 

expressions. 

In section 2, we outline the main features of the 

present study, first presenting a brief summary of 

significant previous work on this topic. In section 3, 

we propose and describe the criteria for selecting 

MWEs and introduce a number of classes of 

multiword expressions. In section 4, we outline the 

format and contents of the JDMWE, discussing the 

information on notational variants, syntactic 

functions, syntactic structures, and the syntactic 

flexibility of MWEs. In section 5, we describe and 

explain the contextual conditions stipulated in the 

JDMWE. In section 6, we illustrate some 

important statistical properties of the JDMWE by 

comparing the dictionary with a large-scale 

Japanese N-gram frequency dataset, the 

LDC2009T08, generated by Google Inc. (Kudo et 

al. 2009).  The paper ends with concluding remarks 

in section 7. 
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2 Related Work 

Gross (1986) analyzed French compound adverbs 

and compound verbs. According to his estimate, 

the lexical stock of such words in French would be 

respectively 3.3 and 1.7 times greater than that of 

single-word adverbs and single-word verbs. 

Jackendoff (1997) notes that an English speaker’s 

lexicon would contain as many MWEs as single 

words. Sag et al. (2002) pointed out that 41% of 

the entries of WordNet 1.7 (Fellbaum 1999) are 

multiword; and Uchiyama et al. (2003) reported 

that 44% of Japanese verbs are VV-type 

compounds. These and other similar observations 

underscore the great need for a well-designed, 

extensive MWE lexicon for practical natural 

language processing.  

In the past, attempts have been made to produce 

an MWE dictionary. Examples include the 

following: Gross (1986) reported on a dictionary of 

French verbal MWEs with description of 22 

syntactic structures; Kuiper et al. (2003) 

constructed a database of 13,000 English idioms 

tagged with syntactic structures; Villavicencio 

(2004) attempted to compile lexicons of English 

idioms and verb-particle constructions (VPCs) by 

augmenting existing single-word dictionaries with 

specific tables; Baptista et al. (2004) reported on a 

dictionary of 3,500 Portuguese verbal MWEs with 

ten syntactic structures; Fellbaum et al. (2006) 

reported corpus-based studies in developing 

German verb phrase idiom resources; and recently, 

Laporte et al. (2008) have reported on a dictionary 

of 6,800 French adverbial MWEs annotated with 

15 syntactic structures. 

Our JDMWE approach differs from these 

studies in that it can treat more comprehensive 

types of MWEs. Our system can handle almost all 

types of MWEs except compositional compounds, 

named entities, acronyms, blends, politeness 

expressions, and functional expressions; in contrast, 

the types of MWEs that most of the other studies 

can deal with are limited to verb-object idioms, 

VPCs, verbal MWEs, support-verb constructions 

(SVCs) and so forth.  

Many attempts have been made to extract 

MWEs automatically using statistical corpus-based 

methods. For example, Pantel et al. (2001) sought 

to extract Chinese compounds using mutual 

information and the log-likelihood measure. Fazly 

et al. (2006) attempted to extract English verb-

object type idioms by recognizing their structural 

fixedness in terms of mutual information and 

relative entropy. Bannard (2007) tried to extract 

English syntactically fixed verb-noun 

combinations using pointwise mutual information, 

and so on.  

In spite of these and many similar efforts, it is 

still difficult to adequately extract MWEs from 

corpora using a statistical approach, because 

regarding the types of multiword expressions, 

realistically speaking, the corpus-wide distribution 

can be far from exhaustive. Paradoxically, to 

compile an MWE lexicon we need a reliable 

standard MWE lexicon, as it is impossible to 

evaluate the automatic extraction by recall rate 

without such a reference. The conventional idiom 

dictionaries published for human readers have been 

occasionally used for the evaluation of automatic 

extraction methods in some past studies. However, 

no conventional Japanese dictionary of idioms 

would suffice for an MWE lexicon for the practical 

NLP because they lack entries related to the 

diverse MWE objects we frequently encounter in 

common textual materials, such as quasi-idioms, 

quasi-clichés, metaphoric fixed or partly fixed 

expressions. In addition, they provide no 

systematic information on the notational variants, 

syntactic functions, or syntactic structures of the 

entry expressions. The JDMWE is intended to 

circumvent these problems. 

In past Japanese MWE studies, Shudo et al. 

(1980) compiled a lexicon of 3,500 functional 

multiword expressions and used the lexicon for a 

morphological analysis of Japanese. Koyama et al. 

(1998) made a seven-point increase in the 

precision rate of kana-to-kanji conversion for a 

commercial Japanese word processor by using a 

prototype of the JDMWE with 65,000 MWEs. 

Baldwin et al. (2003) discussed the treatment of 

Japanese MWEs in the framework of Sag et al. 

(2002). Shudo et al. (2004) pointed out the 

importance of the auxiliary-verbal MWEs and their 

non-propositional meanings (i.e., modality in a 

generalized sense).  Hashimoto et al. (2009) 

studied a disambiguation method of semantically 

ambiguous idioms using 146 basic idioms. 

3 MWEs Selected for the JDMWE 

The human deliberate judgment is indispensable 

for the correct, extensive extraction of MWEs. In 
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view of this, we have manually extracted 

multiword expressions that have definite syntactic, 

semantic, or communicative functions and are 

linguistically idiosyncratic from a variety of 

publications, such as newspaper articles, journals, 

magazines, novels, and dictionaries. In principle, 

the idiosyncrasy of MWEs is twofold: first, the 

semantic non-compositionality (i.e., idiomaticity); 

second, the strong probabilistic affinity between 

component words. Here we have treated them 

differently.  

 

The number of words included in a MWE ranges 

from two to eighteen. The length distribution is 

shown in Figure 1. 
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Figure 1:  Length distribution of MWEs 

 

 

type example 

Idiom: Semantically 
Non-Compositional 

Expression 

赤-の-他人 aka-no-tanin  

(lit. red stranger) “complete stranger” 

Morphologically or 

Syntactically Non-
Compositional 

Expression, Cranberry-

Type Expression 

と-は-いえ to-ha-ie 

“however” 

SVC: Support-Verb 
Construction 

批判 -を-加える  hihan-wo-kuwaeru 

(lit. add criticism) “criticize” 
Compound Noun; 

Compound Verb; 
Compound Adjective; 

Compound Adjective-
Verb 

打ち-拉がれる uti-hisigareru 

(lit. be hit and smashed)  

“become depressed” 

Four-Character-Idiom 支離-滅裂 siri-meturetu “incoherence” 

Metaphorical 

Expression 
命-の-限り inoti-no-kagiri 

(lit. limit of life) “at the risk of life” 

Quasi-Idiom 
辞書-を-引く jisho-wo-hiku (lit. pull 

dictionary) “look up in a dictionary” 

 

Table 1: Non-Compositional Expressions 

 

3.1 Non-Compositional MWEs 

In our approach, we use non-substitutability 

criterion to define a word string as an MWE, the 

logic being that an MWE expression is usually 

fixed in its form and the substitution of one of its 

constituent words would yield a meaningless 

expression or an expression with a meaning that is 

completely different from that of the original 

MWE expression. Formally, a word string w1w2…

wi…wn (2≤n≤18) is an MWE if it has a definite 

syntactic, semantic, or communicative function of 

its own, and if w1w2 … wi’ … wn is either 

meaningless or has a meaning completely different 

from that of w1w2…wi…wn for some i, where wi’ 

is any synonym or synonymous phrase of wi. For 

example, 赤(w1)-の-他人 aka-no-tanin  (lit. “red 

stranger”) is selected because it has a definite 

nominal meaning of  “complete stranger” and  

neither 真紅(w1’)-の-他人 sinku-no-tanin nor レ

ッ ド (w1’)- の - 他 人 reddo-no-tanin means 

“complete stranger”. The evaluation of semantic 

relevance of MWEs was carried out by human 

judges entirely. It is just too difficult to judge the 

semantic relevance automatically and correctly. 

Table 1 shows a number of MWEs of this type.
1
 

3.2 Probabilistically Idiosyncratic MWEs 

An MWE must form a linguistic unit of its own. 

This and the following transition probability 

condition constitute another criterion that we adopt 

to define what an MWE is. Formally, a word string 

w1w2…wi…wn (2≤n≤18) is an MWE if it has a 

definite syntactic, semantic, or communicative 

function of its own, and if its forward or backward 

transition probability pf(wi+1|w1…wi) or pb(wi|wi+1

…wn), respectively is judged to be in the relatively 

high range for some i. With this definition, for 

example, 手-を-拱く te-wo-komaneku “fold arms” 

is selected as an MWE because it is a well-formed 

verb phrase and pb( 手 | を - 拱く ) is judged 

empirically to be very high. No general 

probabilistic threshold value can be fixed a priori 

because the value is expression-dependent. 

Although the probabilistic judgment was 

performed, for each expression in turn, on the basis 

of the developer’s empirical language model, the 

resulting dataset is consistent with this criterion on 

                                                           
1
 These classes are not necessarily disjoint. 
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the whole as shown in section 6.1. Table 2 lists 

some MWEs of this type.
2
 

 

type example 

Cliché, Stereotyped, 
Hackneyed, or  

Set Expression  

風前-の-灯 fuuzen-no-tomosibi 

(lit. light in front of the wind)  

“candle flickering in the wind” 

Proverb, Old-Saying 
急が-ば-回れ isoga-ba-maware 

(lit. make a detour when in a hurry)  
“more haste, less speed” 

Onomatopoeic or 

Mimetic Expression 
ノロノロ-と-歩く noronoro-to-aruku  

(lit. slouchingly walk) “walk slowly” 

Quasi-Cliché, 

Institutionalized 

Phrase 

肩-の-荷-を-下ろす kata-no-ni-wo-orosu 

(lit. lower lord from the shoulder)  

“take a big load off one’s mind” 

 

Table 2: Probabilistically Idiosyncratic Expressions 

 

With entries like these, an NLP system can use the 

JDMWE as a reliable reference while effectively 

disambiguating the structures in the syntactic 

analysis process. 

 

Of the MWEs in the JDMWE, approximately 

38% and 92% of them were judged to meet 

criterion 3.1 and criterion 3.2, respectively. These 

are illustrated in Figure 2. 

 

 
 

Figure 2: Approximate constituent ratio of non-

compositional MWEs and probabilistically bound 

MWEs 
 

 
 

Figure 3: Example JDMWE entry 

                                                           
2 These classes are not necessarily disjoint. 

4 Contents of the JDMWE 

The JDMWE has approximately 104,000 entries, 

one for each MWE, composed of six fields, namely, 

Field-H, -N, -F, -S, -Cf, and -Cb.  The dictionary 

entry form of an MWE is stated in Field-H in the 

form of a non-segmented hira-kana (phonetic 

character) string. An example is given in Figure 3. 

4.1 Notational Information (Field-N) 

Japanese has three notational options: hira-kana, 

kata-kana, and kanji. The two kanas are 

phonological syllabaries. Kanji are originally 

Chinese idiographic characters. As we have many 

kanji characters that are both homophonic and 

synonymous, sentences can contain kanji 

replaceable by others. In addition, the inflectional 

suffix of some verbs can be absent in some 

contexts. The JDMWE has flexible conventions to 

cope with these characteristics. It uses brackets to 

indicate an optional word (or a series of 

interchangeable words marked off by the slash “/”) 

in the Field-N description. Therefore, the entry 

whose Field-H (the first field) isきのいいやつ ki-

no-ii-yatu (lit. “a guy who has a good spirit”) 

“good-natured guy”, can have (き/気)-の-(い/良/

好/善)い-(やつ/奴/ヤツ) in its Field-N. The dash 

“-” is used as a word boundary indicator. This 

example can stand for twenty-four combinatorial 

variants, i.e., きのいいやつ,…, 気の良い奴,…,

気の善いヤツ. 

If fully expanded with this information, the 

JDMWE’s total number of MWEs can exceed 

750,000. 

4.2 Functional Information (Field-F) 

Linguistic functions of MWEs can be simply 

classified by means of codes, as shown in Tables 3 

and 4.  Field-F is filled with one of those codes 

which corresponds to a root node label in the 

syntactic tree representation of a MWE. 

 

code function size example 

Cdis 
Discourse- 

Connective 
1,000 

言い-換えれ-ば ii-kaere-ba 

(lit. if (I) paraphrase)  

“in other words” 

Adv Adverbial 6,000 
不思議-と fusigi-to 

“strangely enough”  

Pren 
Prenominal- 

Adjectival 
13,700 確-たる kaku-taru “definite” 
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Nom Nominal 12,000 
灰汁-の-強さ aku-no-tuyosa 

(lit. strong taste of lye) 
“strong harshness” 

Nd 
Nominal/ 

Dynamic 
4,700 

一目-惚れ hitome-bore  

“love at first sight” 

Nk 
Nominal/State- 

describing 
5,400 

二-枚-舌 ni-mai-jita  

“being double-tongued” 

Ver Verbal 49,000 
油-を-売る abura-wo-uru 

(lit. sell oil) “idle away” 

Adj Adjectival 4,600 

眼-に-入れ-ても-痛く-ない
me-ni-ire-temo-itaku-nai (lit. 

have no pain even if put into 
eyes) “an apple in ones eye” 

K 
Adjective- 

Verbal 
3,500 

経験-豊か keiken-yutaka 

“abundant in experience” 

Ono 
Onomatopoeic 

or Mimetic 

Expression 

1,300 
スラスラ-と surasura-to 

“smoothly”, “easily”, 

“fluently” 

  
Table 3: Syntactic Functions and Examples 

   

   

code function size  example 

_P 
Proverb, 

Old-Saying 
2,300 

百聞-は-一見-に-如か-ず 

hyakubun-ha-ikken-ni-sika-zu (lit. 

hearing about something a 

hundred times is not as good as 
seeing it once) “a picture is worth 

a thousand words” 

_Self 
Soliloquy, 
Monologue 

200 
困っ-た-なあ komat-ta-naa  

“Oh boy, we’re in trouble!” 

_Call Call, Yell 150 
済み-ませ-ん-が 
sumi-mase-n-ga “Excuse me.” 

_Grt Greeting 200 
いらっしゃい-ませ irasshai-mase 

“Welcome!” 

_Res Response 350 
どう-いたし-まし-て 
dou-itasi-masi-te  

“You’re welcome.” 

  

Table 4: Communicative Functions and Examples 

 

4.3 Structural Information (Field-S) 

4.3.1   Dependency Structure  

The dependency structure of an MWE is given in 

Field-S by a phrase marker bracketing the 

modifier-head pairs, using POS symbols for 

conceptual words.
3
 For example, an idiom 真っ赤-

な - 嘘  makka-na-uso (lit. “crimson lie”) 

“downright lie” is given a marker [[K00 na] N]. 

This description represents the structure shown in 

Figure 4, where K00 and N are POS symbols 

denoting an adjective-verb stem and a noun, 

respectively. 

                                                           
3 The intra-sentential dependency relation in Japanese is 

unilateral, i.e., the left modifier depends on the right head. 

The JDMWE contains 49,000 verbal entries, 

making this the largest functional class in the 

JDMWE. For these verbal entries, more than 90 

patterns are actually used as structural descriptors 

in Field-S. This fact can indicate the broadness of 

the structural spectrum of Japanese verbal MWEs. 

Some examples are shown in Table 5.  

 

 
 

Figure 4: Example of dependency structure given 

in Field-S 

  

  

example of structural 
pattern of verbal MWE 

example of MWE 

[[N wo] V30] 
異-を-唱える i-wo-tonaeru (lit. chant 

the difference) “raise an objection” 

[[N ga] V30] 
撚り-が-戻る yori-ga-modoru (lit. the 

twist comes undone) “get reconciled” 

[[N ni] V30] 
手-に-入れる te-ni-ireru 

(lit. put...into hands) “get”, “obtain” 

[[[[N no] N] ga] V30] 
化け-の-皮-が-剥げる bake-no-kawa-

ga-hageru (lit. peel off disguise) 

“expose the true colors” 

[[[[N no] N] ni] V30] 

玉-の-輿-に-乗る tama-no-kosi-ni-

noru 
(lit. ride on a palanquin for the nobility)  
“marry into wealth” 

[[N de][[N wo] V30]] 
顎-で-人-を-使う ago-de-hito-wo-tukau 

(lit. use person by a chin)  

“order a person around” 

[[N ni][[N ga] V30]] 
尻-に-火-が-付く siri-ni-higa-tuku (lit. 

buttocks catch fire) “get in great haste” 

[[V23 te] V30] 
切っ-て-落とす ki-te-otosu 

(lit. cut and drop) “cut off” 

[[V23 ba] V30] 
打て-ば-響く ute-ba-hibiku 

(lit. reverberate if hit) “respond quickly” 

[[[[N ni] V23] te] V30] 

束-に-なっ-て-掛かる  

taba-ni-nat-te-kakaru 

(lit. attack someone by becoming a 

bunch) “attack all at once” 

[Adv [[N ga] V30]] 

どっと-疲れ-が-出る  

dotto-tukare-ga-deru  

(lit. fatigue bursts out)  
“being suddenly overcome with fatigue” 

 

Table 5: Examples of structural types of verbal 

MWEs (N: noun, V23: verb (adverbial form), V30: 

verb (end form), Adv: adverb, wo, ga, ni, no, de, te, 

and ba: particle)  
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4.3.2   Coordinate Structure 

Approximately 2,500 MWEs in the JDMWE 

contain internal coordinate structures. This 

information is described in Field-S by bracketing 

with “<” and “>”, and the coordinated parts by “(” 

and “)”. The coordinative phrase specification 

usually requires that the conjuncts must be parallel 

with respect to the syntactic function of the 

constituents appearing in the bracketed description.  

For example, an expression 後-は-野-と-なれ-山-

と-なれ ato-ha-no-to-nare-yama-to-nare (lit. “the 

rest might become either a field or a mountain”) 

“what will be, will be”, has an internal coordinate 

structure. Thus, its Field-S is [[N ha]<([[N to] 

V60])([[N to] V60])>]. This description represents 

the structure shown in Figure 5, where V60 denotes 

an imperative form of the verb. 
  

  

 
 

Figure 5: Example of the coordinate structure 

shown by “<” and “>” in Field-S 

 

 

4.3.3   Non-phrasal Structure  

Approximately 250 MWEs in the JDMWE are 

syntactically ill-formed in the sense of context-free 

grammar but still form a syntactic unit on their 

own. For example, 揺り籠 -から -墓場 -まで
yurikago-kara-hakaba-made “from the cradle to 

the grave” is an adjunct of two postpositional 

phrases but is often used as a state-describing noun 

as in 揺り籠-から-墓場-まで-の-保証 yurikago-

kara-hakaba-made-no-hoshou (lit. security of from 

cradle to grave) “security from the cradle to the 

grave”. Thus Field-F and Field-S have a functional 

code Nk and a description [[N kara][[N made] $]], 

respectively. The symbol “$” denotes a null 

constituent occupying the position of the governor 

on which this MWE depends. This structure is 

shown in Figure 6. 

 
 

Figure 6: Example of a non-phrasal expression 

with a null constituent marked with “$” in Field-S 

 

The total number of structural types specified in 

Field-S is nearly 6,000. This indicates that 

Japanese MWEs present a wide structural variety. 

 

4.3.4   Internal Modifiability  

Some MWEs are not fixed-length word strings, but 

allow the occurrence of phrasal modifiers 

internally. In our system, this aspect is captured by 

prefixing a modifiable element of the structural 

description stated in the Field-S with an asterisk 

“*”. An adverbial MWE 上-に-述べ-た-様-に ue-

ni-nobe-ta-you-ni “as I explained above” is one 

such MWE and thus has a description [[[[[N ni] 

*V23] ta] N] ni] in Field-S, meaning that the third 

element V23 is a verb that can be modified 

internally by adverb phrases. Since the asterisk 

designates such optional phrasal modification, our 

system allows   a   derivative   expression   like   理

由  -を-上-に-詳しく-述べ-た-様-に riyuu-wo-

ue-ni-kuwasiku-nobe-ta-you-ni “as I explained in 

detail the reason above”, which contains two 

additional, internal modifiers. The structure is 

shown in Figure 7.
4
 

 

 
 

Figure 7: Example of internal modifiability marked 

by “*” in Field-S 

 

                                                           
4 The positions to be taken by an internal modifier can be 

easily decided by the structural description given in Field-S 

along with the nest structure requirement. 
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Roughly speaking, 30,000 MWEs in the JDMWE 

have no asterisk in their Field-S. Our rigid 

examination reveals that internal modification is 

not allowed for them. 

5 Contextual Condition (Field-Cf , Cb) 

Approximately 6,700 MWEs need to be classified 

differently because they require particular forward 

contexts, i.e., they require co-occurrence of a 

particular syntactic phrase in the context that 

immediately precedes them. For example, 顔-を-

する  kao-wo-suru (lit. “do face”) which is a 

support-verb construction, cannot occur without an 

immediately preceding adnominal modifier, e.g., 

the adjective 悲しい kanasii  “sad”, yielding 悲し

い-顔-を-する kanasii-kao-wo-suru (lit. “do sad 

face”) “make a sad face”. This adnominal modifier 

co-occurrence requirement is stipulated in Field-Cf 

by a code <adnom. modifier>. There are about 30 

of these forward contextual requirements. 

Similarly, backward contextual requirements, of 

which there are about 70, are stated in Field-Cb. 

Approximately 300 MWEs require particular 

backward contexts. 

 

6 Statistical Properties 

Without a rule system of semantic composition, it 

is difficult to evaluate the validity of the JDMWE 

concerning idiomaticity. However, we can confirm 

that 3,600 Japanese standard idioms that Sato 

(2007) listed from five Japanese idiom dictionaries 

published for human readers are included in the 

JDMWE as a proper subset. In addition, the 

JDMWE contains the information about their 

syntactic functions, structures, and flexibilities. 

6.1 Comparison with Web N-gram  

Frequency Data 

We examined the statistical properties of the 

JDMWE using the Japanese Web N-gram, version 

1: LDC2009T08, which is a word N-gram (1≤N≤7) 

frequency dataset generated from 2 × 10
10

 

sentences in a Japanese Web corpus, supplied by 

Google Inc. (Kudo et al. 2009). We will refer to 

this (or the Web corpus examined) subsequently as 

GND. We will refer to trigram w1w2w3 as an NpV-

trigram only when w1 and w3 are restricted to a 

noun and a verb (end form), respectively, and w2 is 

one of the following case-particles: accusative を

wo, subjectiveが ga, or dativeに ni.
5
 We write the 

number of occurrences of an expression x, counted 

in the GND, as C(x). 
 

First, we obtain from the GND sets G, T, D, B, 

and Ri’s defined below, using a Japanese word 

dictionary IPADIC (Asahara et al. 2003): 
 

G={w1w2w3| w1w2w3 ∊ GND, w1w2w3 is an  

NpV-trigram.}  

T={w1w2w3| w1w2w3 ∊ JDMWE, w1w2w3  is an 

NpV-trigram.} 

D={w1w2|∃w3, w1w2w3∊ G} 

B={w1w2|∃w3, w1w2w3∊ T} 

Ri={w1w2w3| w1w2w3∊ T, C(w1w2w3) is the i-th 

largest among C(w1w2v)’s for all w1w2v ∊ G}. 

 

We then found the following data: 

・|B|=10,548  

・|D|=110,822 

・ |R1|=4,983, |R2|=1,495, |R3|=786, |R4|=433,  …  

From these, we realize, for example, that 47.2% 

=(|R1|/|B|)×100 of trigrams in T have verbs that 

occur most frequently in the GND, succeeding the 

individual bigrams. An example of such a trigram 

isアクション-を-起こす akushon-wo-okosu  (lit. 

“raise action”) “take action”. Similarly, 14.0%= 

(|R2|/|B|)×100 have the second most frequent verbs, 

7.5% have the third most frequent verbs, and so on. 

Figure 8(a) illustrates the results. From this, we can 

assume that the higher probability pf(w3|w1w2) a 

trigram w1w2w3 has, the more likely w3 is chosen 

for each w1w2 in the JDMWE. This is consistent 

with what we wrote in section 3.2. Figure 8(b) is 

the accumulative substitute of Figure 8(a). 

Extrapolating Figure 8(b) suggests that 10% of 

NpV-trigrams in the JDMWE do not occur in the 

GND. This implies that the size, i.e., 2×10
10

 

sentences of the Web corpus used by the GND is 

not sufficiently large to allow MWE extraction.
 6
 

 

                                                           
5 The NpV-trigrams represent the typical forms of shortest 

Japanese sentences, corresponding roughly to subject-verb, 

verb-object/direct, and verb-object/indirect constructions in 

English. 
6
 Otherwise, the frequency cut-off point of 20 adopted in GND 

is too high.  
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Figure 8 (a): Constituent ratio (|Ri|/|B|)×100 for 

rank i of probability pf(w3|w1w2); (b): 

Accumulative variant of (a) for rank i of 

probability pf(w3|w1w2) 

 

 

Second, we calculate the (normalized) entropy 

Hf(w3|w1w2) for each w1w2 ∊ D defined below, 

where the probability pf(w3|w1w2) is estimated by 

C(w1w2w3)/C(w1w2). This provides a measure of 

the flatness of the pf(w3|w1w2) distribution 

canceling out the influence of the number N of 

verb types w3’s.  

 

Hf(w3|w1w2) 

= − (
3w

pf(w3|w1w2) log pf(w3|w1w2)) / log N 

 

After arranging 110,822 bigrams in D in ascending 

order of Hf(w3|w1w2), we divided them into 20 

intervals A1, A2, … , A20 each with an equal number 

of bigrams (5,542). We then examined how many 

bigrams in B were included in each interval. 

Figures 9(a) and (b) plot the resulting constituent 

ratio of the bigrams in B and the mean value of 

Hf(w3|w1w2)’s in each interval, respectively. We 

found, for example, that 1,262 out of 5,542 

bigrams are in B for the first interval, i.e., the 

constituent ratio is 22.8%=(1,262/5,542) × 100. 

Similarly, we obtain 22.5%=(1,248/5,542)×100 

for the second interval, 20.5%=(1,136/5,542)×100 

for the third, and so on. From this, we realize the 

macroscopic tendency that the larger the entropy 

Hf(w3|w1w2), or equivalently the perplexity of the 

succeeding verb w3, a bigram w1w2 has, the less 

likely it is adopted as a prefix of a trigram in T.  

Taking the results in Figure 8 and Figure 9 

together, we can presume that not only frequently 

but also exclusively occurring verbs would be the 

preferred choice in T. 
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Figure 9 (a): Constituent ratio of the bigrams in B 

among bigrams in D in interval k (1≤k≤20); (b): 

Mean value of entropies Hf(w3|w1w2)’s in the 

interval k (1≤k≤20) 

 

 

This suggests the general feasibility of the 

JDMWE, for its relative compactness, in 

effectively disambiguating the syntactic structures 

of input word strings. 

The above investigations were carried out on the 

forward conditional probabilities for restricted 

types of MWEs. However, the results imply a 

general validity of the JDMWE since the same 

criteria for selection were applied to all kinds of 

multiword expressions. 

6.2 Occurrences in Newspapers 

We examined 2,500 randomly selected sentences 

in Nikkei newspaper articles (published in 2009) to 

determine how many MWE tokens of the JDMWE 

occur in them. We found that in 100 sentences an 

average of 74 tokens of our MWEs were used. This 

suggests a large lexical coverage of the JDMWE. 

7 Concluding Remarks 

The JDMWE is a slotted tree bank for 

idiosyncratic multiword expressions, annotated 

with detailed notational, syntactic information.  

The idea underlying the JDMWE is that the 

volume and meticulousness of the lexical resource 

crucially affects the outcome of the rule-oriented, 

large-scale NLP. In view of this, the JDMWE was 

designed to encompass the wide range of linguistic 

objects related to Japanese MWEs, by placing 

importance on the recall rate in the selection of the 
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candidate expressions.
7
 The statistical properties 

clarified in this paper imply the general feasibility 

of the JDMWE at least in the probabilistic respect. 

Possible fields of application of the JDMWE 

include, for example:  

・Phrase-based machine translation 

・Phrase-based speech recognition 

・Phrase-based kana-to-kanji conversion 

・Search engine for Japanese corpus 

・Paraphrasing system 

・Japanese dialoguer 

・Japanese language education system 

Another aspect of the JDMWE is that it would 

provide linguists with lexicological data. For 

example, the usage of Japanese onomatopoeic 

adverbs, which are mostly bound probabilistically 

to specific verbs or adjectives, is extensively 

catalogued in the JDMWE. 

The first version of the JDMWE will be released 

after proofreading.
8
 If possible, we would like to 

add further information to each MWE on 

morphological variants, passivization, 

relativization, decomposability, paraphrasing, and 

semantic disambiguation for future versions. 
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Abstract 

We describe an annotation tool developed to as-
sist in the creation of multimodal action-
communication corpora from on-line massively 
multi-player games, or MMGs. MMGs typically 
involve groups of players (5-30) who control 
their avatars1, perform various activities (quest-
ing, competing, fighting, etc.) and communicate 
via chat or speech using assumed screen names. 
We collected a corpus of 48 group quests in 
Second Life that jointly involved 206 players 
who generated over 30,000 messages in quasi-
synchronous chat during approximately 140 
hours of recorded action. Multiple levels of co-
ordinated annotation of this corpus (dialogue, 
movements, touch, gaze, wear, etc) are required 
in order to support development of automated 
predictors of selected real-life social and demo-
graphic characteristics of the players. The anno-
tation tool presented in this paper was developed 
to enable efficient and accurate annotation of all 
dimensions simultaneously. 

 

1 Introduction 

The aim of our project is to predict the real world 
characteristics of players of massively-multiplayer 
online games, such as Second Life (SL). We sought 
to predict actual player attributes like age or educa-
tion levels, and personality traits including leader-
ship or conformity. Our task was to do so using 
only the behaviors, communication, and interaction 
among the players produced during game play. To 
do so, we logged all players’ avatar movements, 

                                                           
1 All avatar names seen in this paper have been changed to 
protect players’ identities.  

“touch events” (putting on or taking off clothing 
items, for example), and their public chat messages 
(i.e., messages that can be seen by all players in the 
group). Given the complex nature of interpreting 
chat in an online game environment, we required a 
tool that would allow annotators to have a synchro-
nized view of both the event action as well as the 
chat utterances.  This would allow our annotators to 
correlate the events and the chat by marking them 
simultaneously. More importantly, being able to 
view game events enables more accurate chat anno-
tation; and conversely, viewing chat utterances 
helps to interpret the significance of certain events 
in the game, e.g., one avatar following another.  For 
example, an exclamation of: “I can’t do it!” could 
be simply a response (rejection) to a request from 
another player; however, when the game action is 
viewed and the speaker is seen attempting to enter a 
building without success, another interpretation 
may arise (an assertion, a call for help, etc.).  

The Real World (RW) characteristics of SL 
players (and other on-line games) may be inferred 
to varying degrees from the appearance of their 
avatars, the behaviors they engage in, as well as 
from their on-line chat communications. For exam-
ple, the avatar gender generally matches the gender 
of the owner; on the other hand, vocabulary choices 
in chat are rather poor predictors of a player’s age, 
even though such correlation is generally seen in 
real life conversation.  

Second Life2 was the chosen platform because 
of the ease of creating objects, controlling the play 
environment, and collecting players’ movement, 
chat, and other behaviors. We generated a corpus of 
chat and movement data from 48 quests comprised 
of 206 participants who generated over 30,000 

                                                           
2 An online Virtual World developed and launched in 2003, by 
Linden Lab, San Francisco, CA.  http://secondlife.com 
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messages and approximately 140 hours of recorded 
action. We required an annotation tool to help us 
efficiently annotate dialogue acts and communica-
tion links in chat utterances as well as avatar 
movements from such a large corpus.  Moreover, 
we required correlation between these two dimen-
sions of chat and movement since movement and 
other actions may be both causes and effects of 
verbal communication. We developed a multi-
modal event and chat annotation tool (called RAT, 
the Relational Annotation Tool), which will simul-
taneously display a 2D rendering of all movement 
activity recorded during our Second Life studies, 
synchronized with the chat utterances. In this way 
both chat and movements can be annotated simul-
taneously: the avatar movement actions can be re-
viewed while making dialogue act annotations.  
This has the added advantage of allowing the anno-
tator to see the relationships between chat, behav-
ior, and location/movement. This paper will 
describe our annotation process and the RAT tool. 

2 Related Work 

Annotation tools have been built for a variety of 
purposes. The CSLU Toolkit (Sutton et al., 1998) is 
a suite of tools used for annotating spoken lan-
guage. Similarly, the EMU System (Cassidy and 
Harrington, 2001) is a speech database management 
system that supports multi-level annotations.  Sys-
tems have been created that allow users to readily 
build their own tools such as AGTK (Bird et al., 
2001).  The multi-modal tool DAT (Core and Al-
len, 1997) was developed to assist testing of the 
DAMSL annotation scheme.  With DAT, annota-
tors were able to listen to the actual dialogues as 
well as view the transcripts. While these tools are 
all highly effective for their respective tasks, ours is 
unique in its synchronized view of both event ac-
tion and chat utterances. 

Although researchers studying online communi-
cation use either off-the shelf qualitative data anal-
ysis programs like Atlas.ti or NVivo, a few studies 
have annotated chat using custom-built tools. One 
approach uses computer-mediated discourse analy-
sis approaches and the Dynamic Topic Analysis 
tool (Herring, 2003; Herring & Nix; 1997; Stromer-
Galley & Martison, 2009), which allows annotators 
to track a specific phenomenon of online interaction 
in chat: topic shifts during an interaction. The 
Virtual Math Teams project (Stahl, 2009) created a 

ated a tool that allowed for the simultaneous play-
back of messages posted to a quasi-synchronous 
discussion forum with whiteboard drawings that 
student math team members used to illustrate their 
ideas or visualize the math problem they were try-
ing to solve (Çakir, 2009).  

A different approach to data capture of complex 
human interaction is found in the AMI Meeting 
Corpus (Carletta, 2007). It captures participants’ 
head movement information from individual head-
mounted cameras, which allows for annotation of 
nodding (consent, agreement) or shaking (dis-
agreement), as well as participants’ locations within 
the room; however, no complex events involving 
series of movements or participant proximity are 
considered. We are unaware of any other tools that 
facilitate the simultaneous playback of multi-modes 
of communication and behavior.  

3 Second Life Experiments 

To generate player data, we rented an island in 
Second Life and developed an approximately two 
hour quest, the Case of the Missing Moonstone.  In 
this quest, small groups of 4 to 5 players, who were 
previously unacquainted, work their way together 
through the clues and puzzles to solve a murder 
mystery. We recruited Second Life players in-game 
through advertising and setting up a shop that inter-
ested players could browse. We also used Facebook 
ads, which were remarkably effective.  

The process of the quest experience for players 
started after they arrived in a starting area of the 
island (the quest was open only to players who 
were made temporary members of our island) 
where they met other players, browsed quest-
appropriate clothing to adorn their avatars, and re-
ceived information from one of the researchers. 
Once all players arrived, the main quest began, 
progressing through five geographic areas in the 
island. Players were accompanied by a “training 
sergeant”, a researcher using a robot avatar, that 
followed players through the quest and provided 
hints when groups became stymied along their in-
vestigation but otherwise had little interaction with 
the group.  

The quest was designed for players to encounter 
obstacles that required coordinated action, such as 
all players standing on special buttons to activate a 
door, or the sharing of information between players, 
such as solutions to a word puzzle, in order to ad-
vance to the next area of the quest (Figure 1). 
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Slimy Roastbeef: “who’s got the square gear?” 

Kenny Superstar: “I do, but I’m stuck” 

Slimy Roastbeef: “can you hand it to me?” 

Kenny Superstar: “i don’t know how” 

Slimy Roastbeef: “open your inventory, click 
and drag it onto me” 

 
Figure 1: Excerpt of dialogue during a coor-

dination activity 

Quest activities requiring coordination among the 
players were common and also necessary to ensure 
a sufficient degree of movement and message traf-
fic to provide enough material to test our predic-
tions, and to allow us to observe particular social 
characteristics of players. Players answered a sur-
vey before and then again after the quest, providing 
demographic and trait information and evaluating 
other members of their group on the characteristics 
of interest. 

3.1 Data Collection 

We recorded all players’ avatar movements as they 
purposefully moved avatars through the virtual 
spaces of the game environment, their public chat, 
and their “touch events”, which are the actions that 
bring objects out of player inventories, pick up ob-
jects to put in their inventories, or to put objects, 
such as hats or clothes, onto the avatars, and the 
like. We followed Yee and Bailenson’s (2008) 
technical approach for logging player behavior. To 
get a sense of the volume of data generated, 206 
players generated over 30,000 messages into the 
group’s public chat from the 48 sessions.  We com-
piled approximately 140 hours of recorded action. 
The avatar logger was implemented to record each 
avatar’s location through their (x,y,z) coordinates, 
recorded at two second intervals. This information 
was later used to render the avatar’s position on our 
2D representation of the action (section 4.1).   

4 RAT 

The Relational Annotation Tool (RAT) was built to 
assist in annotating the massive collection of data 
collected during the Second Life experiments.  A 
tool was needed that would allow annotators to see 
the textual transcripts of the chat while at the same 

time view a 2D representation of the action.  Addi-
tionally, we had a textual transcript for a select set 
of events: touch an object, stand on an object, at-
tach an object, etc., that we needed to make avail-
able to the annotator for review.  

These tool characteristics were needed for 
several reasons. First, in order to fully understand 
the communication and interaction occurring be-
tween players in the game environment and accu-
rately annotate those messages, we needed 
annotators to have as much information about the 
context as possible. The 2D map coupled with the 
events information made it easier to understand. 
For example, in the quest, players in a specific 
zone, encounter a dead, maimed body. As annota-
tors assigned codes to the chat, they would some-
times encounter exclamations, such as “ew” or 
“gross”. Annotators would use the 2D map and the 
location of the exclaiming avatar to determine if the 
exclamation was a result of their location (in the 
zone with the dead body) or because of something 
said or done by another player. Location of avatars 
on the 2D map synchronized with chat was also 
helpful for annotators when attempting to disam-
biguate communicative links. For example, in one 
subzone, mad scribblings are written on a wall. If 
player A says “You see that scribbling on the 
wall?” the annotator needs to use the 2D map to see 
who the player is speaking to. If player A and 
player C are both standing in that subzone, then the 
annotator can make a reasonable assumption that 
player A is directing the question to player C, and 
not player B who is located in a different subzone. 
Second, we annotated coordinated avatar move-
ment actions (such as following each other into a 
building or into a room), and the only way to read-
ily identify such complex events was through the 
2D map of avatar movements. 

The overall RAT interface, Figure 2, allows 
the annotator to simultaneously view all modes of 
representation.  There are three distinct panels in 
this interface. The left hand panel is the 2D repre-
sentation of the action (section 4.1).  The upper 
right hand panel displays the chat and event tran-
scripts (section 4.2), while the lower right hand por-
tion is reserved for the three annotator sub-panels 
(section 4.3).   
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Figure 2: RAT interface 

4.1 The 2D Game Representation 

The 2D representation was the most challenging of 
the panels to implement.  We needed to find the 
proper level of abstraction for the action, while 
maintaining its usefulness for the annotator.  Too 
complex a representation would cause cognitive 
overload for the annotator, thus potentially deterio-
rating the speed and quality of the annotations.  
Conversely, an overly abstract representation would 
not be of significant value in the annotation proc-
ess.   

There were five distinct geographic areas on our 
Second Life Island: Starting Area, Mansion, Town 
Center, Factory and Apartments. An overview of 
the area in Second Life is displayed in Figure 3. We 
decided to represent each area separately as each 
group moves between the areas together, and it was 
therefore never necessary to display more than one 
area at a time.  The 2D representation of the Man-
sion Area is displayed in Figure 4 below.  Figure 5 
is an exterior view of the actual Mansion in Second 
Life. Each area’s fixed representation was rendered 
using Java Graphics, reading in the Second Life 
(x,y,z) coordinates from an XML data file. We rep-
resented the walls of the buildings as connected 

solid black lines with openings left for doorways.  
Key item locations were marked and labeled, e.g. 
Kitten, maid, the Idol, etc. Even though annotators 
visited the island to familiarize themselves with the 
layout, many mansion rooms were labeled to help 
the annotator recall the layout of the building, and 
minimize error of annotation based on flawed re-
call. Finally, the exact time of the action that is cur-
rently being represented is displayed in the lower 
left hand corner. 

 

 
 

Figure 3: Second Life overview map 
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Figure 4: 2D representation of Second Life action 

inside the Mansion/Manor 
 
 

 
 

Figure 5: Second Life view of Mansion exterior 
 
Avatar location was recorded in our log files as an 
(x,y,z) coordinate at a two second interval.  Avatars 

were represented in our 2D panel as moving solid 
color circles, using the x and y coordinates. A color 
coded avatar key was displayed below the 2D rep-
resentation.  This key related the full name of every 
avatar to its colored circle representation. The z 
coordinate was used to determine if the avatar was 
on the second floor of a building.  If the z value 
indicated an avatar was on a second floor, their icon 
was modified to include the number “2” for the du-
ration of their time on the second floor. Also logged 
was the avatar’s degree of rotation.  Using this we 
were able to represent which direction the avatar 
was looking by a small black dot on their colored 
circle. 

As the annotators stepped through the chat and 
event annotation, the action would move forward, 
in synchronized step in the 2D map.  In this way at 
any given time the annotator could see the avatar 
action corresponding to the chat and event tran-
scripts appearing in the right panels.  The annotator 
had the option to step forward or backward through 
the data at any step interval, where each step corre-
sponded to a two second increment or decrement, to 
provide maximum flexibility to the annotator in 
viewing and reviewing the actions and communica-
tions to be annotated.  Additionally, “Play” and 
“Stop” buttons were added to the tool so the anno-
tator may simply watch the action play forward ra-
ther than manually stepping through. 

4.2 The Chat & Event Panel 

Avatar utterances along with logged Second Life 
events were displayed in the Chat and Event Panel 
(Figure 6). Utterances and events were each dis-
played in their own column.  Time was recorded for 
every utterance and event, and this was displayed in 
the first column of the Chat and Event Panel. All 
avatar names in the utterances and events were 
color coded, where the colors corresponded to the 
avatar color used in the 2D panel. This panel was 
synchronized with the 2D Representation panel and 
as the annotator stepped through the game action on 
the 2D display, the associated utterances and events 
populated the Chat and Event panel. 
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Figure 6: Chat & Event Panel  

4.3 The Annotator Panels  

The Annotator Panels (Figures 7 and 10) contains 
all features needed for the annotator to quickly 
annotate the events and dialogue. Annotators could 
choose from a number of categories to label each 
dialogue utterance. Coding categories included 
communicative links, dialogue acts, and selected 
multi-avatar actions.   In the following we briefly 
outline each of these. A more detailed description 
of the chat annotation scheme is available in 
(Shaikh et al., 2010).   

4.3.1 Communicative Links 

One of the challenges in multi-party dialogue is to 
establish which user an utterance is directed to-
wards. Users do not typically add addressing in-
formation in their utterances, which leads to 
ambiguity while creating a communication link be-
tween users. With this annotation level, we asked 
the annotators to determine whether each utterance 
was addressed to some user, in which case they 
were asked to mark which specific user it was ad-
dressed to; was in response to another prior utter-
ance by a different user, which required marking 
the specific utterance responded to; or a continua-
tion of the user’s own prior utterance.  

Communicative link annotation allows for accu-
rate mapping of dialogue dynamics in the multi-
party setting, and is a critical component of tracking 
such social phenomena as disagreements and lead-
ership. 

4.3.2 Dialogue Acts 

We developed a hierarchy of 19 dialogue acts for 
annotating the functional aspect of the utterance in 

the discussion.  The tagset we adopted is loosely 
based on DAMSL (Allen & Core, 1997) and 
SWBD (Jurafsky et al., 1997), but greatly reduced 
and also tuned significantly towards dialogue 
pragmatics and away from more surface character-
istics of utterances. In particular, we ask our anno-
tators what is the pragmatic function of each 
utterance within the dialogue, a decision that often 
depends upon how earlier utterances were classi-
fied. Thus augmented, DA tags become an impor-
tant source of evidence for detecting language uses 
and such social phenomena as conformity. Exam-
ples of dialogue act tags include Assertion-Opinion, 
Acknowledge, Information-Request, and Confirma-
tion-Request. 

Using the augmented DA tagset also presents a 
fairly challenging task to our annotators, who need 
to be trained for many hours before an acceptable 
rate of inter-annotator agreement is achieved. For 
this reason, we consider our current DA tagging as 
a work in progress. 

4.3.3 Zone coding 

Each of the five main areas had a correspond-
ing set of subzones. A subzone is a building, a 
room within a building, or any other identifiable 
area within the playable spaces of the quest, e.g. the 
Mansion has the subzones: Hall, Dining Room, 
Kitchen, Outside, Ghost Room, etc. The subzone 
was determined based on the avatar(s) (x,y,z) coor-
dinates and the known subzone boundaries. This 
additional piece of data allowed for statistical 
analysis at different levels: avatar, dialogue unit, 
and subzone. 
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Figure 7: Chat Annotation Sub-Panel

4.3.4 Multi-avatar events 

As mentioned, in addition to chat we also were in-
terested in having the annotators record composite 
events involving multiple avatars over a span of 
time and space.  While the design of the RAT tool 
will support annotation of any event of interest with 
only slight modifications, for our purposes, we 
were interested in annotating two types of events 
that we considered significant for our research hy-
potheses. The first type of event was the multi-
avatar entry (or exit) into a sub-zone, including the 
order in which the avatars moved.  

Figure 8 shows an example of a “Moves into 
Subzone” annotation as displayed in the Chat & 
Event Panel. Figure 9 shows the corresponding se-
ries of progressive moments in time portraying en-
try into the Bank subzone as represented in RAT. In 
the annotation, each avatar name is recorded in or-
der of its entry into the subzone (here, the Bank).  
Additionally, we record the subzone name and the 
time the event is completed3.  

The second type of event we annotated was the 
“follow X” event, i.e., when one or more avatars 
appeared to be following one another within a sub-
zone. These two types of events were of particular 
interest because we hypothesized that players who 
are leaders are likely to enter first into a subzone 
and be followed around once inside.  

In addition, support for annotation of other types 
of composite events can be added as needed; for 
example, group forming and splitting, or certain 

                                                           
3 We are also able to record the start time of any event but for 
our purposes we were only concerned with the end time. 

joint activities involving objects, etc. were fairly 
common in quests and may be significant for some 
analyses (although not for our hypotheses). 

For each type of event, an annotation subpanel is 
created to facilitate speedy markup while minimiz-
ing opportunities for error (Figure 10).  A “Moves 
Into Subzone” event is annotated by recording the  
ordinal (1, 2, 3, etc.) for each avatar.  Similarly, a 
“Follows” event is coded as avatar group “A” fol-
lows group “B’, where each group will contain one 
or more avatars. 
 

 
 
Figure 8: The corresponding annotation for Figure 

9 event, as displayed in the Chat & Event Panel 

5 The Annotation Process 

To annotate the large volume of data generated 
from the Second Life quests, we developed an an-
notation guide that defined and described the anno-
tation categories and decision rules annotators were 
to follow in categorizing the data units (following 
previous projects (Shaikh et al., 2010). Two stu-
dents were hired and trained for approximately 60 
hours, during which time they learned how to use 
the annotation tool and the categories and rules for 
the annotation process. After establishing a satisfac-
tory level of interrater reliability (average Krippen-
dorff’s alpha of all measures was <0.8. 
Krippendorff’s alpha accounts for the probability of 
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chance agreement and is therefore a conservative 
measure of agreement), the two students then anno-
tated the 48 groups over a four-month period. It 
took approximately 230 hours to annotate the ses-
sions, and they assigned over 39,000 dialogue act 

tags. Annotators spent roughly 7 hours marking up 
the movements and chat messages per 2.5 hour 
quest session. 

 
 

Figure 9: A series of progressive moments in time portraying avatar entry into the Bank subzone 
  

 
 
Figure 10: Event Annotation Sub-Panel, currently showing the “Moves Into Subzone” event from 

figure 9, as well as: “Kenny follows Elliot in Vault”

5.1 The Annotated Corpus 

The current version of the annotated corpus consists 
of thousands of tagged messages including: 4,294 
action-directives, 17,129 assertion-opinions, 4,116 
information requests, 471 confirmation requests, 
394 offer-commits, 3,075 responses to information 
requests, 1,317 agree-accepts, 215 disagree-rejects, 
and 2,502 acknowledgements, from 30,535 pre-
split utterances (31,801 post-split). We also as-
signed 4,546 following events.  

6 Conclusion 

In this paper we described the successful imple-
mentation and use of our multi-modal annotation 

tool, RAT.  Our tool was used to accurately and 
simultaneously annotate over 30,000 messages and 
approximately 140 hours of action.  For each hour 
spent annotating, our annotators were able to tag 
approximately 170 utterances as well as 36 minutes 
of action. 

The annotators reported finding the tool highly 
functional and very efficient at helping them easily 
assign categories to the relevant data units, and that 
they could assign those categories without produc-
ing too many errors, such as accidentally assigning 
the wrong category or selecting the wrong avatar. 
The function allowing for the synchronized play-
back of the chat and movement data coupled with 
the 2D map increased comprehension of utterances 
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and behavior of the players during the quest, im-
proving validity and reliability of the results. 
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Abstract

We demonstrate how supervised discrimina-
tive machine learning techniques can be used
to automate the assessment of ‘English as a
Second or Other Language’ (ESOL) examina-
tion scripts. In particular, we use rank prefer-
ence learning to explicitly model the grade re-
lationships between scripts. A number of dif-
ferent features are extracted and ablation tests
are used to investigate their contribution to
overall performance. A comparison between
regression and rank preference models further
supports our method. Experimental results on
the first publically available dataset show that
our system can achieve levels of performance
close to the upper bound for the task, as de-
fined by the agreement between human exam-
iners on the same corpus. Finally, using a set
of ‘outlier’ texts, we test the validity of our
model and identify cases where the model’s
scores diverge from that of a human examiner.

1 Introduction

The task of automated assessment of free text fo-
cuses on automatically analysing and assessing the
quality of writing competence. Automated assess-
ment systems exploit textual features in order to
measure the overall quality and assign a score to a
text. The earliest systems used superficial features,
such as word and sentence length, as proxies for
understanding the text. More recent systems have
used more sophisticated automated text processing
techniques to measure grammaticality, textual co-
herence, prespecified errors, and so forth.

Deployment of automated assessment systems
gives a number of advantages, such as the reduced
workload in marking texts, especially when applied
to large-scale assessments. Additionally, automated
systems guarantee the application of the same mark-
ing criteria, thus reducing inconsistency, which may
arise when more than one human examiner is em-
ployed. Often, implementations include feedback
with respect to the writers’ writing abilities, thus fa-
cilitating self-assessment and self-tutoring.

Implicitly or explicitly, previous work has mostly
treated automated assessment as a supervised text
classification task, where training texts are labelled
with a grade and unlabelled test texts are fitted to the
same grade point scale via a regression step applied
to the classifier output (see Section 6 for more de-
tails). Different techniques have been used, includ-
ing cosine similarity of vectors representing text in
various ways (Attali and Burstein, 2006), often com-
bined with dimensionality reduction techniques such
as Latent Semantic Analysis (LSA) (Landauer et al.,
2003), generative machine learning models (Rudner
and Liang, 2002), domain-specific feature extraction
(Attali and Burstein, 2006), and/or modified syntac-
tic parsers (Lonsdale and Strong-Krause, 2003).

A recent review identifies twelve different auto-
mated free-text scoring systems (Williamson, 2009).
Examples include e-Rater (Attali and Burstein,
2006), Intelligent Essay Assessor (IEA) (Landauer
et al., 2003), IntelliMetric (Elliot, 2003; Rudner et
al., 2006) and Project Essay Grade (PEG) (Page,
2003). Several of these are now deployed in high-
stakes assessment of examination scripts. Although
there are many published analyses of the perfor-

180



mance of individual systems, as yet there is no pub-
lically available shared dataset for training and test-
ing such systems and comparing their performance.
As it is likely that the deployment of such systems
will increase, standardised and independent evalua-
tion methods are important. We make such a dataset
of ESOL examination scripts available1 (see Section
2 for more details), describe our novel approach to
the task, and provide results for our system on this
dataset.

We address automated assessment as a supervised
discriminative machine learning problem and par-
ticularly as a rank preference problem (Joachims,
2002). Our reasons are twofold:

Discriminative classification techniques often
outperform non-discriminative ones in the context of
text classification (Joachims, 1998). Additionally,
rank preference techniques (Joachims, 2002) allow
us to explicitly learn an optimal ranking model of
text quality. Learning a ranking directly, rather than
fitting a classifier score to a grade point scale after
training, is both a more generic approach to the task
and one which exploits the labelling information in
the training data efficiently and directly.

Techniques such as LSA (Landauer and Foltz,
1998) measure, in addition to writing competence,
the semantic relevance of a text written in response
to a given prompt. However, although our corpus
of manually-marked texts was produced by learners
of English in response to prompts eliciting free-text
answers, the marking criteria are primarily based on
the accurate use of a range of different linguistic
constructions. For this reason, we believe that an
approach which directly measures linguistic compe-
tence will be better suited to ESOL text assessment,
and will have the additional advantage that it may
not require retraining for new prompts or tasks.

As far as we know, this is the first application
of a rank preference model to automated assess-
ment (hereafter AA). In this paper, we report exper-
iments on rank preference Support Vector Machines
(SVMs) trained on a relatively small amount of data,
on identification of appropriate feature types derived
automatically from generic text processing tools, on
comparison with a regression SVM model, and on
the robustness of the best model to ‘outlier’ texts.

1http://www.ilexir.com/

We report a consistent, comparable and replicable
set of results based entirely on the new dataset and
on public-domain tools and data, whilst also exper-
imentally motivating some novel feature types for
the AA task, thus extending the work described in
(Briscoe et al., 2010).

In the following sections we describe in more de-
tail the dataset used for training and testing, the sys-
tem developed, the evaluation methodology, as well
as ablation experiments aimed at studying the con-
tribution of different feature types to the AA task.
We show experimentally that discriminative models
with appropriate feature types can achieve perfor-
mance close to the upper bound, as defined by the
agreement between human examiners on the same
test corpus.

2 Cambridge Learner Corpus

The Cambridge Learner Corpus2 (CLC), developed
as a collaborative project between Cambridge Uni-
versity Press and Cambridge Assessment, is a large
collection of texts produced by English language
learners from around the world, sitting Cambridge
Assessment’s English as a Second or Other Lan-
guage (ESOL) examinations3.

For the purpose of this work, we extracted scripts
produced by learners taking the First Certificate in
English (FCE) exam, which assesses English at an
upper-intermediate level. The scripts, which are
anonymised, are annotated using XML and linked
to meta-data about the question prompts, the candi-
date’s grades, native language and age. The FCE
writing component consists of two tasks asking
learners to write either a letter, a report, an article,
a composition or a short story, between 200 and 400
words. Answers to each of these tasks are anno-
tated with marks (in the range 1–40), which have
been fitted to a RASCH model (Fischer and Mole-
naar, 1995) to correct for inter-examiner inconsis-
tency and comparability. In addition, an overall
mark is assigned to both tasks, which is the one we
use in our experiments.

Each script has been also manually tagged with
information about the linguistic errors committed,

2http://www.cup.cam.ac.uk/gb/elt/catalogue/subject/custom/
item3646603/Cambridge-International-Corpus-Cambridge-
Learner-Corpus/?site locale=en GB

3http://www.cambridgeesol.org/
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using a taxonomy of approximately 80 error types
(Nicholls, 2003). The following is an example error-
coded sentence:

In the morning, you are <NS type = “TV”>
waken|woken</NS> up by a singing puppy.

In this sentence, TV denotes an incorrect tense of
verb error, where waken can be corrected to woken.

Our data consists of 1141 scripts from the year
2000 for training written by 1141 distinct learners,
and 97 scripts from the year 2001 for testing written
by 97 distinct learners. The learners’ ages follow
a bimodal distribution with peaks at approximately
16–20 and 26–30 years of age.

The prompts eliciting the free text are provided
with the dataset. However, in this paper we make
no use of prompt information and do not make any
attempt to check that the text answer is appropriate
to the prompt. Our focus is on developing an accu-
rate AA system for ESOL text that does not require
prompt-specific or topic-specific training. There is
no overlap between the prompts used in 2000 and in
2001. A typical prompt taken from the 2000 training
dataset is shown below:

Your teacher has asked you to write a story for the
school’s English language magazine. The story must
begin with the following words: “Unfortunately, Pat
wasn’t very good at keeping secrets”.

3 Approach

We treat automated assessment of ESOL text (see
Section 2) as a rank preference learning problem
(see Section 1). In the experiments reported here
we use Support Vector Machines (SVMs) (Vap-
nik, 1995) through the SVMlight package (Joachims,
1999). Using the dataset described in Section 2, a
number of linguistic features are automatically ex-
tracted and their contribution to overall performance
is investigated.

3.1 Rank preference model

SVMs have been extensively used for learning clas-
sification, regression and ranking functions. In its
basic form, a binary SVM classifier learns a linear
threshold function that discriminates data points of
two categories. By using a different loss function,
the ε-insensitive loss function (Smola, 1996), SVMs

can also perform regression. SVMs in regression
mode estimate a function that outputs a real number
based on the training data. In both cases, the model
generalises by computing a hyperplane that has the
largest (soft-)margin.

In rank preference SVMs, the goal is to learn a
ranking function which outputs a score for each data
point, from which a global ordering of the data is
constructed. This procedure requires a setR consist-
ing of training samples ~xn and their target rankings
rn:

R = {(~x1, r1), (~x2, r2), ..., (~xn, rn)} (1)

such that ~xi �R ~xj when ri < rj , where
1 ≤ i, j ≤ n and i 6= j.

A rank preference model is not trained directly on
this set of data objects and their labels; rather a set of
pair-wise difference vectors is created. The goal of
a linear ranking model is to compute a weight vec-
tor ~w that maximises the number of correctly ranked
pairs:

∀(~xi �R ~xj) : ~w(~xi − ~xj) > 0 (2)

This is equivalent to solving the following opti-
misation problem:

Minimise:

1

2
‖~w‖2 + C

∑
ξij (3)

Subject to the constraints:

∀(~xi �R ~xj) : ~w(~xi − ~xj) ≥ 1− ξij (4)

ξij ≥ 0 (5)

The factor C allows a trade-off between the train-
ing error and the margin size, while ξij are non-
negative slack variables that measure the degree of
misclassification.

The optimisation problem is equivalent to that for
the classification model on pair-wise difference vec-
tors. In this case, generalisation is achieved by max-
imising the differences between closely-ranked data
pairs.

The principal advantage of applying rank prefer-
ence learning to the AA task is that we explicitly
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model the grade relationships between scripts and
do not need to apply a further regression step to fit
the classifier output to the scoring scheme. The re-
sults reported in this paper are obtained by learning
a linear classification function.

3.2 Feature set
We parsed the training and test data (see Section
2) using the Robust Accurate Statistical Parsing
(RASP) system with the standard tokenisation and
sentence boundary detection modules (Briscoe et al.,
2006) in order to broaden the space of candidate fea-
tures suitable for the task. The features used in our
experiments are mainly motivated by the fact that
lexical and grammatical features should be highly
discriminative for the AA task. Our full feature set
is as follows:

i. Lexical ngrams

(a) Word unigrams
(b) Word bigrams

ii. Part-of-speech (PoS) ngrams

(a) PoS unigrams
(b) PoS bigrams
(c) PoS trigrams

iii. Features representing syntax

(a) Phrase structure (PS) rules
(b) Grammatical relation (GR) distance mea-

sures

iv. Other features

(a) Script length
(b) Error-rate

Word unigrams and bigrams are lower-cased and
used in their inflected forms. PoS unigrams, bigrams
and trigrams are extracted using the RASP tagger,
which uses the CLAWS4 tagset. The most proba-
ble posterior tag per word is used to construct PoS
ngram features, but we use the RASP parser’s op-
tion to analyse words assigned multiple tags when
the posterior probability of the highest ranked tag is
less than 0.9, and the next n tags have probability
greater than 1

50 of it.
4http://ucrel.lancs.ac.uk/claws/

Based on the most likely parse for each identified
sentence, we extract the rule names from the phrase
structure (PS) tree. RASP’s rule names are semi-
automatically generated and encode detailed infor-
mation about the grammatical constructions found
(e.g. V1/modal bse/+-, ‘a VP consisting of a modal
auxiliary head followed by an (optional) adverbial
phrase, followed by a VP headed by a verb with base
inflection’). Moreover, rule names explicitly repre-
sent information about peripheral or rare construc-
tions (e.g. S/pp-ap s-r, ‘a S with preposed PP with
adjectival complement, e.g. for better or worse, he
left’), as well as about fragmentary and likely extra-
grammatical sequences (e.g. T/txt-frag, ‘a text unit
consisting of 2 or more subanalyses that cannot be
combined using any rule in the grammar’). There-
fore, we believe that many (longer-distance) gram-
matical constructions and errors found in texts can
be (implicitly) captured by this feature type.

In developing our AA system, a number of dif-
ferent grammatical complexity measures were ex-
tracted from parses, and their impact on the accuracy
of the system was explored. For the experiments re-
ported here, we use complexity measures represent-
ing the sum of the longest distance in word tokens
between a head and dependent in a grammatical re-
lation (GR) from the RASP GR output, calculated
for each GR graph from the top 10 parses per sen-
tence. In particular, we extract the mean and median
values of these distances per sentence and use the
maximum values per script. Intuitively, this feature
captures information about the grammatical sophis-
tication of the writer. However, it may also be con-
founded in cases where sentence boundaries are not
identified through, for example, poor punctuation.

Although the CLC contains information about the
linguistic errors committed (see Section 2), we try
to extract an error-rate in a way that doesn’t require
manually tagged data. However, we also use an
error-rate calculated from the CLC error tags to ob-
tain an upper bound for the performance of an auto-
mated error estimator (true CLC error-rate).

In order to estimate the error-rate, we build a tri-
gram language model (LM) using ukWaC (ukWaC
LM) (Ferraresi et al., 2008), a large corpus of En-
glish containing more than 2 billion tokens. Next,
we extend our language model with trigrams ex-
tracted from a subset of the texts contained in the
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Features Pearson’s Spearman’s
correlation correlation

word ngrams 0.601 0.598
+PoS ngrams 0.682 0.687
+script length 0.692 0.689

+PS rules 0.707 0.708
+complexity 0.714 0.712

Error-rate features
+ukWaC LM 0.735 0.758

+CLC LM 0.741 0.773
+true CLC error-rate 0.751 0.789

Table 1: Correlation between the CLC scores and the AA
system predicted values.

CLC (CLC LM). As the CLC contains texts pro-
duced by second language learners, we only extract
frequently occurring trigrams from highly ranked
scripts to avoid introducing erroneous ones to our
language model. A word trigram in test data is
counted as an error if it is not found in the language
model. We compute presence/absence efficiently us-
ing a Bloom filter encoding of the language models
(Bloom, 1970).

Feature instances of types i and ii are weighted
using the tf*idf scheme and normalised by the L2
norm. Feature type iii is weighted using frequency
counts, while iii and iv are scaled so that their final
value has approximately the same order of magni-
tude as i and ii.

The script length is based on the number of words
and is mainly added to balance the effect the length
of a script has on other features. Finally, features
whose overall frequency is lower than four are dis-
carded from the model.

4 Evaluation

In order to evaluate our AA system, we use two cor-
relation measures, Pearson’s product-moment cor-
relation coefficient and Spearman’s rank correla-
tion coefficient (hereafter Pearson’s and Spearman’s
correlation respectively). Pearson’s correlation de-
termines the degree to which two linearly depen-
dent variables are related. As Pearson’s correlation
is sensitive to the distribution of data and, due to
outliers, its value can be misleading, we also re-
port Spearman’s correlation. The latter is a non-
parametric robust measure of association which is

Ablated Pearson’s Spearman’s
feature correlation correlation

none 0.741 0.773
word ngrams 0.713 0.762
PoS ngrams 0.724 0.737
script length 0.734 0.772

PS rules 0.712 0.731
complexity 0.738 0.760

ukWaC+CLC LM 0.714 0.712

Table 2: Ablation tests showing the correlation between
the CLC and the AA system.

sensitive only to the ordinal arrangement of values.
As our data contains some tied values, we calculate
Spearman’s correlation by using Pearson’s correla-
tion on the ranks.

Table 1 presents the Pearson’s and Spearman’s
correlation between the CLC scores and the AA sys-
tem predicted values, when incrementally adding
to the model the feature types described in Sec-
tion 3.2. Each feature type improves the model’s
performance. Extending our language model with
frequent trigrams extracted from the CLC improves
Pearson’s and Spearman’s correlation by 0.006 and
0.015 respectively. The addition of the error-rate ob-
tained from the manually annotated CLC error tags
on top of all the features further improves perfor-
mance by 0.01 and 0.016. An evaluation of our best
error detection method shows a Pearson correlation
of 0.611 between the estimated and the true CLC er-
ror counts. This suggests that there is room for im-
provement in the language models we developed to
estimate the error-rate. In the experiments reported
hereafter, we use the ukWaC+CLC LM to calculate
the error-rate.

In order to assess the independent as opposed to
the order-dependent additive contribution of each
feature type to the overall performance of the sys-
tem, we run a number of ablation tests. An ablation
test consists of removing one feature of the system
at a time and re-evaluating the model on the test set.
Table 2 presents Pearson’s and Spearman’s correla-
tion between the CLC and our system, when remov-
ing one feature at a time. All features have a positive
effect on performance, while the error-rate has a big
impact, as its absence is responsible for a 0.061 de-
crease of Spearman’s correlation. In addition, the
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Model Pearson’s Spearman’s
correlation correlation

Regression 0.697 0.706
Rank preference 0.741 0.773

Table 3: Comparison between regression and rank pref-
erence model.

removal of either the word ngrams, the PS rules, or
the error-rate estimate contributes to a large decrease
in Pearson’s correlation.

In order to test the significance of the improved
correlations, we ran one-tailed t-tests with a = 0.05
for the difference between dependent correlations
(Williams, 1959; Steiger, 1980). The results showed
that PoS ngrams, PS rules, the complexity measures,
and the estimated error-rate contribute significantly
to the improvement of Spearman’s correlation, while
PS rules also contribute significantly to the improve-
ment of Pearson’s correlation.

One of the main approaches adopted by previ-
ous systems involves the identification of features
that measure writing skill, and then the application
of linear or stepwise regression to find optimal fea-
ture weights so that the correlation with manually
assigned scores is maximised. We trained a SVM
regression model with our full set of feature types
and compared it to the SVM rank preference model.
The results are given in Table 3. The rank preference
model improves Pearson’s and Spearman’s correla-
tion by 0.044 and 0.067 respectively, and these dif-
ferences are significant, suggesting that rank prefer-
ence is a more appropriate model for the AA task.

Four senior and experienced ESOL examiners re-
marked the 97 FCE test scripts drawn from 2001 ex-
ams, using the marking scheme from that year (see
Section 2). In order to obtain a ceiling for the perfor-
mance of our system, we calculate the average corre-
lation between the CLC and the examiners’ scores,
and find an upper bound of 0.796 and 0.792 Pear-
son’s and Spearman’s correlation respectively.

In order to evaluate the overall performance of our
system, we calculate its correlation with the four se-
nior examiners in addition to the RASCH-adjusted
CLC scores. Tables 4 and 5 present the results ob-
tained.

The average correlation of the AA system with the
CLC and the examiner scores shows that it is close

CLC E1 E2 E3 E4 AA
CLC - 0.820 0.787 0.767 0.810 0.741
E1 0.820 - 0.851 0.845 0.878 0.721
E2 0.787 0.851 - 0.775 0.788 0.730
E3 0.767 0.845 0.775 - 0.779 0.747
E4 0.810 0.878 0.788 0.779 - 0.679
AA 0.741 0.721 0.730 0.747 0.679 -
Avg 0.785 0.823 0.786 0.782 0.786 0.723

Table 4: Pearson’s correlation of the AA system predicted
values with the CLC and the examiners’ scores, where E1
refers to the first examiner, E2 to the second etc.

CLC E1 E2 E3 E4 AA
CLC - 0.801 0.799 0.788 0.782 0.773
E1 0.801 - 0.809 0.806 0.850 0.675
E2 0.799 0.809 - 0.744 0.787 0.724
E3 0.788 0.806 0.744 - 0.794 0.738
E4 0.782 0.850 0.787 0.794 - 0.697
AA 0.773 0.675 0.724 0.738 0.697 -
Avg 0.788 0.788 0.772 0.774 0.782 0.721

Table 5: Spearman’s correlation of the AA system pre-
dicted values with the CLC and the examiners’ scores,
where E1 refers to the first examiner, E2 to the second
etc.

to the upper bound for the task. Human–machine
agreement is comparable to that of human–human
agreement, with the exception of Pearson’s correla-
tion with examiner E4 and Spearman’s correlation
with examiners E1 and E4, where the discrepancies
are higher. It is likely that a larger training set and/or
more consistent grading of the existing training data
would help to close this gap. However, our system is
not measuring some properties of the scripts, such as
discourse cohesion or relevance to the prompt elicit-
ing the text, that examiners will take into account.

5 Validity tests

The practical utility of an AA system will depend
strongly on its robustness to subversion by writers
who understand something of its workings and at-
tempt to exploit this to maximise their scores (in-
dependently of their underlying ability). Surpris-
ingly, there is very little published data on the ro-
bustness of existing systems. However, Powers et
al. (2002) invited writing experts to trick the scoring
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capabilities of an earlier version of e-Rater (Burstein
et al., 1998). e-Rater (see Section 6 for more de-
tails) assigns a score to a text based on linguistic fea-
ture types extracted using relatively domain-specific
techniques. Participants were given a description of
these techniques as well as of the cue words that the
system uses. The results showed that it was easier
to fool the system into assigning higher than lower
scores.

Our goal here is to determine the extent to which
knowledge of the feature types deployed poses a
threat to the validity of our system, where certain
text generation strategies may give rise to large pos-
itive discrepancies. As mentioned in Section 2, the
marking criteria for FCE scripts are primarily based
on the accurate use of a range of different grammati-
cal constructions relevant to specific communicative
goals, but our system assesses this indirectly.

We extracted 6 high-scoring FCE scripts from the
CLC that do not overlap with our training and test
data. Based on the features used by our system and
without bias towards any modification, we modified
each script in one of the following ways:

i. Randomly order:

(a) word unigrams within a sentence
(b) word bigrams within a sentence
(c) word trigrams within a sentence
(d) sentences within a script

ii. Swap words that have the same PoS within a
sentence

Although the above modifications do not ex-
haust the potential challenges a deployed AA system
might face, they represent a threat to the validity of
our system since we are using a highly related fea-
ture set. In total, we create 30 such ‘outlier’ texts,
which were given to an ESOL examiner for mark-
ing. Using the ‘outlier’ scripts as well as their origi-
nal/unmodified versions, we ran our system on each
modification separately and calculated the correla-
tion between the predicted values and the examiner’s
scores. Table 6 presents the results.

The predicted values of the system have a high
correlation with the examiner’s scores when tested
on ‘outlier’ texts of modification types i(a), i(b) and

Modification Pearson’s Spearman’s
correlation correlation

i(a) 0.960 0.912
i(b) 0.938 0.914
i(c) 0.801 0.867
i(d) 0.08 0.163
ii 0.634 0.761

Table 6: Correlation between the predicted values and the
examiner’s scores on ‘outlier’ texts.

i(c). However, as i(c) has a lower correlation com-
pared to i(a) and i(b), it is likely that a random order-
ing of ngrams with N > 3 will further decrease per-
formance. A modification of type ii, where words
with the same PoS within a sentence are swapped,
results in a Pearson and Spearman correlation of
0.634 and 0.761 respectively.

Analysis of the results showed that our system
predicted higher scores than the ones assigned by the
examiner. This can be explained by the fact that texts
produced using modification type ii contain a small
portion of correct sentences. However, the marking
criteria are based on the overall writing quality. The
final case, where correct sentences are randomly or-
dered, receives the lowest correlation. As our sys-
tem is not measuring discourse cohesion, discrepan-
cies are much higher; the system’s predicted scores
are high whilst the ones assigned by the examiner
are very low. However, for a writer to be able to
generate text of this type already requires significant
linguistic competence, whilst a number of generic
methods for assessing text and/or discourse cohe-
sion have been developed and could be deployed in
an extended version of our system.

It is also likely that highly creative ‘outlier’ essays
may give rise to large negative discrepancies. Recent
comments in the British media have focussed on this
issue, reporting that, for example, one deployed es-
say marking system assigned Winston Churchill’s
speech ‘We Shall Fight on the Beaches’ a low score
because of excessive repetition5. Our model pre-
dicted a high passing mark for this text, but not the
highest one possible, that some journalists clearly
feel it deserves.

5http://news.bbc.co.uk/1/hi/education/8356572.stm
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6 Previous work

In this section we briefly discuss a number of the
more influential and/or better described approaches.
Pérez-Marı́n et al. (2009), Williamson (2009), Dikli
(2006) and Valenti et al. (2003) provide a more de-
tailed overview of existing AA systems.

Project Essay Grade (PEG) (Page, 2003), one of
the earliest systems, uses a number of manually-
identified mostly shallow textual features, which are
considered to be proxies for intrinsic qualities of
writing competence. Linear regression is used to as-
sign optimal feature weights that maximise the cor-
relation with the examiner’s scores. The main is-
sue with this system is that features such as word
length and script length are easy to manipulate in-
dependently of genuine writing ability, potentially
undermining the validity of the system.

In e-Rater (Attali and Burstein, 2006), texts
are represented using vectors of weighted features.
Each feature corresponds to a different property of
texts, such as an aspect of grammar, style, discourse
and topic similarity. Additional features, represent-
ing stereotypical grammatical errors for example,
are extracted using manually-coded task-specific de-
tectors based, in part, on typical marking criteria. An
unmarked text is scored based on the cosine simi-
larity between its weighted vector and the ones in
the training set. Feature weights and/or scores can
be fitted to a marking scheme by stepwise or lin-
ear regression. Unlike our approach, e-Rater mod-
els discourse structure, semantic coherence and rel-
evance to the prompt. However, the system contains
manually developed task-specific components and
requires retraining or tuning for each new prompt
and assessment task.

Intelligent Essay Assessor (IEA) (Landauer et al.,
2003) uses Latent Semantic Analysis (LSA) (Lan-
dauer and Foltz, 1998) to compute the semantic sim-
ilarity between texts, at a specific grade point, and
a test text. In LSA, text is represented by a ma-
trix, where rows correspond to words and columns
to context (texts). Singular Value Decomposition
(SVD) is used to obtain a reduced dimension matrix
clustering words and contexts. The system is trained
on topic and/or prompt specific texts while test texts
are assigned a score based on the ones in the training
set that are most similar. The overall score, which is

calculated using regression techniques, is based on
the content score as well as on other properties of
texts, such as style, grammar, and so forth, though
the methods used to assess these are not described
in any detail in published work. Again, the system
requires retraining or tuning for new prompts and
assessment tasks.

Lonsdale and Strong-Krause (2003) use a mod-
ified syntactic parser to analyse and score texts.
Their method is based on a modified version of
the Link Grammar parser (Sleator and Templerley,
1995) where the overall score of a text is calculated
as the average of the scores assigned to each sen-
tence. Sentences are scored on a five-point scale
based on the parser’s cost vector, which roughly
measures the complexity and deviation of a sentence
from the parser’s grammatical model. This approach
bears some similarities to our use of grammatical
complexity and extragrammaticality features, but
grammatical features represent only one component
of our overall system, and of the task.

The Bayesian Essay Test Scoring sYstem
(BETSY) (Rudner and Liang, 2002) uses multino-
mial or Bernoulli Naive Bayes models to classify
texts into different classes (e.g. pass/fail, grades A–
F) based on content and style features such as word
unigrams and bigrams, sentence length, number of
verbs, noun–verb pairs etc. Classification is based
on the conditional probability of a class given a set
of features, which is calculated using the assumption
that each feature is independent of the other. This
system shows that treating AA as a text classifica-
tion problem is viable, but the feature types are all
fairly shallow, and the approach doesn’t make effi-
cient use of the training data as a separate classifier
is trained for each grade point.

Recently, Chen et al. (2010) has proposed an un-
supervised approach to AA of texts addressing the
same topic, based on a voting algorithm. Texts are
clustered according to their grade and given an ini-
tial Z-score. A model is trained where the initial
score of a text changes iteratively based on its sim-
ilarity with the rest of the texts as well as their Z-
scores. The approach might be better described as
weakly supervised as the distribution of text grades
in the training data is used to fit the final Z-scores to
grades. The system uses a bag-of-words represen-
tation of text, so would be easy to subvert. Never-
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theless, exploration of the trade-offs between degree
of supervision required in training and grading ac-
curacy is an important area for future research.

7 Conclusions and future work

Though many of the systems described in Section
6 have been shown to correlate well with examin-
ers’ marks on test data in many experimental con-
texts, no cross-system comparisons are available be-
cause of the lack of a shared training and test dataset.
Furthermore, none of the published work of which
we are aware has systematically compared the con-
tribution of different feature types to the AA task,
and only one (Powers et al., 2002) assesses the ease
with which the system can be subverted given some
knowledge of the features deployed.

We have shown experimentally how rank prefer-
ence models can be effectively deployed for auto-
mated assessment of ESOL free-text answers. Based
on a range of feature types automatically extracted
using generic text processing techniques, our sys-
tem achieves performance close to the upper bound
for the task. Ablation tests highlight the contribu-
tion of each feature type to the overall performance,
while significance of the resulting improvements in
correlation with human scores has been calculated.
A comparison between regression and rank prefer-
ence models further supports our approach. Prelim-
inary experiments based on a set of ‘outlier’ texts
have shown the types of texts for which the system’s
scoring capability can be undermined.

We plan to experiment with better error detection
techniques, since the overall error-rate of a script is
one of the most discriminant features. Briscoe et
al. (2010) describe an approach to automatic off-
prompt detection which does not require retraining
for each new question prompt and which we plan
to integrate with our system. It is clear from the
‘outlier’ experiments reported here that our system
would benefit from features assessing discourse co-
herence, and to a lesser extent from features as-
sessing semantic (selectional) coherence over longer
bounds than those captured by ngrams. The addition
of an incoherence metric to the feature set of an AA
system has been shown to improve performance sig-
nificantly (Miltsakaki and Kukich, 2000; Miltsakaki
and Kukich, 2004).

Finally, we hope that the release of the training
and test dataset described here will facilitate further
research on the AA task for ESOL free text and, in
particular, precise comparison of different systems,
feature types, and grade fitting methods.
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Abstract

A lack of standard datasets and evaluation
metrics has prevented the field of paraphras-
ing from making the kind of rapid progress
enjoyed by the machine translation commu-
nity over the last 15 years. We address both
problems by presenting a novel data collection
framework that produces highly parallel text
data relatively inexpensively and on a large
scale. The highly parallel nature of this data
allows us to use simple n-gram comparisons to
measure both the semantic adequacy and lex-
ical dissimilarity of paraphrase candidates. In
addition to being simple and efficient to com-
pute, experiments show that these metrics cor-
relate highly with human judgments.

1 Introduction

Machine paraphrasing has many applications for
natural language processing tasks, including ma-
chine translation (MT), MT evaluation, summary
evaluation, question answering, and natural lan-
guage generation. However, a lack of standard
datasets and automatic evaluation metrics has im-
peded progress in the field. Without these resources,
researchers have resorted to developing their own
small, ad hoc datasets (Barzilay and McKeown,
2001; Shinyama et al., 2002; Barzilay and Lee,
2003; Quirk et al., 2004; Dolan et al., 2004), and
have often relied on human judgments to evaluate
their results (Barzilay and McKeown, 2001; Ibrahim
et al., 2003; Bannard and Callison-Burch, 2005).
Consequently, it is difficult to compare different sys-
tems and assess the progress of the field as a whole.

Despite the similarities between paraphrasing and
translation, several major differences have prevented
researchers from simply following standards that
have been established for machine translation. Pro-
fessional translators produce large volumes of bilin-
gual data according to a more or less consistent spec-
ification, indirectly fueling work on machine trans-
lation algorithms. In contrast, there are no “profes-
sional paraphrasers”, with the result that there are
no readily available large corpora and no consistent
standards for what constitutes a high-quality para-
phrase. In addition to the lack of standard datasets
for training and testing, there are also no standard
metrics like BLEU (Papineni et al., 2002) for eval-
uating paraphrase systems. Paraphrase evaluation
is inherently difficult because the range of potential
paraphrases for a given input is both large and unpre-
dictable; in addition to being meaning-preserving,
an ideal paraphrase must also diverge as sharply as
possible in form from the original while still sound-
ing natural and fluent.

Our work introduces two novel contributions
which combine to address the challenges posed by
paraphrase evaluation. First, we describe a frame-
work for easily and inexpensively crowdsourcing ar-
bitrarily large training and test sets of independent,
redundant linguistic descriptions of the same seman-
tic content. Second, we define a new evaluation
metric, PINC (Paraphrase In N-gram Changes), that
relies on simple BLEU-like n-gram comparisons to
measure the degree of novelty of automatically gen-
erated paraphrases. We believe that this metric,
along with the sentence-level paraphrases provided
by our data collection approach, will make it possi-
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ble for researchers working on paraphrasing to com-
pare system performance and exploit the kind of
automated, rapid training-test cycle that has driven
work on Statistical Machine Translation.

In addition to describing a mechanism for collect-
ing large-scale sentence-level paraphrases, we are
also making available to the research community
85K parallel English sentences as part of the Mi-
crosoft Research Video Description Corpus 1.

The rest of the paper is organized as follows. We
first review relevant work in Section 2. Section 3
then describes our data collection framework and the
resulting data. Section 4 discusses automatic evalua-
tions of paraphrases and introduces the novel metric
PINC. Section 5 presents experimental results estab-
lishing a correlation between our automatic metric
and human judgments. Sections 6 and 7 discuss pos-
sible directions for future research and conclude.

2 Related Work

Since paraphrase data are not readily available, var-
ious methods have been used to extract parallel text
from other sources. One popular approach exploits
multiple translations of the same data (Barzilay and
McKeown, 2001; Pang et al., 2003). Examples of
this kind of data include the Multiple-Translation
Chinese (MTC) Corpus 2 which consists of Chinese
news stories translated into English by 11 transla-
tion agencies, and literary works with multiple trans-
lations into English (e.g. Flaubert’s Madame Bo-
vary.) Another method for collecting monolingual
paraphrase data involves aligning semantically par-
allel sentences from different news articles describ-
ing the same event (Shinyama et al., 2002; Barzilay
and Lee, 2003; Dolan et al., 2004).

While utilizing multiple translations of literary
work or multiple news stories of the same event can
yield significant numbers of parallel sentences, this
data tend to be noisy, and reliably identifying good
paraphrases among all possible sentence pairs re-
mains an open problem. On the other hand, multiple
translations on the sentence level such as the MTC
Corpus provide good, natural paraphrases, but rela-

1Available for download at http://research.
microsoft.com/en-us/downloads/
38cf15fd-b8df-477e-a4e4-a4680caa75af/

2Linguistic Data Consortium (LDC) Catalog Number
LDC2002T01, ISBN 1-58563-217-1.

tively little data of this type exists. Finally, some ap-
proaches avoid the need for monolingual paraphrase
data altogether by using a second language as the
pivot language (Bannard and Callison-Burch, 2005;
Callison-Burch, 2008; Kok and Brockett, 2010).
Phrases that are aligned to the same phrase in the
pivot language are treated as potential paraphrases.
One limitation of this approach is that only words
and phrases are identified, not whole sentences.

While most work on evaluating paraphrase sys-
tems has relied on human judges (Barzilay and
McKeown, 2001; Ibrahim et al., 2003; Bannard and
Callison-Burch, 2005) or indirect, task-based meth-
ods (Lin and Pantel, 2001; Callison-Burch et al.,
2006), there have also been a few attempts at creat-
ing automatic metrics that can be more easily repli-
cated and used to compare different systems. Para-
Metric (Callison-Burch et al., 2008) compares the
paraphrases discovered by an automatic system with
ones annotated by humans, measuring precision and
recall. This approach requires additional human an-
notations to identify the paraphrases within paral-
lel texts (Cohn et al., 2008) and does not evalu-
ate the systems at the sentence level. The more
recently proposed metric PEM (Paraphrase Evalu-
ation Metric) (Liu et al., 2010) produces a single
score that captures the semantic adequacy, fluency,
and lexical dissimilarity of candidate paraphrases,
relying on bilingual data to learn semantic equiva-
lences without using n-gram similarity between can-
didate and reference sentences. In addition, the met-
ric was shown to correlate well with human judg-
ments. However, a significant drawback of this ap-
proach is that PEM requires substantial in-domain
bilingual data to train the semantic adequacy evalu-
ator, as well as sample human judgments to train the
overall metric.

We designed our data collection framework for
use on crowdsourcing platforms such as Amazon’s
Mechanical Turk. Crowdsourcing can allow inex-
pensive and rapid data collection for various NLP
tasks (Ambati and Vogel, 2010; Bloodgood and
Callison-Burch, 2010a; Bloodgood and Callison-
Burch, 2010b; Irvine and Klementiev, 2010), includ-
ing human evaluations of NLP systems (Callison-
Burch, 2009; Denkowski and Lavie, 2010; Zaidan
and Callison-Burch, 2009). Of particular relevance
are the paraphrasing work by Buzek et al. (2010)
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and Denkowski et al. (2010). Buzek et al. automati-
cally identified problem regions in a translation task
and had workers attempt to paraphrase them, while
Denkowski et al. asked workers to assess the validity
of automatically extracted paraphrases. Our work is
distinct from these earlier efforts both in terms of
the task – attempting to collect linguistic descrip-
tions using a visual stimulus – and the dramatically
larger scale of the data collected.

3 Data Collection

Since our goal was to collect large numbers of para-
phrases quickly and inexpensively using a crowd,
our framework was designed to make the tasks short,
simple, easy, accessible and somewhat fun. For each
task, we asked the annotators to watch a very short
video clip (usually less than 10 seconds long) and
describe in one sentence the main action or event
that occurred in the video clip

We deployed the task on Amazon’s Mechanical
Turk, with video segments selected from YouTube.
A screenshot of our annotation task is shown in Fig-
ure 1. On average, annotators completed each task
within 80 seconds, including the time required to
watch the video. Experienced annotators were even
faster, completing the task in only 20 to 25 seconds.

One interesting aspect of this framework is that
each annotator approaches the task from a linguisti-
cally independent perspective, unbiased by the lexi-
cal or word order choices in a pre-existing descrip-
tion. The data thus has some similarities to parallel
news descriptions of the same event, while avoiding
much of the noise inherent in news. It is also simi-
lar in spirit to the ‘Pear Stories’ film used by Chafe
(1997). Crucially, our approach allows us to gather
arbitrarily many of these independent descriptions
for each video, capturing nearly-exhaustive cover-
age of how native speakers are likely to summarize
a small action. It might be possible to achieve sim-
ilar effects using images or panels of images as the
stimulus (von Ahn and Dabbish, 2004; Fei-Fei et al.,
2007; Rashtchian et al., 2010), but we believed that
videos would be more engaging and less ambiguous
in their focus. In addition, videos have been shown
to be more effective in prompting descriptions of
motion and contact verbs, as well as verbs that are
generally not imageable (Ma and Cook, 2009).

Watch and describe a short segment of a video
You will be shown a segment of a video clip and asked to describe the main action/event in that segment in
ONE SENTENCE.

Things to note while completing this task:

The video will play only a selected segment by default. You can choose to watch the entire clip and/or
with sound although this is not necessary.
Please only describe the action/event that occurred in the selected segment and not any other parts of
the video.
Please focus on the main person/group shown in the segment
If you do not understand what is happening in the selected segment, please skip this HIT and move
onto the next one
Write your description in one sentence
Use complete, grammatically-correct sentences
You can write the descriptions in any language you are comfortable with
Examples of good descriptions:

A woman is slicing some tomatoes.
A band is performing on a stage outside.
A dog is catching a Frisbee.
The sun is rising over a mountain landscape.

Examples of bad descriptions (With the reasons why they are bad in parentheses):
Tomato slicing 
(Incomplete sentence)
This video is shot outside at night about a band performing on a stage
(Description about the video itself instead of the action/event in the video)
I like this video because it is very cute
(Not about the action/event in the video)
The sun is rising in the distance while a group of tourists standing near some railings are taking
pictures of the sunrise and a small boy is shivering in his jacket because it is really cold
(Too much detail instead of focusing only on the main action/event)

Segment starts: 25 | ends: 30 | length: 5 seconds

Play Segment · Play Entire Video

Please describe the main event/action in the selected segment (ONE SENTENCE):

Note: If you have a hard time typing in your native language on an English keyboard, you may find
Google's transliteration service helpful.
http://www.google.com/transliterate

Language you are typing in (e.g. English, Spanish, French, Hindi, Urdu, Mandarin Chinese, etc):

Your one-sentence description:

Please provide any comments or suggestions you may have below, we appreciate your input!

Figure 1: A screenshot of our annotation task as it was
deployed on Mechanical Turk.

3.1 Quality Control

One of the main problems with collecting data using
a crowd is quality control. While the cost is very low
compared to traditional annotation methods, work-
ers recruited over the Internet are often unqualified
for the tasks or are incentivized to cheat in order to
maximize their rewards.

To encourage native and fluent contributions, we
asked annotators to write the descriptions in the lan-
guage of their choice. The result was a significant
amount of translation data, unique in its multilingual
parallelism. While included in our data release, we
leave aside a full discussion of this multilingual data
for future work.
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To ensure the quality of the annotations being pro-
duced, we used a two-tiered payment system. The
idea was to reward workers who had shown the abil-
ity to write quality descriptions and the willingness
to work on our tasks consistently. While everyone
had access to the Tier-1 tasks, only workers who had
been manually qualified could work on the Tier-2
tasks. The tasks were identical in the two tiers but
each Tier-1 task only paid 1 cent while each Tier-2
task paid 5 cents, giving the workers a strong incen-
tive to earn the qualification.

The qualification process was done manually by
the authors. We periodically evaluated the workers
who had submitted the most Tier-1 tasks (usually on
the order of few hundred submissions) and granted
them access to the Tier-2 tasks if they had performed
well. We assessed their work mainly on the gram-
maticality and spelling accuracy of the submitted de-
scriptions. Since we had hundreds of submissions to
base our decisions on, it was fairly easy to identify
the cheaters and people with poor English skills 3.
Workers who were rejected during this process were
still allowed to work on the Tier-1 tasks.

While this approach requires significantly more
manual effort initially than other approaches such
as using a qualification test or automatic post-
annotation filtering, it creates a much higher quality
workforce. Moreover, the initial effort is amortized
over time as these quality workers are retained over
the entire duration of the data collection. Many of
them annotated all the available videos we had.

3.2 Video Collection

To find suitable videos to annotate, we deployed a
separate task. Workers were asked to submit short
(generally 4-10 seconds) video segments depicting
single, unambiguous events by specifying links to
YouTube videos, along with the start and end times.
We again used a tiered payment system to reward
and retain workers who performed well.

Since the scope of this data collection effort ex-
tended beyond gathering English data alone, we

3Everyone who submitted descriptions in a foreign language
was granted access to the Tier-2 tasks. This was done to encour-
age more submissions in different languages and also because
we could not verify the quality of those descriptions other than
using online translation services (and some of the languages
were not available to be translated).

•  Someone	  is	  coa+ng	  a	  pork	  chop	  in	  a	  glass	  bowl	  of	  flour.	  
•  A	  person	  breads	  a	  pork	  chop.	  
•  Someone	  is	  breading	  a	  piece	  of	  meat	  with	  a	  white	  powdery	  
substance.	  

•  A	  chef	  seasons	  a	  slice	  of	  meat.	  
•  Someone	  is	  pu<ng	  flour	  on	  a	  piece	  of	  meat.	  
•  A	  woman	  is	  adding	  flour	  to	  meat.	  
•  A	  woman	  is	  coa+ng	  a	  piece	  of	  pork	  with	  breadcrumbs.	  
•  A	  man	  dredges	  meat	  in	  bread	  crumbs.	  
•  A	  person	  breads	  a	  piece	  of	  meat.	  
•  A	  woman	  is	  breading	  some	  meat.	  
•  Someone	  is	  breading	  meat.	  
•  A	  woman	  coats	  a	  meat	  cutlet	  in	  a	  dish.	  
•  A	  woman	  is	  coa+ng	  a	  pork	  loin	  in	  bread	  crumbs.	  
•  The	  laldy	  coated	  the	  meat	  in	  bread	  crumbs.	  
•  The	  woman	  is	  breading	  pork	  chop.	  
•  A	  woman	  adds	  a	  mixture	  to	  some	  meat.	  
•  The	  lady	  put	  the	  ba?er	  on	  the	  meat.	  

Figure 2: Examples of English descriptions collected for
a particular video segment.

tried to collect videos that could be understood
regardless of the annotator’s linguistic or cultural
background. In order to avoid biasing lexical
choices in the descriptions, we muted the audio and
excluded videos that contained either subtitles or
overlaid text. Finally, we manually filtered the sub-
mitted videos to ensure that each met our criteria and
was free of inappropriate content.

3.3 Data

We deployed our data collection framework on Me-
chanical Turk over a two-month period from July to
September in 2010, collecting 2,089 video segments
and 85,550 English descriptions. The rate of data
collection accelerated as we built up our workforce,
topping 10K descriptions a day when we ended our
data collection. Of the descriptions, 33,855 were
from Tier-2 tasks, meaning they were provided by
workers who had been manually identified as good
performers. Examples of some of the descriptions
collected are shown in Figure 2.

Overall, 688 workers submitted at least one En-
glish description. Of these workers, 113 submitted
at least 100 descriptions and 51 submitted at least
500. The largest number of descriptions submitted
by a single worker was 3496 4. Out of the 688 work-
ers, 50 were granted access to the Tier-2 tasks. The

4This number exceeds the total number of videos because
the worker completed both Tier-1 and Tier-2 tasks for the same
videos
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Tier 1 Tier 2
pay $0.01 $0.05
# workers (English) 683 50
# workers (total) 835 94
# submitted (English) 51510 33829
# submitted (total) 68578 55682
# accepted (English) 51052 33825
# accepted (total) 67968 55658

Table 1: Statistics for the two video description tasks

success of our data collection effort was in part due
to our ability to retain these good workers, building a
reliable and efficient workforce. Table 1 shows some
statistics for the Tier-1 and Tier-2 tasks 5. Overall,
we spent under $5,000 including Amazon’s service
fees, some pilot experiments and surveys.

On average, 41 descriptions were produced for
each video, with at least 27 for over 95% of the
videos. Even limiting the set to descriptions pro-
duced from the Tier-2 tasks, there are still 16 de-
scriptions on average for each video, with at least 12
descriptions for over 95% of the videos. For most
clusters, then, we have a dozen or more high-quality
parallel descriptions that can be paired with one an-
other to create monolingual parallel training data.

4 Paraphrase Evaluation Metrics

One of the limitations to the development of ma-
chine paraphrasing is the lack of standard metrics
like BLEU, which has played a crucial role in driv-
ing progress in MT. Part of the issue is that a
good paraphrase has the additional constraint that
it should be lexically dissimilar to the source sen-
tence while preserving the meaning. These can be-
come competing goals when using n-gram overlaps
to establish semantic equivalence. Thus, researchers
have been unable to rely on BLEU or some deriva-
tive: the optimal paraphrasing engine under these
terms would be one that simply returns the input.

To combat such problems, Liu et al. (2010) have
proposed PEM, which uses a second language as
pivot to establish semantic equivalence. Thus, no
n-gram overlaps are required to determine the se-
mantic adequacy of the paraphrase candidates. PEM

5The numbers for the English data are slightly underesti-
mated since the workers sometimes incorrectly filled out the
form when reporting what language they were using.

also separately measures lexical dissimilarity and
fluency. Finally, all three scores are combined us-
ing a support vector machine (SVM) trained on hu-
man ratings of paraphrase pairs. While PEM was
shown to correlate well with human judgments, it
has some limitations. It only models paraphrasing at
the phrase level and not at the sentence level. Fur-
ther, while it does not need reference sentences for
the evaluation dataset, PEM does require suitable
bilingual data to train the metric. The result is that
training a successful PEM becomes almost as chal-
lenging as the original paraphrasing problem, since
paraphrases need to be learned from bilingual data.

The highly parallel nature of our data suggests
a simpler solution to this problem. To measure
semantic equivalence, we simply use BLEU with
multiple references. The large number of reference
paraphrases capture a wide space of sentences with
equivalent meanings. While the set of reference sen-
tences can of course never be exhaustive, our data
collection method provides a natural distribution of
common phrases that might be used to describe an
action or event. A tight cluster with many simi-
lar parallel descriptions suggests there are only few
common ways to express that concept.

In addition to measuring semantic adequacy and
fluency using BLEU, we also need to measure lexi-
cal dissimilarity with the source sentence. We intro-
duce a new scoring metric PINC that measures how
many n-grams differ between the two sentences. In
essence, it is the inverse of BLEU since we want to
minimize the number of n-gram overlaps between
the two sentences. Specifically, for source sentence
s and candidate sentence c:

PINC(s, c) =
1
N

N∑
n=1

1− | n-grams ∩ n-gramc |
| n-gramc |

where N is the maximum n-gram considered and n-
grams and n-gramc are the lists of n-grams in the
source and candidate sentences, respectively. We
use N = 4 in our evaluations.

The PINC score computes the percentage of n-
grams that appear in the candidate sentence but not
in the source sentence. This score is similar to the
Jaccard distance, except that it excludes n-grams that
only appear in the source sentence and not in the
candidate sentence. In other words, it rewards candi-
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dates for introducing new n-grams but not for omit-
ting n-grams from the original sentence. The results
for each n are averaged arithmetically. PINC eval-
uates single sentences instead of entire documents
because we can reliably measure lexical dissimilar-
ity at the sentence level. Also notice that we do not
put additional constraints on sentence length: while
extremely short and extremely long sentences are
likely to score high on PINC, they still must main-
tain semantic adequacy as measured by BLEU.

We use BLEU and PINC together as a 2-
dimensional scoring metric. A good paraphrase, ac-
cording to our evaluation metric, has few n-gram
overlaps with the source sentence but many n-gram
overlaps with the reference sentences. This is con-
sistent with our requirement that a good paraphrase
should be lexically dissimilar from the source sen-
tence while preserving its semantics.

Unlike Liu et al. (2010), we treat these two cri-
teria separately, since different applications might
have different preferences for each. For example,
a paraphrase suggestion tool for a word processing
software might be more concerned with semantic
adequacy, since presenting a paraphrase that does
not preserve the meaning would likely result in a
negative user experience. On the other hand, a query
expansion algorithm might be less concerned with
preserving the precise meaning so long as additional
relevant terms are added to improve search recall.

5 Experiments

To verify the usefulness of our paraphrase corpus
and the BLEU/PINC metric, we built and evaluated
several paraphrase systems and compared the auto-
matic scores to human ratings of the generated para-
phrases. We also investigated the pros and cons of
collecting paraphrases using video annotation rather
than directly eliciting them.

5.1 Building paraphrase models

We built 4 paraphrase systems by training English to
English translation models using Moses (Koehn et
al., 2007) with the default settings. Using our para-
phrase corpus to train and to test, we divided the sen-
tence clusters associated with each video into 90%
for training and 10% for testing. We restricted our
attention to sentences produced from the Tier-2 tasks
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Figure 3: Evaluation of paraphrase systems trained on
different numbers of parallel sentences. As more training
pairs are used, the model produces more varied sentences
(PINC) but preserves the meaning less well (BLEU)

in order to avoid excessive noise in the datasets, re-
sulting in 28,785 training sentences and 3,367 test
sentences. To construct the training examples, we
randomly paired each sentence with 1, 5, 10, or
all parallel descriptions of the same video segment.
This corresponds to 28K, 143K, 287K, and 449K
training pairs respectively. For the test set, we used
each sentence once as the source sentence with all
parallel descriptions as references (there were 16
references on average, with a minimum of 10 and a
maximum of 31.) We also included the source sen-
tence as a reference for itself.

Overall, all the trained models produce reasonable
paraphrase systems, even the model trained on just
28K single parallel sentences. Examples of the out-
puts produced by the models trained on single paral-
lel sentences and on all parallel sentences are shown
in Table 2. Some of the changes are simple word
substitutions, e.g. rabbit for bunny or gun for re-
volver, while others are phrasal, e.g. frying meat for
browning pork or made a basket for scores in a bas-
ketball game. One interesting result of using videos
as the stimulus to collect training data is that some-
times the learned paraphrases are not based on lin-
guistic closeness, but rather on visual similarity, e.g.
substituting cricket for baseball.

To evaluate the results quantitatively, we used the
BLEU/PINC metric. The performance of all the
trained models is shown in Figure 3. Unsurprisingly,
there is a tradeoff between preserving the meaning
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Original sentence Trained on 1 parallel sentence Trained on all parallel sentences
a bunny is cleaning its paw a rabbit is licking its paw a rabbit is cleaning itself
a man fires a revolver a man is shooting targets a man is shooting a gun
a big turtle is walking a huge turtle is walking a large tortoise is walking
a guy is doing a flip over a park bench a man does a flip over a bench a man is doing stunts on a bench
milk is being poured into a mixer a man is pouring milk into a mixer a man is pouring milk into a bowl
children are practicing baseball children are doing a cricket children are playing cricket
a boy is doing karate a man is doing karate a boy is doing martial arts
a woman is browning pork in a pan a woman is browning pork in a pan a woman is frying meat in a pan
a player scores in a basketball game a player made a basketball game a player made a basket

Table 2: Examples of paraphrases generated by the trained models.

and producing more varied paraphrases. Systems
trained on fewer parallel sentences are more con-
servative and make fewer mistakes. On the other
hand, systems trained on more parallel sentences of-
ten produce very good paraphrases but are also more
likely to diverge from the original meaning. As a
comparison, evaluating each human description as
a paraphrase for the other descriptions in the same
cluster resulted in a BLEU score of 52.9 and a PINC
score of 77.2. Thus, all the systems performed very
well in terms of retaining semantic content, although
not as well in producing novel sentences.

To validate the results suggested by the automatic
metrics, we asked two fluent English speakers to
rate the generated paraphrases on the following cate-
gories: semantic, dissimilarity, and overall. Seman-
tic measures how well the paraphrase preserves the
original meaning while dissimilarity measures how
much the paraphrase differs from the source sen-
tence. Each category is rated from 1 to 4, with 4
being the best. A paraphrase identical to the source
sentence would receive a score of 4 for meaning and
1 for dissimilarity and overall. We randomly se-
lected 200 source sentences and generated 2 para-
phrases for each, representing the two extremes: one
paraphrase produced by the model trained with sin-
gle parallel sentences, and the other by the model
trained with all parallel sentences. The average
scores of the two human judges are shown in Ta-
ble 3. The results confirm our finding that the sys-
tem trained with single parallel sentences preserves
the meaning better but is also more conservative.

5.2 Correlation with human judgments

Having established rough correspondences between
BLEU/PINC scores and human judgments of se-

Semantic Dissimilarity Overall
1 3.09 2.65 2.51
All 2.91 2.89 2.43

Table 3: Average human ratings of the systems trained on
single parallel sentences and on all parallel sentences.

mantic equivalence and lexical dissimilarity, we
quantified the correlation between these automatic
metrics and human ratings using Pearson’s corre-
lation coefficient, a measure of linear dependence
between two random variables. We computed the
inter-annotator agreement as well as the correlation
between BLEU, PINC, PEM (Liu et al., 2010) and
the average human ratings on the sentence level. Re-
sults are shown in Table 4.

In order to measure correlation, we need to score
each paraphrase individually. Thus, we recomputed
BLEU on the sentence level and left the PINC scores
unchanged. While BLEU is typically not reliable at
the single sentence level, our large number of ref-
erence sentences makes BLEU more stable even at
this granularity. Empirically, BLEU correlates fairly
well with human judgments of semantic equiva-
lence, although still not as well as the inter-annotator
agreement. On the other hand, PINC correlates as
well as humans agree with each other in assessing
lexical dissimilarity. We also computed each met-
ric’s correlation with the overall ratings, although
neither should be used alone to assess the overall
quality of paraphrases.

PEM had the worst correlation with human judg-
ments of all the metrics. Since PEM was trained on
newswire data, its poor adaptation to this domain is
expected. However, given the large amount of train-
ing data needed (PEM was trained on 250K Chinese-
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Semantic Dissimilarity Overall
Judge A vs. B 0.7135 0.6319 0.4920
BLEU vs. Human 0.5095 N/A 0.2127
PINC vs. Human N/A 0.6672 0.0775
PEM vs. Human N/A N/A 0.0654

PINC vs. Human (BLEU > threshold)
threshold = 0 N/A 0.6541 0.1817
threshold = 30 N/A 0.6493 0.1984
threshold = 60 N/A 0.6815 0.3986
threshold = 90 N/A 0.7922 0.4350

Combined BLEU and PINC vs. Human
Arithmetic Mean N/A N/A 0.3173
Geometric Mean N/A N/A 0.3003
Harmonic Mean N/A N/A 0.3036
PINC ×
Sigmoid(BLEU) N/A N/A 0.3532

Table 4: Correlation between the human judges as well
as between the automatic metrics and the human judges.

English sentence pairs and 2400 human ratings of
paraphrase pairs), it is difficult to use PEM as a gen-
eral metric. Adapting PEM to a new domain would
require sufficient in-domain bilingual data to sup-
port paraphrase extraction. In contrast, our approach
only requires monolingual data, and evaluation can
be performed using arbitrarily small, highly-parallel
datasets. Moreover, PEM requires sample human
ratings in training, thereby lessening the advantage
of having automatic metrics.

Since lexical dissimilarity is only desirable when
the semantics of the original sentence is unchanged,
we also computed correlation between PINC and the
human ratings when BLEU is above certain thresh-
olds. As we restrict our attention to the set of para-
phrases with higher BLEU scores, we see an in-
crease in correlation between PINC and the human
assessments. This confirms our intuition that PINC
is a more useful measure when semantic content has
been preserved.

Finally, while we do not believe any single score
could adequately describe the quality of a para-
phrase outside of a specific application, we experi-
mented with different ways of combining BLEU and
PINC into a single score. Almost any simple combi-
nation, such as taking the average of the two, yielded
decent correlation with the human ratings. The best
correlation was achieved by taking the product of
PINC and a sigmoid function of BLEU. This follows
the intuition that semantic preservation is closer to a
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Figure 4: Correlation between BLEU and human judg-
ments as we vary the number of reference sentences.

binary decision (i.e. a paraphrase either preserves
the meaning or it does not, in which case PINC does
not matter at all) than a linear function. We used
an oracle to pick the best logistic function in our
experiment. In practice, some sample human rat-
ings would be required to tune this function. Other
more complicated methods for combining BLEU
and PINC are also possible with sample human rat-
ings, such as using a SVM as was done in PEM.

We quantified the utility of our highly parallel
data by computing the correlation between BLEU
and human ratings when different numbers of refer-
ences were available. The results are shown in Fig-
ure 4. As the number of references increases, the
correlation with human ratings also increases. The
graph also shows the effect of adding the source sen-
tence as a reference. If our goal is to assess seman-
tic equivalence only, then it is better to include the
source sentence. If we are trying to assess the overall
quality of the paraphrase, it is better to exclude the
source sentence, since otherwise the metric will tend
to favor paraphrases that introduce fewer changes.

5.3 Direct paraphrasing versus video
annotation

In addition to collecting paraphrases through video
annotations, we also experimented with the more
traditional task of presenting a sentence to an anno-
tator and explicitly asking for a paraphrase. We ran-
domly selected a thousand sentences from our data
and collected two paraphrases of each using Me-
chanical Turk. We conducted a post-annotation sur-
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vey of workers who had completed both the video
description and the direct paraphrasing tasks, and
found that paraphrasing was considered more diffi-
cult and less enjoyable than describing videos. Of
those surveyed, 92% found video annotations more
enjoyable, and 75% found them easier. Based on
the comments, the only drawback of the video an-
notation task is the time required to load and watch
the videos. Overall, half of the workers preferred the
video annotation task while only 16% of the workers
preferred the paraphrasing task.

The data produced by the direct paraphrasing task
also diverged less, since the annotators were in-
evitably biased by lexical choices and word order
in the original sentences. On average, a direct para-
phrase had a PINC score of 70.08, while a parallel
description of the same video had a score of 78.75.

6 Discussions and Future Work

While our data collection framework yields useful
parallel data, it also has some limitations. Finding
appropriate videos is time-consuming and remains a
bottleneck in the process. Also, more abstract ac-
tions such as reducing the deficit or fighting for jus-
tice cannot be easily captured by our method. One
possible solution is to use longer video snippets or
other visual stimuli such as graphs, schemas, or il-
lustrated storybooks to convey more complicated in-
formation. However, the increased complexity is
also likely to reduce the semantic closeness of the
parallel descriptions.

Another limitation is that sentences produced by
our framework tend to be short and follow simi-
lar syntactic structures. Asking annotators to write
multiple descriptions or longer descriptions would
result in more varied data but at the cost of more
noise in the alignments. Other than descriptions, we
could also ask the annotators for more complicated
responses such as “fill in the blanks” in a dialogue
(e.g. “If you were this person in the video, what
would you say at this point?”), their opinion of the
event shown, or the moral of the story. However, as
with the difficulty of aligning news stories, finding
paraphrases within these more complex responses
could require additional annotation efforts.

In our experiments, we only used a subset of our
corpus to avoid dealing with excessive noise. How-

ever, a significant portion of the remaining data is
useful. Thus, an automatic method for filtering those
sentences could allow us to utilize even more of the
data. For example, sentences from the Tier-2 tasks
could be used as positive examples to train a string
classifier to determine whether a noisy sentence be-
longs in the same cluster or not.

We have so far used BLEU to measure seman-
tic adequacy since it is the most common MT met-
ric. However, other more advanced MT metrics
that have shown higher correlation with human judg-
ments could also be used.

In addition to paraphrasing, our data collection
framework could also be used to produces useful
data for machine translation and computer vision.
By pairing up descriptions of the same video in dif-
ferent languages, we obtain parallel data without re-
quiring any bilingual skills. Another application for
our data is to apply it to computer vision tasks such
as video retrieval. The dataset can be readily used
to train and evaluate systems that can automatically
generate full descriptions of unseen videos. As far as
we know, there are currently no datasets that contain
whole-sentence descriptions of open-domain video
segments.

7 Conclusion

We introduced a data collection framework that pro-
duces highly parallel data by asking different an-
notators to describe the same video segments. De-
ploying the framework on Mechanical Turk over a
two-month period yielded 85K English descriptions
for 2K videos, one of the largest paraphrase data re-
sources publicly available. In addition, the highly
parallel nature of the data allows us to use standard
MT metrics such as BLEU to evaluate semantic ad-
equacy reliably. Finally, we also introduced a new
metric, PINC, to measure the lexical dissimilarity
between the source sentence and the paraphrase.
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Abstract

This paper presents an attempt at building
a large scale distributed composite language
model that simultaneously accounts for local
word lexical information, mid-range sentence
syntactic structure, and long-span document
semantic content under a directed Markov ran-
dom field paradigm. The composite language
model has been trained by performing a con-
vergent N-best list approximate EM algorithm
that has linear time complexity and a follow-
up EM algorithm to improve word prediction
power on corpora with up to a billion tokens
and stored on a supercomputer. The large
scale distributed composite language model
gives drastic perplexity reduction overn-
grams and achieves significantly better trans-
lation quality measured by the BLEU score
and “readability” when applied to the task of
re-ranking the N-best list from a state-of-the-
art parsing-based machine translation system.

1 Introduction

The Markov chain (n-gram) source models, which
predict each word on the basis of previousn-1
words, have been the workhorses of state-of-the-art
speech recognizers and machine translators that help
to resolve acoustic or foreign language ambiguities
by placing higher probability on more likely original
underlying word strings. Research groups (Brants et
al., 2007; Zhang, 2008) have shown that using an
immense distributed computing paradigm, up to 6-
grams can be trained on up to billions and trillions
of words, yielding consistent system improvements,
but Zhang (2008) did not observe much improve-
ment beyond 6-grams. Although the Markov chains

are efficient at encoding local word interactions, the
n-gram model clearly ignores the rich syntactic and
semantic structures that constrain natural languages.
As the machine translation (MT) working groups
stated on page 3 of their final report (Lavie et al.,
2006), “These approaches have resulted in small im-
provements in MT quality, but have not fundamen-
tally solved the problem. There is a dire need for de-
veloping novel approaches to language modeling.”

Wang et al. (2006) integratedn-gram, structured
language model (SLM) (Chelba and Jelinek, 2000)
and probabilistic latent semantic analysis (PLSA)
(Hofmann, 2001) under the directed MRF frame-
work (Wang et al., 2005) and studied the stochas-
tic properties for the composite language model.
They derived ageneralized inside-outsidealgorithm
to train the composite language model from a gen-
eral EM (Dempster et al., 1977) by following Je-
linek’s ingenious definition of the inside and outside
probabilities for SLM (Jelinek, 2004) with 6th order
of sentence length time complexity. Unfortunately,
there are no experimental results reported.

In this paper, we study the same composite lan-
guage model. Instead of using the 6th order general-
ized inside-outside algorithm proposed in (Wang et
al., 2006), we train this composite model by a con-
vergent N-best list approximate EM algorithm that
has linear time complexity and a follow-up EM al-
gorithm to improve word prediction power. We con-
duct comprehensive experiments on corpora with 44
million tokens, 230 million tokens, and 1.3 billion
tokens and compare perplexity results withn-grams
(n=3,4,5 respectively) on these three corpora, we
obtain drastic perplexity reductions. Finally, we ap-
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ply our language models to the task of re-ranking
the N-best list from Hiero (Chiang, 2005; Chiang,
2007), a state-of-the-art parsing-based MT system,
we achieve significantly better translation quality
measured by the BLEU score and “readability”.

2 Composite language model

The n-gram language model is essentially a word
predictor that given its entire document history it
predicts next wordwk+1 based on the lastn-1 words
with probabilityp(wk+1|w

k
k−n+2) wherewk

k−n+2 =
wk−n+2, · · · , wk.

The SLM (Chelba and Jelinek, 1998; Chelba and
Jelinek, 2000) uses syntactic information beyond
the regularn-gram models to capture sentence level
long range dependencies. The SLM is based on sta-
tistical parsing techniques that allow syntactic anal-
ysis of sentences; it assigns a probabilityp(W,T ) to
every sentenceW and every possible binary parse
T . The terminals ofT are the words ofW with POS
tags, and the nodes ofT are annotated with phrase
headwords and non-terminal labels. LetW be a sen-
tence of lengthn words to which we have prepended
the sentence beginning marker<s> and appended
the sentence end marker</s> so thatw0 =<s>
andwn+1 =</s>. Let Wk = w0, · · · , wk be the
word k-prefix of the sentence – the words from the
beginning of the sentence up to the current position
k andWkTk the word-parsek-prefix. A word-parse
k-prefix has a set of exposed headsh−m, · · · , h−1,
with each head being a pair (headword, non-terminal
label), or in the case of a root-only tree (word,
POS tag). Anm-th order SLM (m-SLM) has
three operators to generate a sentence: WORD-
PREDICTOR predicts the next wordwk+1 based
on the m left-most exposed headwordsh−1

−m =
h−m, · · · , h−1 in the word-parsek-prefix with prob-
ability p(wk+1|h

−1
−m), and then passes control to the

TAGGER; the TAGGER predicts the POS tagtk+1

to the next wordwk+1 based on the next wordwk+1

and the POS tags of them left-most exposed head-
words h−1

−m in the word-parsek-prefix with prob-
ability p(tk+1|wk+1, h−m.tag, · · · , h−1.tag); the
CONSTRUCTOR builds the partial parseTk from
Tk−1, wk, andtk in a series of moves ending with
NULL, where a parse movea is made with proba-
bility p(a|h−1

−m); a ∈ A={(unary, NTlabel), (adjoin-
left, NTlabel), (adjoin-right, NTlabel), null}. Once

the CONSTRUCTOR hits NULL, it passes control
to the WORD-PREDICTOR. See detailed descrip-
tion in (Chelba and Jelinek, 2000).

A PLSA model (Hofmann, 2001) is a gener-
ative probabilistic model of word-document co-
occurrences using the bag-of-words assumption de-
scribed as follows: (i) choose a documentd with
probability p(d); (ii) SEMANTIZER: select a se-
mantic classg with probability p(g|d); and (iii)
WORD-PREDICTOR: pick a wordw with proba-
bility p(w|g). Since only one pair of(d,w) is being
observed, as a result, the joint probability model is
a mixture of log-linear model with the expression
p(d,w) = p(d)

∑
g p(w|g)p(g|d). Typically, the

number of documents and vocabulary size are much
larger than the size of latent semantic class variables.
Thus, latent semantic class variables function as bot-
tleneck variables to constrain word occurrences in
documents.

When combiningn-gram, m order SLM and
PLSA models together to build a composite gen-
erative language model under the directed MRF
paradigm (Wang et al., 2005; Wang et al., 2006),
the TAGGER and CONSTRUCTOR in SLM and
SEMANTIZER in PLSA remain unchanged; how-
ever the WORD-PREDICTORs inn-gram,m-SLM
and PLSA are combined to form a stronger WORD-
PREDICTOR that generates the next word,wk+1,
not only depending on them left-most exposed
headwordsh−1

−m in the word-parsek-prefix but also
its n-gram historywk

k−n+2 and its semantic con-
tentgk+1. The parameter for WORD-PREDICTOR
in the compositen-gram/m-SLM/PLSA language
model becomesp(wk+1|w

k
k−n+2h

−1
−mgk+1). The re-

sulting composite language model has an even more
complex dependency structure but with more ex-
pressive power than the original SLM. Figure 1 il-
lustrates the structure of a compositen-gram/m-
SLM/PLSA language model.

The composite n-gram/m-SLM/PLSA lan-
guage model can be formulated as a directed
MRF model (Wang et al., 2006) with lo-
cal normalization constraints for the param-
eters of each model component, WORD-
PREDICTOR, TAGGER, CONSTRUCTOR,
SEMANTIZER, i.e.,

∑
w∈V p(w|w−1

−n+1h
−1
−mg) =

1,
∑

t∈O p(t|wh−1
−m.tag) = 1,

∑
a∈A p(a|h−1

−m) =
1,

∑
g∈G p(g|d) = 1.

202



..................

g

w

g g g...... ...... ...... ......

</s>

d

kk−n+2j+1

......<s> w1 i

i
......

......

g1

wk wk+1

gk+1

h−1h−2

h−m

j+1wwj

gj

......
k−n+2w

......

Figure 1: A compositen-gram/m-SLM/PLSA language
model where the hidden information is the parse tree
T and semantic contentg. The WORD-PREDICTOR
generates the next wordwk+1 with probability
p(wk+1|w

k

k−n+2
h−1

−m
gk+1) instead ofp(wk+1|w

k

k−n+2
),

p(wk+1|h
−1
−m) andp(wk+1|gk+1) respectively.

3 Training algorithm
Under the compositen-gram/m-SLM/PLSA lan-
guage model, the likelihood of a training corpusD,
a collection of documents, can be written as

L(D, p) =
Y

d∈D

 

Y

l

 

X

Gl

 

X

T l

Pp(W
l, T l, Gl|d)

!!!

(1)

where(W l, T l, Gl, d) denote the joint sequence of
the lth sentenceW l with its parse tree structureT l

and semantic annotation stringGl in documentd.
This sequence is produced by a unique sequence
of model actions: WORD-PREDICTOR, TAGGER,
CONSTRUCTOR, SEMANTIZER moves, its prob-
ability is obtained by chaining the probabilities of
these moves

Pp(W l, T l, Gl|d)

=
Y

g∈G

0

@p(g|d)#(g,W l,Gl,d)
Y

h−1,··· ,h−m∈H

Y

w,w−1 ,··· ,w−n+1∈V

p(w|w−1
−n+1h

−1
−mg)#(w−

1

−n+1
wh

−1

−m
g,W l,T l,Gl,d)

Y

t∈O

p(t|wh−1
−m.tag)#(t,wh

−1

−m
.tag,W l,T l,d)

Y

a∈A

p(a|h−1
−m)#(a,h

−1

−m
,W l,T l,d)

!

where #(g,W l, Gl, d) is the count of seman-
tic content g in semantic annotation string
Gl of the lth sentenceW l in document d,
#(w−1

−n+1wh−1
−mg,W l, T l, Gl, d) is the count

of n-grams, itsm most recent exposed headwords
and semantic contentg in parseT l and semantic
annotation stringGl of the lth sentenceW l in
documentd, #(twh−1

−m.tag,W l, T l, d) is the count

of tag t predicted by wordw and the tags ofm
most recent exposed headwords in parse treeT l

of the lth sentenceW l in documentd, and finally
#(ah−1

−m,W l, T l, d) is the count of constructor
movea conditioning onm exposed headwordsh−1

−m

in parse treeT l of the lth sentenceW l in document
d.

The objective of maximum likelihood estimation
is to maximize the likelihoodL(D, p) respect to
model parameters. For a given sentence, its parse
tree and semantic content are hidden and the num-
ber of parse trees grows faster than exponential with
sentence length, Wang et al. (2006) have derived a
generalized inside-outside algorithm by applying the
standard EM algorithm. However, the complexity of
this algorithm is 6th order of sentence length, thus it
is computationally too expensive to be practical for
a large corpus even with the use of pruning on charts
(Jelinek and Chelba, 1999; Jelinek, 2004).

3.1 N-best list approximate EM
Similar to SLM (Chelba and Jelinek, 2000), we
adopt anN -best list approximate EM re-estimation
with modular modifications to seamlessly incorpo-
rate the effect ofn-gram and PLSA components.
Instead of maximizing the likelihoodL(D, p), we
maximize theN -best list likelihood,

max
T ′

N

L(D, p, T ′
N ) =

Y

d∈D

 

Y

l

 

max
T ′l

N
∈T ′

N

X

Gl

0

@

X

T l∈T ′l
N

,||T ′l
N
||=N

Pp(W
l, T l, Gl|d)

1

A

1

A

1

A

whereT ′l
N is a set ofN parse trees for sentenceW l

in documentd and|| · || denotes the cardinality and
T ′

N is a collection ofT ′l
N for sentences over entire

corpusD.
The N-best list approximate EM involves two

steps:

1. N-best list search: For each sentenceW in doc-
umentd, find N -best parse trees,

T l
N = arg max

T ′l
N

n

X

Gl

X

T l∈T ′l
N

Pp(W
l, T l, Gl|d), ||T ′l

N || = N
o

and denoteTN as the collection ofN -best list
parse trees for sentences over entire corpusD
under model parameterp.

2. EM update: Perform one iteration (or several
iterations) of EM algorithm to estimate model
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parameters that maximizesN -best-list likeli-
hood of the training corpusD,

L̃(D, p,TN ) =
Y

d∈D

(
Y

l

(
X

Gl

(
X

T l∈T l
N
∈TN

Pp(W l, T l, Gl|d))))

That is,

(a) E-step: Compute the auxiliary function of
theN -best-list likelihood

Q̃(p′, p, TN ) =
X

d∈D

X

l

X

Gl

X

T l∈T l
N
∈TN

Pp(T
l, Gl|W l, d)

log Pp′(W
l, T l, Gl|d)

(b) M-step: MaximizeQ̃(p′, p,TN ) with re-
spect top′ to get new update forp.

Iterate steps (1) and (2) until the convergence of the
N -best-list likelihood. Due to space constraints, we
omit the proof of the convergence of the N-best list
approximate EM algorithm which uses Zangwill’s
global convergence theorem (Zangwill, 1969).
N -best list search strategy: To extract theN -
best parse trees, we adopt a synchronous, multi-
stack search strategy that is similar to the one in
(Chelba and Jelinek, 2000), which involves a set
of stacks storing partial parses of the most likely
ones for a given prefixWk and the less probable
parses are purged. Each stack contains hypotheses
(partial parses) that have been constructed by the
same number of WORD-PREDICTOR and the same
number of CONSTRUCTOR operations. The hy-
potheses in each stack are ranked according to the
log(

∑
Gk

Pp(Wk, Tk, Gk|d)) score with the highest
on top, wherePp(Wk, Tk, Gk|d) is the joint prob-
ability of prefix Wk = w0, · · · , wk with its parse
structureTk and semantic annotation stringGk =
g1, · · · , gk in a documentd. A stack vector consists
of the ordered set of stacks containing partial parses
with the same number of WORD-PREDICTOR op-
erations but different number of CONSTRUCTOR
operations. In WORD-PREDICTOR and TAGGER
operations, some hypotheses are discarded due to
the maximum number of hypotheses the stack can
contain at any given time. In CONSTRUCTOR
operation, the resulting hypotheses are discarded
due to either finite stack size or the log-probability
threshold: the maximum tolerable difference be-
tween the log-probability score of the top-most hy-
pothesis and the bottom-most hypothesis at any
given state of the stack.

EM update: Once we have theN -best parse trees
for each sentence in documentd andN -best topics
for documentd, we derive the EM algorithm to esti-
mate model parameters.

In E-step, we compute the expected count of
each model parameter over sentenceW l in docu-
mentd in the training corpusD. For the WORD-
PREDICTOR and the SEMANTIZER, the number
of possible semantic annotation sequences is expo-
nential, we use forward-backward recursive formu-
las that are similar to those in hidden Markov mod-
els to compute the expected counts. We define the
forward vectorαl(g|d) to be

αl
k+1(g|d) =

X

Gl
k

Pp(W
l
k, T l

k, wk
k−n+2wk+1h

−1
−mg,Gl

k|d)

that can be recursively computed in a forward man-
ner, whereW l

k is the wordk-prefix for sentenceW l,
T l

k is the parse fork-prefix. We define backward
vectorβl(g|d) to be

βl
k+1(g|d)

=
X

Gl
k+1,·

Pp(W
l
k+1,·, T

l
k+1,·, G

l
k+1,·|w

k
k−n+2wk+1h

−1
−mg, d)

that can be computed in a backward manner, here
W l

k+1,· is the subsequence afterk+1th word in sen-

tence W l, T l
k+1,· is the incremental parse struc-

ture after the parse structureT l
k+1 of word k+1-

prefix W l
k+1 that generates parse treeT l, Gl

k+1,· is

the semantic subsequence inGl relevant toW l
k+1,·.

Then, the expected count ofw−1
−n+1wh−1

−mg for the
WORD-PREDICTOR on sentenceW l in document
d is
X

Gl

Pp(T
l, Gl|W l, d)#(w−1

−n+1wh−1
−mg,W l, T l, Gl, d)

=
X

l

X

k

αl
k+1(g|d)βl

k+1(g|d)p(g|d)

δ(wk
k−n+2wk+1h

−1
−mgk+1 = w−1

−n+1wh−1
−mg)/Pp(W

l|d)

whereδ(·) is an indicator function and the expected
count ofg for the SEMANTIZER on sentenceW l

in documentd is
X

Gl

Pp(T
l, Gl|W l, d)#(g,W l, Gl, d)

=

j−1
X

k=0

αl
k+1(g|d)βl

k+1(g|d)p(g|d)/Pp(W
l|d)

For the TAGGER and the CONSTRUCTOR,
the expected count of each event oftwh−1

−m.tag
and ah−1

−m over parse T l of sentenceW l in
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documentd is the real count appeared in parse
tree T l of sentenceW l in document d times
the conditional distribution Pp(T

l|W l, d) =
Pp(T

l,W l|d)/
∑

T l∈T l Pp(T
l,W l|d) respectively.

In M-step, the recursive linear interpolation
scheme (Jelinek and Mercer, 1981) is used
to obtain a smooth probability estimate for
each model component, WORD-PREDICTOR,
TAGGER, and CONSTRUCTOR. The TAGGER
and CONSTRUCTOR are conditional probabilis-
tic models of the typep(u|z1, · · · , zn) where
u, z1, · · · , zn belong to a mixed set of words, POS
tags, NTtags, CONSTRUCTOR actions (u only),
andz1, · · · , zn form a linear Markov chain. The re-
cursive mixing scheme is the standard one among
relative frequency estimates of different ordersk =
0, · · · , n as explained in (Chelba and Jelinek, 2000).
The WORD-PREDICTOR is, however, a condi-
tional probabilistic modelp(w|w−1

−n+1h
−1
−mg) where

there are three kinds of contextw−1
−n+1, h−1

−m andg,
each forms a linear Markov chain. The model has
a combinatorial number of relative frequency esti-
mates of different orders among three linear Markov
chains. We generalize Jelinek and Mercer’s original
recursive mixing scheme (Jelinek and Mercer, 1981)
and form a lattice to handle the situation where the
context is a mixture of Markov chains.

3.2 Follow-up EM
As explained in (Chelba and Jelinek, 2000), for the
SLM component, a large fraction of the partial parse
trees that can be used for assigning probability to the
next word do not survive in the synchronous, multi-
stack search strategy, thus they are not used in the
N-best approximate EM algorithm for the estima-
tion of WORD-PREDICTOR to improve its predic-
tive power. To remedy this weakness, we estimate
WORD-PREDICTOR using the algorithm below.

The language modelprobability assignment for
the word at positionk+1 in the input sentence of
documentd can be computed as

Pp(wk+1|Wk, d) =
X

h
−1

−m
∈Tk;Tk∈Zk,gk+1∈Gd

p(wk+1|w
k
k−n+2h

−1
−mgk+1)

Pp(Tk|Wk, d)p(gk+1|d) (2)

where Pp(Tk|Wk, d) =

P

Gk
Pp(Wk,Tk,Gk|d)

P

Tk∈Zk

P

Gk
Pp(Wk,Tk,Gk|d)

andZk is the set of all parses present in the stacks
at the current stagek during the synchronous multi-

stack pruning strategy and it is a function of the word
k-prefix Wk.

The likelihood of a training corpusD under this
language model probability assignment that uses
partial parse trees generated during the process of
the synchronous, multi-stack search strategy can be
written as

L̃(D, p) =
Y

d∈D

Y

l

“

X

k

Pp(w
(l)
k+1|W

l
k, d)

”

(3)

We employ a second stage of parameter re-
estimation for p(wk+1|w

k
k−n+2h

−1
−mgk+1) and

p(gk+1|d) by using EM again to maximize
Equation (3) to improve the predictive power of
WORD-PREDICTOR.

3.3 Distributed architecture
When using very large corpora to train our compos-
ite language model, both the data and the parameters
can’t be stored in a single machine, so we have to
resort to distributed computing. The topic of large
scale distributed language models is relatively new,
and existing works are restricted ton-grams only
(Brants et al., 2007; Emami et al., 2007; Zhang et
al., 2006). Even though all use distributed archi-
tectures that follow the client-server paradigm, the
real implementations are in fact different. Zhang
et al. (2006) and Emami et al. (2007) store train-
ing corpora in suffix arrays such that one sub-corpus
per server serves raw counts and test sentences are
loaded in a client. This implies that when comput-
ing the language model probability of a sentence in
a client, all servers need to be contacted for eachn-
gram request. The approach by Brants et al. (2007)
follows a standard MapReduce paradigm (Dean and
Ghemawat, 2004): the corpus is first divided and
loaded into a number of clients, andn-gram counts
are collected at each client, then then-gram counts
mapped and stored in a number of servers, result-
ing in exactly one server being contacted pern-gram
when computing the language model probability of
a sentence. We adopt a similar approach to Brants
et al. and make it suitable to perform iterations
of N -best list approximate EM algorithm, see Fig-
ure 2. The corpus is divided and loaded into a num-
ber of clients. We use a public available parser to
parse the sentences in each client to get the initial
counts forw−1

−n+1wh−1
−mg etc., finish the Map part,

and then the counts for a particularw−1
−n+1wh−1

−mg
at different clients are summed up and stored in one
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Server 2Server 1 Server L

Client 1 Client 2 Client M

Figure 2:Distributed architecture is essentially a MapRe-
duce paradigm: clients store partitioned data and per-
form E-step: compute expected counts, this is Map;
servers store parameters (counts) for M-step where
counts ofw−1

−n+1wh−1
−mg are hashed by wordw

−1 (or
h
−1) and its topicg to evenly distribute these model pa-

rameters into servers as much as possible, this is Reduce.

of the servers by hashing through the wordw−1 (or
h−1) and its topicg, finish the Reduce part. This
is the initialization of theN -best list approximate
EM step. Each client then calls the servers for pa-
rameters to perform synchronous multi-stack search
for each sentence to get theN -best list parse trees.
Again, the expected count for a particular parameter
of w−1

−n+1wh−1
−mg at the clients are computed, thus

we finish a Map part, then summed up and stored in
one of the servers by hashing through the wordw−1

(or h−1) and its topicg, thus we finish the Reduce
part. We repeat this procedure until convergence.

Similarly, we use a distributed architecture as in
Figure 2 to perform the follow-up EM algorithm to
re-estimate WORD-PREDICTOR.

4 Experimental results

We have trained our language models using three
different training sets: one has 44 million tokens,
another has 230 million tokens, and the other has
1.3 billion tokens. An independent test set which
has 354 k tokens is chosen. The independent check
data set used to determine the linear interpolation
coefficients has 1.7 million tokens for the 44 mil-
lion tokens training corpus, 13.7 million tokens for
both 230 million and 1.3 billion tokens training cor-
pora. All these data sets are taken from the LDC
English Gigaword corpus with non-verbalized punc-
tuation and we remove all punctuation. Table 1 gives
the detailed information on how these data sets are
chosen from the LDC English Gigaword corpus.

The vocabulary sizes in all three cases are:

• word (also WORD-PREDICTOR operation)

1.3 BILLION TOKENS TRAINING CORPUS

AFP 19940512.0003∼ 19961015.0568
AFW 19941111.0001∼ 19960414.0652
NYT 19940701.0001∼ 19950131.0483
NYT 19950401.0001∼ 20040909.0063
XIN 19970901.0001∼ 20041125.0119

230 MILLION TOKENS TRAINING CORPUS

AFP 19940622.0336∼ 19961031.0797
APW 19941111.0001∼ 19960419.0765
NYT 19940701.0001∼ 19941130.0405

44 MILLION TOKENS TRAINING CORPUS

AFP 19940601.0001∼ 19950721.0137

13.7MILLION TOKENS CHECK CORPUS

NYT 19950201.0001∼ 19950331.0494

1.7 MILLION TOKENS CHECK CORPUS

AFP 19940512.0003∼ 19940531.0197

354K TOKENS TEST CORPUS

CNA 20041101.0006∼ 20041217.0009

Table 1: The corpora used in our experiments are selected
from the LDC English Gigaword corpus and specified in
this table, AFP, AFW, NYT, XIN and CNA denote the
sections of the LDC English Gigaword corpus.

vocabulary: 60 k, open - all words outside the
vocabulary are mapped to the<unk> token,
these 60 k words are chosen from the most fre-
quently occurred words in 44 millions tokens
corpus;

• POS tag (also TAGGER operation) vocabulary:
69, closed;

• non-terminal tag vocabulary: 54, closed;
• CONSTRUCTOR operation vocabulary: 157,

closed.
Similar to SLM (Chelba and Jelinek, 2000), af-

ter the parses undergo headword percolation and
binarization, each model component of WORD-
PREDICTOR, TAGGER, and CONSTRUCTOR is
initialized from a set of parsed sentences. We use
the “openNLP” software (Northedge, 2005) to parse
a large amount of sentences in the LDC English Gi-
gaword corpus to generate an automatic treebank,
which has a slightly different word-tokenization
than that of the manual treebank such as the Upenn
Treebank used in (Chelba and Jelinek, 2000). For
the 44 and 230 million tokens corpora, all sentences
are automatically parsed and used to initialize model
parameters, while for 1.3 billion tokens corpus, we
parse the sentences from a portion of the corpus that
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contain 230 million tokens, then use them to initial-
ize model parameters. The parser at ”openNLP” is
trained by Upenn treebank with 1 million tokens and
there is a mismatch between Upenn treebank and
LDC English Gigaword corpus. Nevertheless, ex-
perimental results show that this approach is effec-
tive to provide initial values of model parameters.

As we have explained, the proposed EM algo-
rithms can be naturally cast into a MapReduce
framework, see more discussion in (Lin and Dyer,
2010). If we have access to a large cluster of
machines with Hadoop installed that are powerful
enough to process a billion tokens level corpus,
we just need to specify a map function and a re-
duce function etc., Hadoop will automatically par-
allelize and execute programs written in this func-
tional style. Unfortunately, we don’t have this kind
of resources available. Instead, we have access to a
supercomputer at a supercomputer center with MPI
installed that has more than 1000 core processors us-
able. Thus we implement our algorithms using C++
under MPI on the supercomputer, where we have to
write C++ codes for Map part and Reduce part, and
the MPI is used to take care of massage passing,
scheduling, synchronization, etc. between clients
and servers. This involves a fair amount of pro-
gramming work, even though our implementation
under MPI is not as reliable as under Hadoop but
it is more efficient. We use up to 1000 core proces-
sors to train the composite language models for 1.3
billion tokens corpus where 900 core processors are
used to store the parameters alone. We decide to use
linearly smoothed trigram as the baseline model for
44 million token corpus, linearly smoothed 4-gram
as the baseline model for 230 million token corpus,
and linearly smoothed 5-gram as the baseline model
for 1.3 billion token corpus. Model size is a big is-
sue, we have to keep only a small set of topics due to
the consideration in both computational time and re-
source demand. Table 2 shows the perplexity results
and computation time of compositen-gram/PLSA
language models that are trained on three corpora
when the pre-defined number of total topics is 200
but different numbers of most likely topics are kept
for each document in PLSA, the rest are pruned. For
composite 5-gram/PLSA model trained on 1.3 bil-
lion tokens corpus, 400 cores have to be used to
keep top 5 most likely topics. For composite tri-

gram/PLSA model trained on 44M tokens corpus,
the computation time increases drastically with less
than 5% percent perplexity improvement. So in the
following experiments, we keep top 5 topics for each
document from total 200 topics and all other 195
topics are pruned.

All composite language models are first trained
by performing N-best list approximate EM algo-
rithm until convergence, then EM algorithm for a
second stage of parameter re-estimation for WORD-
PREDICTOR and SEMANTIZER until conver-
gence. We fix the size of topics in PLSA to be 200
and then prune to 5 in the experiments, where the
unpruned 5 topics in general account for 70% prob-
ability in p(g|d). Table 3 shows comprehensive per-
plexity results for a variety of different models such
as compositen-gram/m-SLM, n-gram/PLSA,m-
SLM/PLSA, their linear combinations, etc., where
we use online EM with fixed learning rate to re-
estimate the parameters of the SEMANTIZER of
test document. Them-SLM performs competitively
with its counterpartn-gram (n=m+1) on large scale
corpus. In Table 3, for compositen-gram/m-SLM
model (n = 3,m = 2 andn = 4,m = 3) trained
on 44 million tokens and 230 million tokens, we cut
off its fractional expected counts that are less than a
threshold 0.005, this significantly reduces the num-
ber of predictor’s types by 85%. When we train
the composite language on 1.3 billion tokens cor-
pus, we have to both aggressively prune the param-
eters of WORD-PREDICTOR and shrink the order
of n-gram andm-SLM in order to store them in a
supercomputer having 1000 cores. In particular, for
composite 5-gram/4-SLM model, its size is too big
to store, thus we use its approximation, a linear com-
bination of 5-gram/2-SLM and 2-gram/4-SLM, and
for 5-gram/2-SLM or 2-gram/4-SLM, again we cut
off its fractional expected counts that are less than a
threshold 0.005, this significantly reduces the num-
ber of predictor’s types by 85%. For composite 4-
SLM/PLSA model, we cut off its fractional expected
counts that are less than a threshold 0.002, again this
significantly reduces the number of predictor’s types
by 85%. For composite 4-SLM/PLSA model or its
linear combination with models, we ignore all the
tags and use only the words in the 4 head words.
In this table, we have three items missing (marked
by —), since the size of corresponding model is
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CORPUS n # OF PPL TIME # OF # OF # OF TYPES

TOPICS (HOURS) SERVERS CLIENTS OF ww−1

−n+1g

44M 3 5 196 0.5 40 100 120.1M
3 10 194 1.0 40 100 218.6M
3 20 190 2.7 80 100 537.8M
3 50 189 6.3 80 100 1.123B
3 100 189 11.2 80 100 1.616B
3 200 188 19.3 80 100 2.280B

230M 4 5 146 25.6 280 100 0.681B
1.3B 5 2 111 26.5 400 100 1.790B

5 5 102 75.0 400 100 4.391B

Table 2: Perplexity (ppl) results and time consumed of composite n-gram/PLSA language model trained on three
corpora when different numbers of most likely topics are kept for each document in PLSA.

LANGUAGE MODEL 44M REDUC- 230M REDUC- 1.3B REDUC-
n=3,m=2 TION n=4,m=3 TION n=5,m=4 TION

BASELINE n-GRAM (LINEAR) 262 200 138
n-GRAM (KNESER-NEY) 244 6.9% 183 8.5% — —
m-SLM 279 -6.5% 190 5.0% 137 0.0%
PLSA 825 -214.9% 812 -306.0% 773 -460.0%
n-GRAM+m-SLM 247 5.7% 184 8.0% 129 6.5%
n-GRAM+PLSA 235 10.3% 179 10.5% 128 7.2%
n-GRAM+m-SLM+PLSA 222 15.3% 175 12.5% 123 10.9%
n-GRAM/m-SLM 243 7.3% 171 14.5% (125) 9.4%
n-GRAM/PLSA 196 25.2% 146 27.0% 102 26.1%
m-SLM/PLSA 198 24.4% 140 30.0% (103) 25.4%
n-GRAM/PLSA+m-SLM/PLSA 183 30.2% 140 30.0% (93) 32.6%
n-GRAM/m-SLM+m-SLM/PLSA 183 30.2% 139 30.5% (94) 31.9%
n-GRAM/m-SLM+n-GRAM/PLSA 184 29.8% 137 31.5% (91) 34.1%
n-GRAM/m-SLM+n-GRAM/PLSA 180 31.3% 130 35.0% — —
+m-SLM/PLSA
n-GRAM/m-SLM/PLSA 176 32.8% — — — —

Table 3: Perplexity results for various language models on test corpus, where + denotes linear combination, / denotes
composite model;n denotes the order ofn-gram andm denotes the order of SLM; the topic nodes are pruned from
200 to 5.

too big to store in the supercomputer. The com-
posite n-gram/m-SLM/PLSA model gives signifi-
cant perplexity reductions over baselinen-grams,
n = 3, 4, 5 andm-SLMs, m = 2, 3, 4. The major-
ity of gains comes from PLSA component, but when
adding SLM component inton-gram/PLSA, there is
a further 10% relative perplexity reduction.

We have applied our composite 5-gram/2-
SLM+2-gram/4-SLM+5-gram/PLSA language
model that is trained by 1.3 billion word corpus for
the task of re-ranking theN -best list in statistical
machine translation. We used the same 1000-best
list that is used by Zhang et al. (2006). This

list was generated on 919 sentences from the
MT03 Chinese-English evaluation set by Hiero
(Chiang, 2005; Chiang, 2007), a state-of-the-art
parsing-based translation model. Its decoder uses
a trigram language model trained with modified
Kneser-Ney smoothing (Kneser and Ney, 1995) on
a 200 million tokens corpus. Each translation has
11 features and language model is one of them.
We substitute our language model and use MERT
(Och, 2003) to optimize the BLEU score (Papineni
et al., 2002). We partition the data into ten pieces,
9 pieces are used as training data to optimize the
BLEU score (Papineni et al., 2002) by MERT (Och,
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2003), a remaining single piece is used to re-rank
the 1000-best list and obtain the BLEU score. The
cross-validation process is then repeated 10 times
(the folds), with each of the 10 pieces used exactly
once as the validation data. The 10 results from the
folds then can be averaged (or otherwise combined)
to produce a single estimation for BLEU score.
Table 4 shows the BLEU scores through 10-fold
cross-validation. The composite 5-gram/2-SLM+2-
gram/4-SLM+5-gram/PLSA language model gives
1.57% BLEU score improvement over the baseline
and 0.79% BLEU score improvement over the
5-gram. This is because there is not much diversity
on the 1000-best list, and essentially only 20∼ 30
distinct sentences are there in the 1000-best list.
Chiang (2007) studied the performance of machine
translation on Hiero, the BLEU score is 33.31%
whenn-gram is used to re-rank theN -best list, how-
ever, the BLEU score becomes significantly higher
37.09% when then-gram is embedded directly into
Hiero’s one pass decoder, this is because there is not
much diversity in theN -best list. It is expected that
putting the our composite language into a one pass
decoder of both phrase-based (Koehn et al., 2003)
and parsing-based (Chiang, 2005; Chiang, 2007)
MT systems should result in much improved BLEU
scores.

SYSTEM MODEL MEAN (%)
BASELINE 31.75
5-GRAM 32.53
5-GRAM/2-SLM+2-GRAM/4-SLM 32.87
5-GRAM/PLSA 33.01
5-GRAM/2-SLM+2-GRAM/4-SLM 33.32
+5-GRAM/PLSA

Table 4: 10-fold cross-validation BLEU score results for
the task of re-ranking theN -best list.

Besides reporting the BLEU scores, we look at the
“readability” of translations similar to the study con-
ducted by Charniak et al. (2003). The translations
are sorted into four groups: good/bad syntax crossed
with good/bad meaning by human judges, see Ta-
ble 5. We find that many more sentences are perfect,
many more are grammatically correct, and many
more are semantically correct. The syntactic lan-
guage model (Charniak, 2001; Charniak, 2003) only
improves translations to have good grammar, but
does not improve translations to preserve meaning.

The composite 5-gram/2-SLM+2-gram/4-SLM+5-
gram/PLSA language model improves both signif-
icantly. Bear in mind that Charniak et al. (2003) in-
tegrated Charniak’s language model with the syntax-
based translation model Yamada and Knight pro-
posed (2001) to rescore a tree-to-string translation
forest, whereas we use only our language model
for N -best list re-ranking. Also, in the same study
in (Charniak, 2003), they found that the outputs
produced using then-grams received higher scores
from BLEU; ours did not. The difference between
human judgments and BLEU scores indicate that
closer agreement may be possible by incorporating
syntactic structure and semantic information into the
BLEU score evaluation. For example, semantically
similar words like “insure” and “ensure” in the ex-
ample of BLEU paper (Papineni et al., 2002) should
be substituted in the formula, and there is a weight
to measure the goodness of syntactic structure. This
modification will lead to a better metric and such
information can be provided by our composite lan-
guage models.

SYSTEM MODEL P S G W
BASELINE 95 398 20 406
5-GRAM 122 406 24 367
5-GRAM/2-SLM 151 425 33 310
+2-GRAM/4-SLM
+5-GRAM/PLSA

Table 5: Results of “readability” evaluation on 919 trans-
lated sentences, P: perfect, S: only semantically correct,
G: only grammatically correct, W: wrong.

5 Conclusion

As far as we know, this is the first work of building a
complex large scale distributed language model with
a principled approach that is more powerful thann-
grams when both trained on a very large corpus with
up to a billion tokens. We believe our results still
hold on web scale corpora that have trillion tokens,
since the composite language model effectively en-
codes long range dependencies of natural language
that n-gram is not viable to consider. Of course,
this implies that we have to take a huge amount of
resources to perform the computation, nevertheless
this becomes feasible, affordable, and cheap in the
era of cloud computing.
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Abstract

State-of-the-art statistical machine translation
(MT) systems have made significant progress
towards producing user-acceptable translation
output. However, there is still no efficient
way for MT systems to inform users which
words are likely translated correctly and how
confident it is about the whole sentence. We
propose a novel framework to predict word-
level and sentence-level MT errors with a large
number of novel features. Experimental re-
sults show that the MT error prediction accu-
racy is increased from 69.1 to 72.2 in F-score.
The Pearson correlation between the proposed
confidence measure and the human-targeted
translation edit rate (HTER) is 0.6. Improve-
ments between 0.4 and 0.9 TER reduction are
obtained with the n-best list reranking task us-
ing the proposed confidence measure. Also,
we present a visualization prototype of MT er-
rors at the word and sentence levels with the
objective to improve post-editor productivity.

1 Introduction
State-of-the-art Machine Translation (MT) systems are
making progress to generate more usable translation
outputs. In particular, statistical machine translation
systems (Koehn et al., 2007; Bach et al., 2007; Shen
et al., 2008) have advanced to a state that the transla-
tion quality for certain language pairs (e.g. Spanish-
English, French-English, Iraqi-English) in certain do-
mains (e.g. broadcasting news, force-protection, travel)
is acceptable to users.

However, a remaining open question is how to pre-
dict confidence scores for machine translated words
and sentences. An MT system typically returns the
best translation candidate from its search space, but
still has no reliable way to inform users which word
is likely to be correctly translated and how confident it
is about the whole sentence. Such information is vital

∗ Work done during an internship at IBM T.J. Watson
Research Center

to realize the utility of machine translation in many ar-
eas. For example, a post-editor would like to quickly
identify which sentences might be incorrectly trans-
lated and in need of correction. Other areas, such as
cross-lingual question-answering, information extrac-
tion and retrieval, can also benefit from the confidence
scores of MT output. Finally, even MT systems can
leverage such information to do n-best list reranking,
discriminative phrase table and rule filtering, and con-
straint decoding (Hildebrand and Vogel, 2008).

Numerous attempts have been made to tackle the
confidence estimation problem. The work of Blatz et
al. (2004) is perhaps the best known study of sentence
and word level features and their impact on transla-
tion error prediction. Along this line of research, im-
provements can be obtained by incorporating more fea-
tures as shown in (Quirk, 2004; Sanchis et al., 2007;
Raybaud et al., 2009; Specia et al., 2009). Sori-
cut and Echihabi (2010) developed regression models
which are used to predict the expected BLEU score
of a given translation hypothesis. Improvement also
can be obtained by using target part-of-speech and null
dependency link in a MaxEnt classifier (Xiong et al.,
2010). Ueffing and Ney (2007) introduced word pos-
terior probabilities (WPP) features and applied them in
the n-best list reranking. From the usability point of
view, back-translation is a tool to help users to assess
the accuracy level of MT output (Bach et al., 2007).
Literally, it translates backward the MT output into the
source language to see whether the output of backward
translation matches the original source sentence.

However, previous studies had a few shortcomings.
First, source-side features were not extensively inves-
tigated. Blatz et al.(2004) only investigated source n-
gram frequency statistics and source language model
features, while other work mainly focused on target
side features. Second, previous work attempted to in-
corporate more features but faced scalability issues,
i.e., to train many features we need many training ex-
amples and to train discriminatively we need to search
through all possible translations of each training exam-
ple. Another issue of previous work was that they are
all trained with BLEU/TER score computing against211



the translation references which is different from pre-
dicting the human-targeted translation edit rate (HTER)
which is crucial in post-editing applications (Snover et
al., 2006; Papineni et al., 2002). Finally, the back-
translation approach faces a serious issue when forward
and backward translation models are symmetric. In this
case, back-translation will not be very informative to
indicate forward translation quality.

In this paper, we predict error types of each word
in the MT output with a confidence score, extend it to
the sentence level, then apply it to n-best list reranking
task to improve MT quality, and finally design a vi-
sualization prototype. We try to answer the following
questions:

• Can we use a rich feature set such as source-
side information, alignment context, and depen-
dency structures to improve error prediction per-
formance?

• Can we predict more translation error types i.e
substitution, insertion, deletion and shift?

• How good do our prediction methods correlate
with human correction?

• Do confidence measures help the MT system to
select a better translation?

• How confidence score can be presented to im-
prove end-user perception?

In Section 2, we describe the models and training
method for the classifier. We describe novel features
including source-side, alignment context, and depen-
dency structures in Section 3. Experimental results and
analysis are reported in Section 4. Section 5 and 6
present applications of confidence scores.

2 Confidence Measure Model
2.1 Problem setting
Confidence estimation can be viewed as a sequen-
tial labelling task in which the word sequence is
MT output and word labels can be Bad/Good or
Insertion/Substitution/Shift/Good. We first esti-
mate each individual word confidence and extend it to
the whole sentence. Arabic text is fed into an Arabic-
English SMT system and the English translation out-
puts are corrected by humans in two phases. In phase
one, a bilingual speaker corrects the MT system trans-
lation output. In phase two, another bilingual speaker
does quality checking for the correction done in phase
one. If bad corrections were spotted, they correct them
again. In this paper we use the final correction data
from phase two as the reference thus HTER can be
used as an evaluation metric. We have 75 thousand sen-
tences with 2.4 million words in total from the human
correction process described above.

We obtain training labels for each word by perform-
ing TER alignment between MT output and the phase-
two human correction. From TER alignments we ob-
served that out of total errors are 48% substitution, 28%

deletion, 13% shift, and 11% insertion errors. Based
on the alignment, each word produced by the MT sys-
tem has a label: good, insertion, substitution and shift.
Since a deletion error occurs when it only appears in the
reference translation, not in the MT output, our model
will not predict deletion errors in the MT output.

2.2 Word-level model
In our problem, a training instance is a word from MT
output, and its label when the MT sentence is aligned
with the human correction. Given a training instance x,
y is the true label of x; f stands for its feature vector
f(x, y); and w is feature weight vector. We define a
feature-rich classifier score(x, y) as follow

score(x, y) = w.f(x, y) (1)

To obtain the label, we choose the class with the high-
est score as the predicted label for that data instance.
To learn optimized weights, we use the Margin Infused
Relaxed Algorithm or MIRA (Crammer and Singer,
2003; McDonald et al., 2005) which is an online learner
closely related to both the support vector machine and
perceptron learning framework. MIRA has been shown
to provide state-of-the-art performance for sequential
labelling task (Rozenfeld et al., 2006), and is also able
to provide an efficient mechanism to train and opti-
mize MT systems with lots of features (Watanabe et
al., 2007; Chiang et al., 2009). In general, weights are
updated at each step time t according to the following
rule:

wt+1 = arg minwt+1
||wt+1 − wt||

s.t. score(x, y) ≥ score(x, y′) + L(y, y′)
(2)

where L(y, y′) is a measure of the loss of using y′ in-
stead of the true label y. In this problem L(y, y′) is 0-1
loss function. More specifically, for each instance xi in
the training data at a time t we find the label with the
highest score:

y′ = arg max
y

score(xi, y) (3)

the weight vector is updated as follow

wt+1 = wt + τ(f(xi, y)− f(xi, y
′)) (4)

τ can be interpreted as a step size; when τ is a large
number we want to update our weights aggressively,
otherwise weights are updated conservatively.

τ = max(0, α)

α = min

{
C, L(y,y′)−(score(xi,y)−score(xi,y

′))
||f(xi,y)−f(xi,y′)||22

}
(5)

where C is a positive constant used to cap the maxi-
mum possible value of τ . In practice, a cut-off thresh-
old n is the parameter which decides the number of
features kept (whose occurrence is at least n) during212



training. Note that MIRA is sensitive to constant C,
the cut-off feature threshold n, and the number of iter-
ations. The final weight is typically normalized by the
number of training iterations and the number of train-
ing instances. These parameters are tuned on a devel-
opment set.

2.3 Sentence-level model
Given the feature sets and optimized weights, we use
the Viterbi algorithm to find the best label sequence.
To estimate the confidence of a sentence S we rely on
the information from the forward-backward inference.
One approach is to directly use the conditional prob-
abilities of the whole sequence. However, this quan-
tity is the confidence measure for the label sequence
predicted by the classifier and it does not represent the
goodness of the whole MT output. Another more ap-
propriated method is to use the marginal probability of
Good label which can be defined as follow:

p(yi = Good|S) =
α(yi|S)β(yi|S)∑
j α(yj |S)β(yj |S)

(6)

p(yi = Good|S) is the marginal probability of label
Good at position i given the MT output sentence S.
α(yi|S) and β(yi|S) are forward and backward values.
Our confidence estimation for a sentence S of k words
is defined as follow

goodness(S) =

∑k
i=1 p(yi = Good|S)

k
(7)

goodness(S) is ranging between 0 and 1, where 0 is
equivalent to an absolutely wrong translation and 1
is a perfect translation. Essentially, goodness(S) is
the arithmetic mean which represents the goodness of
translation per word in the whole sentence.

3 Confidence Measure Features
Features are generated from feature types: abstract
templates from which specific features are instantiated.
Features sets are often parameterized in various ways.
In this section, we describe three new feature sets intro-
duced on top of our baseline classifier which has WPP
and target POS features (Ueffing and Ney, 2007; Xiong
et al., 2010).

3.1 Source-side features
From MT decoder log, we can track which source
phrases generate target phrases. Furthermore, one can
infer the alignment between source and target words
within the phrase pair using simple aligners such as
IBM Model-1 alignment.

Source phrase features: These features are designed
to capture the likelihood that source phrase and target
word co-occur with a given error label. The intuition
behind them is that if a large percentage of the source
phrase and target have often been seen together with the
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Figure 1: Source-side features.

same label, then the produced target word should have
this label in the future. Figure 1a illustrates this feature
template where the first line is source POS tags, the
second line is the Buckwalter romanized source Arabic
sequence, and the third line is MT output. The source
phrase feature is defined as follow

f102(process) =

{
1 if source-phrase=“hdhh alamlyt”
0 otherwise

Source POS: Source phrase features might be suscep-
tible to sparseness issues. We can generalize source
phrases based on their POS tags to reduce the number
of parameters. For example, the example in Figure 1a
is generalized as in Figure 1b and we have the follow-
ing feature:

f103(process) =

{
1 if source-POS=“ DT DTNN ”
0 otherwise

Source POS and phrase context features: This fea-
ture set allows us to look at the surrounding context
of the source phrase. For example, in Figure 1c we
have “hdhh alamlyt” generates “process”. We also
have other information such as on the right hand side
the next two phrases are “ayda” and “tshyr” or the se-
quence of source target POS on the right hand side is
“RB VBP”. An example of this type of feature is

f104(process) =

{
1 if source-POS-context=“ RB VBP ”
0 otherwise

3.2 Alignment context features
The IBM Model-1 feature performed relatively well in
comparison with the WPP feature as shown by Blatz et
al. (2004). In our work, we incorporate not only the213
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Figure 2: Alignment context features.

IBM Model-1 feature but also the surrounding align-
ment context. The key intuition is that collocation is a
reliable indicator for judging if a target word is gener-
ated by a particular source word (Huang, 2009). More-
over, the IBM Model-1 feature was already used in sev-
eral steps of a translation system such as word align-
ment, phrase extraction and scoring. Also the impact of
this feature alone might fade away when the MT sys-
tem is scaled up.

We obtain word-to-word alignments by applying
IBM Model-1 to bilingual phrase pairs that generated
the MT output. The IBM Model-1 assumes one
target word can only be aligned to one source word.
Therefore, given a target word we can always identify
which source word it is aligned to.

Source alignment context feature: We anchor the
target word and derive context features surround-
ing its source word. For example, in Figure 2a
and 2b we have an alignment between “tshyr” and
“refers” The source contexts “tshyr” with a window
of one word are “ayda” to the left and “aly” to the right.

Target alignment context feature: Similar to source
alignment context features, we anchor the source word
and derive context features surrounding the aligned
target word. Figure 2c shows a left target context
feature of word “refers”. Our features are derived from
a window of four words.

Combining alignment context with POS tags: In-
stead of using lexical context we have features to look
at source and target POS alignment context. For in-
stance, the feature in Figure 2d is

f141(refers) =

{
1 if source-POS = “VBP”

and target-context = “to”
0 otherwise
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Figure 3: Dependency structures features.

3.3 Source and target dependency structure
features

The contextual and source information in the previous
sections only take into account surface structures of
source and target sentences. Meanwhile, dependency
structures have been extensively used in various
translation systems (Shen et al., 2008; Ma et al.,
2008; Bach et al., 2009). The adoption of dependency
structures might enable the classifier to utilize deep
structures to predict translation errors. Source and tar-
get structures are unlikely to be isomorphic as shown
in Figure 3a. However, we expect some high-level
linguistic structures are likely to transfer across certain
language pairs. For example, prepositional phrases
(PP) in Arabic and English are similar in a sense
that PPs generally appear at the end of the sentence
(after all the verbal arguments) and to a lesser extent
at its beginning (Habash and Hu, 2009). We use the
Stanford parser to obtain dependency trees and POS
tags (Marneffe et al., 2006).

Child-Father agreement: The motivation is to take
advantage of the long distance dependency relations
between source and target words. Given an alignment
between a source word si and a target word tj . A child-214



father agreement exists when sk is aligned to tl, where
sk and tl are father of si and tj in source and target
dependency trees, respectively. Figure 3b illustrates
that “tshyr” and “refers” have a child-father agreement.
To verify our intuition, we analysed 243K words of
manual aligned Arabic-English bitext. We observed
29.2% words having child-father agreements. In term
of structure types, we found 27.2% of copula verb
and 30.2% prepositional structures, including object
of a preposition, prepositional modifier, and preposi-
tional complement, are having child-father agreements.

Children agreement: In the child-father agreement
feature we look up in the dependency tree, however,
we also can look down to the dependency tree with a
similar motivation. Essentially, given an alignment be-
tween a source word si and a target word tj , how many
children of si and tj are aligned together? For exam-
ple, “tshyr” and “refers” have 2 aligned children which
are “ayda-also” and “aly-to” as shown in Figure 3c.

4 Experiments

4.1 Arabic-English translation system

The SMT engine is a phrase-based system similar to
the description in (Tillmann, 2006), where various
features are combined within a log-linear framework.
These features include source-to-target phrase transla-
tion score, source-to-target and target-to-source word-
to-word translation scores, language model score, dis-
tortion model scores and word count. The training
data for these features are 7M Arabic-English sentence
pairs, mostly newswire and UN corpora released by
LDC. The parallel sentences have word alignment au-
tomatically generated with HMM and MaxEnt word
aligner (Ge, 2004; Ittycheriah and Roukos, 2005).
Bilingual phrase translations are extracted from these
word-aligned parallel corpora. The language model is
a 5-gram model trained on roughly 3.5 billion English
words.

Our training data contains 72k sentences Arabic-
English machine translation with human corrections
which include of 2.2M words in newswire and weblog
domains. We have a development set of 2,707 sen-
tences, 80K words (dev); an unseen test set of 2,707
sentences, 79K words (test). Feature selection and pa-
rameter tuning has been done on the development set in
which we experimented values of C, n and iterations in
range of [0.5:10], [1:5], and [50:200] respectively. The
final MIRA classifier was trained by using pocket crf
toolkit1 with 100 iterations, hyper-parameter C was 5
and cut-off feature threshold n was 1.

We use precision (P ), recall (R) and F-score (F ) to
evaluate the classifier performance and they are com-

1http://pocket-crf-1.sourceforge.net/

puted as follow:

P =
the number of correctly tagged labels

the number of tagged labels

R =
the number of correctly tagged labels

the number of reference labels

F = 2*P*R
P+R

(8)

4.2 Contribution of feature sets
We designed our experiments to show the impact
of each feature separately as well as their cumu-
lative impact. We trained two types of classifiers
to predict the error type of each word in MT out-
put, namely Good/Bad with a binary classifier and
Good/Insertion/Substitution/Shift with a 4-class classi-
fier. Each classifier is trained with different feature sets
as follow:

• WPP: we reimplemented WPP calculation based
on n-best lists as described in (Ueffing and Ney,
2007).

• WPP + target POS: only WPP and target POS fea-
tures are used. This is a similar feature set used by
Xiong et al. (2010).

• Our features: the classifier has source side, align-
ment context, and dependency structure features;
WPP and target POS features are excluded.

• WPP + our features: adding our features on top of
WPP.

• WPP + target POS + our features: using all fea-
tures.

binary 4-class
dev test dev test

WPP 69.3 68.7 64.4 63.7
+ source side 72.1 71.6 66.2 65.7
+ alignment context 71.4 70.9 65.7 65.3
+ dependency structures 69.9 69.5 64.9 64.3

WPP+ target POS 69.6 69.1 64.4 63.9
+ source side 72.3 71.8 66.3 65.8
+ alignment context 71.9 71.2 66 65.6
+ dependency structures 70.4 70 65.1 64.4

Table 1: Contribution of different feature sets measure
in F-score.

To evaluate the effectiveness of each feature set, we
apply them on two different baseline systems: using
WPP and WPP+target POS, respectively. We augment
each baseline with our feature sets separately. Ta-
ble 1 shows the contribution in F-score of our proposed
feature sets. Improvements are consistently obtained
when combining the proposed features with baseline
features. Experimental results also indicate that source-
side information, alignment context and dependency215
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Figure 4: Performance of binary and 4-class classifiers trained with different feature sets on the development and
unseen test sets.

structures have unique and effective levers to improve
the classifier performance. Among the three proposed
feature sets, we observe the source side information
contributes the most gain, which is followed by the
alignment context and dependency structure features.

4.3 Performance of classifiers

We trained several classifiers with our proposed feature
sets as well as baseline features. We compare their per-
formances, including a naive baseline All-Good classi-
fier, in which all words in the MT output are labelled
as good translations. Figure 4 shows the performance
of different classifiers trained with different feature sets
on development and unseen test sets. On the unseen test
set our proposed features outperform WPP and target
POS features by 2.8 and 2.4 absolute F-score respec-
tively. Improvements of our features are consistent in
development and unseen sets as well as in binary and
4-class classifiers. We reach the best performance by
combining our proposed features with WPP and target
POS features. Experiments indicate that the gaps in F-
score between our best system with the naive All-Good
system is 12.9 and 6.8 in binary and 4-class cases, re-
spectively. Table 2 presents precision, recall, and F-
score of individual class of the best binary and 4-class
classifiers. It shows that Good label is better predicted
than other labels, meanwhile, Substitution is gener-
ally easier to predict than Insertion and Shift.

4.4 Correlation between Goodness and HTER

We estimate sentence level confidence score based
on Equation 7. Figure 5 illustrates the correla-
tion between our proposed goodness sentence level
confidence score and the human-targeted translation
edit rate (HTER). The Pearson correlation between
goodness and HTER is 0.6, while the correlation of
WPP and HTER is 0.52. This experiment shows that
goodness has a large correlation with HTER. The
black bar is the linear regression line. Blue and red

Label P R F

Binary Good 74.7 80.6 77.5
Bad 68 60.1 63.8

4-class

Good 70.8 87 78.1
Insertion 37.5 16.9 23.3

Substitution 57.8 44.9 50.5
Shift 35.2 14.1 20.1

Table 2: Detailed performance in precision, recall
and F-score of binary and 4-class classifiers with
WPP+target POS+Our features on the unseen test set.

bars are thresholds used to visualize good and bad sen-
tences respectively. We also experimented goodness
computation in Equation 7 using geometric mean and
harmonic mean; their Pearson correlation values are 0.5
and 0.35 respectively.

5 Improving MT quality with N-best list
reranking

Experiments reporting in Section 4 indicate that the
proposed confidence measure has a high correlation
with HTER. However, it is not very clear if the core MT
system can benefit from confidence measure by provid-
ing better translations. To investigate this question we
present experimental results for the n-best list rerank-
ing task.

The MT system generates top n hypotheses and for
each hypothesis we compute sentence-level confidence
scores. The best candidate is the hypothesis with high-
est confidence score. Table 3 shows the performance of
reranking systems using goodness scores from our best
classifier in various n-best sizes. We obtained 0.7 TER
reduction and 0.4 BLEU point improvement on the de-
velopment set with a 5-best list. On the unseen test, we
obtained 0.6 TER reduction and 0.2 BLEU point im-
provement. Although, the improvement of BLEU score216
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Dev Test
TER BLEU TER BLEU

Baseline 49.9 31.0 50.2 30.6

2-best 49.5 31.4 49.9 30.8
5-best 49.2 31.4 49.6 30.8
10-best 49.2 31.2 49.5 30.8
20-best 49.1 31.0 49.3 30.7
30-best 49.0 31.0 49.3 30.6
40-best 49.0 31.0 49.4 30.5
50-best 49.1 30.9 49.4 30.5
100-best 49.0 30.9 49.3 30.5

Table 3: Reranking performance with goodness score.

is not obvious, TER reductions are consistent in both
development and unseen sets. Figure 6 shows the im-
provement of reranking with goodness score. Besides,
the figure illustrates the upper and lower bound perfor-
mances with TER metric in which the lower bound is
our baseline system and the upper bound is the best hy-
pothesis in a given n-best list. Oracle scores of each n-
best list are computed by choosing the translation can-
didate with lowest TER score.

6 Visualizing translation errors
Besides the application of confidence score in the n-
best list reranking task, we propose a method to visual-
ize translation error using confidence scores. Our pur-
pose is to visualize word and sentence-level confidence
scores with the following objectives 1) easy for spotting
translations errors; 2) simple and intuitive; and 3) help-
ful for post-editing productivity. We define three cate-
gories of translation quality (good/bad/decent) on both
word and sentence level. On word level, the marginal
probability of good label is used to visualize translation
errors as follow:

Li =

 good if p(yi = Good|S) ≥ 0.8
bad if p(yi = Good|S) ≤ 0.45
decent otherwise
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Figure 6: A comparison between reranking and oracle
scores with different n-best size in TER metric on the
development set.

On sentence level, the goodness score is used as follow:

LS =

 good if goodness(S) ≥ 0.7
bad if goodness(S) ≤ 0.5
decent otherwise

Choices Intention

Font size
big bad

small good
medium decent

Colors
red bad

black good
orange decent

Table 4: Choices of layout

Different font sizes and colors are used to catch the
attention of post-editors whenever translation errors are
likely to appear as shown in Table 4. Colors are ap-
plied on word level, while font size is applied on both
word and sentence level. The idea of using font size
and colour to visualize translation confidence is simi-
lar to the idea of using tag/word cloud to describe the
content of websites2. The reason we are using big font
size and red color is to attract post-editors’ attention
and help them find translation errors quickly. Figure 7
shows an example of visualizing confidence scores by
font size and colours. It shows that “not to deprive
yourself ”, displayed in big font and red color, is likely
to be bad translations. Meanwhile, other words, such
as “you”, “different”, “from”, and “assimilation”, dis-
played in small font and black color, are likely to be
good translation. Medium font and orange color words
are decent translations.

2http://en.wikipedia.org/wiki/Tag cloud217



you totally different from zaid amr , and not to deprive yourself in a basement of imitation 
and assimilation . 

داب ا�
	��� وا�� � �� ���� � ز�� و��و �� ���� �����  �
!���آ�ة وا�&و%�ن  أ�" 

MT output

Source

you totally different from zaid amr , and not to deprive yourself in 
a basement of imitation and assimilation .

We predict

and visualize

Human 

correction

you are quite different from zaid and amr , so do not cram yourself in the tunnel of 
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(a)

the poll also showed that most of the participants in the developing countries are ready 
to introduce qualitative changes in the pattern of their lives for the sake of reducing the 
effects of climate change. 
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climate change . 

Human 
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Figure 7: MT errors visualization based on confidence scores.

7 Conclusions

In this paper we proposed a method to predict con-
fidence scores for machine translated words and sen-
tences based on a feature-rich classifier using linguistic
and context features. Our major contributions are three
novel feature sets including source side information,
alignment context, and dependency structures. Experi-
mental results show that by combining the source side
information, alignment context, and dependency struc-
ture features with word posterior probability and tar-
get POS context (Ueffing & Ney 2007; Xiong et al.,
2010), the MT error prediction accuracy is increased
from 69.1 to 72.2 in F-score. Our framework is able to
predict error types namely insertion, substitution and
shift. The Pearson correlation with human judgement
increases from 0.52 to 0.6. Furthermore, we show that
the proposed confidence scores can help the MT sys-
tem to select better translations and as a result improve-
ments between 0.4 and 0.9 TER reduction are obtained.
Finally, we demonstrate a prototype to visualize trans-
lation errors.

This work can be expanded in several directions.
First, we plan to apply confidence estimation to per-
form a second-pass constraint decoding. After the first
pass decoding, our confidence estimation model can la-
bel which word is likely to be correctly translated. The
second-pass decoding utilizes the confidence informa-

tion to constrain the search space and hopefully can
find a better hypothesis than in the first pass. This idea
is very similar to the multi-pass decoding strategy em-
ployed by speech recognition engines. Moreover, we
also intend to perform a user study on our visualiza-
tion prototype to see if it increases the productivity of
post-editors.
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Abstract
We introduce a novel semi-automated metric,
MEANT, that assesses translation utility by match-
ing semantic role fillers, producing scores that cor-
relate with human judgment as well as HTER but
at much lower labor cost. As machine transla-
tion systems improve in lexical choice and flu-
ency, the shortcomings of widespread n-gram based,
fluency-oriented MT evaluation metrics such as
BLEU, which fail to properly evaluate adequacy,
become more apparent. But more accurate, non-
automatic adequacy-oriented MT evaluation metrics
like HTER are highly labor-intensive, which bottle-
necks the evaluation cycle. We first show that when
using untrained monolingual readers to annotate se-
mantic roles in MT output, the non-automatic ver-
sion of the metric HMEANT achieves a 0.43 corre-
lation coefficient with human adequacy judgments at
the sentence level, far superior to BLEU at only 0.20,
and equal to the far more expensive HTER. We then
replace the human semantic role annotators with au-
tomatic shallow semantic parsing to further automate
the evaluation metric, and show that even the semi-
automated evaluation metric achieves a 0.34 corre-
lation coefficient with human adequacy judgment,
which is still about 80% as closely correlated as
HTER despite an even lower labor cost for the evalu-
ation procedure. The results show that our proposed
metric is significantly better correlated with human
judgment on adequacy than current widespread au-
tomatic evaluation metrics, while being much more
cost effective than HTER.

1 Introduction
In this paper we show that evaluating machine trans-

lation by assessing the translation accuracy of each argu-
ment in the semantic role framework correlates with hu-
man judgment on translation adequacy as well as HTER,
at a significantly lower labor cost. The correlation of this
new metric, MEANT, with human judgment is far supe-
rior to BLEU and other automatic n-gram based evalua-
tion metrics.

We argue that BLEU (Papineni et al., 2002) and other
automatic n-gram basedMT evaluation metrics do not ad-
equately capture the similarity in meaning between the
machine translation and the reference translation—which,
ultimately, is essential for MT output to be useful. N-
gram based metrics assume that “good” translations tend
to share the same lexical choices as the reference trans-
lations. While BLEU score performs well in captur-
ing the translation fluency, Callison-Burch et al. (2006)
and Koehn and Monz (2006) report cases where BLEU
strongly disagree with human judgment on translation
quality. The underlying reason is that lexical similarity
does not adequately reflect the similarity in meaning. As
MT systems improve, the shortcomings of the n-gram
based evaluation metrics are becoming more apparent.
State-of-the-art MT systems are often able to output flu-
ent translations that are nearly grammatical and contain
roughly the correct words, but still fail to express mean-
ing that is close to the input.

At the same time, although HTER (Snover et al., 2006)
is more adequacy-oriented, it is only employed in very
large scale MT system evaluation instead of day-to-day
research activities. The underlying reason is that it re-
quires rigorously trained human experts to make difficult
combinatorial decisions on the minimal number of edits
so as to make the MT output convey the same meaning as
the reference translation—a highly labor-intensive, costly
process that bottlenecks the evaluation cycle.

Instead, with MEANT, we adopt at the outset the
principle that a good translation is one that is useful,
in the sense that human readers may successfully un-
derstand at least the basic event structure—“who did
what to whom, when, where and why” (Pradhan et al.,
2004)—representing the central meaning of the source ut-
terances. It is true that limited tasks might exist for which
inadequate translations are still useful. But for meaning-
ful tasks, generally speaking, for a translation to be use-
ful, at least the basic event structure must be correctly un-
derstood. Therefore, our objective is to evaluate trans-
lation utility: from a user’s point of view, how well is220



the most essential semantic information being captured
by machine translation systems?
In this paper, we detail the methodology that underlies

MEANT, which extends and implements preliminary di-
rections proposed in (Lo andWu, 2010a) and (Lo andWu,
2010b). We present the results of evaluating translation
utility by measuring the accuracy within a semantic role
labeling (SRL) framework. We show empirically that our
proposed SRL based evaluation metric, which uses un-
trained monolingual humans to annotate semantic frames
inMT output, correlates with human adequacy judgments
as well as HTER, and far better than BLEU and other
commonly used metrics. Finally, we show that replacing
the human semantic role labelers with an automatic shal-
low semantic parser in our proposed metric yields an ap-
proximation that is about 80% as closely correlated with
human judgment as HTER, at an even lower cost—and
is still far better correlated than n-gram based evaluation
metrics.

2 Related work
Lexical similarity based metrics BLEU (Papineni et
al., 2002) is the most widely used MT evaluation met-
ric despite the fact that a number of large scale meta-
evaluations (Callison-Burch et al., 2006; Koehn and
Monz, 2006) report cases where it strongly disagree with
human judgment on translation accuracy. Other lexi-
cal similarity based automatic MT evaluation metrics,
like NIST (Doddington, 2002), METEOR (Banerjee and
Lavie, 2005), PER (Tillmann et al., 1997), CDER (Leusch
et al., 2006) and WER (Nießen et al., 2000), also per-
form well in capturing translation fluency, but share the
same problem that although evaluation with these metrics
can be done very quickly at low cost, their underlying as-
sumption—that a “good” translation is one that shares the
same lexical choices as the reference translation—is not
justified semantically. Lexical similarity does not ade-
quately reflect similarity in meaning. State-of-the-art MT
systems are often able to output translations containing
roughly the correct words, yet expressing meaning that is
not close to that of the input.
We argue that a translation metric that reflects meaning

similarity is better based on similarity in semantic struc-
ture, rather than simply flat lexical similarity.

HTER (non-automatic) Despite the fact that Human-
targeted Translation Edit Rate (HTER) as proposed by
Snover et al. (2006) shows a high correlation with human
judgment on translation adequacy, it is not widely used in
day-to-day machine translation evaluation because of its
high labor cost. HTER not only requires human experts
to understand the meaning expressed in both the refer-
ence translation and the machine translation, but also re-
quires them to propose the minimum number of edits to

the MT output such that the post-edited MT output con-
veys the same meaning as the reference translation. Re-
quiring such heavy manual decision making greatly in-
creases the cost of evaluation, bottlenecking the evalua-
tion cycle.
To reduce the cost of evaluation, we aim to reduce any

human decisions in the evaluation cycle to be as simple
as possible, such that even untrained humans can quickly
complete the evaluation. The human decisions should
also be defined in a way that can be closely approximated
by automatic methods, so that similar objective functions
might potentially be used for tuning in MT system devel-
opment cycles.

Task based metrics (non-automatic) Voss and Tate
(2006) proposed a task-based approach to MT evaluation
that is in some ways similar in spirit to ours, but rather
than evaluating how well people understand the mean-
ing as a whole conveyed by a sentence translation, they
measured the recall with which humans can extract one of
the who, when, or where elements from MT output—and
without attaching them to any predicate or frame. A
large number of human subjects were instructed to extract
only one particular type of wh-item from each sentence.
They evaluated only whether the role fillers were cor-
rectly identified, without checking whether the roles were
appropriately attached to the correct predicate. Also, the
actor, experiencer, and patient were all conflated into the
undistinguished who role, while other crucial elements,
like the action, purpose, manner, were ignored.
Instead, we argue, evaluating meaning similarity

should be done by evaluating the semantic structure as
a whole: (a) all core semantic roles should be checked,
and (b) not only should we evaluate the presence of se-
mantic role fillers in isolation, but also their relations to
the frames’ predicates.

Syntax based metrics Unlike Voss and Tate, Liu and
Gildea (2005) proposed a structural approach, but it was
based on syntactic rather than semantic structure, and fo-
cused on checking the correctness of the role structure
without checking the correctness of the role fillers. Their
subtree metric (STM) and headword chain metric (HWC)
address the failure of BLEU to evaluate translation gram-
maticality; however, the problem remains that a gram-
matical translation can achieve a high syntax-based score
even if contains meaning errors arising from confusion of
semantic roles.
STM was the first proposed metric to incorporate syn-

tactic features in MT evaluation, and STM underlies most
other recently proposed syntactic MT evaluation met-
rics, for example the evaluation metric based on lexical-
functional grammar of Owczarzak et al. (2008). STM is
a precision-based metric that measures what fraction of
subtree structures are shared between the parse trees of221



machine translations and reference translations (averag-
ing over subtrees up to some depth threshold). Unlike
Voss and Tate, however, STM does not check whether the
role fillers are correctly translated.
HWC is similar, but is based on dependency trees con-

taining lexical as well as syntactic information. HWC
measures what fraction of headword chains (a sequence
of words corresponding to a path in the dependency tree)
also appear in the reference dependency tree. This can be
seen as a similarity measure on n-grams of dependency
chains. Note that the HWC’s notion of lexical similarity
still requires exact word match.
Although STM-like syntax-based metrics are an im-

provement over flat lexical similarity metrics like BLEU,
they are still more fluency-oriented than adequacy-
oriented. Similarity of syntactic rather than semantic
structure still inadequately reflects meaning preservation.
Moreover, properly measuring translation utility requires
verifying whether role fillers have been correctly trans-
lated—verifying only the abstract structures fails to pe-
nalize when role fillers are confused.

Semantic roles as features in aggregate metrics
Giménez and Màrquez (2007, 2008) introduced ULC, an
automatic MT evaluation metric that aggregates many
types of features, including several shallow semantic sim-
ilarity features: semantic role overlapping, semantic role
matching, and semantic structure overlapping. Unlike Liu
and Gildea (2007) who use discriminative training to tune
the weight on each feature, ULC uses uniform weights.
Although the metric shows an improved correlation with
human judgment of translation quality (Callison-Burch et
al., 2007; Giménez and Màrquez, 2007; Callison-Burch
et al., 2008; Giménez and Màrquez, 2008), it is not com-
monly used in large-scale MT evaluation campaigns, per-
haps due to its high time cost and/or the difficulty of in-
terpreting its score because of its highly complex combi-
nation of many heterogenous types of features.
Specifically, note that the feature based representations

of semantic roles used in these aggregate metrics do not
actually capture the structural predicate-argument rela-
tions. “Semantic structure overlapping” can be seen as
the shallow semantic version of STM: it only measures
the similarity of the tree structure of the semantic roles,
without considering the lexical realization. “Semantic
role overlapping” calculates the degree of lexical overlap
between semantic roles of the same type in the machine
translation and its reference translation, using simple bag-
of-words counting; this is then aggregated into an average
over all semantic role types. “Semantic role matching”
is just like “semantic role overlapping”, except that bag-
of-words degree of similarity is replaced (rather harshly)
by a boolean indicating whether the role fillers are an ex-
act string match. It is important to note that “semantic

role overlapping” and “semantic role matching” both use
flat feature based representations which do not capture the
structural relations in semantic frames, i.e., the predicate-
argument relations.
Like system combination approaches, ULC is a vastly

more complex aggregate metric compared to widely used
metrics like BLEU or STM. We believe it is important
to retain a focus on developing simpler metrics which
not only correlate well with human adequacy judgments,
but nevertheless still directly provide representational
transparency via simple, clear, and transparent scoring
schemes that are (a) easily human readable to support er-
ror analysis, and (b) potentially directly usable for auto-
matic credit/blame assignment in tuning tree-structured
SMT systems. We also believe that to provide a foun-
dation for better design of efficient automated metrics,
making use of humans for annotating semantic roles and
judging the role translation accuracy in MT output is an
essential step that should not be bypassed, in order to ade-
quately understand the upper bounds of such techniques.
We agree with Przybocki et al. (2010), who observe

in the NIST MetricsMaTr 2008 report that “human [ade-
quacy] assessments only pertain to the translations evalu-
ated, and are of no use even to updated translations from
the same systems”. Instead, we aim for MT evaluation
metrics that provide fine-grained scores in a way that also
directly reflects interpretable insights on the strengths and
weaknesses of MT systems rather than simply replicating
human assessments.

3 MEANT: SRL for MT evaluation
A good translation is one from which human readers

may successfully understand at least the basic event struc-
ture—“who did what to whom, when, where and why”
(Pradhan et al., 2004)—which represents the most essen-
tial meaning of the source utterances.
MEANT measures this as follows. First, semantic role

labeling is performed (either manually or automatically)
on both the reference translation and the machine transla-
tion. The semantic frame structures thus obtained for the
MT output are compared to those in the reference transla-
tions, frame by frame, argument by argument. The frame
translation accuracy is a weighted sum of the number of
correctly translated arguments. Conceptually, MEANT
is defined in terms of f-score, with respect to the preci-
sion/recall for sentence translation accuracy as calculated
by averaging the translation accuracy for all frames in the
MT output across the number of frames in the MT out-
put/reference translations. Details are given below.

3.1 Annotating semantic frames
In designing a semantic MT evaluation metric, one im-

portant issue that should be addressed is how to evaluate
the similarity of meaning objectively and systematically222



Figure 1: Example of source sentence and reference translation with reconstructed semantic frames in Propbank format and MT
output with reconstructed semantic frames by minimal trained human annotators. Following Propbank, there are no semantic frames
for MT3 because there is no predicate.

using fine-grained measures. We adopted the Propbank
SRL style predicate-argument framework, which captures
the basic event structure in a sentence in a way that clearly
indicates many strengths and weaknesses of MT. Figure 1
shows the reference translationwith reconstructed seman-
tic frames in Propbank format and the corresponding MT
output with reconstructed semantic frames by minimal
trained human annotators.

3.2 Comparing semantic frames
After annotating the semantic frames, we must deter-

mine the translation accuracy for each semantic role filler
in the reference and machine translations. Although ulti-
mately it would be nice to do this automatically, it is es-
sential to first understand extremely well the upper bound
of accuracy for MT evaluation via semantic frame theory.
Thus, instead of resorting to excessively permissive bag-
of-words matching or excessively restrictive exact string
matching, for the experiments reported here we employed
a group of human judges to evaluate the correctness of
each role filler translation between the reference and ma-
chine translations.
In order to facilitate a finer-grained measurement of

utility, the human judges were not only allowed to mark
each role filler translation as “correct” or “incorrect”, but
also “partial”. Translations of role fillers are judged “cor-
rect” if they express the same meaning as that of the refer-
ence translations (or the original source input, in the bilin-
guals experiment discussed later). Translations may also
be judged “partial” if only part of the meaning is correctly
translated. Extra meaning in a role filler is not penalized
unless it belongs in another role. We also assume that a

wrongly translated predicate means that the entire seman-
tic frame is incorrect; therefore, the “correct” and “par-
tial” argument counts are collected only if their associated
predicate is correctly translated in the first place.
Table 1 shows an example of SRL annotation of MT1

in Figure 1 by one of the annotators, along with the human
judgment on translation accuracy of each argument. The
predicate ceased in the reference translation did not match
with any predicate annotated in MT1, while the predicate
resumed matched with the predicate resume annotated in
MT1. All arguments of the untranslated ceased are auto-
matically considered incorrect (with no need to consider
each argument individually), under our assumption that a
wrongly translated predicate causes the entire event frame
to be considered mistranslated. The ARGM-TMP argu-
ment, Until after their sales had ceased in mainland China for
almost two months, in the reference translation is partially
translated to ARGM-TMP argument, So far , nearly two
months, inMT1. Similar decisions are made for the ARG1
argument and the other ARGM-TMP argument; now in
the reference translation is missing in MT1.

3.3 Quantifying semantic frame match
To quantify the above in a summary metric, we define

MEANT in terms of an f-score that balances the precision
and recall analysis of the comparative matrices collected
from the human judges, as follows.

Ci,j = # correct fillers of ARG j for PRED i in MT
Pi,j = # partial fillers of ARG j for PRED i in MT

Mi,j = total # fillers of ARG j for PRED i in MT
Ri,j = total # fillers of ARG j of PRED i in REF223



Table 1: SRL annotation of MT1 in Figure 1 and the human judgment of translation accuracy for each argument (see text).
SRL REF MT1 Decision
PRED (Action) ceased – no match
PRED (Action) resumed resume match
ARG0 (Agent) – sk - ii the sale of products in

the mainland of China
incorrect

ARG1 (Experiencer) sales of complete range of SK - II products sales partial
ARGM-TMP (Temporal) Until after , their sales had ceased in mainland

China for almost two months
So far , nearly two months partial

ARGM-TMP (Temporal) now – incorrect

Cprecision =
∑

matched i

wpred +
∑

j
wjCi,j

wpred +
∑

j
wjMi,j

Crecall =
∑

matched i

wpred +
∑

j
wjCi,j

wpred +
∑

j
wjRi,j

Pprecision =
∑

matched i

∑
j
wjPi,j

wpred +
∑

j
wjMi,j

Precall =
∑

matched i

∑
j
wjPi,j

wpred +
∑

j
wjRi,j

precision =
Cprecision + (wpartial × Pprecision)

total # predicates in MT

recall =
Crecall + (wpartial × Precall)

total # predicates in REF

f-score =
2 ∗ precision ∗ recall
precision + recall

Cprecision, Pprecision, Crecall and Precall are the sum of the
fractional counts of correctly or partially translated se-
mantic frames in theMT output and the reference, respec-
tively, which can be viewed as the true positive for pre-
cision and recall of the whole semantic structure in one
source utterence. Therefore, the SRL based MT evalua-
tion metric is equivalent to the f-score, i.e., the translation
accuracy for the whole predicate-argument structure.
Note that wpred, wj and wpartial are the weights for the

matched predicate, arguments of type j, and partial trans-
lations. These weights can be viewed as the importance
of meaning preservation for each different category of se-
mantic roles, and the penalty for partial translations. We
will describe below how these weights are estimated.
If all the reconstructed semantic frames in the MT out-

put are completely identical to those annotated in the ref-
erence translation, and all the arguments in the recon-
structed frames express the same meaning as the corre-
sponding arguments in the reference translations, then the
f-score will be equal to 1.
For instance, consider MT1 in Figure 1. The number

of frames in MT1 and the reference translation are 1 and
2, respectively. The total number of participants (includ-
ing both predicates and arguments) of the resume frame
in both MT1 and the reference translation is 4 (one pred-

icate and three arguments), with 2 of the arguments (one
ARG1/experiencer and one ARGM-TMP/temporal) only
partially translated. Assuming for now that the metric ag-
gregates ten types of semantic roles with uniform weight
for each role (optimization of weights will be discussed
later), then wpred = wj = 0.1, and so Cprecision and Crecall
are both zero while Pprecision and Precallare both 0.5. If we
further assume thatwpartial = 0.5, then precison and recall
are 0.25 and 0.125 respectively. Thus the f-score for this
example is 0.17.
Both human and semi-automatic variants of the

MEANT translation evaluation metric were meta-
evaluated, as described next.

4 Meta-evaluation methodology
4.1 Evaluation Corpus
We leverage work from Phase 2.5 of the DARPA

GALE program in which both a subset of the Chinese
source sentences, as well as their English reference, are
being annotated with semantic role labels in Propbank
style. The corpus also includes three participating state-
of-the-art MT systems’ output. For present purposes, we
randomly drew 40 sentences from the newswire genre of
the corpus to form a meta-evaluation corpus. To maintain
a controlled environment for experiments and consistent
comparison, the evaluation corpus is fixed throughout this
work.

4.2 Correlation with human judgements on
adequacy

We followed the benchmark assessment procedure in
WMT and NIST MetricsMaTr (Callison-Burch et al.,
2008, 2010), assessing the performance of the proposed
evaluation metric at the sentence level using ranking pref-
erence consistency, which also known as Kendall’s τ rank
correlation coefficient, to evaluate the correlation of the
proposed metric with human judgments on translation ad-
equacy ranking. A higher value for τ indicates more simi-
larity to the ranking by the evaluation metric to the human
judgment. The range of possible values of correlation co-
efficient is [-1,1], where 1 means the systems are ranked224



Table 2: List of semantic roles that human judges are requested
to label.
Label Event Label Event
Agent who Location where
Action did Purpose why
Experiencer what Manner how
Patient whom Degree or Extent how
Temporal when Other adverbial arg. how

in the same order as the human judgment and -1 means
the systems are ranked in the reverse order as the human
judgment.

5 Experiment: Using human SRL
The first experiment aims to provide a more concrete

understanding of one of the key questions as to the upper
bounds of the proposed evaluation metric: how well can
human annotators perform in reconstructing the semantic
frames in MT output? This is important since MT out-
put is still not close to perfectly grammatical for a good
syntactic parsing—applying automatic shallow semantic
parsers, which are trained on grammatical input and valid
syntactic parse trees, on MT output may significantly un-
derestimate translation utility.

5.1 Experimental setup
We thus introduce HMEANT, a variant of MEANT

based on the idea that semantic role labeling can be sim-
plified into a task that is easy and fast even for untrained
humans. The human annotators are given only very sim-
ple instructions of less than half a page, along with two
examples. Table 2 shows the list of labels annotators are
requested to annotate, where the semantic role labeling
instructions are given in the intuitive terms of “who did
what to whom, when, where, why and how”. To facili-
tate the inter-annotator agreement experiments discussed
later, each sentence is independently assigned to at least
two annotators.
After calculating the SRL scores based on the confu-

sion matrix collected from the annotation and evaluation,
we estimate the weights using grid search to optimize cor-
relation with human adequacy judgments.

5.2 Results: Correlation with human judgement
Table 3 shows results indicating that HMEANT corre-

lates with human judgment on adequacy as well as HTER
does (0.432), and is far superior to BLEU (0.198) or other
surface-oriented metrics.
Inspection of the cross validation results shown in Ta-

ble 4 indicates that the estimated weights are not over-
fitting. Recall that the weights used in HMEANT are
globally estimated (by grid search) using the evaluation

Table 3: Sentence-level correlation with human adequacy judg-
ments, across the evaluation metrics.

Metrics Kendall τ
HMEANT 0.4324
HTER 0.4324
NIST 0.2883
BLEU 0.1982
METEOR 0.1982
TER 0.1982
PER 0.1982
CDER 0.1171
WER 0.0991

Table 4: Analysis of stability for HMEANT’s weight settings,
withRHMEANT rank and Kendall’s τ correlation scores (see text).

Fold 0 Fold 1 Fold 2 Fold 3
RHMEANT 3 1 3 5
distinct R 16 29 19 17
τHMEANT 0.33 0.48 0.48 0.40
τHTER 0.59 0.41 0.44 0.30
τCV train 0.45 0.42 0.40 0.43
τCV test 0.33 0.37 0.48 0.40

corpus. To analyze stability, the corpus is also parti-
tioned randomly into four folds of equal size. For each
fold, another grid search is also run. RHMEANT is the
rank at which the Kendall’s correlation for HMEANT
is found, if the Kendall’s correlations for all points in
the grid search space are sorted. Many similar weight-
vectors produce the same Kendall’s correlation score, so
“distinct R” shows how many distinct Kendall’s corre-
lation scores exist in each case—between 16 and 29.
HMEANT’s weight settings always produce Kendall’s
correlation scores among the top 5, regardless of which
fold is chosen, indicating good stability of HMEANT’s
weight-vector.
Next, Kendall’s τ correlation scores are shown for

HMEANT on each fold. They vary from 0.33 to 0.48,
and are at least as stable as those shown for HTER, where
τ varies from 0.30 to 0.59.
Finally, τCV shows Kendall’s correlations if the weight-

vector is instead subjected to full cross-validation training
and testing, again demonstrating good stability. In fact,
the correlations for the training set in three of the folds (0,
2, and 3) are identical to those for HMEANT.

5.3 Results: Cost of evaluating
The time needed for training non-expert humans to

carry out our annotation protocol is significantly less than
HTER and gold standard Propbank annotation. The half-
page instructions given to annotators required only be-
tween 5 to 15 minutes for all annotators, including time225



for asking questions if necessary. Aside from providing
two annotated examples, no further training was given.
Similarly, the time needed for running the evaluation

metric is also significantly less than HTER—under at
most 5 minutes per sentence, even for non-expert humans
using no computer-assisted UI tools. The average time
used for annotating each sentence was lower bounded by
2 minutes and upper bounded by 3 minutes, and the time
used for determing the translation accuracy of role fillers
averaged under 2 minutes.
Note that these figures are for unskilled non-experts.

These times tend to diminish significantly after annotators
acquire experience.

6 Experiment: Monolinguals vs. bilinguals

We now show that using monolingual annotators is es-
sentially just as effective as using more expensive bilin-
gual annotators. We study the cost/benefit trade-off of
using human annotators from different language back-
grounds for the proposed evaluation metric, and compare
whether providing the original source text helps. Note
that this experiment focuses on the SRL annotation step,
rather than the judgments of role filler paraphrasing accu-
racy, because the latter is only a simple three-way deci-
sion between “correct”, “partial”, and “incorrect” that is
far less sensitive to the annotators’ language backgrounds.
MT output is typically poor. Therefore, readers of

MT output often guess the original meaning in the source
input using their own language background knowledge.
Readers’ language background thus affects their under-
standing of the translation, which could affect the accu-
racy of capturing the key semantic roles in the translation.

6.1 Experimental Setup

Both English monolinguals and Chinese-English bilin-
guals (Chinese as first language and English as second
language) were employed to annotate the semantic roles.
For bilinguals, we also experimented with the difference
in guessing constraints by optionally providing the origi-
nal source input together with the translation. Therefore,
there are three variations in the experiment setup: mono-
linguals seeing translation output only; bilinguals seeing
translation output only; and bilinguals seeing both input
and output.
The aim here is to do a rough sanity check on the effect

of the variation of language background of the annotators;
thus for these experiments we have not run the weight es-
timation step after SRL based f-score calculation. Instead,
we simply assigned a uniform weight to all the seman-
tic elements, and evaluated the variation under the same
weight settings. (The correlation scores reported in this
section are thus expected to be lower than that reported in
the last section.)

Table 5: Sentence-level correlation with human adequacy judg-
ments, for monolinguals vs. bilinguals. Uniform rather than op-
timized weights are used.

Metrics Kendall τ
HMEANT - bilinguals 0.3514
HMEANT - monolinguals 0.3153
HMEANT - bilinguals with input 0.3153

6.2 Results
Table 5 of our results shows that using more expen-

sive bilinguals for SRL annotation instead of monolin-
guals improves the correlation only slightly. The cor-
relation coefficient of the SRL based evaluation metric
driven by bilingual human annotators (0.351) is slightly
better than that driven by monolingual human annotators
(0.315); however, using bilinguals in the evaluation pro-
cess is more costly than using monolinguals.
The results show that even allowing the bilinguals to

see the input as well as the translation output for SRL
annotation does not help the correlation. The correlation
coefficient of the SRL based evaluation metric driven by
bilingual human annotators who see also the source in-
put sentences is 0.315 which is the same as that driven by
monolingual human annotators. We find that the correla-
tion coefficient of the proposed with human judgment on
adequacy drops when bilinguals are shown to the source
input sentence during annotation. Error analyses lead
us to believe that annotators will drop some parts of the
meaning in the translations when trying to align them to
the source input.
This suggests that HMEANT requires only monolin-

gual English annotators, who can be employed at low
cost.

7 Inter-annotator agreement
One of the concerns of the proposed metric is that,

given only minimal training on the task, humans would
annotate the semantic roles so inconsistently as to reduce
the reliability of the evaluation metric. Inter-annotator
agreement (IAA) measures the consistency of human in
performing the annotation task. A high IAA suggests that
the annotation is consistent and the evaluation results are
reliable and reproducible.
To obtain a clear analysis on where any inconsistency

might lie, we measured IAA in two steps: role identifica-
tion and role classification.

7.1 Experimental setup
Role identification Since annotators are not consistent
in handling articles or punctuation at the beginning or
the end of the annotated arguments, the agreement of se-
mantic role identification is counted over the matching of226



Table 6: Inter-annotator agreement rate on role identification
(matching of word span)
Experiments REF MT
bilinguals working on output only 76% 72%
monolinguals working on output only 93% 75%
bilinguals working on input-output 75% 73%

Table 7: Inter-annotator agreement rate on role classification
(matching of role label associated with matched word span)
Experiments Ref MT
bilinguals working on output only 69% 65%
monolinguals working on output only 88% 70%
bilinguals working on input-output 70% 69%

word span in the annotated role fillers with a tolerance
of ±1 word in mismatch. The inter-annotator agreement
rate (IAA) on the role identification task is calculated as
follows. A1 andA2 denote the number of annotated pred-
icates and arguments by annotator 1 and annotator 2 re-
spectively. Mspan denotes the number of annotated pred-
icates and arguments with matching word span between
annotators.

Pidentification =
Mspan

A1

Ridentification =
Mspan

A2

IAAidentification =
2 ∗ Pidentification ∗Ridentification

Pidentification + Ridentification

Role classification The agreement of classified roles
is counted over the matching of the semantic role labels
within two aligned word spans. The IAA on the role clas-
sification task is calculated as follows. Mlabel denotes
the number of annotated predicates and arguments with
matching role label between annotators.

Pclassification =
Mlabel

A1

Rclassification =
Mlabel

A2

IAAclassification =
2 ∗ Pclassification ∗Rclassification

Pclassification + Rclassification

7.2 Results
The high inter-annotator agreement suggests that the

annotation instructions provided to the annotators are in
general sufficient and the evaluation is repeatable and
could be automated in the future. Table 6 and 7 show the
annotators reconstructed the semantic frames quite con-
sistently, even they were given only simple and minimal
training.

We have noticed that the agreement on role identifica-
tion is higher than that on role classification. This sug-
gests that there are role confusion errors among the an-
notators. We expect a slightly more detailed instructions
and explanations on different roles will further improve
the IAA on role classification.
The results also show that monolinguals seeing output

only have the highest IAA in semantic frame reconstruc-
tion. Data analyses lead us to believe the monolinguals
are the most constrained group in the experiments. The
monolingual annotators can only guess the meaning in
the MT output using their English language knowledge.
Therefore, they all understand the translation almost the
same way, even if the translation is incorrect.
On the other hand, bilinguals seeing both the input and

output discover the mistranslated portions, and often un-
consciously try to compensate by re-interpreting the MT
output with information not necessarily appearing in the
translation, in order to better annotate what they think
it should have conveyed. Since there are many degrees
of freedom in this sort of compensatory re-interpretation,
this group achieved a lower IAA than the monolinguals.
Bilinguals seeing only output appear to take this even a

step further: confrontedwith a poor translation, they often
unconsciously try to guess what the original input might
have been. Consequently, they agree the least, because
they have the most freedom in applying their own knowl-
edge of the unseen input language, when compensating
for poor translations.

8 Experiment: Using automatic SRL

In the previous experiment, we showed that the pro-
posed evaluation metric driven by human semantic role
annotators performed as well as HTER. It is now worth
asking a deeper question: can we further reduce the la-
bor cost of MEANT by using automatic shallow semantic
parsing instead of humans for semantic role labeling?
Note that this experiment focuses on understanding the

cost/benefit trade-off for the semantic frame reconstruc-
tion step. For SRL annotation, we replace humans with
automatic shallow semantic parsing. We decouple this
from the ternary judgments of role filler accuracy, which
are still made by humans. However, we believe the eval-
uation of role filler accuracy will also be automatable.

8.1 Experimental setup

We performed three variations of the experiments to
assess the performance degradation from the automatic
approximation of semantic frame reconstruction in each
translation (reference translation and MT output): we ap-
plied automatic shallow semantic parsing on the MT out-
put only; on the reference translation only; and on both
reference translation and MT output. For the semantic227



Table 8: Sentence-level correlation with human adequacy judg-
ments. *The weights for individual roles in the metric are tuned
by optimizing the correlation.

Metrics Kendall τ
HTER 0.4324
HMEANT gold - monolinguals * 0.4324
HMEANT auto - monolinguals * 0.3964
MEANT gold - auto * 0.3694
MEANT auto - auto * 0.3423
NIST 0.2883
BLEU / METEOR / TER / PER 0.1982
CDER 0.1171
WER 0.0991

parser, we used ASSERT (Pradhan et al., 2004) which
achieves roughly 87% semantic role labeling accuracy.

8.2 Results
Table 8 shows that the proposed SRL based evaluation

metric correlates slightly worse than HTER with a much
lower labor cost. The correlation with human judgment
on adequacy of the fully automated SRL annotation ver-
sion, i.e., applying ASSERT on both the reference transla-
tion and the MT output, of the SRL based evaluation met-
ric is about 80% of that of HTER. The results also show
that the correlation with human judgment on adequacy of
either one side of translation using automatic SRL is in
the 85% to 95% range of that HTER.

9 Conclusion
We have presented MEANT, a novel semantic MT

evaluation metric that assesses the translation accuracy
via Propbank-style semantic predicates, roles, and fillers.
MEANT provides an intuitive picture on how much in-
formation is correctly translated in the MT output.
MEANT can be run using inexpensive untrainedmono-

linguals and yet correlates with human judgments on ad-
equacy as well as HTER with a lower labor cost. In con-
trast to HTER, which requires rigorous training of human
experts to find aminimum edit of the translation (an expo-
nentially large search space), MEANT requires untrained
humans to make well-defined, bounded decisions on an-
notating semantic roles and judging translation correct-
ness. The process by which MEANT reconstructs the se-
mantic frames in a translation and then judges translation
correctness of the role fillers conceptually models how
humans read and understand translation output.
We also showed that using automatic shallow seman-

tic parser to further reduce the labor cost of the pro-
posed metric successfully approximates roughly 80% of
the correlation with human judgment on adequacy. The
results suggest future potential for a fully automatic vari-

ant of MEANT that could out-perform current automatic
MT evaluation metrics and still perform near the level of
HTER.
Numerous intriguing questions arise from this work. A

further investigation into the correlation of each of the in-
dividual roles to human adequacy judgments is detailed
elsewhere, along with additional improvements to the
MEANT family of metrics (Lo and Wu, 2011). Another
interesting investigation would then be to similarly repli-
cate this analysis of the impact of each individual role, but
using automatically rather than manually labeled seman-
tic roles, in order to ascertain whether the more difficult
semantic roles for automatic semantic parsers might also
correspond to the less important aspects of end-to-endMT
utility.
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Abstract

This paper presents an exponential model
for translation into highly inflected languages
which can be scaled to very large datasets. As
in other recent proposals, it predicts target-
side phrases and can be conditioned on source-
side context. However, crucially for the task
of modeling morphological generalizations, it
estimates feature parameters from the entire
training set rather than as a collection of sepa-
rate classifiers. We apply it to English-Czech
translation, using a variety of features captur-
ing potential predictors for case, number, and
gender, and one of the largest publicly avail-
able parallel data sets. We also describe gen-
eration and modeling of inflected forms un-
observed in training data and decoding proce-
dures for a model with non-local target-side
feature dependencies.

1 Introduction

Translation into languages with rich morphology
presents special challenges for phrase-based meth-
ods. Thus, Birch et al (2008) find that transla-
tion quality achieved by a popular phrase-based sys-
tem correlates significantly with a measure of target-
side, but not source-side morphological complexity.
Recently, several studies (Bojar, 2007; Avramidis
and Koehn, 2009; Ramanathan et al., 2009; Yen-
iterzi and Oflazer, 2010) proposed modeling target-
side morphology in a phrase-based factored mod-
els framework (Koehn and Hoang, 2007). Under
this approach linguistic annotation of source sen-
tences is analyzed using heuristics to identify rel-
evant structural phenomena, whose occurrences are

in turn used to compute additional relative frequency
(maximum likelihood) estimates predicting target-
side inflections. This approach makes it difficult
to handle the complex interplay between different
predictors for inflections. For example, the ac-
cusative case is usually preserved in translation, so
that nouns appearing in the direct object position of
English clauses tend to be translated to words with
accusative case markings in languages with richer
morphology, and vice versa. However, there are
exceptions. For example, some verbs that place
their object in the accusative case in Czech may be
rendered as prepositional constructions in English
(Naughton, 2005):

David was looking for Jana
David hledal Janu
David searched Jana-ACC

Conversely, direct objects of some English verbs
can be translated by nouns with genitive case
markings in Czech:

David asked Jana where Karel was
David zeptal se Jany kde je Karel
David asked SELF Jana-GEN where is Karel

Furthermore, English noun modifiers are often
rendered by Czech possessive adjectives and a ver-
bal complement in one language is commonly trans-
lated by a nominalizing complement in another lan-
guage, so that the part of speech (POS) of its head
need not be preserved. These complications make it
difficult to model morphological phenomena using
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closed-form estimates. This paper presents an alter-
native approach based on exponential phrase mod-
els, which can straightforwardly handle feature sets
with arbitrarily elaborate source-side dependencies.

2 Hierarchical phrase-based translation

We take as our starting point David Chiang’s Hiero
system, which generalizes phrase-based translation
to substrings with gaps (Chiang, 2007). Consider
for instance the following set of context-free rules
with a single non-terminal symbol:

〈A , A 〉 → 〈A1A2 , A1A2 〉
〈A , A 〉 → 〈 d′A1 idéesA2 , A1A2 ideas 〉
〈A , A 〉 → 〈 incolores , colorless 〉
〈A , A 〉 → 〈 vertes , green 〉
〈A , A 〉 → 〈 dormentA , sleepA 〉
〈A , A 〉 → 〈 furieusement , furiously 〉

It is one of many rule sets that would suffice to
generate the English translation 1b for the French
sentence 1a.

1a. d’ incolores idées vertes dorment furieusement
1b. colorless green ideas sleep furiously

As shown by Chiang (2007), a weighted gram-
mar of this form can be collected and scored by sim-
ple extensions of standard methods for phrase-based
translation and efficiently combined with a language
model in a CKY decoder to achieve large improve-
ments over a state-of-the-art phrase-based system.
The translation is chosen to be the target-side yield
of the highest-scoring synchronous parse consistent
with the source sentence. Although a variety of
scores interpolated into the decision rule for phrase-
based systems have been investigated over the years,
only a handful have been discovered to be consis-
tently useful. In this work we concentrate on ex-
tending the target-given-source phrase model1.

3 Exponential phrase models with shared
features

The model used in this work is based on the familiar
equation for conditional exponential models:

1To avoid confusion with features of the exponential mod-
els described below we shall use the term “model” rather than
“feature” for the terms interpolated using MERT.

p(Y |X) =
e~w·~f(X,Y )∑

Y ′∈GEN(X) e
~w·~f(X,Y ′)

where ~f(X,Y ) is a vector of feature functions,
~w is a corresponding weight vector, so that ~w ·
~f(X,Y ) =

∑
iwifi(X,Y ), and GEN(X) is a

set of values corresponding to Y . For a target-
given-source phrase model the predicted outcomes
are target-side phrases ry, the model is conditioned
on a source-side phrase rx together with some con-
text, and each GEN(X) consists of target phrases
ry co-occurring with a given source phrase rx in the
grammar.

Maximum likelihood estimation for exponential
model finds the values of weights that maximize the
likelihood of the training data, or, equivalently, its
logarithm:

LL(~w) = log
M∏

m=1

p(Ym|Xm) =
M∑

m=1

log p(Ym|Xm)

where the expressions range over all training in-
stances {m}. In this work we extend the objective
using an `2 regularizer (Ng, 2004; Gao et al., 2007).
We obtain the counts of instances and features from
the standard heuristics used to extract the grammar
from a word-aligned parallel corpus.

Exponential models and other classifiers have
been used in several recent studies to condition
phrase model probabilities on source-side context
(Chan et al 2007; Carpuat and Wu 2007a; Carpuat
and Wu 2007b). However, this has been gener-
ally accomplished by training independent classi-
fiers associated with different source phrases. This
approach is not well suited to modeling target-
language inflections, since parameters for the fea-
tures associated with morphological markings and
their predictors would be estimated separately from
many, generally very small training sets, thereby
preventing the model from making precisely the
kind of generalization beyond specific phrases that
we seek to obtain. Instead we continue the approach
proposed in Subotin (2008), where a single model
defined by the equations above is trained on all of the
data, so that parameters for features that are shared
by rule sets with difference source sides reflect cu-
mulative feature counts, while the standard relative
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frequency model can be obtained as a special case
of maximum likelihood estimation for a model con-
taining only the features for rules.2 Recently, Jeong
et al (2010) independently proposed an exponential
model with shared features for target-side morphol-
ogy in application to lexical scores in a treelet-based
system.

4 Features

The feature space for target-side inflection models
used in this work consists of features tracking the
source phrase and the corresponding target phrase
together with its complete morphological tag, which
will be referred to as rule features for brevity. The
feature space also includes features tracking the
source phrase together with the lemmatized repre-
sentation of the target phrase, called lemma features
below. Since there is little ambiguity in lemmati-
zation for Czech, the lemma representations were
for simplicity based on the most frequent lemma
for each token. Finally, we include features associ-
ating aspects of source-side annotation with inflec-
tions of aligned target words. The models include
features for three general classes of morphological
types: number, case, and gender. We add inflec-
tion features for all words aligned to at least one En-
glish verb, adjective, noun, pronoun, or determiner,
excepting definite and indefinite articles. A sepa-
rate feature type marks cases where an intended in-
flection category is not applicable to a target word
falling under these criteria due to a POS mismatch
between aligned words.

4.1 Number

The inflection for number is particularly easy to
model in translating from English, since it is gen-
erally marked on the source side, and POS taggers
based on the Penn treebank tag set attempt to infer
it in cases where it is not. For word pairs whose
source-side word is a verb, we add a feature marking
the number of its subject, with separate features for
noun and pronoun subjects. For word pairs whose
source side is an adjective, we add a feature marking
the number of the head of the smallest noun phrase
that contains it.

2Note that this model is estimated from the full parallel cor-
pus, rather than a held-out development set.

4.2 Case
Among the inflection types of Czech nouns, the only
type that is not generally observed in English and
does not belong to derivational morphology is in-
flection for case. Czech marks seven cases: nomi-
nal, genitive, dative, accusative, vocative, locative,
and instrumental. Not all of these forms are overtly
distinguished for all lexical items, and some words
that function syntactically as nouns do not inflect at
all. Czech adjectives also inflect for case and their
case has to match the case of their governing noun.
However, since the source sentence and its anno-
tation contain a variety of predictors for case, we
model it using only source-dependent features. The
following feature types for case were included:

• The structural role of the aligned source word
or the head of the smallest noun phrase con-
taining the aligned source word. Features were
included for the roles of subject, direct object,
and nominal predicate.

• The preposition governing the smallest noun
phrase containing the aligned source word, if
it is governed by a preposition.

• An indicator for the presence of a possessive
marker modifying the aligned source word or
the head of the smallest noun phrase containing
the aligned source word.

• An indicator for the presence of a numeral
modifying the aligned source word or the head
of the smallest noun phrase containing the
aligned source word.

• An indication that aligned source word modi-
fied by quantifiers many, most, such, or half.
These features would be more properly defined
based on the identity of the target word aligned
to these quantifiers, but little ambiguity seems
to arise from this substitution in practice.

• The lemma of the verb governing the aligned
source word or the head of the smallest noun
phrase containing the aligned source word.
This is the only lexicalized feature type used in
the model and we include only those features
which occur over 1,000 times in the training
data.
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observed dependency: wx
2 → wx

3

assumed dependency: wy
1 → wy

3

Figure 1: Inferring syntactic dependencies.

Features corresponding to aspects of the source
word itself and features corresponding to aspects of
the head of a noun phrase containing it were treated
as separate types.

4.3 Gender

Czech nouns belong to one of three cases: feminine,
masculine, and neuter. Verbs and adjectives have to
agree with nouns for gender, although this agree-
ment is not marked in some forms of the verb. In
contrast to number and case, Czech gender generally
cannot be predicted from any aspect of the English
source sentence, which necessitates the use of fea-
tures that depend on another target-side word. This,
in turn, requires a more elaborate decoding proce-
dure, described in the next section. For verbs we
add a feature associating the gender of the verb with
the gender of its subject. For adjectives, we add a
feature tracking the gender of the governing nouns.
These dependencies are inferred from source-side
annotation via word alignments, as depicted in fig-
ure 1, without any use of target-side dependency
parses.

5 Decoding with target-side model
dependencies

The procedure for decoding with non-local target-
side feature dependencies is similar in its general
outlines to the standard method of decoding with a

language model, as described in Chiang (2007). The
search space is organized into arrays called charts,
each containing a set of items whose scores can be
compared with one another for the purposes of prun-
ing. Each rule that has matched the source sen-
tence belongs to a rule chart associated with its
location-anchored sequence of non-terminal and ter-
minal source-side symbols and any of its aspects
which may affect the score of a translation hypothe-
sis when it is combined with another rule. In the case
of the language model these aspects include any of
its target-side words that are part of still incomplete
n-grams. In the case of non-local target-side depen-
dencies this includes any information about features
needed for this rule’s estimate and tracking some
target-side inflection beyond it or features tracking
target-side inflections within this rule and needed for
computation of another rule’s estimate. We shall re-
fer to both these types of information as messages,
alluding to the fact that it will need to be conveyed to
another point in the derivation to finish the compu-
tation. Thus, a rule chart for a rule with one non-
terminal can be denoted as as

〈
xi1

i+1Ax
j
j1+1, µ

〉
,

where we have introduced the symbol µ to represent
the set of messages associated with a given item in
the chart. Each item in the chart is associated with
a score s, based on any submodels and heuristic es-
timates that can already be computed for that item
and used to arrange the chart items into a priority
queue. Combinations of one or more rules that span
a substring of terminals are arranged into a differ-
ent type of chart which we shall call span charts. A
span chart has the form [i1, j1;µ1], where µ1 is a set
of messages, and its items are likewise prioritized by
a partial score s1.

The decoding procedure used in this work is based
on the cube pruning method, fully described in Chi-
ang (2007). Informally, whenever a rule chart is
combined with one or more span charts correspond-
ing to its non-terminals, we select best-scoring items
from each chart and update derivation scores by per-
forming any model computations that become pos-
sible once we combine the corresponding items.
Crucially, whenever an item in one of the charts
crosses a pruning threshold, we discard the rest of
that chart’s items, even though one of them could
generate a better-scoring partial derivation in com-
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bination with an item from another chart. It is there-
fore important to estimate incomplete model scores
as well as we can. We estimate these scores by com-
puting exponential models using all features without
non-local dependencies.

Schematically, our decoding procedure can be il-
lustrated by three elementary cases. We take the
example of computing an estimate for a rule whose
only terminal on both sides is a verb and which re-
quires a feature tracking the target-side gender in-
flection of the subject. We make use of a cache
storing all computed numerators and denominators
of the exponential model, which makes it easy to
recompute an estimate given an additional feature
and use the difference between it and the incomplete
estimate to update the score of the partial deriva-
tion. In the simplest case, illustrated in figure 2, the
non-local feature depends on the position within the
span of the rule’s non-terminal symbol, so that its
model estimate can be computed when its rule chart
is combined with the span chart for its non-terminal
symbol. This is accomplished using a feature mes-
sage, which indicates the gender inflection for the
subject and is denoted as mf (i), where the index
i refers to the position of its “recipient”. Figure 3
illustrates the case where the non-local feature lies
outside the rule’s span, but the estimated rule lies in-
side a non-terminal of the rule which contains the
feature dependency. This requires sending a rule
message mr(i), which includes information about
the estimated rule (which also serves as a pointer to
the score cache) and its feature dependency. The fi-
nal example, shown in figure 4, illustrates the case
where both types of messages need to be propagated
until we reach a rule chart that spans both ends of
the dependency. In this case, the full estimate for a
rule is computed while combining charts neither of
which corresponds directly to that rule.

A somewhat more formal account of the decod-
ing procedure is given in figure 5, which shows a
partial set of inference rules, generally following the
formalism used in Chiang (2007), but simplifying
it in several ways for brevity. Aside from the no-
tation introduced above, we also make use of two
updating functions. The message-updating function
um(µ) takes a set of messages and outputs another
set that includes those messages mr(k) and mf (k)
whose destination k lies outside the span i, j of the

A

Sb

A V

1 2

mf(2)

Score
cache

Figure 2: Non-local dependency, case A.

A

Sb A

V
1 2

mr(1)

Score
cache

Figure 3: Non-local dependency, case B.

A

Sb

A

V
1 2

Score
cachemr(1)

AdvA

3

mf(3)

Figure 4: Non-local dependency, case C.
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Figure 5: Simplified set of inference rules for decoding
with target-side model dependencies.

chart. The score-updating function us(µ) computes
those model estimates which can be completed us-
ing a message in the set µ and returns the difference
between the new and old scores.

6 Modeling unobserved target inflections

As a consequence of translating into a morphologi-
cally rich language, some inflected forms of target
words are unobserved in training data and cannot
be generated by the decoder under standard phrase-
based approaches. Exponential models with shared
features provide a straightforward way to estimate
probabilities of unobserved inflections. This is ac-
complished by extending the sets of target phrases
GEN(X) over which the model is normalized by
including some phrases which have not been ob-
served in the original sets. When additional rule
features with these unobserved target phrases are in-
cluded in the model, their weights will be estimated
even though they never appear in the training exam-
ples (i.e, in the numerator of their likelihoods).

We generate unobserved morphological variants
for target phrases starting from a generation proce-
dure for target words. Morphological variants for
words were generated using the ÚFAL MORPHO
tool (Kolovratnı́k and Přikryl, 2008). The forms pro-
duced by the tool from the lemma of an observed in-
flected word form were subjected to several restric-
tions:

• For nouns, generated forms had to match the
original form for number.

• For verbs, generated forms had to match the
original form for tense and negation.

• For adjectives, generated forms had to match
the original form for degree of comparison and
negation.

• For pronouns, excepting relative and interrog-
ative pronouns, generated forms had to match
the original form for number, case, and gender.

• Non-standard inflection forms for all POS were
excluded.

The following criteria were used to select rules for
which expanded inflection sets were generated:

• The target phrase had to contain exactly one
word for which inflected forms could be gen-
erated according to the criteria given above.

• If the target phrase contained prepositions or
numerals, they had to be in a position not ad-
jacent to the inflected word. The rationale for
this criterion was the tendency of prepositions
and numerals to determine the inflection of ad-
jacent words.

• The lemmatized form of the phrase had to ac-
count for at least 25% of target phrases ex-
tracted for a given source phrase.

The standard relative frequency estimates for the
p(X|Y ) phrase model and the lexical models do not
provide reasonable values for the decoder scores for
unobserved rules and words. In contrast, exponen-
tial models with surface and lemma features can be
straightforwardly trained for all of them. For the ex-
periments described below we trained an exponen-
tial model for the p(Y |X) lexical model. For greater
speed we estimate the probabilities for the other
two models using interpolated Kneser-Ney smooth-
ing (Chen and Goodman, 1998), where the surface
form of a rule or an aligned word pair plays to role
of a trigram, the pairing of the source surface form
with the lemmatized target form plays the role of a
bigram, and the source surface form alone plays the
role of a unigram.
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7 Corpora and baselines

We investigate the models using the 2009 edition
of the parallel treebank from ÚFAL (Bojar and
Žabokrtský, 2009), containing 8,029,801 sentence
pairs from various genres. The corpus comes with
automatically generated annotation and a random-
ized split into training, development, and testing
sets. Thus, the annotation for the development and
testing sets provides a realistic reflection of what
could be obtained for arbitrary source text. The
English-side annotation follows the standards of the
Penn Treebank and includes dependency parses and
structural role labels such as subject and object. The
Czech side is labeled with several layers of annota-
tion, of which only the morphological tags and lem-
mas are used in this study. The Czech tags follow
the standards of the Prague Dependency Treebank
2.0.

The impact of the models on translation accuracy
was investigated for two experimental conditions:

• Small data set: trained on the news portion of
the data, containing 140,191 sentences; devel-
opment and testing sets containing 1500 sen-
tences of news text each.

• Large data set: trained on all the training data;
developing and testing sets each containing
1500 sentences of EU, news, and fiction data in
equal portions. The other genres were excluded
from the development and testing sets because
manual inspection showed them to contain a
considerable proportion of non-parallel sen-
tences pairs.

All conditions use word alignments produced by
sequential iterations of IBM model 1, HMM, and
IBM model 4 in GIZA++, followed by “diag-and”
symmetrization (Koehn et al., 2003). Thresholds
for phrase extraction and decoder pruning were set
to values typical for the baseline system (Chiang,
2007). Unaligned words at the outer edges of rules
or gaps were disallowed. A 5-gram language model
with modified interpolated Kneser-Ney smoothing
(Chen and Goodman, 1998) was trained by the
SRILM toolkit (Stolcke, 2002) on a set of 208 mil-
lion running words of text obtained by combining
the monolingual Czech text distributed by the 2010

ACL MT workshop with the Czech portion of the
training data. The decision rule was based on the
standard log-linear interpolation of several models,
with weights tuned by MERT on the development
set (Och, 2003). The baselines consisted of the lan-
guage model, two phrase translation models, two
lexical models, and a brevity penalty.

The proposed exponential phrase model contains
several modifications relative to a standard phrase
model (called baseline A below) with potential to
improve translation accuracy, including smoothed
estimates and estimates incorporating target-side
tags. To gain better insight into the role played by
different elements of the model, we also tested a sec-
ond baseline phrase model (baseline B), which at-
tempted to isolate the exponential model itself from
auxiliary modifications. Baseline B was different
from the experimental condition in using a gram-
mar limited to observed inflections and in replac-
ing the exponential p(Y |X) phrase model by a rel-
ative frequency phrase model. It was different from
baseline A in computing the frequencies for the
p(Y |X) phrase model based on counts of tagged
target phrases and in using the same smoothed es-
timates in the other models as were used in the ex-
perimental condition.

8 Parameter estimation

Parameter estimation was performed using a modi-
fied version of the maximum entropy module from
SciPy (Jones et al., 2001) and the LBFGS-B algo-
rithm (Byrd et al., 1995). The objective included
an `2 regularizer with the regularization trade-off
set to 1. The amount of training data presented a
practical challenge for parameter estimation. Sev-
eral strategies were pursued to reduce the computa-
tional expenses. Following the approach of Mann
et al (2009), the training set was split into many
approximately equal portions, for which parameters
were estimated separately and then averaged for fea-
tures observed in multiple portions. The sets of tar-
get phrases for each source phrase prior to genera-
tion of additional inflected variants were truncated
by discarding extracted rules which were observed
with frequency less than the 200-th most frequent
target phrase for that source phrase.

Additional computational challenges remained
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due to an important difference between models with
shared features and usual phrase models. Features
appearing with source phrases found in development
and testing data share their weights with features ap-
pearing with other source phrases, so that filtering
the training set for development and testing data af-
fects the solution. Although there seems to be no
reason why this would positively affect translation
accuracy, to be methodologically strict we estimate
parameters for rule and lemma features without in-
flection features for larger models, and then com-
bine them with weights for inflection feature esti-
mated from a smaller portion of training data. This
should affect model performance negatively, since it
precludes learning trade-offs between evidence pro-
vided by the different kinds of features, and there-
fore it gives a conservative assessment of the re-
sults that could be obtained at greater computational
costs. The large data model used parameters for the
inflection features estimated from the small data set.
In the runs where exponential models were used they
replaced the corresponding baseline phrase transla-
tion model.

9 Results and discussion

Table 1 shows the results. Aside from the two base-
lines described in section 7 and the full exponen-
tial model, the table also reports results for an ex-
ponential model that excluded gender-based features
(and hence non-local target-side dependencies). The
highest scores were achieved by the full exponential
model, although baseline B produced surprisingly
disparate effects for the two data sets. This sug-
gests a complex interplay of the various aspects of
the model and training data whose exploration could
further improve the scores. Inclusion of gender-
based features produced small but consistent im-
provements. Table 2 shows a summary of the gram-
mars.

We further illustrate general properties of these
models using toy examples and the actual param-
eters estimated from the large data set. Table 3
shows representative rules with two different source
sides. The column marked “no infl.” shows model
estimates computed without inflection features. One
can see that for both rule sets the estimated probabil-
ities for rules observed a single time is only slightly

Condition Small set Large set
Baseline A 0.1964 0.2562
Baseline B 0.2067 0.2522
Expon-gender 0.2114 0.2598
Expon+gender 0.2128 0.2615

Table 1: BLUE scores on testing. See section 7 for a
description of the baselines.

Condition Total rules Observed rules
Small set 17,089,850 3,983,820
Large set 39,349,268 23,679,101

Table 2: Grammar sizes after and before generation of
unobserved inflections (all filtered for dev/test sets).

higher than probabilities for generated unobserved
rules. However, rules with relatively high counts
in the second set receive proportionally higher es-
timates, while the difference between the singleton
rule and the most frequent rule in the second set,
which was observed 3 times, is smoothed away to
an even greater extent. The last two columns show
model estimates when various inflection features are
included. There is a grammatical match between
nominative case for the target word and subject po-
sition for the aligned source word and between ac-
cusative case for the target word and direct object
role for the aligned source word. The other pair-
ings represent grammatical mismatches. One can
see that the probabilities for rules leading to correct
case matches are considerably higher than the alter-
natives with incorrect case matches.

rx Count Case No infl. Sb Obj
1 1 Dat 0.085 0.037 0.035
1 3 Acc 0.086 0.092 0.204
1 0 Nom 0.063 0.416 0.063
2 1 Instr 0.007 0.002 0.003
2 31 Nom 0.212 0.624 0.169
2 0 Acc 0.005 0.002 0.009

Table 3: The effect of inflection features on estimated
probabilities.
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10 Conclusion

This paper has introduced a scalable exponential
phrase model for target languages with complex
morphology that can be trained on the full parallel
corpus. We have showed how it can provide esti-
mates for inflected forms unobserved in the training
data and described decoding procedures for features
with non-local target-side dependencies. The results
suggest that the model should be especially useful
for languages with sparser resources, but that per-
formance improvements can be obtained even for a
very large parallel corpus.
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Hal Daumé III, Chris Dyer, and the anonymous re-
viewers for helpful comments relating to this work.

References
E. Avramidis and P. Koehn. 2008. Enriching Morpholog-

ically Poor Languages for Statistical Machine Transla-
tion. In Proc. ACL 2008.

A. Birch, M. Osborne and P. Koehn. 2008. Predicting
Success in Machine Translation. The Conference on
Empirical Methods in Natural Language Processing
(EMNLP), 2008.

O. Bojar. 2007. English-to-Czech Factored Machine
Translation. In Proceedings of the Second Workshop
on Statistical Machine Translation.
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Abstract

We introduce a novel Bayesian approach for
deciphering complex substitution ciphers. Our
method uses a decipherment model which
combines information from letter n-gram lan-
guage models as well as word dictionaries.
Bayesian inference is performed on our model
using an efficient sampling technique. We
evaluate the quality of the Bayesian deci-
pherment output on simple and homophonic
letter substitution ciphers and show that un-
like a previous approach, our method consis-
tently produces almost 100% accurate deci-
pherments. The new method can be applied
on more complex substitution ciphers and we
demonstrate its utility by cracking the famous
Zodiac-408 cipher in a fully automated fash-
ion, which has never been done before.

1 Introduction

Substitution ciphers have been used widely in the
past to encrypt secrets behind messages. These
ciphers replace (English) plaintext letters with ci-
pher symbols in order to generate the ciphertext se-
quence.

There exist many published works on automatic
decipherment methods for solving simple letter-
substitution ciphers. Many existing methods use
dictionary-based attacks employing huge word dic-
tionaries to find plaintext patterns within the ci-
phertext (Peleg and Rosenfeld, 1979; Ganesan and
Sherman, 1993; Jakobsen, 1995; Olson, 2007).
Most of these methods are heuristic in nature and
search for the best deterministic key during deci-

pherment. Others follow a probabilistic decipher-
ment approach. Knight et al. (2006) use the Expec-
tation Maximization (EM) algorithm (Dempster et
al., 1977) to search for the best probabilistic key us-
ing letter n-gram models. Ravi and Knight (2008)
formulate decipherment as an integer programming
problem and provide an exact method to solve sim-
ple substitution ciphers by using letter n-gram mod-
els along with deterministic key constraints. Corlett
and Penn (2010) work with large ciphertexts con-
taining thousands of characters and provide another
exact decipherment method using an A* search al-
gorithm. Diaconis (2008) presents an analysis of
Markov Chain Monte Carlo (MCMC) sampling al-
gorithms and shows an example application for solv-
ing simple substitution ciphers.

Most work in this area has focused on solving
simple substitution ciphers. But there are variants
of substitution ciphers, such as homophonic ciphers,
which display increasing levels of difficulty and
present significant challenges for decipherment. The
famous Zodiac serial killer used one such cipher sys-
tem for communication. In 1969, the killer sent a
three-part cipher message to newspapers claiming
credit for recent shootings and crimes committed
near the San Francisco area. The 408-character mes-
sage (Zodiac-408) was manually decoded by hand in
the 1960’s. Oranchak (2008) presents a method for
solving the Zodiac-408 cipher automatically with a
dictionary-based attack using a genetic algorithm.
However, his method relies on using plaintext words
from the known solution to solve the cipher, which
departs from a strict decipherment scenario.

In this paper, we introduce a novel method for
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solving substitution ciphers using Bayesian learn-
ing. Our novel contributions are as follows:

• We present a new probabilistic decipherment
approach using Bayesian inference with sparse
priors, which can be used to solve different
types of substitution ciphers.

• Our new method combines information from
word dictionaries along with letter n-gram
models, providing a robust decipherment
model which offsets the disadvantages faced by
previous approaches.

• We evaluate the Bayesian decipherment output
on three different types of substitution ciphers
and show that unlike a previous approach, our
new method solves all the ciphers completely.

• Using the Bayesian decipherment, we show for
the first time a truly automated system that suc-
cessfully solves the Zodiac-408 cipher.

2 Letter Substitution Ciphers

We use natural language processing techniques to
attack letter substitution ciphers. In a letter substi-
tution cipher, every letter p in the natural language
(plaintext) sequence is replaced by a cipher token c,
according to some substitution key.

For example, an English plaintext

“H E L L O W O R L D ...”

may be enciphered as:

“N O E E I T I M E L ...”

according to the key:

p: ABCDEFGHIJKLMNOPQRSTUVWXYZ
c: XYZLOHANBCDEFGIJKMPQRSTUVW

where, “ ” represents the space character (word
boundary) in the English and ciphertext messages.

If the recipients of the ciphertext message have
the substitution key, they can use it (in reverse) to
recover the original plaintext. The sender can en-
crypt the message using one of many different ci-
pher systems. The particular type of cipher system
chosen determines the properties of the key. For ex-
ample, the substitution key can be deterministic in

both the encipherment and decipherment directions
as shown in the above example—i.e., there is a 1-to-
1 correspondence between the plaintext letters and
ciphertext symbols. Other types of keys exhibit non-
determinism either in the encipherment (or decipher-
ment) or both directions.

2.1 Simple Substitution Ciphers

The key used in a simple substitution cipher is deter-
ministic in both the encipherment and decipherment
directions, i.e., there is a 1-to-1 mapping between
plaintext letters and ciphertext symbols. The exam-
ple shown earlier depicts how a simple substitution
cipher works.

Data: In our experiments, we work with a 414-
letter simple substitution cipher. We encrypt an
original English plaintext message using a randomly
generated simple substitution key to create the ci-
phertext. During the encipherment process, we pre-
serve spaces between words and use this information
for decipherment—i.e., plaintext character “ ” maps
to ciphertext character “ ”. Figure 1 (top) shows
a portion of the ciphertext along with the original
plaintext used to create the cipher.

2.2 Homophonic Ciphers

A homophonic cipher uses a substitution key that
maps a plaintext letter to more than one cipher sym-
bol.

For example, the English plaintext:

“H E L L O W O R L D ...”

may be enciphered as:

“65 82 51 84 05 60 54 42 51 45 ...”

according to the key:
A: 09 12 33 47 53 67 78 92
B: 48 81

...
E: 14 16 24 44 46 55 57 64 74 82 87

...
L: 51 84

...
Z: 02

Here, “ ” represents the space character in both
English and ciphertext. Notice the non-determinism
involved in the enciphering direction—the English
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letter “L” is substituted using different symbols (51,
84) at different positions in the ciphertext.

These ciphers are more complex than simple sub-
stitution ciphers. Homophonic ciphers are generated
via a non-deterministic encipherment process—the
key is 1-to-many in the enciphering direction. The
number of potential cipher symbol substitutes for a
particular plaintext letter is often proportional to the
frequency of that letter in the plaintext language—
for example, the English letter “E” is assigned more
cipher symbols than “Z”. The objective of this is
to flatten out the frequency distribution of cipher-
text symbols, making a frequency-based cryptanaly-
sis attack difficult.

The substitution key is, however, deterministic in
the decipherment direction—each ciphertext symbol
maps to a single plaintext letter. Since the ciphertext
can contain more than 26 types, we need a larger
alphabet system—we use a numeric substitution al-
phabet in our experiments.

Data: For our decipherment experiments
on homophonic ciphers, we use the same
414-letter English plaintext used in Sec-
tion 2.1. We encrypt this message using a
homophonic substitution key (available from
http://www.simonsingh.net/The Black Chamber/ho
mophoniccipher.htm). As before, we preserve
spaces between words in the ciphertext. Figure 1
(middle) displays a section of the homophonic
cipher (with spaces) and the original plaintext
message used in our experiments.

2.3 Homophonic Ciphers without spaces
(Zodiac-408 cipher)

In the previous two cipher systems, the word-
boundary information was preserved in the cipher.
We now consider a more difficult homophonic ci-
pher by removing space characters from the original
plaintext.

The English plaintext from the previous example
now looks like this:

“HELLOWORLD ...”

and the corresponding ciphertext is:

“65 82 51 84 05 60 54 42 51 45 ...”

Without the word boundary information, typical
dictionary-based decipherment attacks fail on such

ciphers.
Zodiac-408 cipher: Homophonic ciphers with-

out spaces have been used extensively in the past to
encrypt secret messages. One of the most famous
homophonic ciphers in history was used by the in-
famous Zodiac serial killer in the 1960’s. The killer
sent a series of encrypted messages to newspapers
and claimed that solving the ciphers would reveal
clues to his identity. The identity of the Zodiac killer
remains unknown to date. However, the mystery
surrounding this has sparked much interest among
cryptanalysis experts and amateur enthusiasts.

The Zodiac messages include two interesting ci-
phers: (1) a 408-symbol homophonic cipher without
spaces (which was solved manually by hand), and
(2) a similar looking 340-symbol cipher that has yet
to be solved.

Here is a sample of the Zodiac-408 cipher mes-
sage:

...

and the corresponding section from the original
English plaintext message:

I L I K E K I L L I N G P E O P L
E B E C A U S E I T I S S O M U C
H F U N I T I S M O R E F U N T H
A N K I L L I N G W I L D G A M E
I N T H E F O R R E S T B E C A U
S E M A N I S T H E M O S T D A N
G E R O U E A N A M A L O F A L L
T O K I L L S O M E T H I N G G I

...

Besides the difficulty with missing word bound-
aries and non-determinism associated with the key,
the Zodiac-408 cipher poses several additional chal-
lenges which makes it harder to solve than any
standard homophonic cipher. There are spelling
mistakes in the original message (for example,
the English word “PARADISE” is misspelt as
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“PARADICE”) which can divert a dictionary-based
attack. Also, the last 18 characters of the plaintext
message does not seem to make any sense (“EBE-
ORIETEMETHHPITI”).

Data: Figure 1 (bottom) displays the Zodiac-408
cipher (consisting of 408 tokens, 54 symbol types)
along with the original plaintext message. We run
the new decipherment method (described in Sec-
tion 3.1) and show that our approach can success-
fully solve the Zodiac-408 cipher.

3 Decipherment

Given a ciphertext message c1...cn, the goal of de-
cipherment is to uncover the hidden plaintext mes-
sage p1...pn. The size of the keyspace (i.e., num-
ber of possible key mappings) that we have to navi-
gate during decipherment is huge—a simple substi-
tution cipher has a keyspace size of 26!, whereas a
homophonic cipher such as the Zodiac-408 cipher
has 2654 possible key mappings.

Next, we describe a new Bayesian decipherment
approach for tackling substitution ciphers.

3.1 Bayesian Decipherment

Bayesian inference methods have become popular
in natural language processing (Goldwater and Grif-
fiths, 2007; Finkel et al., 2005; Blunsom et al., 2009;
Chiang et al., 2010). Snyder et al. (2010) proposed
a Bayesian approach in an archaeological decipher-
ment scenario. These methods are attractive for their
ability to manage uncertainty about model parame-
ters and allow one to incorporate prior knowledge
during inference. A common phenomenon observed
while modeling natural language problems is spar-
sity. For simple letter substitution ciphers, the origi-
nal substitution key exhibits a 1-to-1 correspondence
between the plaintext letters and cipher types. It is
not easy to model such information using conven-
tional methods like EM. But we can easily spec-
ify priors that favor sparse distributions within the
Bayesian framework.

Here, we propose a novel approach for decipher-
ing substitution ciphers using Bayesian inference.
Rather than enumerating all possible keys (26! for
a simple substitution cipher), our Bayesian frame-
work requires us to sample only a small number of
keys during the decipherment process.

Probabilistic Decipherment: Our decipherment
method follows a noisy-channel approach. We are
faced with a ciphertext sequence c = c1...cn and
we want to find the (English) letter sequence p =
p1...pn that maximizes the probability P (p|c).

We first formulate a generative story to model the
process by which the ciphertext sequence is gener-
ated.

1. Generate an English plaintext sequence p =
p1...pn, with probability P (p).

2. Substitute each plaintext letter pi with a cipher-
text token ci, with probability P (ci|pi) in order
to generate the ciphertext sequence c = c1...cn.

We build a statistical English language model
(LM) for the plaintext source model P (p), which
assigns a probability to any English letter sequence.
Our goal is to estimate the channel model param-
eters θ in order to maximize the probability of the
observed ciphertext c:

arg max
θ

P (c) = arg max
θ

∑
p

Pθ(p, c) (1)

= arg max
θ

∑
p

P (p) · Pθ(c|p) (2)

= arg max
θ

∑
p

P (p) ·
n∏
i=1

Pθ(ci|pi) (3)

We estimate the parameters θ using Bayesian
learning. In our decipherment framework, a Chinese
Restaurant Process formulation is used to model
both the source and channel. The detailed genera-
tive story using CRPs is shown below:

1. i← 1

2. Generate the English plaintext letter p1, with
probability P0(p1)

3. Substitute p1 with cipher token c1, with proba-
bility P0(c1|p1)

4. i← i+ 1

5. Generate English plaintext letter pi, with prob-
ability

α · P0(pi|pi−1) + Ci−1
1 (pi−1, pi)

α+ Ci−1
1 (pi−1)
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Plaintext: D E C I P H E R M E N T I S T H E A N A L Y S I S O F D O C U M E N T S
W R I T T E N I N A N C I E N T L A N G U A G E S W H E R E T H E ...

Ciphertext: i n g c m p n q s n w f c v f p n o w o k t v c v h u i h g z s n w f v
r q c f f n w c w o w g c n w f k o w a z o a n v r p n q n f p n ...

Bayesian solution: D E C I P H E R M E N T I S T H E A N A L Y S I S O F D O C U M E N T S
W R I T T E N I N A N C I E N T L A N G U A G E S W H E R E T H E ...

Plaintext: D E C I P H E R M E N T I S T H E A N A L Y S I S
O F D O C U M E N T S W R I T T E N I N ...

Ciphertext: 79 57 62 93 95 68 44 77 22 74 59 97 32 86 85 56 82 67 59 67 84 52 86 73 11
99 10 45 90 13 61 27 98 71 49 19 60 80 88 85 20 55 59 32 91 ...

Bayesian solution: D E C I P H E R M E N T I S T H E A N A L Y S I S
O F D O C U M E N T S W R I T T E N I N ...

Ciphertext:

Plaintext:

Bayesian solution (final decoding): I L I K E K I L L I N G P E O P L E B E C A U S E
I T I S S O M U C H F U N I T I A M O R E F U N T
H A N K I L L I N G W I L D G A M E I N T H E F O
R R E S T B E C A U S E M A N I S T H E M O A T D
A N G E R T U E A N A M A L O F A L L ...

(with spaces shown): I L I K E K I L L I N G P E O P L E B E C A U S E
I T I S S O M U C H F U N I T I A M O R E
F U N T H A N K I L L I N G W I L D G A M E I N
T H E F O R R E S T B E C A U S E M A N I S T H E
M O A T D A N G E R T U E A N A M A L O F A L L ...

Figure 1: Samples from the ciphertext sequence, corresponding English plaintext message and output from Bayesian
decipherment (using word+3-gram LM) for three different ciphers: (a) Simple Substitution Cipher (top), (b) Homo-
phonic Substitution Cipher with spaces (middle), and (c) Zodiac-408 Cipher (bottom).
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6. Substitute pi with cipher token ci, with proba-
bility

β · P0(ci|pi) + Ci−1
1 (pi, ci)

β + Ci−1
1 (pi)

7. With probability Pquit, quit; else go to Step 4.

This defines the probability of any given deriva-
tion, i.e., any plaintext hypothesis corresponding to
the given ciphertext sequence. The base distribu-
tion P0 represents prior knowledge about the model
parameter distributions. For the plaintext source
model, we use probabilities from an English lan-
guage model and for the channel model, we spec-
ify a uniform distribution (i.e., a plaintext letter can
be substituted with any given cipher type with equal
probability). Ci−1

1 represents the count of events
occurring before plaintext letter pi in the derivation
(we call this the “cache”). α and β represent Dirich-
let prior hyperparameters over the source and chan-
nel models respectively. A large prior value implies
that characters are generated from the base distribu-
tion P0, whereas a smaller value biases characters
to be generated with reference to previous decisions
inside the cache (favoring sparser distributions).

Efficient inference via type sampling: We use a
Gibbs sampling (Geman and Geman, 1984) method
for performing inference on our model. We could
follow a point-wise sampling strategy, where we
sample plaintext letter choices for every cipher to-
ken, one at a time. But we already know that the
substitution ciphers described here exhibit determin-
ism in the deciphering direction,1 i.e., although we
have no idea about the key mappings themselves,
we do know that there exists only a single plaintext
letter mapping for every cipher symbol type in the
true key. So sampling plaintext choices for every
cipher token separately is not an efficient strategy—
our sampler may spend too much time exploring in-
valid keys (which map the same cipher symbol to
different plaintext letters).

Instead, we use a type sampling technique similar
to the one proposed by Liang et al. (2010). Under

1This assumption does not strictly apply to the Zodiac-408
cipher where a few cipher symbols exhibit non-determinism in
the decipherment direction as well.

this scheme, we sample plaintext letter choices for
each cipher symbol type. In every step, we sample
a new plaintext letter for a cipher type and update
the entire plaintext hypothesis (i.e., plaintext letters
at all corresponding positions) to reflect this change.
For example, if we sample a new choice pnew for
a cipher symbol which occurs at positions 4, 10, 18,
then we update plaintext letters p4, p10 and p18 with
the new choice pnew.

Using the property of exchangeability, we derive
an incremental formula for re-scoring the probabil-
ity of a new derivation based on the probability of
the old derivation—when sampling at position i, we
pretend that the area affected (within a context win-
dow around i) in the current plaintext hypothesis oc-
curs at the end of the corpus, so that both the old
and new derivations share the same cache.2 While
we may make corpus-wide changes to a derivation
in every sampling step, exchangeability allows us to
perform scoring in an efficient manner.

Combining letter n-gram language models with
word dictionaries: Many existing probabilistic ap-
proaches use statistical letter n-gram language mod-
els of English to assign P (p) probabilities to plain-
text hypotheses during decipherment. Other de-
cryption techniques rely on word dictionaries (using
words from an English dictionary) for attacking sub-
stitution ciphers.

Unlike previous approaches, our decipherment
method combines information from both sources—
letter n-grams and word dictionaries. We build an
interpolated word+n-gram LM and use it to assign
P (p) probabilities to any plaintext letter sequence
p1...pn.3 The advantage is that it helps direct the
sampler towards plaintext hypotheses that resemble
natural language—high probability letter sequences
which form valid words such as “H E L L O” in-
stead of sequences like “‘T X H R T”. But in ad-
dition to this, using letter n-gram information makes

2The relevant context window that is affected when sam-
pling at position i is determined by the word boundaries to the
left and right of i.

3We set the interpolation weights for the word and n-gram
LM as (0.9, 0.1). The word-based LM is constructed from a
dictionary consisting of 9,881 frequently occurring words col-
lected from Wikipedia articles. We train the letter n-gram LM
on 50 million words of English text available from the Linguis-
tic Data Consortium.

244



our model robust against variations in the origi-
nal plaintext (for example, unseen words or mis-
spellings as in the case of Zodiac-408 cipher) which
can easily throw off dictionary-based attacks. Also,
it is hard for a point-wise (or type) sampler to “find
words” starting from a random initial sample, but
easier to “find n-grams”.

Sampling for ciphers without spaces: For ciphers
without spaces, dictionaries are hard to use because
we do not know where words start and end. We in-
troduce a new sampling operator which counters this
problem and allows us to perform inference using
the same decipherment model described earlier. In
a first sampling pass, we sample from 26 plaintext
letter choices (e.g., “A”, “B”, “C”, ...) for every ci-
pher symbol type as before. We then run a second
pass using a new sampling operator that iterates over
adjacent plaintext letter pairs pi−1, pi in the current
hypothesis and samples from two choices—(1) add
a word boundary (space character “ ”) between pi−1

and pi, or (2) remove an existing space character be-
tween pi−1 and pi.

For example, given the English plaintext hypoth-
esis “... A B O Y ...”, there are two sam-
pling choices for the letter pair A,B in the second
step. If we decide to add a word boundary, our new
plaintext hypothesis becomes “... A B O Y
...”.

We compute the derivation probability of the new
sample using the same efficient scoring procedure
described earlier. The new strategy allows us to ap-
ply Bayesian decipherment even to ciphers without
spaces. As a result, we now have a new decipher-
ment method that consistently works for a range of
different types of substitution ciphers.

Decoding the ciphertext: After the sampling run
has finished,4 we choose the final sample as our En-
glish plaintext decipherment output.

4For letter substitution decipherment we want to keep the
language model probabilities fixed during training, and hence
we set the prior on that model to be high (α = 104). We use
a sparse prior for the channel (β = 0.01). We instantiate a key
which matches frequently occurring plaintext letters to frequent
cipher symbols and use this to generate an initial sample for the
given ciphertext and run the sampler for 5000 iterations. We
use a linear annealing schedule during sampling decreasing the
temperature from 10→ 1.

4 Experiments and Results

We run decipherment experiments on different types
of letter substitution ciphers (described in Sec-
tion 2). In particular, we work with the following
three ciphers:

(a) 414-letter Simple Substitution Cipher

(b) 414-letter Homophonic Cipher (with spaces)

(c) Zodiac-408 Cipher

Methods: For each cipher, we run and compare the
output from two different decipherment approaches:

1. EM Method using letter n-gram LMs follow-
ing the approach of Knight et al. (2006). They
use the EM algorithm to estimate the chan-
nel parameters θ during decipherment training.
The given ciphertext c is then decoded by us-
ing the Viterbi algorithm to choose the plain-
text decoding p that maximizes P (p)·Pθ(c|p)3,
stretching the channel probabilities.

2. Bayesian Decipherment method using
word+n-gram LMs (novel approach described
in Section 3.1).

Evaluation: We evaluate the quality of a particular
decipherment as the percentage of cipher tokens that
are decoded correctly.

Results: Figure 2 compares the decipherment per-
formance for the EM method with Bayesian deci-
pherment (using type sampling and sparse priors)
on three different types of substitution ciphers. Re-
sults show that our new approach (Bayesian) out-
performs the EM method on all three ciphers, solv-
ing them completely. Even with a 3-gram letter LM,
our method yields a +63% improvement in decipher-
ment accuracy over EM on the homophonic cipher
with spaces. We observe that the word+3-gram LM
proves highly effective when tackling more complex
ciphers and cracks the Zodiac-408 cipher. Figure 1
shows samples from the Bayesian decipherment out-
put for all three ciphers. For ciphers without spaces,
our method automatically guesses the word bound-
aries for the plaintext hypothesis.
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Method LM Accuracy (%) on 414-letter
Simple Substitution Cipher

Accuracy (%) on 414-letter
Homophonic Substitution
Cipher (with spaces)

Accuracy (%) on Zodiac-
408 Cipher

1. EM 2-gram 83.6 30.9
3-gram 99.3 32.6 0.3∗

(∗28.8 with 100 restarts)
2. Bayesian 3-gram 100.0 95.2 23.0

word+2-gram 100.0 100.0
word+3-gram 100.0 100.0 97.8

Figure 2: Comparison of decipherment accuracies for EM versus Bayesian method when using different language
models of English on the three substitution ciphers: (a) 414-letter Simple Substitution Cipher, (b) 414-letter Homo-
phonic Substitution Cipher (with spaces), and (c) the famous Zodiac-408 Cipher.

For the Zodiac-408 cipher, we compare the per-
formance achieved by Bayesian decipherment under
different settings:

• Letter n-gram versus Word+n-gram LMs—
Figure 2 shows that using a word+3-gram LM
instead of a 3-gram LM results in +75% im-
provement in decipherment accuracy.

• Sparse versus Non-sparse priors—We find that
using a sparse prior for the channel model (β =
0.01 versus 1.0) helps for such problems and
produces better decipherment results (97.8%
versus 24.0% accuracy).

• Type versus Point-wise sampling—Unlike
point-wise sampling, type sampling quickly
converges to better decipherment solutions.
After 5000 sampling passes over the entire
data, decipherment output from type sampling
scores 97.8% accuracy compared to 14.5% for
the point-wise sampling run.5

We also perform experiments on shorter substitu-
tion ciphers. On a 98-letter simple substitution ci-
pher, EM using 3-gram LM achieves 41% accuracy,
whereas the method from Ravi and Knight (2009)
scores 84% accuracy. Our Bayesian method per-
forms the best in this case, achieving 100% with
word+3-gram LM.

5 Conclusion

In this work, we presented a novel Bayesian deci-
pherment approach that can effectively solve a va-

5Both sampling runs were seeded with the same random ini-
tial sample.

riety of substitution ciphers. Unlike previous ap-
proaches, our method combines information from
letter n-gram language models and word dictionar-
ies and provides a robust decipherment model. We
empirically evaluated the method on different substi-
tution ciphers and achieve perfect decipherments on
all of them. Using Bayesian decipherment, we can
successfully solve the Zodiac-408 cipher—the first
time this is achieved by a fully automatic method in
a strict decipherment scenario.

For future work, there are other interesting deci-
pherment tasks where our method can be applied.
One challenge is to crack the unsolved Zodiac-340
cipher, which presents a much harder problem than
the solved version.
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Abstract

Topic models have been used extensively as a
tool for corpus exploration, and a cottage in-
dustry has developed to tweak topic models
to better encode human intuitions or to better
model data. However, creating such extensions
requires expertise in machine learning unavail-
able to potential end-users of topic modeling
software. In this work, we develop a frame-
work for allowing users to iteratively refine
the topics discovered by models such as la-
tent Dirichlet allocation (LDA) by adding con-
straints that enforce that sets of words must ap-
pear together in the same topic. We incorporate
these constraints interactively by selectively
removing elements in the state of a Markov
Chain used for inference; we investigate a va-
riety of methods for incorporating this infor-
mation and demonstrate that these interactively
added constraints improve topic usefulness for
simulated and actual user sessions.

1 Introduction

Probabilistic topic models, as exemplified by prob-
abilistic latent semantic indexing (Hofmann, 1999)
and latent Dirichlet allocation (LDA) (Blei et al.,
2003) are unsupervised statistical techniques to dis-
cover the thematic topics that permeate a large cor-
pus of text documents. Topic models have had con-
siderable application beyond natural language pro-
cessing in computer vision (Rob et al., 2005), bi-
ology (Shringarpure and Xing, 2008), and psychol-
ogy (Landauer et al., 2006) in addition to their canon-
ical application to text.

For text, one of the few real-world applications
of topic models is corpus exploration. Unannotated,
noisy, and ever-growing corpora are the norm rather
than the exception, and topic models offer a way to
quickly get the gist a large corpus.1

1For examples, see Rexa http://rexa.info/, JSTOR

Contrary to the impression given by the tables
shown in topic modeling papers, topics discovered
by topic modeling don’t always make sense to os-
tensible end users. Part of the problem is that the
objective function of topic models doesn’t always cor-
relate with human judgements (Chang et al., 2009).
Another issue is that topic models — with their bag-
of-words vision of the world — simply lack the nec-
essary information to create the topics as end-users
expect.

There has been a thriving cottage industry adding
more and more information to topic models to cor-
rect these shortcomings; either by modeling perspec-
tive (Paul and Girju, 2010; Lin et al., 2006), syn-
tax (Wallach, 2006; Gruber et al., 2007), or author-
ship (Rosen-Zvi et al., 2004; Dietz et al., 2007). Sim-
ilarly, there has been an effort to inject human knowl-
edge into topic models (Boyd-Graber et al., 2007;
Andrzejewski et al., 2009; Petterson et al., 2010).

However, these are a priori fixes. They don’t help
a frustrated consumer of topic models staring at a
collection of topics that don’t make sense. In this
paper, we propose interactive topic modeling (ITM),
an in situ method for incorporating human knowl-
edge into topic models. In Section 2, we review prior
work on creating probabilistic models that incorpo-
rate human knowledge, which we extend in Section 3
to apply to ITM sessions. Section 4 discusses the
implementation of this process during the inference
process. Via a motivating example in Section 5, simu-
lated ITM sessions in Section 6, and a real interactive
test in Section 7, we demonstrate that our approach is
able to focus a user’s desires in a topic model, better
capture the key properties of a corpus, and capture
diverse interests from users on the web.

http://showcase.jstor.org/blei/, and the NIH
https://app.nihmaps.org/nih/.
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2 Putting Knowledge in Topic Models

At a high level, topic models such as LDA take as
input a number of topics K and a corpus. As output,
a topic model discovers K distributions over words
— the namesake topics — and associations between
documents and topics. In LDA both of these out-
puts are multinomial distributions; typically they are
presented to users in summary form by listing the
elements with highest probability. For an example
of topics discovered from a 20-topic model of New
York Times editorials, see Table 1.

When presented with poor topics learned from
data, users can offer a number of complaints:2

these documents should have similar topics but
don’t (Daumé III, 2009); this topic should have syn-
tactic coherence (Gruber et al., 2007; Boyd-Graber
and Blei, 2008); this topic doesn’t make any sense
at all (Newman et al., 2010); this topic shouldn’t be
associated with this document but is (Ramage et al.,
2009); these words shouldn’t be the in same topic
but are (Andrzejewski et al., 2009); or these words
should be in the same topic but aren’t (Andrzejewski
et al., 2009).

Many of these complaints can be addressed by
using “must-link” constraints on topics, retaining An-
drzejewski et al’s (2009) terminology borrowed from
the database literature. A “must-link” constraint is a
group of words whose probability must be correlated
in the topic. For example, Figure 1 shows an example
constraint: {plant, factory}. After this constraint is
added, the probabilities of “plant” and “factory” in
each topic are likely to both be high or both be low.
It’s unlikely for “plant” to have high probability in a
topic and “factory” to have a low probability. In the
next section, we demonstrate how such constraints
can be built into a model and how they can even be
added while inference is underway.

In this paper, we view constraints as transitive; if
“plant” is in a constraint with “factory” and “factory”
is in a constraint with “production,” then “plant” is
in a constraint with “production.” Making this as-
sumption can simplify inference slightly, which we
take advantage of in Section 3.1, but the real reason
for this assumption is because not doing so would

2Citations in this litany of complaints are offline solutions for
addressing the problem; the papers also give motivation why
such complaints might arise.

Constraints Prior Structure
{}

dogbark tree plant factory leash

β β β β β β

{plant, factory}

dogbark tree

plant factory

leash

β β β

η

2ββ

η

{plant, factory}
{dog, bark, leash}

dogbark

tree

plant factoryleash

η η

β

η

2β

η η

3β

Figure 1: How adding constraints (left) creates new topic
priors (right). The trees represent correlated distributions
(assuming η >> β). After the {plant, factory} constraint
is added, it is now highly unlikely for a topic drawn from
the distribution to have a high probability for “plant” and
a low probability for “factory” or vice versa. The bottom
panel adds an additional constraint, so now dog-related
words are also correlated. Notice that the two constraints
themselves are uncorrelated. It’s possible for both, either,
or none of “bark” and “plant” (for instance) to have high
probability in a topic.

introduce ambiguity over the path associated with an
observed token in the generative process. As long as
a word is either in a single constraint or in the general
vocabulary, there is only a single path. The details of
this issue are further discussed in Section 4.

3 Constraints Shape Topics

As discussed above, LDA views topics as distribu-
tions over words, and each document expresses an
admixture of these topics. For “vanilla” LDA (no con-
straints), these are symmetric Dirichlet distributions.
A document is composed of a number of observed
words, which we call tokens to distinguish specific
observations from the more abstract word (type) as-
sociated with each token. Because LDA assumes
a document’s tokens are interchangeable, it treats
the document as a bag-of-words, ignoring potential
relations between words.

This problem with vanilla LDA can be solved by
encoding constraints, which will “guide” different
words into the same topic. Constraints can be added
to vanilla LDA by replacing the multinomial distri-
bution over words for each topic with a collection of
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tree-structured multinomial distributions drawn from
a prior as depicted in Figure 1. By encoding word
distributions as a tree, we can preserve conjugacy
and relatively simple inference while encouraging
correlations between related concepts (Boyd-Graber
et al., 2007; Andrzejewski et al., 2009; Boyd-Graber
and Resnik, 2010). Each topic has a top-level dis-
tribution over words and constraints, and each con-
straint in each topic has second-level distribution
over the words in the constraint. Critically, the per-
constraint distribution over words is engineered to be
non-sparse and close to uniform. The top level distri-
bution encodes which constraints (and unconstrained
words) to include; the lower-level distribution forces
the probabilities to be correlated for each of the con-
straints.

In LDA, a document’s token is produced in the
generative process by choosing a topic z and sam-
pling a word from the multinomial distribution φz of
topic z. For a constrained topic, the process now can
take two steps. First, a first-level node in the tree is
selected from φz . If that is an unconstrained word,
the word is emitted and the generative process for
that token is done. Otherwise, if the first level node
is constraint l, then choose a word to emit from the
constraint’s distribution over words πz,l.

More concretely, suppose for a corpus with M
documents we have a set of constraints Ω. The prior
structure has B branches (one branch for each word
not in a constraint and one for each constraint). Then
the generative process for constrained LDA is:

1. For each topic i ∈ {1, . . .K}:
(a) draw a distribution over the B branches (words and

constraints) φi ∼ Dir(~β), and
(b) for each constraint Ωj ∈ Ω, draw a distribution over

the words in the constraint πi,j ∼ Dir(η), where
πi,j is a distribution over the words in Ωj

2. Then for each document d ∈ {1, . . .M}:
(a) first draw a distribution over topics θd ∼ Dir(α),
(b) then for each token n ∈ {1, . . . Nd}:

i. choose a topic assignment zd,n ∼ Mult(θd),
and then

ii. choose either a constraint or word from
Mult(φzd,n):

A. if we chose a word, emit that word wd,n
B. otherwise if we chose a constraint index ld,n,

emit a word wd,n from the constraint’s dis-
tribution over words in topic zd,n: wd,n ∼
Mult(πzd,n,ld,n).

In this model, α, β, and η are Dirichlet hyperpa-
rameters set by the user; their role is explained below.

3.1 Gibbs Sampling for Topic Models
In topic modeling, collapsed Gibbs sampling (Grif-
fiths and Steyvers, 2004) is a standard procedure for
obtaining a Markov chain over the latent variables
in the model. Given certain technical conditions,
the stationary distribution of the Markov chain is
the posterior (Neal, 1993). Given M documents the
state of a Gibbs sampler for LDA consists of topic
assignments for each token in the corpus and is rep-
resented as Z = {z1,1 . . . z1,N1 , z2,1, . . . zM,NM }. In
each iteration, every token’s topic assignment zd,n

is resampled based on topic assignments for all the
tokens except for zd,n. (This subset of the state is
denoted Z−(d,n)). The sampling equation for zd,n is

p(zd,n = k|Z−(d,n), α, β) ∝ Td,k + α

Td,· +Kα

Pk,wd,n + β

Pk,· + V β
(1)

where Td,k is the number of times topic k is used in
document d, Pk,wd,n is the number of times the type
wd,n is assigned to topic k, and α, β are the hyperpa-
rameters of the two Dirichlet distributions, and B is
the number of top-level branches (this is the vocab-
ulary size for vanilla LDA). When a dot replaces a
subscript of a count, it represents the marginal sum
over all possible topics or words, e.g. Td,· =

∑
k Td,k.

The count statistics P and T provide summaries of
the state. Typically, these only change based on as-
signments of latent variables in the sampler; in Sec-
tion 4 we describe how changes in the model’s struc-
ture (in addition to the latent state) can be reflected
in these count statistics.

Contrasting with the above inference is the infer-
ence for a constrained model. (For a derivation, see
Boyd-Graber, Blei, and Zhu (2007) for the general
case or Andrzejewski, Zhu, and Craven (2009) for
the specific case of constraints.) In this case the
sampling equation for zd,n is changed to p(zd,n =
k|Z−(d,n), α, β, η)

∝


Td,k+α

Td,·+Kα

Pk,wd,n
+β

Pk,·+V β
if ∀l, wd,n 6∈ Ωl

Td,k+α

Td,·+Kα
Pk,l+Clβ

Pk,·+V β

Wk,l,wd,n
+η

Wk,l,·+Clη
wd,n ∈ Ωl

, (2)

where Pk,wd,n is the number of times the uncon-
strained word wd,n appears in topic k; Pk,l is the
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number of times any word of constraint Ωl appears in
topic k; Wk,l,wd,n is the number of times word wd,n

appears in constraint Ωl in topic k; V is the vocabu-
lary size; Cl is the number of words in constraint Ωl.
Note the differences between these two samplers for
constrained words; however, for unconstrained LDA
and for unconstrained words in constrained LDA, the
conditional probability is the same.

In order to make the constraints effective, we set
the constraint word-distribution hyperparameter η
to be much larger than the hyperparameter for the
distribution over constraints and vocabulary β. This
gives the constraints higher weight. Normally, esti-
mating hyperparameters is important for topic mod-
eling (Wallach et al., 2009). However, in ITM, sam-
pling hyperparameters often (but not always) undoes
the constraints (by making η comparable to β), so we
keep the hyperparameters fixed.

4 Interactively adding constraints

For a static model, inference in ITM is the same as
in previous models (Andrzejewski et al., 2009). In
this section, we detail how interactively changing
constraints can be accommodated in ITM, smoothly
transitioning from unconstrained LDA (n.b. Equa-
tion 1) to constrained LDA (n.b. Equation 2) with one
constraint, to constrained LDA with two constraints,
etc.

A central tool that we will use is the strategic unas-
signment of states, which we call ablation (distinct
from feature ablation in supervised learning). As
described in the previous section, a sampler stores
the topic assignment of each token. In the implemen-
tation of a Gibbs sampler, unassignment is done by
setting a token’s topic assignment to an invalid topic
(e.g. -1, as we use here) and decrementing any counts
associated with that word.

The constraints created by users implicitly signal
that words in constraints don’t belong in a given
topic. In other models, this input is sometimes used
to “fix,” i.e. deterministically hold constant topic as-
signments (Ramage et al., 2009). Instead, we change
the underlying model, using the current topic assign-
ments as a starting position for a new Markov chain
with some states strategically unassigned. How much
of the existing topic assignments we use leads to four
different options, which are illustrated in Figure 2.

Previous New

[bark:2, dog:3, leash:3 dog:2]
[bark:2, bark:2, plant:2, tree:3]
[tree:2,play:2,forest:1,leash:2]

[bark:2, dog:3, leash:3 dog:2]
[bark:2, bark:2, plant:2, tree:3]
[tree:2,play:2,forest:1,leash:2]

[bark:2, dog:3, leash:3 dog:2]
[bark:2, bark:2, plant:2, tree:3]
[tree:2,play:2,forest:1,leash:2]

[bark:-1, dog:-1, leash:-1 dog:-1]
[bark:-1, bark:-1, plant:-1, tree:-1]

[tree:2,play:2,forest:1,leash:2]

[bark:2, dog:3, leash:3 dog:3]
[bark:2, bark:2, plant:2, tree:3]
[tree:2,play:2,forest:1,leash:2]

[bark:-1, dog:-1, leash:3 dog:-1]
[bark:-1, bark:-1, plant:2, tree:3]

[tree:2,play:2,forest:1,leash:2]

[bark:2, dog:3, leash:3 dog:2]
[bark:2, bark:2, plant:2, tree:3]
[tree:2,play:2,forest:1,leash:2]

[bark:-1, dog:-1, leash:-1 dog:-1]
[bark:-1, bark:-1, plant:-1, tree:-1]
[tree:-1,play:-1,forest:-1,leash:-1]

None

Term

Doc

All

Figure 2: Four different strategies for state ablation after
the words “dog” and “bark” are added to the constraint
{“leash,” “puppy”} to make the constraint {“dog,” “bark,”
“leash,” “puppy”}. The state is represented by showing the
current topic assignment after each word (e.g. “leash” in
the first document has topic 3, while “forest” in the third
document has topic 1). On the left are the assignments
before words were added to constraints, and on the right
are the ablated assignments. Unassigned words are given
the new topic assignment -1 and are highlighted in red.

All We could revoke all state assignments, essen-
tially starting the sampler from scratch. This does
not allow interactive refinement, as there is nothing
to enforce that the new topics will be in any way
consistent with the existing topics. Once the topic
assignments of all states are revoked, the counts for
T , P and W (as described in Section 3.1) will be
zero, retaining no information about the state the user
observed.

Doc Because topic models treat the document con-
text as exchangeable, a document is a natural context
for partial state ablation. Thus if a user adds a set of
words S to constraints, then we have reason to sus-
pect that all documents containing any one of S may
have incorrect topic assignments. This is reflected
in the state of the sampler by performing the UNAS-
SIGN (Algorithm 1) operation for each word in any
document containing a word added to a constraint.

Algorithm 1 UNASSIGN(d, n, wd,n, zd,n = k)

1: T : Td,k ← Td,k − 1
2: If wd,n /∈ Ωold,

P : Pk,wd,n ← Pk,wd,n − 1

3: Else: suppose wd,n ∈ Ωoldm ,
P : Pk,m ← Pk,m − 1
W : Wk,m,wd,n ←Wk,m,wd,n − 1
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This is equivalent to the Gibbs2 sampler of Yao
et al. (2009) for incorporating new documents in
a streaming context. Viewed in this light, a user
is using words to select documents that should be
treated as “new” for this refined model.

Term Another option is to perform ablation only
on the topic assignments of tokens whose words have
added to a constraint. This applies the unassignment
operation (Algorithm 1) only to tokens whose corre-
sponding word appears in added constraints (i.e. a
subset of the Doc strategy). This makes it less likely
that other tokens in similar contexts will follow the
words explicitly included in the constraints to new
topic assignments.

None The final option is to move words into con-
straints but keep the topic assignments fixed. Thus,
P and W change, but not T , as described in Algo-
rithm 2.3 This is arguably the simplest option, and
in principle is sufficient, as the Markov chain should
find a stationary distribution regardless of the starting
position. In practice, however, this strategy is less
interactive, as users don’t feel that their constraints
are actually incorporated in the model, and inertia
can keep the chain from reflecting the constraints.

Algorithm 2 MOVE(d, n, wd,n, zd,n = k,Ωl)

1: If wd,n /∈ Ωold,
P : Pk,wd,n ← Pk,wd,n − 1, Pk,l ← Pk,l + 1
W : Wk,l,wd,n ←Wk,l,wd,n + 1

2: Else, suppose wd,n ∈ Ωoldm ,
P : Pk,m ← Pk,m − 1, Pk,l ← Pk,l + 1
W : Wk,m,wd,n ←Wk,m,wd,n − 1

Wk,l,wd,n ←Wk,l,wd,n + 1

Regardless of what ablation scheme is used, after
the state of the Markov chain is altered, the next
step is to actually run inference forward, sampling
assignments for the unassigned tokens for the “first”
time and changing the topic assignment of previously
assigned tokens. How many additional iterations are
3This assumes that there is only one possible path in the con-
straint tree that can generate a word; in other words, this as-
sumes that constraints are transitive, as discussed at the end of
Section 2. In the more general case, when words lack a unique
path in the constraint tree, an additional latent variable specifies
which possible paths in the constraint tree produced the word;
this would have to be sampled. All other updating strategies
are immune to this complication, as the assignments are left
unassigned.

required after adding constraints is a delicate tradeoff
between interactivity and effectiveness, which we
investigate further in the next sections.

5 Motivating Example

To examine the viability of ITM, we begin with a
qualitative demonstration that shows the potential
usefulness of ITM. For this task, we used a corpus
of about 2000 New York Times editorials from the
years 1987 to 1996. We started by finding 20 initial
topics with no constraints, as shown in Table 1 (left).

Notice that topics 1 and 20 both deal with Russia.
Topic 20 seems to be about the Soviet Union, with
topic 1 about the post-Soviet years. We wanted to
combine the two into a single topic, so we created a
constraint with all of the clearly Russian or Soviet
words (boris, communist, gorbachev, mikhail, russia,
russian, soviet, union, yeltsin ). Running inference
forward 100 iterations with the Doc ablation strat-
egy yields the topics in Table 1 (right). The two
Russia topics were combined into Topic 20. This
combination also pulled in other relevant words that
not near the top of either topic before: “moscow”
and “relations.” Topic 1 is now more about elections
in countries other than Russia. The other 18 topics
changed little.

While we combined the Russian topics, other re-
searchers analyzing large corpora might preserve the
Soviet vs. post-Soviet distinction but combine topics
about American government. ITM allows tuning for
specific tasks.

6 Simulation Experiment

Next, we consider a process for evaluating our ITM
using automatically derived constraints. These con-
straints are meant to simulate a user with a predefined
list of categories (e.g. reviewers for journal submis-
sions, e-mail folders, etc.). The categories grow more
and more specific during the session as the simulated
users add more constraint words.

To test the ability of ITM to discover relevant
subdivisions in a corpus, we use a dataset with pre-
defined, intrinsic labels and assess how well the dis-
covered latent topic structure can reproduce the cor-
pus’s inherent structure. Specifically, for a corpus
with M classes, we use the per-document topic dis-
tribution as a feature vector in a supervised classi-
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Topic Words

1
election, yeltsin, russian, political, party, democratic, russia, presi-
dent, democracy, boris, country, south, years, month, government, vote,
since, leader, presidential, military

2
new, york, city, state, mayor, budget, giuliani, council, cuomo, gov,
plan, year, rudolph, dinkins, lead, need, governor, legislature, pataki,
david

3
nuclear, arms, weapon, defense, treaty, missile, world, unite, yet, soviet,
lead, secretary, would, control, korea, intelligence, test, nation, country,
testing

4
president, bush, administration, clinton, american, force, reagan, war,
unite, lead, economic, iraq, congress, america, iraqi, policy, aid, inter-
national, military, see

...

20
soviet, lead, gorbachev, union, west, mikhail, reform, change, europe,
leaders, poland, communist, know, old, right, human, washington,
western, bring, party

Topic Words

1
election, democratic, south, country, president, party, africa, lead, even,
democracy, leader, presidential, week, politics, minister, percent, voter,
last, month, years

2
new, york, city, state, mayor, budget, council, giuliani, gov, cuomo,
year, rudolph, dinkins, legislature, plan, david, governor, pataki, need,
cut

3 nuclear, arms, weapon, treaty, defense, war, missile, may, come, test,
american, world, would, need, lead, get, join, yet, clinton, nation

4
president, administration, bush, clinton, war, unite, force, reagan, amer-
ican, america, make, nation, military, iraq, iraqi, troops, international,
country, yesterday, plan

...

20
soviet, union, economic, reform, yeltsin, russian, lead, russia, gor-
bachev, leaders, west, president, boris, moscow, europe, poland,
mikhail, communist, power, relations

Table 1: Five topics from a 20 topic topic model on the editorials from the New York times before adding a constraint
(left) and after (right). After the constraint was added, which encouraged Russian and Soviet terms to be in the same
topic, non-Russian terms gained increased prominence in Topic 1, and “Moscow” (which was not part of the constraint)
appeared in Topic 20.

fier (Hall et al., 2009). The lower the classification
error rate, the better the model has captured the struc-
ture of the corpus.4

6.1 Generating automatic constraints

We used the 20 Newsgroups corpus, which contains
18846 documents divided into 20 constituent news-
groups. We use these newsgroups as ground-truth
labels.5

We simulate a user’s constraints by ranking words
in the training split by their information gain (IG).6

After ranking the top 200 words for each class
by IG, we delete words associated with multiple
labels to prevent constraints for different labels
from merging. The smallest class had 21 words
remaining after removing duplicates (due to high

4Our goal is to understand the phenomena of ITM, not classifica-
tion, so these classification results are well below state of the
art. However, adding interactively selected topics to the state
of the art features (tf-idf unigrams) gives a relative error reduc-
tion of 5.1%, while just adding topics from vanilla LDA gives
a relative error reduction of 1.1%. Both measurements were
obtained without tuning or weighting features, so presumably
better results are possible.

5http://people.csail.mit.edu/jrennie/20Newsgroups/
In preprocessing, we deleted short documents, leaving 15160
documents, including 9131 training documents and 6029 test
documents (default split). Tokenization, lemmatization, and
stopword removal was performed using the Natural Language
Toolkit (Loper and Bird, 2002). Topic modeling was performed
using the most frequent 5000 lemmas as the vocabulary.

6IG is computed by the Rainbow toolbox
http://www.cs.umass.edu/ mccallum/bow/rainbow/

overlaps of 125 words between “talk.religion.misc”
and “soc.religion.christian,” and 110 words between
“talk.religion.misc” and “alt.atheism”), so the top 21
words for each class were the ingredients for our
simulated constraints. For example, for the class
“soc.religion.christian,” the 21 constraint words in-
clude “catholic, scripture, resurrection, pope, sab-
bath, spiritual, pray, divine, doctrine, orthodox.” We
simulate a user’s ITM session by adding a word to
each of the 20 constraints until each of the constraints
has 21 words.

6.2 Simulation scheme

Starting with 100 base iterations, we perform suc-
cessive rounds of refinement. In each round a new
constraint is added corresponding to the newsgroup
labels. Next, we perform one of the strategies for
state ablation, add additional iterations of Gibbs sam-
pling, use the newly obtained topic distribution of
each document as the feature vector, and perform
classification on the test / train split. We do this for
21 rounds until each label has 21 constraint words.
The number of LDA topics is set to 20 to match the
number of newsgroups. The hyperparameters for all
experiments are α = 0.1, β = 0.01, and η = 100.

At 100 iterations, the chain is clearly not con-
verged. However, we chose this number of iterations
because it more closely matches the likely use case as
users do not wait for convergence. Moreover, while
investigations showed that the patterns shown in Fig-
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ure 4 were broadly consistent with larger numbers
of iterations, such configurations sometimes had too
much inertia to escape from local extrema. More iter-
ations make it harder for the constraints to influence
the topic assignment.

6.3 Investigating Ablation Strategies
First, we investigate which ablation strategy best al-
lows constraints to be incorporated. Figure 3 shows
the classification error of six different ablation strate-
gies based on the number of words in each constraint,
ranging from 0 to 21. Each is averaged over five dif-
ferent chains using 10 additional iterations of Gibbs
sampling per round (other numbers of iterations are
discussed in Section 6.4). The model runs forward 10
iterations after the first round, another 10 iterations
after the second round, etc. In general, as the number
of words per constraint increases, the error decreases
as models gain more information about the classes.

Strategy Null is the non-interactive baseline that
contains no constraints (vanilla LDA), but runs infer-
ence for a comparable number of rounds. All Initial
and All Full are non-interactive baselines with all
constraints known a priori. All Initial runs the model
for the only the initial number of iterations (100 it-
erations in this experiment), while All Full runs the
model for the total number of iterations added for the
interactive version. (That is, if there were 21 rounds
and each round of interactive modeling added 10 iter-
ations, All Full would have 210 iterations more than
All Initial).

While Null sees no constraints, it serves as an
upper baseline for the error rate (lower error being
better) but shows the effect of additional inference.
All Full is a lower baseline for the error rate since
it both sees the constraints at the beginning and also
runs for the maximum number of total iterations. All
Initial sees the constraints before the other ablation
techniques but it has fewer total iterations.

The Null strategy does not perform as well as
the interactive versions, especially with larger con-
straints. Both All Initial and All Full, however, show
a larger variance (as denoted by error bands around
the average trends) than the interactive schemes. This
can be viewed as akin to simulated annealing, as the
interactive search has more freedom to explore in
early rounds. As more constraint words are added
each round, the model is less free to explore.
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Figure 3: Error rate (y-axis, lower is better) using different
ablation strategies as additional constraints are added (x-
axis). Null represents standard LDA, as the unconstrained
baseline. All Initial and All Full are non-interactive, con-
strained baselines. The results of None, Term, Doc are
more stable (as denoted by the error bars), and the error
rate is reduced gradually as more constraint words are
added.

The error rate of each interactive ablation strategy
is (as expected) between the lower and upper base-
lines. Generally, the constraints will influence not
only the topics of the constraint words, but also the
topics of the constraint words’ context in the same
document. Doc ablation gives more freedom for the
constraints to overcome the inertia of the old topic
distribution and move towards a new one influenced
by the constraints.

6.4 How many iterations do users have to wait?

Figure 4 shows the effect of using different numbers
of Gibbs sampling iterations after changing a con-
straint. For each of the ablation strategies, we run
{10, 20, 30, 50, 100} additional Gibbs sampling iter-
ations. As expected, more iterations reduce error,
although improvements diminish beyond 100 itera-
tions. With more constraints, the impact of additional
iterations is lessened, as the model has more a priori
knowledge to draw upon.

For all numbers of additional iterations, while the
Null serves as the upper baseline on the error rate
in all cases, the Doc ablation clearly outperforms
the other ablation schemes, consistently yielding a
lower error rate. Thus, there is a benefit when the
model has a chance to relearn the document context
when constraints are added. The difference is even
larger with more iterations, suggesting Doc needs
more iterations to “recover” from unassignment.

The luxury of having hundreds or thousands of
additional iterations for each constraint would be im-
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Figure 4: Classification accuracy by strategy and number of additional iterations. The Doc ablation strategy performs
best, suggesting that the document context is important for ablation constraints. While more iterations are better, there
is a tradeoff with interactivity.

practical. For even moderately sized datasets, even
one iteration per second can tax the patience of in-
dividuals who want to use the system interactively.
Based on these results and an ad hoc qualitative ex-
amination of the resulting topics, we found that 30
additional iterations of inference was acceptable; this
is used in later experiments.

7 Getting Humans in the Loop

To move beyond using simulated users adding the
same words regardless of what topics were discov-
ered by the model, we needed to expose the model
to human users. We solicited approximately 200
judgments from Mechanical Turk, a popular crowd-
sourcing platform that has been used to gather lin-
guistic annotations (Snow et al., 2008), measure topic
quality (Chang et al., 2009), and supplement tradi-
tional inference techniques for topic models (Chang,
2010). After presenting our interface for collecting
judgments, we examine the results from these ITM
sessions both quantitatively and qualitatively.

7.1 Interface for soliciting refinements
Figure 5 shows the interface used in the Mechanical
Turk tests. The left side of the screen shows the
current topics in a scrollable list, with the top 30
words displayed for each topic.

Users create constraints by clicking on words from
the topic word lists. The word lists use a color-coding
scheme to help the users keep track of which words
they are currently grouping into constraints. The right
side of the screen displays the existing constraints.
Users can click on icons to edit or delete each one.
The constraint currently being built is also shown.

Figure 5: Interface for Mechanical Turk experiments.
Users see the topics discovered by the model and select
words (by clicking on them) to build constraints to be
added to the model.

Clicking on a word will remove that word from the
current constraint.

As in Section 6, we can compute the classification
error for these users as they add words to constraints.
The best users, who seemed to understand the task
well, were able to decrease classification error. (Fig-
ure 6). The median user, however, had an error re-
duction indistinguishable from zero. Despite this, we
can examine the users’ behavior to better understand
their goals and how they interact with the system.

7.2 Untrained users and ITM

Most of the large (10+ word) user-created constraints
corresponded to the themes of the individual news-
groups, which users were able to infer from the
discovered topics. Common constraint themes that
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Figure 6: The relative error rate (using round 0 as a base-
line) of the best Mechanical Turk user session for each of
the four numbers of topics. While the 10-topic model does
not provide enough flexibility to create good constraints,
the best users could clearly improve classification with
more topics.

matched specific newsgroups included religion, space
exploration, graphics, and encryption. Other com-
mon themes were broader than individual news-
groups (e.g. sports, government and computers). Oth-
ers matched sub-topics of a single newsgroup, such
as homosexuality, Israel or computer programming.

Some users created inscrutable constraints, like
(“better, people, right, take, things”) and (“fbi, let,
says”). They may have just clicked random words to
finish the task quickly. While subsequent users could
delete poor constraints, most chose not to. Because
we wanted to understand broader behavior we made
no effort to squelch such responses.

The two-word constraints illustrate an interesting
contrast. Some pairs are linked together in the corpus,
like (“jesus, christ”) and (“solar, sun”). With others,
like (“even, number”) and (“book, list”), the users
seem to be encouraging collocations to be in the
same topic. However, the collocations may not be in
any document in this corpus. Another user created a
constraint consisting of male first names. A topic did
emerge with these words, but the rest of the words
in that topic seemed random, as male first names are
not likely to co-occur in the same document.

Not all sensible constraints led to successful topic
changes. Many users grouped “mac” and “windows”
together, but they were almost never placed in the
same topic. The corpus includes separate newsgroups
for Macintosh and Windows hardware, and divergent
contexts of “mac” and “windows” overpowered the
prior distribution.

The constraint size ranged from one word to over
40. In general, the more words in the constraint,
the more likely it was to noticeably affect the topic
distribution. This observation makes sense given
our ablation method. A constraint with more words
will cause the topic assignments to be reset for more
documents.

8 Discussion

In this work, we introduced a means for end-users
to refine and improve the topics discovered by topic
models. ITM offers a paradigm for non-specialist
consumers of machine learning algorithms to refine
models to better reflect their interests and needs. We
demonstrated that even novice users are able to under-
stand and build constraints using a simple interface
and that their constraints can improve the model’s
ability to capture the latent structure of a corpus.

As presented here, the technique for incorporating
constraints is closely tied to inference with Gibbs
sampling. However, most inference techniques are
essentially optimization problems. As long as it is
possible to define a transition on the state space that
moves from one less-constrained model to another
more-constrained model, other inference procedures
can also be used.

We hope to engage these algorithms with more
sophisticated users than those on Mechanical Turk
to measure how these models can help them better
explore and understand large, uncurated data sets. As
we learn their needs, we can add more avenues for
interacting with topic models.
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Abstract

N -gram language models are a major resource
bottleneck in machine translation. In this pa-
per, we present several language model imple-
mentations that are both highly compact and
fast to query. Our fastest implementation is
as fast as the widely used SRILM while re-
quiring only 25% of the storage. Our most
compact representation can store all 4 billion
n-grams and associated counts for the Google
n-gram corpus in 23 bits per n-gram, the most
compact lossless representation to date, and
even more compact than recent lossy compres-
sion techniques. We also discuss techniques
for improving query speed during decoding,
including a simple but novel language model
caching technique that improves the query
speed of our language models (and SRILM)
by up to 300%.

1 Introduction

For modern statistical machine translation systems,
language models must be both fast and compact.
The largest language models (LMs) can contain as
many as several hundred billion n-grams (Brants
et al., 2007), so storage is a challenge. At the
same time, decoding a single sentence can trig-
ger hundreds of thousands of queries to the lan-
guage model, so speed is also critical. As al-
ways, trade-offs exist between time, space, and ac-
curacy, with many recent papers considering small-
but-approximate noisy LMs (Chazelle et al., 2004;
Guthrie and Hepple, 2010) or small-but-slow com-
pressed LMs (Germann et al., 2009).

In this paper, we present several lossless meth-
ods for compactly but efficiently storing large LMs
in memory. As in much previous work (Whittaker

and Raj, 2001; Hsu and Glass, 2008), our meth-
ods are conceptually based on tabular trie encodings
wherein each n-gram key is stored as the concatena-
tion of one word (here, the last) and an offset encod-
ing the remaining words (here, the context). After
presenting a bit-conscious basic system that typifies
such approaches, we improve on it in several ways.
First, we show how the last word of each entry can
be implicitly encoded, almost entirely eliminating
its storage requirements. Second, we show that the
deltas between adjacent entries can be efficiently en-
coded with simple variable-length encodings. Third,
we investigate block-based schemes that minimize
the amount of compressed-stream scanning during
lookup.

To speed up our language models, we present two
approaches. The first is a front-end cache. Caching
itself is certainly not new to language modeling, but
because well-tuned LMs are essentially lookup ta-
bles to begin with, naive cache designs only speed
up slower systems. We present a direct-addressing
cache with a fast key identity check that speeds up
our systems (or existing fast systems like the widely-
used, speed-focused SRILM) by up to 300%.

Our second speed-up comes from a more funda-
mental change to the language modeling interface.
Where classic LMs take word tuples and produce
counts or probabilities, we propose an LM that takes
a word-and-context encoding (so the context need
not be re-looked up) and returns both the probabil-
ity and also the context encoding for the suffix of the
original query. This setup substantially accelerates
the scrolling queries issued by decoders, and also
exploits language model state equivalence (Li and
Khudanpur, 2008).

Overall, we are able to store the 4 billion n-grams
of the Google Web1T (Brants and Franz, 2006) cor-
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pus, with associated counts, in 10 GB of memory,
which is smaller than state-of-the-art lossy language
model implementations (Guthrie and Hepple, 2010),
and significantly smaller than the best published
lossless implementation (Germann et al., 2009). We
are also able to simultaneously outperform SRILM
in both total size and speed. Our LM toolkit, which
is implemented in Java and compatible with the stan-
dard ARPA file formats, is available on the web.1

2 Preliminaries

Our goal in this paper is to provide data structures
that map n-gram keys to values, i.e. probabilities
or counts. Maps are fundamental data structures
and generic implementations of mapping data struc-
tures are readily available. However, because of the
sheer number of keys and values needed for n-gram
language modeling, generic implementations do not
work efficiently “out of the box.” In this section,
we will review existing techniques for encoding the
keys and values of an n-gram language model, tak-
ing care to account for every bit of memory required
by each implementation.

To provide absolute numbers for the storage re-
quirements of different implementations, we will
use the Google Web1T corpus as a benchmark. This
corpus, which is on the large end of corpora typically
employed in language modeling, is a collection of
nearly 4 billion n-grams extracted from over a tril-
lion tokens of English text, and has a vocabulary of
about 13.5 million words.

2.1 Encoding Values

In the Web1T corpus, the most frequent n-gram
occurs about 95 billion times. Storing this count
explicitly would require 37 bits, but, as noted by
Guthrie and Hepple (2010), the corpus contains only
about 770 000 unique counts, so we can enumerate
all counts using only 20 bits, and separately store an
array called the value rank array which converts the
rank encoding of a count back to its raw count. The
additional array is small, requiring only about 3MB,
but we save 17 bits per n-gram, reducing value stor-
age from around 16GB to about 9GB for Web1T.

We can rank encode probabilities and back-offs in
the same way, allowing us to be agnostic to whether

1http://code.google.com/p/berkeleylm/

we encode counts, probabilities and/or back-off
weights in our model. In general, the number of bits
per value required to encode all value ranks for a
given language model will vary – we will refer to
this variable as v .

2.2 Trie-Based Language Models

The data structure of choice for the majority of
modern language model implementations is a trie
(Fredkin, 1960). Tries or variants thereof are
implemented in many LM tool kits, including
SRILM (Stolcke, 2002), IRSTLM (Federico and
Cettolo, 2007), CMU SLM (Whittaker and Raj,
2001), and MIT LM (Hsu and Glass, 2008). Tries
represent collections of n-grams using a tree. Each
node in the tree encodes a word, and paths in the
tree correspond to n-grams in the collection. Tries
ensure that each n-gram prefix is represented only
once, and are very efficient when n-grams share
common prefixes. Values can also be stored in a trie
by placing them in the appropriate nodes.

Conceptually, trie nodes can be implemented as
records that contain two entries: one for the word
in the node, and one for either a pointer to the par-
ent of the node or a list of pointers to children. At
a low level, however, naive implementations of tries
can waste significant amounts of space. For exam-
ple, the implementation used in SRILM represents a
trie node as a C struct containing a 32-bit integer
representing the word, a 64-bit memory2 pointer to
the list of children, and a 32-bit floating point num-
ber representing the value stored at a node. The total
storage for a node alone is 16 bytes, with additional
overhead required to store the list of children. In
total, the most compact implementation in SRILM
uses 33 bytes per n-gram of storage, which would
require around 116 GB of memory to store Web1T.

While it is simple to implement a trie node in this
(already wasteful) way in programming languages
that offer low-level access to memory allocation like
C/C++, the situation is even worse in higher level
programming languages. In Java, for example, C-
style structs are not available, and records are
most naturally implemented as objects that carry an
additional 64 bits of overhead.

2While 32-bit architectures are still in use today, their lim-
ited address space is insufficient for modern language models
and we will assume all machines use a 64-bit architecture.
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Despite its relatively large storage requirements,
the implementation employed by SRILM is still
widely in use today, largely because of its speed – to
our knowledge, SRILM is the fastest freely available
language model implementation. We will show that
we can achieve access speeds comparable to SRILM
but using only 25% of the storage.

2.3 Implicit Tries

A more compact implementation of a trie is de-
scribed in Whittaker and Raj (2001). In their imple-
mentation, nodes in a trie are represented implicitly
as entries in an array. Each entry encodes a word
with enough bits to index all words in the language
model (24 bits for Web1T), a quantized value, and
a 32-bit3 offset that encodes the contiguous block
of the array containing the children of the node.
Note that 32 bits is sufficient to index all n-grams in
Web1T; for larger corpora, we can always increase
the size of the offset.

Effectively, this representation replaces system-
level memory pointers with offsets that act as logical
pointers that can reference other entries in the array,
rather than arbitrary bytes in RAM. This represen-
tation saves space because offsets require fewer bits
than memory pointers, but more importantly, it per-
mits straightforward implementation in any higher-
level language that provides access to arrays of inte-
gers.4

2.4 Encoding n-grams

Hsu and Glass (2008) describe a variant of the im-
plicit tries of Whittaker and Raj (2001) in which
each node in the trie stores the prefix (i.e. parent).
This representation has the property that we can re-
fer to each n-gram wn

1 by its last word wn and the
offset c(wn−1

1 ) of its prefix wn−1
1 , often called the

context. At a low-level, we can efficiently encode
this pair (wn, c(wn−1

1 )) as a single 64-bit integer,
where the first 24 bits refer to wn and the last 40 bits

3The implementation described in the paper represents each
32-bit integer compactly using only 16 bits, but this represen-
tation is quite inefficient, because determining the full 32-bit
offset requires a binary search in a look up table.

4Typically, programming languages only provide support
for arrays of bytes, not bits, but it is of course possible to simu-
late arrays with arbitrary numbers of bits using byte arrays and
bit manipulation.

encode c(wn−1
1 ). We will refer to this encoding as a

context encoding.
Note that typically, n-grams are encoded in tries

in the reverse direction (first-rest instead of last-
rest), which enables a more efficient computation of
back-offs. In our implementations, we found that the
speed improvement from switching to a first-rest en-
coding and implementing more efficient queries was
modest. However, as we will see in Section 4.2, the
last-rest encoding allows us to exploit the scrolling
nature of queries issued by decoders, which results
in speedups that far outweigh those achieved by re-
versing the trie.

3 Language Model Implementations

In the previous section, we reviewed well-known
techniques in language model implementation. In
this section, we combine these techniques to build
simple data structures in ways that are to our knowl-
edge novel, producing language models with state-
of-the-art memory requirements and speed. We will
also show that our data structures can be very effec-
tively compressed by implicitly encoding the word
wn, and further compressed by applying a variable-
length encoding on context deltas.

3.1 Sorted Array

A standard way to implement a map is to store an
array of key/value pairs, sorted according to the key.
Lookup is carried out by performing binary search
on a key. For an n-gram language model, we can ap-
ply this implementation with a slight modification:
we need n sorted arrays, one for each n-gram order.
We construct keys (wn, c(wn−1

1 )) using the context
encoding described in the previous section, where
the context offsets c refer to entries in the sorted ar-
ray of (n − 1)-grams. This data structure is shown
graphically in Figure 1.

Because our keys are sorted according to their
context-encoded representation, we cannot straight-
forwardly answer queries about an n-gram w with-
out first determining its context encoding. We can
do this efficiently by building up the encoding in-
crementally: we start with the context offset of the
unigram w1, which is simply its integer representa-
tion, and use that to form the context encoding of the
bigram w2

1 = (w2, c(w1)). We can find the offset of

260



“ran”

w c

15180053

w c

24
bits

40
bits

64 bits

“cat”

15176585

“dog”

6879

6879

6879

6879

6879

6880

6880

6880

6879

00004598

“slept”

00004588

00004568

00004530

00004502

00004668

00004669

00004568

00004577

6879 0000449815176583

15176585

15176593

15176613

15179801

15180051

15176589

15176591

“had”
“the”
“left”

1933

.

.

.

.

.

.

.

.

.

.

.

.

“slept”

1933

1933

1933

1933

1933

1933

1935

1935

1935

.

.

val val val

v
bits

.

.

“dog”

3-grams 2-grams 1-grams

w

Figure 1: Our SORTED implementation of a trie. The dotted paths correspond to “the cat slept”, “the cat ran”, and “the
dog ran”. Each node in the trie is an entry in an array with 3 parts: w represents the word at the node; val represents
the (rank encoded) value; and c is an offset in the array of n − 1 grams that represents the parent (prefix) of a node.
Words are represented as offsets in the unigram array.

the bigram using binary search, and form the context
encoding of the trigram, and so on. Note, however,
that if our queries arrive in context-encoded form,
queries are faster since they involve only one binary
search in the appropriate array. We will return to this
later in Section 4.2

This implementation, SORTED, uses 64 bits for
the integer-encoded keys and v bits for the values.
Lookup is linear in the length of the key and log-
arithmic in the number of n-grams. For Web1T
(v = 20), the total storage is 10.5 bytes/n-gram or
about 37GB.

3.2 Hash Table

Hash tables are another standard way to implement
associative arrays. To enable the use of our context
encoding, we require an implementation in which
we can refer to entries in the hash table via array
offsets. For this reason, we use an open address hash
map that uses linear probing for collision resolution.

As in the sorted array implementation, in order to

insert an n-gram wn
1 into the hash table, we must

form its context encoding incrementally from the
offset of w1. However, unlike the sorted array im-
plementation, at query time, we only need to be
able to check equality between the query key wn

1 =
(wn, c(wn−1

1 )) and a key w′n
1 = (w′n, c(w

′n−1
1 )) in

the table. Equality can easily be checked by first
checking if wn = w′n, then recursively checking
equality between wn−1

1 and w
′n−1
1 , though again,

equality is even faster if the query is already context-
encoded.

This HASH data structure also uses 64 bits for
integer-encoded keys and v bits for values. How-
ever, to avoid excessive hash collisions, we also al-
locate additional empty space according to a user-
defined parameter that trades off speed and time –
we used about 40% extra space in our experiments.
For Web1T, the total storage for this implementation
is 15 bytes/n-gram or about 53 GB total.

Look up in a hash map is linear in the length of
an n-gram and constant with respect to the number
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of n-grams. Unlike the sorted array implementa-
tion, the hash table implementation also permits ef-
ficient insertion and deletion, making it suitable for
stream-based language models (Levenberg and Os-
borne, 2009).

3.3 Implicitly Encoding wn

The context encoding we have used thus far still
wastes space. This is perhaps most evident in the
sorted array representation (see Figure 1): all n-
grams ending with a particular word wi are stored
contiguously. We can exploit this redundancy by
storing only the context offsets in the main array,
using as many bits as needed to encode all context
offsets (32 bits for Web1T). In auxiliary arrays, one
for each n-gram order, we store the beginning and
end of the range of the trie array in which all (wi, c)
keys are stored for each wi. These auxiliary arrays
are negligibly small – we only need to store 2n off-
sets for each word.

The same trick can be applied in the hash table
implementation. We allocate contiguous blocks of
the main array for n-grams which all share the same
last word wi, and distribute keys within those ranges
using the hashing function.

This representation reduces memory usage for
keys from 64 bits to 32 bits, reducing overall storage
for Web1T to 6.5 bytes/n-gram for the sorted imple-
mentation and 9.1 bytes for the hashed implementa-
tion, or about 23GB and 32GB in total. It also in-
creases query speed in the sorted array case, since to
find (wi, c), we only need to search the range of the
array over which wi applies. Because this implicit
encoding reduces memory usage without a perfor-
mance cost, we will assume its use for the rest of
this paper.

3.4 A Compressed Implementation
3.4.1 Variable-Length Coding

The distribution of value ranks in language mod-
eling is Zipfian, with far more n-grams having low
counts than high counts. If we ensure that the value
rank array sorts raw values by descending order of
frequency, then we expect that small ranks will oc-
cur much more frequently than large ones, which we
can exploit with a variable-length encoding.

To compress n-grams, we can exploit the context
encoding of our keys. In Figure 2, we show a portion
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Figure 2: Compression using variable-length encoding.
(a) A snippet of an (uncompressed) context-encoded ar-
ray. (b) The context and word deltas. (c) The number
of bits required to encode the context and word deltas as
well as the value ranks. Word deltas use variable-length
block coding with k = 1, while context deltas and value
ranks use k = 2. (d) A snippet of the compressed encod-
ing array. The header is outlined in bold.

of the key array used in our sorted array implemen-
tation. While we have already exploited the fact that
the 24 word bits repeat in the previous section, we
note here that consecutive context offsets tend to be
quite close together. We found that for 5-grams, the
median difference between consecutive offsets was
about 50, and 90% of offset deltas were smaller than
10000. By using a variable-length encoding to rep-
resent these deltas, we should require far fewer than
32 bits to encode context offsets.

We used a very simple variable-length coding to
encode offset deltas, word deltas, and value ranks.
Our encoding, which is referred to as “variable-
length block coding” in Boldi and Vigna (2005),
works as follows: we pick a (configurable) radix
r = 2k. To encode a number m, we determine the
number of digits d required to express m in base r.
We write d in unary, i.e. d − 1 zeroes followed by
a one. We then write the d digits of m in base r,
each of which requires k bits. For example, using
k = 2, we would encode the decimal number 7 as
010111. We can choose k separately for deltas and
value indices, and also tune these parameters to a
given language model.

We found this encoding outperformed other
standard prefix codes, including Golomb
codes (Golomb, 1966; Church et al., 2007)
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and Elias γ and δ codes. We also experimented
with the ζ codes of Boldi and Vigna (2005), which
modify variable-length block codes so that they
are optimal for certain power law distributions.
We found that ζ codes performed no better than
variable-length block codes and were slightly more
complex. Finally, we found that Huffman codes
outperformed our encoding slightly, but came at a
much higher computational cost.

3.4.2 Block Compression
We could in principle compress the entire array of

key/value pairs with the encoding described above,
but this would render binary search in the array im-
possible: we cannot jump to the mid-point of the ar-
ray since in order to determine what key lies at a par-
ticular point in the compressed bit stream, we would
need to know the entire history of offset deltas.

Instead, we employ block compression, a tech-
nique also used by Harb et al. (2009) for smaller
language models. In particular, we compress the
key/value array in blocks of 128 bytes. At the be-
ginning of the block, we write out a header consist-
ing of: an explicit 64-bit key that begins the block;
a 32-bit integer representing the offset of the header
key in the uncompressed array;5 the number of bits
of compressed data in the block; and the variable-
length encoding of the value rank of the header key.
The remainder of the block is filled with as many
compressed key/value pairs as possible. Once the
block is full, we start a new block. See Figure 2 for
a depiction.

When we encode an offset delta, we store the delta
of the word portion of the key separately from the
delta of the context offset. When an entire block
shares the same word portion of the key, we set a
single bit in the header that indicates that we do not
encode any word deltas.

To find a key in this compressed array, we first
perform binary search over the header blocks (which
are predictably located every 128 bytes), followed
by a linear search within a compressed block.

Using k = 6 for encoding offset deltas and k = 5
for encoding value ranks, this COMPRESSED im-
plementation stores Web1T in less than 3 bytes per
n-gram, or about 10.2GB in total. This is about

5We need this because n-grams refer to their contexts using
array offsets.

6GB less than the storage required by Germann et
al. (2009), which is the best published lossless com-
pression to date.

4 Speeding up Decoding

In the previous section, we provided compact and
efficient implementations of associative arrays that
allow us to query a value for an arbitrary n-gram.
However, decoders do not issue language model re-
quests at random. In this section, we show that lan-
guage model requests issued by a standard decoder
exhibit two patterns we can exploit: they are highly
repetitive, and also exhibit a scrolling effect.

4.1 Exploiting Repetitive Queries

In a simple experiment, we recorded all of the
language model queries issued by the Joshua de-
coder (Li et al., 2009) on a 100 sentence test set.
Of the 31 million queries, only about 1 million were
unique. Therefore, we expect that keeping the re-
sults of language model queries in a cache should be
effective at reducing overall language model latency.

To this end, we added a very simple cache to
our language model. Our cache uses an array of
key/value pairs with size fixed to 2b − 1 for some
integer b (we used 24). We use a b-bit hash func-
tion to compute the address in an array where we
will always place a given n-gram and its fully com-
puted language model score. Querying the cache is
straightforward: we check the address of a key given
by its b-bit hash. If the key located in the cache ar-
ray matches the query key, then we return the value
stored in the cache. Otherwise, we fetch the lan-
guage model probability from the language model
and place the new key and value in the cache, evict-
ing the old key in the process. This scheme is often
called a direct-mapped cache because each key has
exactly one possible address.

Caching n-grams in this way reduces overall la-
tency for two reasons: first, lookup in the cache is
extremely fast, requiring only a single evaluation of
the hash function, one memory lookup to find the
cache key, and one equality check on the key. In
contrast, even our fastest (HASH) implementation
may have to perform multiple memory lookups and
equality checks in order to resolve collisions. Sec-
ond, when calculating the probability for an n-gram
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Figure 3: Queries issued when scoring trigrams that are
created when a state with LM context “the cat” combines
with “fell down”. In the standard explicit representation
of an n-gram as list of words, queries are issued atom-
ically to the language model. When using a context-
encoding, a query from the n-gram “the cat fell” returns
the context offset of “cat fell”, which speeds up the query
of “cat fell down”.

not in the language model, language models with
back-off schemes must in general perform multiple
queries to fetch the necessary back-off information.
Our cache retains the full result of these calculations
and thus saves additional computation.

Federico and Cettolo (2007) also employ a cache
in their language model implementation, though
based on traditional hash table cache with linear
probing. Unlike our cache, which is of fixed size,
their cache must be cleared after decoding a sen-
tence. We would not expect a large performance in-
crease from such a cache for our faster models since
our HASH implementation is already a hash table
with linear probing. We found in our experiments
that a cache using linear probing provided marginal
performance increases of about 40%, largely be-
cause of cached back-off computation, while our
simpler cache increases performance by about 300%
even over our HASH LM implementation. More tim-
ing results are presented in Section 5.

4.2 Exploiting Scrolling Queries

Decoders with integrated language models (Och and
Ney, 2004; Chiang, 2005) score partial translation
hypotheses in an incremental way. Each partial hy-
pothesis maintains a language model context con-
sisting of at most n − 1 target-side words. When
we combine two language model contexts, we create
several new n-grams of length of n, each of which
generate a query to the language model. These new

WMT2010

Order #n-grams
1gm 4,366,395
2gm 61,865,588
3gm 123,158,761
4gm 217,869,981
5gm 269,614,330
Total 676,875,055

WEB1T

Order #n-grams
1gm 13,588,391
2gm 314,843,401
3gm 977,069,902
4gm 1,313,818,354
5gm 1,176,470,663
Total 3,795,790,711

Table 1: Sizes of the two language models used in our
experiments.

n-grams exhibit a scrolling effect, shown in Fig-
ure 3: the n − 1 suffix words of one n-gram form
the n− 1 prefix words of the next.

As discussed in Section 3, our LM implementa-
tions can answer queries about context-encoded n-
grams faster than explicitly encoded n-grams. With
this in mind, we augment the values stored in our
language model so that for a key (wn, c(wn−1

1 )),
we store the offset of the suffix c(wn

2 ) as well as
the normal counts/probabilities. Then, rather than
represent the LM context in the decoder as an ex-
plicit list of words, we can simply store context off-
sets. When we query the language model, we get
back both a language model score and context offset
c(ŵn−1

1 ), where ŵn−1
1 is the the longest suffix of

wn−1
1 contained in the language model. We can then

quickly form the context encoding of the next query
by simply concatenating the new word with the off-
set c(ŵn−1

1 ) returned from the previous query.

In addition to speeding up language model
queries, this approach also automatically supports an
equivalence of LM states (Li and Khudanpur, 2008):
in standard back-off schemes, whenever we compute
the probability for an n-gram (wn, c(wn−1

1 )) when
wn−1

1 is not in the language model, the result will be
the same as the result of the query (wn, c(ŵn−1

1 ). It
is therefore only necessary to store as much of the
context as the language model contains instead of
all n − 1 words in the context. If a decoder main-
tains LM states using the context offsets returned
by our language model, then the decoder will au-
tomatically exploit this equivalence and the size of
the search space will be reduced. This same effect is
exploited explicitly by some decoders (Li and Khu-
danpur, 2008).
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WMT2010

LM Type bytes/ bytes/ bytes/ Total
key value n-gram Size

SRILM-H – – 42.2 26.6G
SRILM-S – – 33.5 21.1G
HASH 5.6 6.0 11.6 7.5G
SORTED 4.0 4.5 8.5 5.5G
TPT – – 7.5∗∗ 4.7G∗∗

COMPRESSED 2.1 3.8 5.9 3.7G

Table 2: Memory usages of several language model im-
plementations on the WMT2010 language model. A
∗∗ indicates that the storage in bytes per n-gram is re-
ported for a different language model of comparable size,
and the total size is thus a rough projection.

5 Experiments

5.1 Data

To test our LM implementations, we performed
experiments with two different language models.
Our first language model, WMT2010, was a 5-
gram Kneser-Ney language model which stores
probability/back-off pairs as values. We trained this
language model on the English side of all French-
English corpora provided6 for use in the WMT 2010
workshop, about 2 billion tokens in total. This data
was tokenized using the tokenizer.perl script
provided with the data. We trained the language
model using SRILM. We also extracted a count-
based language model, WEB1T, from the Web1T
corpus (Brants and Franz, 2006). Since this data is
provided as a collection of 1- to 5-grams and asso-
ciated counts, we used this data without further pre-
processing. The make up of these language models
is shown in Table 1.

5.2 Compression Experiments

We tested our three implementations (HASH,
SORTED, and COMPRESSED) on the WMT2010
language model. For this language model, there are
about 80 million unique probability/back-off pairs,
so v ≈ 36. Note that here v includes both the
cost per key of storing the value rank as well as the
(amortized) cost of storing two 32 bit floating point
numbers (probability and back-off) for each unique
value. The results are shown in Table 2.

6www.statmt.org/wmt10/translation-task.html

WEB1T

LM Type bytes/ bytes/ bytes/ Total
key value n-gram Size

Gzip – – 7.0 24.7G
T-MPHR† – – 3.0 10.5G
COMPRESSED 1.3 1.6 2.9 10.2G

Table 3: Memory usages of several language model im-
plementations on the WEB1T. A † indicates lossy com-
pression.

We compare against three baselines. The first two,
SRILM-H and SRILM-S, refer to the hash table-
and sorted array-based trie implementations pro-
vided by SRILM. The third baseline is the Tightly-
Packed Trie (TPT) implementation of Germann et
al. (2009). Because this implementation is not freely
available, we use their published memory usage in
bytes per n-gram on a language model of similar
size and project total usage.

The memory usage of all of our models is con-
siderably smaller than SRILM – our HASH imple-
mentation is about 25% the size of SRILM-H, and
our SORTED implementation is about 25% the size
of SRILM-S. Our COMPRESSED implementation
is also smaller than the state-of-the-art compressed
TPT implementation.

In Table 3, we show the results of our COM-
PRESSED implementation on WEB1T and against
two baselines. The first is compression of the ASCII
text count files using gzip, and the second is the
Tiered Minimal Perfect Hash (T-MPHR) of Guthrie
and Hepple (2010). The latter is a lossy compres-
sion technique based on Bloomier filters (Chazelle
et al., 2004) and additional variable-length encod-
ing that achieves the best published compression of
WEB1T to date. Our COMPRESSED implementa-
tion is even smaller than T-MPHR, despite using a
lossless compression technique. Note that since T-
MPHR uses a lossy encoding, it is possible to re-
duce the storage requirements arbitrarily at the cost
of additional errors in the model. We quote here the
storage required when keys7 are encoded using 12-
bit hash codes, which gives a false positive rate of
about 2−12 =0.02%.

7Guthrie and Hepple (2010) also report additional savings
by quantizing values, though we could perform the same quan-
tization in our storage scheme.
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LM Type No Cache Cache Size
COMPRESSED 9264±73ns 565±7ns 3.7G
SORTED 1405±50ns 243±4ns 5.5G
HASH 495±10ns 179±6ns 7.5G
SRILM-H 428±5ns 159±4ns 26.6G
HASH+SCROLL 323±5ns 139±6ns 10.5G

Table 4: Raw query speeds of various language model
implementations. Times were averaged over 3 runs on
the same machine. For HASH+SCROLL, all queries were
issued to the decoder in context-encoded form, which
speeds up queries that exhibit scrolling behaviour. Note
that memory usage is higher than for HASH because we
store suffix offsets along with the values for an n-gram.

LM Type No Cache Cache Size
COMPRESSED 9880±82s 1547±7s 3.7G
SRILM-H 1120±26s 938±11s 26.6G
HASH 1146±8s 943±16s 7.5G

Table 5: Full decoding times for various language model
implementations. Our HASH LM is as fast as SRILM
while using 25% of the memory. Our caching also re-
duces total decoding time by about 20% for our fastest
models and speeds up COMPRESSED by a factor of 6.
Times were averaged over 3 runs on the same machine.

5.3 Timing Experiments

We first measured pure query speed by logging all
LM queries issued by a decoder and measuring
the time required to query those n-grams in isola-
tion. We used the the Joshua decoder8 with the
WMT2010 model to generate queries for the first
100 sentences of the French 2008 News test set. This
produced about 30 million queries. We measured the
time9 required to perform each query in order with
and without our direct-mapped caching, not includ-
ing any time spent on file I/O.

The results are shown in Table 4. As expected,
HASH is the fastest of our implementations, and
comparable10 in speed to SRILM-H, but using sig-

8We used a grammar trained on all French-English data
provided for WMT 2010 using the make scripts provided
at http://sourceforge.net/projects/joshua/files

/joshua/1.3/wmt2010-experiment.tgz/download
9All experiments were performed on an Amazon EC2 High-

Memory Quadruple Extra Large instance, with an Intel Xeon
X5550 CPU running at 2.67GHz and 8 MB of cache.

10Because we implemented our LMs in Java, we issued
queries to SRILM via Java Native Interface (JNI) calls, which
introduces a performance overhead. When called natively, we
found that SRILM was about 200 ns/query faster. Unfortu-

nificantly less space. SORTED is slower but of
course more memory efficient, and COMPRESSED

is the slowest but also the most compact repre-
sentation. In HASH+SCROLL, we issued queries
to the language model using the context encoding,
which speeds up queries substantially. Finally, we
note that our direct-mapped cache is very effective.
The query speed of all models is boosted substan-
tially. In particular, our COMPRESSED implementa-
tion with caching is nearly as fast as SRILM-H with-
out caching, and even the already fast HASH imple-
mentation is 300% faster in raw query speed with
caching enabled.

We also measured the effect of LM performance
on overall decoder performance. We modified
Joshua to optionally use our LM implementations
during decoding, and measured the time required
to decode all 2051 sentences of the 2008 News
test set. The results are shown in Table 5. With-
out caching, SRILM-H and HASH were comparable
in speed, while COMPRESSED introduces a perfor-
mance penalty. With caching enabled, overall de-
coder speed is improved for both HASH and SRILM-
H, while the COMPRESSED implementation is only
about 50% slower that the others.

6 Conclusion

We have presented several language model imple-
mentations which are state-of-the-art in both size
and speed. Our experiments have demonstrated im-
provements in query speed over SRILM and com-
pression rates against state-of-the-art lossy compres-
sion. We have also described a simple caching tech-
nique which leads to performance increases in over-
all decoding time.
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nately, it is not completely fair to compare our LMs against ei-
ther of these numbers: although the JNI overhead slows down
SRILM, implementing our LMs in Java instead of C++ slows
down our LMs. In the tables, we quote times which include
the JNI overhead, since this reflects the true cost to a decoder
written in Java (e.g. Joshua).
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Abstract

This paper presents a novel approach for lever-
aging automatically extracted textual knowl-
edge to improve the performance of control
applications such as games. Our ultimate goal
is to enrich a stochastic player with high-
level guidance expressed in text. Our model
jointly learns to identify text that is relevant
to a given game state in addition to learn-
ing game strategies guided by the selected
text. Our method operates in the Monte-Carlo
search framework, and learns both text anal-
ysis and game strategies based only on envi-
ronment feedback. We apply our approach to
the complex strategy game Civilization II us-
ing the official game manual as the text guide.
Our results show that a linguistically-informed
game-playing agent significantly outperforms
its language-unaware counterpart, yielding a
27% absolute improvement and winning over
78% of games when playing against the built-
in AI of Civilization II. 1

1 Introduction

In this paper, we study the task of grounding lin-
guistic analysis in control applications such as com-
puter games. In these applications, an agent attempts
to optimize a utility function (e.g., game score) by
learning to select situation-appropriate actions. In
complex domains, finding a winning strategy is chal-
lenging even for humans. Therefore, human players
typically rely on manuals and guides that describe
promising tactics and provide general advice about
the underlying task. Surprisingly, such textual infor-
mation has never been utilized in control algorithms
despite its potential to greatly improve performance.

1The code, data and complete experimental setup for this
work are available at http://groups.csail.mit.edu/rbg/code/civ.

The natural resources available where a population
settles affects its ability to produce food and goods.  
Build your city on a plains or grassland square with 
a river running through it if possible.

Figure 1: An excerpt from the user manual of the game
Civilization II.

Consider for instance the text shown in Figure 1.
This is an excerpt from the user manual of the game
Civilization II.2 This text describes game locations
where the action “build-city” can be effectively ap-
plied. A stochastic player that does not have access
to this text would have to gain this knowledge the
hard way: it would repeatedly attempt this action in
a myriad of states, thereby learning the characteri-
zation of promising state-action pairs based on the
observed game outcomes. In games with large state
spaces, long planning horizons, and high-branching
factors, this approach can be prohibitively slow and
ineffective. An algorithm with access to the text,
however, could learn correlations between words in
the text and game attributes – e.g., the word “river”
and places with rivers in the game – thus leveraging
strategies described in text to better select actions.

The key technical challenge in leveraging textual
knowledge is to automatically extract relevant infor-
mation from text and incorporate it effectively into a
control algorithm. Approaching this task in a super-
vised framework, as is common in traditional infor-
mation extraction, is inherently difficult. Since the
game’s state space is extremely large, and the states
that will be encountered during game play cannot be
known a priori, it is impractical to manually anno-
tate the information that would be relevant to those
states. Instead, we propose to learn text analysis
based on a feedback signal inherent to the control
application, such as game score.

2http://en.wikipedia.org/wiki/Civilization II
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Our general setup consists of a game in a stochas-
tic environment, where the goal of the player is to
maximize a given utility function R(s) at state s.
We follow a common formulation that has been the
basis of several successful applications of machine
learning to games. The player’s behavior is deter-
mined by an action-value function Q(s, a) that as-
sesses the goodness of an action a in a given state
s based on the features of s and a. This function is
learned based solely on the utilityR(s) collected via
simulated game-play in a Monte-Carlo framework.

An obvious way to enrich the model with textual
information is to augment the action-value function
with word features in addition to state and action
features. However, adding all the words in the docu-
ment is unlikely to help since only a small fraction of
the text is relevant for a given state. Moreover, even
when the relevant sentence is known, the mapping
between raw text and the action-state representation
may not be apparent. This representation gap can
be bridged by inducing a predicate structure on the
sentence—e.g., by identifying words that describe
actions, and those that describe state attributes.

In this paper, we propose a method for learning an
action-value function augmented with linguistic fea-
tures, while simultaneously modeling sentence rele-
vance and predicate structure. We employ a multi-
layer neural network where the hidden layers rep-
resent sentence relevance and predicate parsing de-
cisions. Despite the added complexity, all the pa-
rameters of this non-linear model can be effectively
learned via Monte-Carlo simulations.

We test our method on the strategy game Civiliza-
tion II, a notoriously challenging game with an im-
mense action space.3 As a source of knowledge for
guiding our model, we use the official game man-
ual. As a baseline, we employ a similar Monte-
Carlo search based player which does not have ac-
cess to textual information. We demonstrate that the
linguistically-informed player significantly outper-
forms the baseline in terms of number of games won.
Moreover, we show that modeling the deeper lin-
guistic structure of sentences further improves per-
formance. In full-length games, our algorithm yields
a 27% improvement over a language unaware base-

3Civilization II was #3 in IGN’s 2007 list of top video games
of all time (http://top100.ign.com/2007/ign top game 3.html)

line, and wins over 78% of games against the built-
in, hand-crafted AI of Civilization II.4

2 Related Work

Our work fits into the broad area of grounded lan-
guage acquisition where the goal is to learn linguis-
tic analysis from a situated context (Oates, 2001;
Siskind, 2001; Yu and Ballard, 2004; Fleischman
and Roy, 2005; Mooney, 2008a; Mooney, 2008b;
Branavan et al., 2009; Vogel and Jurafsky, 2010).
Within this line of work, we are most closely related
to reinforcement learning approaches that learn lan-
guage by proactively interacting with an external en-
vironment (Branavan et al., 2009; Branavan et al.,
2010; Vogel and Jurafsky, 2010). Like the above
models, we use environment feedback (in the form
of a utility function) as the main source of supervi-
sion. The key difference, however, is in the language
interpretation task itself. Previous work has focused
on the interpretation of instruction text where input
documents specify a set of actions to be executed in
the environment. In contrast, game manuals provide
high-level advice but do not directly describe the
correct actions for every potential game state. More-
over, these documents are long, and use rich vocabu-
laries with complex grammatical constructions. We
do not aim to perform a comprehensive interpreta-
tion of such documents. Rather, our focus is on lan-
guage analysis that is sufficiently detailed to help the
underlying control task.

The area of language analysis situated in a game
domain has been studied in the past (Eisenstein et
al., 2009). Their method, however, is different both
in terms of the target interpretation task, and the su-
pervision signal it learns from. They aim to learn
the rules of a given game, such as which moves are
valid, given documents describing the rules. Our
goal is more open ended, in that we aim to learn
winning game strategies. Furthermore, Eisenstein et
al. (2009) rely on a different source of supervision –
game traces collected a priori. For complex games,
like the one considered in this paper, collecting such
game traces is prohibitively expensive. Therefore
our approach learns by actively playing the game.

4In this paper, we focus primarily on the linguistic aspects
of our task and algorithm. For a discussion and evaluation of
the non-linguistic aspects please see Branavan et al. (2011).
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3 Monte-Carlo Framework for Computer
Games

Our method operates within the Monte-Carlo search
framework (Tesauro and Galperin, 1996), which
has been successfully applied to complex computer
games such as Go, Poker, Scrabble, multi-player
card games, and real-time strategy games, among
others (Gelly et al., 2006; Tesauro and Galperin,
1996; Billings et al., 1999; Sheppard, 2002; Schäfer,
2008; Sturtevant, 2008; Balla and Fern, 2009).
Since Monte-Carlo search forms the foundation of
our approach, we briefly describe it in this section.

Game Representation The game is defined by a
large Markov Decision Process 〈S,A, T,R〉. Here
S is the set of possible states, A is the space of legal
actions, and T (s′|s, a) is a stochastic state transition
function where s, s′ ∈ S and a ∈ A. Specifically, a
state encodes attributes of the game world, such as
available resources and city locations. At each step
of the game, a player executes an action a which
causes the current state s to change to a new state
s′ according to the transition function T (s′|s, a).
While this function is not known a priori, the pro-
gram encoding the game can be viewed as a black
box from which transitions can be sampled. Finally,
a given utility function R(s) ∈ R captures the like-
lihood of winning the game from state s (e.g., an
intermediate game score).

Monte-Carlo Search Algorithm The goal of the
Monte-Carlo search algorithm is to dynamically se-
lect the best action for the current state st. This se-
lection is based on the results of multiple roll-outs
which measure the outcome of a sequence of ac-
tions in a simulated game – e.g., simulations played
against the game’s built-in AI. Specifically, starting
at state st, the algorithm repeatedly selects and exe-
cutes actions, sampling state transitions from T . On
game completion at time τ , we measure the final
utility R(sτ ).5 The actual game action is then se-
lected as the one corresponding to the roll-out with
the best final utility. See Algorithm 1 for details.

The success of Monte-Carlo search is based on
its ability to make a fast, local estimate of the ac-

5In general, roll-outs are run till game completion. However,
if simulations are expensive as is the case in our domain, roll-
outs can be truncated after a fixed number of steps.

procedure PlayGame ()

Initialize game state to fixed starting state
s1 ← s0

for t = 1 . . . T do

Run N simulated games
for i = 1 . . . N do

(ai, ri)← SimulateGame(s)
end

Compute average observed utility for each action

at ← arg max
a

1

Na

∑
i:ai=a

ri

Execute selected action in game
st+1 ← T (s′|st, at)

end

procedure SimulateGame (st)

for u = t . . . τ do
Compute Q function approximation
Q(s, a) = ~w · ~f(s, a)

Sample action from action-value function in
ε-greedy fashion:

au ∼

{
uniform(a ∈ A) with probability ε

arg max
a

Q(s, a) otherwise

Execute selected action in game:
su+1 ← T (s′|su, au)

if game is won or lost break
end
Update parameters ~w of Q(s, a)

Return action and observed utility:
return at, R(sτ )

Algorithm 1: The general Monte-Carlo algorithm.

tion quality at each step of the roll-outs. States
and actions are evaluated by an action-value func-
tion Q(s, a), which is an estimate of the expected
outcome of action a in state s. This action-value
function is used to guide action selection during the
roll-outs. While actions are usually selected to max-
imize the action-value function, sometimes other ac-
tions are also randomly explored in case they are
more valuable than predicted by the current estimate
of Q(s, a). As the accuracy of Q(s, a) improves,
the quality of action selection improves and vice
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versa, in a cycle of continual improvement (Sutton
and Barto, 1998).

In many games, it is sufficient to maintain a dis-
tinct action-value for each unique state and action
in a large search tree. However, when the branch-
ing factor is large it is usually beneficial to approx-
imate the action-value function, so that the value
of many related states and actions can be learned
from a reasonably small number of simulations (Sil-
ver, 2009). One successful approach is to model
the action-value function as a linear combination of
state and action attributes (Silver et al., 2008):

Q(s, a) = ~w · ~f(s, a).

Here ~f(s, a) ∈ Rn is a real-valued feature function,
and ~w is a weight vector. We take a similar approach
here, except that our feature function includes latent
structure which models language.

The parameters ~w of Q(s, a) are learned based on
feedback from the roll-out simulations. Specifically,
the parameters are updated by stochastic gradient
descent by comparing the current predicted Q(s, a)
against the observed utility at the end of each roll-
out. We provide details on parameter estimation in
the context of our model in Section 4.2.

The roll-outs themselves are fully guided by the
action-value function. At every step of the simula-
tion, actions are selected by an ε-greedy strategy:
with probability ε an action is selected uniformly
at random; otherwise the action is selected greed-
ily to maximize the current action-value function,
arg maxaQ(s, a).

4 Adding Linguistic Knowledge to the
Monte-Carlo Framework

In this section we describe how we inform the
simulation-based player with information automat-
ically extracted from text – in terms of both model
structure and parameter estimation.

4.1 Model Structure
To inform action selection with the advice provided
in game manuals, we modify the action-value func-
tion Q(s, a) to take into account words of the doc-
ument in addition to state and action information.
Conditioning Q(s, a) on all the words in the docu-
ment is unlikely to be effective since only a small

Hidden layer encoding 
sentence relevance

Output layer

Input layer: Deterministic feature

layer:

Hidden layer encoding 
predicate labeling

Figure 2: The structure of our model. Each rectan-
gle represents a collection of units in a layer, and the
shaded trapezoids show the connections between layers.
A fixed, real-valued feature function ~x(s, a, d) transforms
the game state s, action a, and strategy document d into
the input vector ~x. The first hidden layer contains two
disjoint sets of units ~y and ~z corresponding to linguis-
tic analyzes of the strategy document. These are softmax
layers, where only one unit is active at any time. The
units of the second hidden layer ~f(s, a, d, yi, zi) are a set
of fixed real valued feature functions on s, a, d and the
active units yi and zi of ~y and ~z respectively.

fraction of the document provides guidance relevant
to the current state, while the remainder of the text
is likely to be irrelevant. Since this information is
not known a priori, we model the decision about a
sentence’s relevance to the current state as a hid-
den variable. Moreover, to fully utilize the infor-
mation presented in a sentence, the model identifies
the words that describe actions and those that de-
scribe state attributes, discriminating them from the
rest of the sentence. As with the relevance decision,
we model this labeling using hidden variables.

As shown in Figure 2, our model is a four layer
neural network. The input layer ~x represents the
current state s, candidate action a, and document
d. The second layer consists of two disjoint sets of
units ~y and ~z which encode the sentence-relevance
and predicate-labeling decisions respectively. Each
of these sets of units operates as a stochastic 1-of-n
softmax selection layer (Bridle, 1990) where only a
single unit is activated. The activation function for
units in this layer is the standard softmax function:

p(yi = 1|~x) = e~ui·~x
/ ∑

k

e~uk·~x,

where yi is the ith hidden unit of ~y, and ~ui is the
weight vector corresponding to yi. Given this acti-
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vation function, the second layer effectively models
sentence relevance and predicate labeling decisions
via log-linear distributions, the details of which are
described below.

The third feature layer ~f of the neural network is
deterministically computed given the active units yi
and zj of the softmax layers, and the values of the
input layer. Each unit in this layer corresponds to
a fixed feature function fk(st, at, d, yi, zj) ∈ R. Fi-
nally the output layer encodes the action-value func-
tion Q(s, a, d), which now also depends on the doc-
ument d, as a weighted linear combination of the
units of the feature layer:

Q(st, at, d) = ~w · ~f,

where ~w is the weight vector.

Modeling Sentence Relevance Given a strategy
document d, we wish to identify a sentence yi that
is most relevant to the current game state st and ac-
tion at. This relevance decision is modeled as a log-
linear distribution over sentences as follows:

p(yi|st, at, d) ∝ e~u·φ(yi,st,at,d).

Here φ(yi, st, at, d) ∈ Rn is a feature function, and
~u are the parameters we need to estimate.

Modeling Predicate Structure Our goal here is
to label the words of a sentence as either action-
description, state-description or background. Since
these word label assignments are likely to be mu-
tually dependent, we model predicate labeling as a
sequence prediction task. These dependencies do
not necessarily follow the order of words in a sen-
tence, and are best expressed in terms of a syn-
tactic tree. For example, words corresponding to
state-description tend to be descendants of action-
description words. Therefore, we label words in de-
pendency order — i.e., starting at the root of a given
dependency tree, and proceeding to the leaves. This
allows a word’s label decision to condition on the
label of the corresponding dependency tree parent.

Given sentence yi and its dependency parse qi, we
model the distribution over predicate labels ~ei as:

p(~ei |yi, qi) =
∏
j

p(ej |j, ~e1:j−1, yi, qi),

p(ej |j, ~e1:j−1, yi, qi) ∝ e~v·ψ(ej ,j,~e1:j−1,yi,qi).

Here ej is the predicate label of the jth word being
labeled, and ~e1:j−1 is the partial predicate labeling
constructed so far for sentence yi.

In the second layer of the neural network, the
units ~z represent a predicate labeling ~ei of every sen-
tence yi ∈ d. However, our intention is to incorpo-
rate, into action-value function Q, information from
only the most relevant sentence. Thus, in practice,
we only perform a predicate labeling of the sentence
selected by the relevance component of the model.

Given the sentence selected as relevant and its
predicate labeling, the output layer of the network
can now explicitly learn the correlations between
textual information, and game states and actions –
for example, between the word “grassland” in Fig-
ure 1, and the action of building a city. This allows
our method to leverage the automatically extracted
textual information to improve game play.

4.2 Parameter Estimation
Learning in our method is performed in an online
fashion: at each game state st, the algorithm per-
forms a simulated game roll-out, observes the out-
come of the game, and updates the parameters ~u,
~v and ~w of the action-value function Q(st, at, d).
These three steps are repeated a fixed number of
times at each actual game state. The information
from these roll-outs is used to select the actual game
action. The algorithm re-learns Q(st, at, d) for ev-
ery new game state st. This specializes the action-
value function to the subgame starting from st.

Since our model is a non-linear approximation of
the underlying action-value function of the game,
we learn model parameters by applying non-linear
regression to the observed final utilities from the
simulated roll-outs. Specifically, we adjust the pa-
rameters by stochastic gradient descent, to mini-
mize the mean-squared error between the action-
value Q(s, a) and the final utility R(sτ ) for each
observed game state s and action a. The resulting
update to model parameters θ is of the form:

∆θ = −α
2
∇θ [R(sτ )−Q(s, a)]2

= α [R(sτ )−Q(s, a)]∇θQ(s, a; θ),

where α is a learning rate parameter.
This minimization is performed via standard error

backpropagation (Bryson and Ho, 1969; Rumelhart
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et al., 1986), which results in the following online
updates for the output layer parameters ~w:

~w ← ~w + αw [Q−R(sτ )] ~f(s, a, d, yi, zj),

where αw is the learning rate, and Q = Q(s, a, d).
The corresponding updates for the sentence rele-
vance and predicate labeling parameters ~u and ~v are:

~ui ← ~ui + αu [Q−R(sτ )] Q ~x [1− p(yi|·)],

~vi ← ~vi + αv [Q−R(sτ )] Q ~x [1− p(zi|·)].

5 Applying the Model

We apply our model to playing the turn-based strat-
egy game, Civilization II. We use the official man-
ual 6 of the game as the source of textual strategy
advice for the language aware algorithms.

Civilization II is a multi-player game set on a grid-
based map of the world. Each grid location repre-
sents a tile of either land or sea, and has various
resources and terrain attributes. For example, land
tiles can have hills with rivers running through them.
In addition to multiple cities, each player controls
various units – e.g., settlers and explorers. Games
are won by gaining control of the entire world map.
In our experiments, we consider a two-player game
of Civilization II on a grid of 1000 squares, where
we play against the built-in AI player.

Game States and Actions We define the game state
of Civilization II to be the map of the world, the at-
tributes of each map tile, and the attributes of each
player’s cities and units. Some examples of the at-
tributes of states and actions are shown in Figure 3.
The space of possible actions for a given city or unit
is known given the current game state. The actions
of a player’s cities and units combine to form the ac-
tion space of that player. In our experiments, on av-
erage a player controls approximately 18 units, and
each unit can take one of 15 actions. This results in
a very large action space for the game – i.e., 1021.
To effectively deal with this large action space, we
assume that given the state, the actions of a single
unit are independent of the actions of all other units
of the same player.

Utility Function The Monte-Carlo algorithm uses
the utility function to evaluate the outcomes of

6www.civfanatics.com/content/civ2/reference/Civ2manual.zip

Map tile attributes:

City attributes:

Unit attributes:

- Terrain type (e.g. grassland, mountain, etc)
- Tile resources (e.g. wheat, coal, wildlife, etc)

- City population
- Amount of food produced

- Unit type (e.g., worker, explorer, archer, etc)
- Is unit in a city ?

1 if action=build-city
   & tile-has-river=true
   & action-words={build,city}
   & state-words={river,hill}

0 otherwise

1 if action=build-city 
   & tile-has-river=true
   & words={build,city,river}

0 otherwise

1 if label=action 
   & word-type='build'
   & parent-label=action

0 otherwise

Figure 3: Example attributes of the game (box above),
and features computed using the game manual and these
attributes (box below).

simulated game roll-outs. In the typical application
of the algorithm, the final game outcome is used as
the utility function (Tesauro and Galperin, 1996).
Given the complexity of Civilization II, running sim-
ulation roll-outs until game completion is impracti-
cal. The game, however, provides each player with a
game score, which is a noisy indication of how well
they are currently playing. Since we are playing a
two-player game, we use the ratio of the game score
of the two players as our utility function.

Features The sentence relevance features ~φ and the
action-value function features ~f consider the at-
tributes of the game state and action, and the words
of the sentence. Some of these features compute text
overlap between the words of the sentence, and text
labels present in the game. The feature function ~ψ
used for predicate labeling on the other hand oper-
ates only on a given sentence and its dependency
parse. It computes features which are the Carte-
sian product of the candidate predicate label with
word attributes such as type, part-of-speech tag, and
dependency parse information. Overall, ~f , ~φ and
~ψ compute approximately 306,800, 158,500, and
7,900 features respectively. Figure 3 shows some
examples of these features.
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6 Experimental Setup

Datasets We use the official game manual for Civi-
lization II as our strategy guide. This manual uses a
large vocabulary of 3638 words, and is composed of
2083 sentences, each on average 16.9 words long.

Experimental Framework To apply our method to
the Civilization II game, we use the game’s open
source implementation Freeciv.7 We instrument the
game to allow our method to programmatically mea-
sure the current state of the game and to execute
game actions. The Stanford parser (de Marneffe et
al., 2006) was used to generate the dependency parse
information for sentences in the game manual.

Across all experiments, we start the game at the
same initial state and run it for 100 steps. At each
step, we perform 500 Monte-Carlo roll-outs. Each
roll-out is run for 20 simulated game steps before
halting the simulation and evaluating the outcome.
For our method, and for each of the baselines, we
run 200 independent games in the above manner,
with evaluations averaged across the 200 runs. We
use the same experimental settings across all meth-
ods, and all model parameters are initialized to zero.

The test environment consisted of typical PCs
with single Intel Core i7 CPUs (4 hyper-threaded
cores each), with the algorithms executing 8 simula-
tion roll-outs in parallel. In this setup, a single game
of 100 steps runs in approximately 1.5 hours.

Evaluation Metrics We wish to evaluate two as-
pects of our method: how well it leverages tex-
tual information to improve game play, and the ac-
curacy of the linguistic analysis it produces. We
evaluate the first aspect by comparing our method
against various baselines in terms of the percent-
age of games won against the built-in AI of Freeciv.
This AI is a fixed algorithm designed using exten-
sive knowledge of the game, with the intention of
challenging human players. As such, it provides a
good open-reference baseline. Since full games can
last for multiple days, we compute the percentage of
games won within the first 100 game steps as our pri-
mary evaluation. To confirm that performance under
this evaluation is meaningful, we also compute the
percentage of full games won over 50 independent
runs, where each game is run to completion.

7http://freeciv.wikia.com. Game version 2.2

Method % Win % Loss Std. Err.
Random 0 100 —
Built-in AI 0 0 —
Game only 17.3 5.3 ± 2.7
Sentence relevance 46.7 2.8 ± 3.5
Full model 53.7 5.9 ± 3.5
Random text 40.3 4.3 ± 3.4
Latent variable 26.1 3.7 ± 3.1

Table 1: Win rate of our method and several baselines
within the first 100 game steps, while playing against the
built-in game AI. Games that are neither won nor lost are
still ongoing. Our model’s win rate is statistically signif-
icant against all baselines except sentence relevance. All
results are averaged across 200 independent game runs.
The standard errors shown are for percentage wins.

Method % Wins Standard Error
Game only 45.7 ± 7.0
Latent variable 62.2 ± 6.9
Full model 78.8 ± 5.8

Table 2: Win rate of our method and two baselines on 50
full length games played against the built-in AI.

7 Results

Game performance As shown in Table 1, our lan-
guage aware Monte-Carlo algorithm substantially
outperforms several baselines – on average winning
53.7% of all games within the first 100 steps. The
dismal performance, on the other hand, of both the
random baseline and the game’s own built-in AI
(playing against itself) is an indicator of the diffi-
culty of the task. This evaluation is an underesti-
mate since it assumes that any game not won within
the first 100 steps is a loss. As shown in Table 2, our
method wins over 78% of full length games.

To characterize the contribution of the language
components to our model’s performance, we com-
pare our method against two ablative baselines. The
first of these, game-only, does not take advantage
of any textual information. It attempts to model the
action value function Q(s, a) only in terms of the
attributes of the game state and action. The per-
formance of this baseline – a win rate of 17.3% –
effectively confirms the benefit of automatically ex-
tracted textual information in the context of our task.
The second ablative baseline, sentence-relevance, is
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After the road is built, use the settlers to start improving the terrain.
S S AA AA AS

When the settlers becomes active, chose build road.
A AS SS A

Use settlers or engineers to improve a terrain square within the city radius
A A A SA SSSSS ✘✘

Phalanxes are twice as effective at defending cities as warriors.

You can rename the city if you like, but we'll refer to it as washington.

Build the city on plains or grassland with a river running through it.

There are many different strategies dictating the order in which 
advances are researched 

Figure 4: Examples of our method’s sentence relevance
and predicate labeling decisions. The box above shows
two sentences (identified by check marks) which were
predicted as relevant, and two which were not. The box
below shows the predicted predicate structure of three
sentences, with “S” indicating state description,“A” ac-
tion description and background words unmarked. Mis-
takes are identified with crosses.

identical to our model, but lacks the predicate label-
ing component. This method wins 46.7% of games,
showing that while identifying the text relevant to
the current game state is essential, a deeper struc-
tural analysis of the extracted text provides substan-
tial benefits.

One possible explanation for the improved perfor-
mance of our method is that the non-linear approx-
imation simply models game characteristics better,
rather than modeling textual information. We di-
rectly test this possibility with two additional base-
lines. The first, random-text, is identical to our full
model, but is given a document containing random
text. We generate this text by randomly permut-
ing the word locations of the actual game manual,
thereby maintaining the document’s overall statisti-
cal properties. The second baseline, latent variable,
extends the linear action-value function Q(s, a) of
the game only baseline with a set of latent variables
– i.e., it is a four layer neural network, where the sec-
ond layer’s units are activated only based on game
information. As shown in Table 1 both of these base-
lines significantly underperform with respect to our
model, confirming the benefit of automatically ex-
tracted textual information in the context of this task.

Sentence Relevance Figure 4 shows examples of
the sentence relevance decisions produced by our
method. To evaluate the accuracy of these decisions,
we ideally require a ground-truth relevance annota-
tion of the game’s user manual. This however, is
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Figure 5: Accuracy of our method’s sentence relevance
predictions, averaged over 100 independent runs.

impractical since the relevance decision is depen-
dent on the game context, and is hence specific to
each time step of each game instance. Therefore, for
the purposes of this evaluation, we modify the game
manual by adding to it sentences randomly selected
from the Wall Street Journal corpus (Marcus et al.,
1993) – sentences that are highly unlikely to be rel-
evant to game play. We then evaluate the accuracy
with which sentences from the original manual are
picked as relevant.

In this evaluation, our method achieves an average
accuracy of 71.8%. Given that our model only has to
differentiate between the game manual text and the
Wall Street Journal, this number may seem disap-
pointing. Furthermore, as can be seen from Figure 5,
the sentence relevance accuracy varies widely as the
game progresses, with a high average of 94.2% dur-
ing the initial 25 game steps.

In reality, this pattern of high initial accuracy fol-
lowed by a lower average is not entirely surprising:
the official game manual for Civilization II is writ-
ten for first time players. As such, it focuses on the
initial portion of the game, providing little strategy
advice relevant to subsequence game play.8 If this is
the reason for the observed sentence relevance trend,
we would also expect the final layer of the neural
network to emphasize game features over text fea-
tures after the first 25 steps of the game. This is
indeed the case, as can be seen from Figure 6.

To further test this hypothesis, we perform an ex-
periment where the first 50 steps of the game are
played using our full model, and the subsequent 50
steps are played without using any textual informa-

8This is reminiscent of opening books for games like Chess
or Go, which aim to guide the player to a playable middle game.
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Figure 6: Difference between the norms of the text fea-
tures and game features of the output layer of the neural
network. Beyond the initial 25 steps of the game, our
method relies increasingly on game features.

tion. This hybrid method performs as well as our
full model, achieving a 53.3% win rate, confirm-
ing that textual information is most useful during
the initial phase of the game. This shows that our
method is able to accurately identify relevant sen-
tences when the information they contain is most
pertinent to game play.

Predicate Labeling Figure 4 shows examples of the
predicate structure output of our model. We eval-
uate the accuracy of this labeling by comparing it
against a gold-standard annotation of the game man-
ual. Table 3 shows the performance of our method
in terms of how accurately it labels words as state,
action or background, and also how accurately it dif-
ferentiates between state and action words. In ad-
dition to showing a performance improvement over
the random baseline, these results display two clear
trends: first, under both evaluations, labeling accu-
racy is higher during the initial stages of the game.
This is to be expected since the model relies heav-
ily on textual features only during the beginning of
the game (see Figure 6). Second, the model clearly
performs better in differentiating between state and
action words, rather than in the three-way labeling.

To verify the usefulness of our method’s predi-
cate labeling, we perform a final set of experiments
where predicate labels are selected uniformly at ran-
dom within our full model. This random labeling
results in a win rate of 44% – a performance similar
to the sentence relevance model which uses no pred-
icate information. This confirms that our method
is able identify a predicate structure which, while
noisy, provides information relevant to game play.

Method S/A/B S/A
Random labeling 33.3% 50.0%
Model, first 100 steps 45.1% 78.9%
Model, first 25 steps 48.0% 92.7%

Table 3: Predicate labeling accuracy of our method and a
random baseline. Column “S/A/B” shows performance
on the three-way labeling of words as state, action or
background, while column “S/A” shows accuracy on the
task of differentiating between state and action words.

state: grassland "city"
state: grassland "build"
action: settlers_build_city "city"
action: set_research "discovery"

game attribute word

Figure 7: Examples of word to game attribute associa-
tions that are learned via the feature weights of our model.

Figure 7 shows examples of how this textual infor-
mation is grounded in the game, by way of the asso-
ciations learned between words and game attributes
in the final layer of the full model.

8 Conclusions

In this paper we presented a novel approach for
improving the performance of control applications
by automatically leveraging high-level guidance ex-
pressed in text documents. Our model, which op-
erates in the Monte-Carlo framework, jointly learns
to identify text relevant to a given game state in ad-
dition to learning game strategies guided by the se-
lected text. We show that this approach substantially
outperforms language-unaware alternatives while
learning only from environment feedback.
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Abstract

Information retrieval (IR) and figurative
language processing (FLP) could scarcely
be more different in their treatment of lan-
guage and meaning. IR views language as
an open-ended set of mostly stable signs
with which texts can be indexed and re-
trieved, focusing more on a text’s potential
relevance than its potential meaning. In
contrast, FLP views language as a system
of unstable signs that can be used to talk
about the world in creative new ways.
There is another key difference: IR is prac-
tical, scalable and robust, and in daily use
by millions of casual users. FLP is neither
scalable nor robust, and not yet practical
enough to migrate beyond the lab. This pa-
per thus presents a mutually beneficial hy-
brid of IR and FLP, one that enriches IR
with new operators to enable the non-literal
retrieval of creative expressions, and which
also transplants FLP into a robust, scalable
framework in which practical applications
of linguistic creativity can be implemented.

1 Introduction

Words should not always be taken at face value.
Figurative devices like metaphor can communicate
far richer meanings than are evident from a super-
ficial – and perhaps literally nonsensical – reading.
Figurative Language Processing (FLP) thus uses a
variety of special mechanisms and representations,

to assign non-literal meanings not just to meta-
phors, but to similes, analogies, epithets, puns and
other creative uses of language (see Martin, 1990;
Fass, 1991; Way, 1991; Indurkhya, 1992; Fass,
1997; Barnden, 2006; Veale and Butnariu, 2010).

Computationalists have explored heterodox
solutions to the procedural and representational
challenges of metaphor, and FLP more generally,
ranging from flexible representations (e.g. the
preference semantics of Wilks (1978) and the col-
lative semantics of Fass (1991, 1997)) to processes
of cross-domain structure alignment (e.g. structure
mapping theory; see Gentner (1983) and Falken-
hainer et al. 1989) and even structural inversion
(Veale, 2006). Though thematically related, each
approach to FLP is broadly distinct, giving com-
putational form to different cognitive demands of
creative language: thus, some focus on inter-
domain mappings (e.g. Gentner, 1983) while oth-
ers focus more on intra-domain inference (e.g. Ba-
rnden, 2006). However, while computationally
interesting, none has yet achieved the scalability or
robustness needed to make a significant practical
impact outside the laboratory. Moreover, such
systems tend to be developed in isolation, and are
rarely designed to cohere as part of a larger frame-
work of creative reasoning (e.g. Boden, 1994).

In contrast, Information Retrieval (IR) is both
scalable and robust, and its results translate easily
from the laboratory into practical applications (e.g.
see Salton, 1968; Van Rijsbergen, 1979). Whereas
FLP derives its utility and its fragility from its at-
tempts to identify deeper meanings beneath the
surface, the widespread applicability of IR stems
directly from its superficial treatment of language
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and meaning. IR does not distinguish between
creative and conventional uses of language, or
between literal and non-literal meanings. IR is also
remarkably modular: its components are designed
to work together interchangeably, from stemmers
and indexers to heuristics for query expansion and
document ranking. Yet, because IR treats all lan-
guage as literal language, it relies on literal
matching between queries and the texts that they
retrieve. Documents are retrieved precisely be-
cause they contain stretches of text that literally
resemble the query. This works well in the main,
but it means that IR falls flat when the goal of re-
trieval is not to identify relevant documents but to
retrieve new and creative ways of expressing a
given idea. To retrieve creative language, and to be
potentially surprised or inspired by the results, one
needs to facilitate a non-literal relationship be-
tween queries and the texts that they match.

The complementarity of FLP and IR suggests a
productive hybrid of both paradigms. If the most
robust elements of FLP are used to provide new
non-literal query operators for IR, then IR can be
used to retrieve potentially new and creative ways
of speaking about a topic from a large text collec-
tion. In return, IR can provide a stable, robust and
extensible platform on which to use these opera-
tors to build FLP systems that exhibit linguistic
creativity. In the next section we consider the re-
lated work on which the current realization of
these ideas is founded, before presenting a specific
trio of new semantic query operators in section 3.
We describe three simple but practical applications
of this creative IR paradigm in section 4. Empirical
support for the FLP intuitions that underpin our
new operators is provided in section 5. The paper
concludes with some closing observations about
future goals and developments in section 6.

2 Related Work and Ideas

IR works on the premise that a user can turn an
information need into an effective query by antici-
pating the language that is used to talk about a
given topic in a target collection. If the collection
uses creative language in speaking about a topic,
then a query must also contain the seeds of this
creative language. Veale (2004) introduces the idea
of creative information retrieval to explore how an
IR system can itself provide a degree of creative
anticipation, acting as a mediator between the lit-

eral specification of a meaning and the retrieval of
creative articulations of this meaning. This antici-
pation ranges from simple re-articulation (e.g. a
text may implicitly evoke “Qur’an” even if it only
contains “Muslim bible”) to playful allusions and
epithets (e.g. the CEO of a rubber company may be
punningly described as a “rubber baron”). A crea-
tive IR system may even anticipate out-of-
dictionary words, like chocoholic and sexoholic.

Conventional IR systems use a range of query
expansion techniques to automatically bolster a
user’s query with additional keywords or weights,
to permit the retrieval of relevant texts it might not
otherwise match (e.g. Vernimb, 1977; Voorhees,
1994). Techniques vary, from the use of stemmers
and morphological analysis to the use of thesauri
(such as WordNet; see Fellbaum, 1998; Voorhees,
1998) to pad a query with synonyms, to the use of
statistical analysis to identify more appropriate
context-sensitive associations and near-synonyms
(e.g. Xu and Croft, 1996). While some techniques
may suggest conventional metaphors that have be-
come lexicalized in a language, they are unlikely to
identify relatively novel expressions. Crucially,
expansion improves recall at the expense of overall
precision, making automatic techniques even more
dangerous when the goal is to retrieve results that
are creative and relevant. Creative IR must balance
a need for fine user control with the statistical
breadth and convenience of automatic expansion.

Fortunately, statistical corpus analysis is an ob-
vious area of overlap for IR and FLP. Distribu-
tional analyses of large corpora have been shown
to produce nuanced models of lexical similarity
(e.g. Weeds and Weir, 2005) as well as context-
sensitive thesauri for a given domain (Lin, 1998).
Hearst (1992) shows how a pattern like “Xs and
other Ys” can be used to construct more fluid,
context-specific taxonomies than those provided
by WordNet (e.g. “athletes and other celebrities”
suggests a context in which athletes are viewed as
stars). Mason (2004) shows how statistical analysis
can automatically detect and extract conventional
metaphors from corpora, though creative meta-
phors still remain a tantalizing challenge. Hanks
(2005) shows how the “Xs like A, B and C” con-
struction allows us to derive flexible ad-hoc cate-
gories from corpora, while Hanks (2006) argues
for a gradable conception of metaphoricity based
on word-sense distributions in corpora.
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Veale and Hao (2007) exploit the simile frame
“as X as Y” to harvest a great many common
similes and their underlying stereotypes from the
web (e.g. “as hot as an oven”), while Veale and
Hao (2010) show that the pattern “about as X as Y”
retrieves an equally large collection of creative (if
mostly ironic) comparisons. These authors demon-
strate that a large vocabulary of stereotypical ideas
(over 4000 nouns) and their salient properties (over
2000 adjectives) can be harvested from the web.

We now build on these results to develop a set
of new semantic operators, that use corpus-derived
knowledge to support finely controlled non-literal
matching and automatic query expansion.

3 Creative Text Retrieval

In language, creativity is always a matter of con-
strual. While conventional IR queries articulate a
need for information, creative IR queries articulate
a need for expressions to convey the same meaning
in a fresh or unusual way. A query and a matching
phrase can be figuratively construed to have the
same meaning if there is a non-literal mapping
between the elements of the query and the ele-
ments of the phrase. In creative IR, this non-literal
mapping is facilitated by the query’s explicit use of
semantic wildcards (e.g. see Mihalcea, 2002).

The wildcard * is a boon for power-users of the
Google search engine, precisely because it allows
users to focus on the retrieval of matching phrases
rather than relevant documents. For instance, * can
be used to find alternate ways of instantiating a
culturally-established linguistic pattern, or “snow-
clone”: thus, the Google queries “In * no one can
hear you scream” (from Alien), “Reader, I * him”
(from Jane Eyre) and “This is your brain on *”
(from a famous TV advert) find new ways in
which old patterns have been instantiated for hu-
morous effect on the Web. On a larger scale, Veale
and Hao (2007) used the * wildcard to harvest web
similes, but reported that harvesting cultural data
with wildcards is not a straightforward process.
Google and other engines are designed to maxi-
mize document relevance and to rank results ac-
cordingly. They are not designed to maximize the
diversity of results, or to find the largest set of
wildcard bindings. Nor are they designed to find
the most commonplace bindings for wildcards.

Following Guilford’s (1950) pioneering work,
diversity is widely considered a key component in

the psychology of creativity. By focusing on the
phrase level rather than the document level, and by
returning phrase sets rather than document sets,
creative IR maximizes diversity by finding as
many bindings for its wildcards as a text collection
will support. But we need more flexible and pre-
cise wildcards than *. We now consider three va-
rieties of semantic wildcards that build on insights
from corpus-linguistic approaches to FLP.

3.1 The Neighborhood Wildcard     ?X

Semantic query expansion replaces a query term X
with a set {X, X1, X2, …, Xn} where each Xi is
related to X by a prescribed lexico-semantic rela-
tionship, such as synonymy, hyponymy or
meronymy. A generic, lightweight resource like
WordNet can provide these relations, or a richer
ontology can be used if one is available (e.g. see
Navigli and Velardi, 2003). Intuitively, each query
term suggests other terms from its semantic neigh-
borhood, yet there are practical limits to this intui-
tion. Xi may not be an obvious or natural substitute
for X. A neighborhood can be drawn too small,
impacting recall, or too large, impacting precision.

Corpus analysis suggests an approach that is
both semantic and pragmatic. As noted in Hanks
(2005), languages provide constructions for build-
ing ad-hoc sets of items that can be considered
comparable in a given context. For instance, a co-
ordination of bare plurals suggests that two ideas
are related at a generic level, as in “priests and
imams” or “mosques and synagogues”. More gen-
erally, consider the pattern “X and Y”, where X and
Y are proper-names (e.g., “Zeus and Hera”), or X
and Y are inflected nouns or verbs with the same
inflection (e.g., the plurals “cats and dogs” or the
verb forms “kicking and screaming”). Millions of
matches for this pattern can be found in the Google
3-grams (Brants and Franz, 2006), allowing us to
build a map of comparable terms by linking the
root-forms of X and Y with a similarity score ob-
tained via a WordNet-based measure (e.g. see Bu-
danitsky and Hirst (2006) for a good selection).

The pragmatic neighborhood of a term X can be
defined as {X, X1, X2, …, Xn}, so that for each
Xi, the Google 3-grams contain “X+inf and
Xi+inf” or “X+inf and Xi+inf”. The boundaries of
neighborhoods are thus set by usage patterns: if ?X
denotes the neighborhood of X, then ?artist
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matches not just artist, composer and poet, but
studio,  portfolio and gallery, and many other
terms that are semantically dissimilar but prag-
matically linked to artist. Since each Xi ∈  ?X is
ranked by similarity to X, query matches can also
be ranked by similarity.

When X is an adjective, then ?X matches any
element of {X, Xi, X2, …, Xn}, where each Xi
pragmatically reinforces X, and X pragmatically
reinforces each Xi. To ensure X and Xi really are
mutually reinforcing adjectives, we use the double-
ground simile pattern “as X and Xi as” to harvest
{X1, …, Xn} for each X. Moreover, to maximize
recall, we use the Google API (rather than Google
ngrams) to harvest suitable bindings for X and Xi
from the web. For example, @witty = {charming,
clever, intelligent, entertaining, …, edgy, fun}.

3.2 The Cultural Stereotype Wildcard   @X

Dickens claims in A Christmas Carol that “the
wisdom of a people is in the simile”. Similes ex-
ploit familiar stereotypes to describe a less familiar
concept, so one can learn a great deal about a cul-
ture and its language from the similes that have the
most currency (Taylor, 1954). The wildcard @ X
builds on the results of Veale and Hao (2007) to
allow creative IR queries to retrieve matches on
the basis of cultural expectations. This foundation
provides a large set of adjectival features (over
2000) for a larger set of nouns (over 4000) denot-
ing stereotypes for which these features are salient.

If N is a noun, then @N matches any element
of the set {A1, A2, …, An}, where each Ai is an
adjective denoting a stereotypical property of N.
For example, @diamond matches any element of
{transparent, immutable, beautiful, tough,  expen-
sive, valuable, shiny, bright, lasting, desirable,
strong, …, hard} . If A is an adjective, then @ A
matches any element of the set {N1, N2, …, Nn},
where each Ni is a noun denoting a stereotype for
which A is a culturally established property. For
example, @tall matches any element of {giraffe,
skyscraper, tree, redwood, tower, sunflower, light-
house, beanstalk,  rocket, …, supermodel}.

Stereotypes crystallize in a language as clichés,
so one can argue that stereotypes and clichés are
little or no use to a creative IR system. Yet, as
demonstrated in Fishlov (1992), creative language

is replete with stereotypes, not in their clichéd
guises, but in novel and often incongruous combi-
nations. The creative value of a stereotype lies in
how it is used, as we’ll show later in section 4.

3.3 The Ad-Hoc Category Wildcard    ^X

Barsalou (1983) introduced the notion of an ad-
hoc category, a cross-cutting collection of often
disparate elements that cohere in the context of a
specific task or goal. The ad-hoc nature of these
categories is reflected in the difficulty we have in
naming them concisely: the cumbersome “things to
take on a camping trip” is Barsalou’s most cited
example. But ad-hoc categories do not replace
natural kinds; rather, they supplement an existing
system of more-or-less rigid categories, such as the
categories found in WordNet.

The semantic wildcard ^C matches C and any
element of {C1, C2, …, Cn},  where each Ci is a
member of the category named by C. ^C can de-
note a fixed category in a resource like WordNet or
even Wikipedia; thus, ^fruit matches any member
of {apple, orange, pear, …, lemon} and ^animal
any member of {dog, cat, mouse, …, deer,  fox}.

Ad-hoc categories arise in creative IR when the
results of a query – or more specifically, the bind-
ings for a query wildcard – are funneled into a new
user-defined category. For instance, the query
“^fruit juice” matches any phrase in a text collec-
tion that denotes a named fruit juice, from “lemon
juice” to “pawpaw juice”. A user can now funnel
the bindings for ^fruit in this query into an ad-hoc
category juicefruit, to gather together those fruits
that are used for their juice. Elements of ^juicefruit
are ranked by the corpus frequencies discovered by
the original query; low-frequency juicefruit mem-
bers in the Google ngrams include coffee, raisin,
almond, carob and soybean. Ad-hoc categories
allow users of IR to remake a category system in
their own image, and create a new vocabulary of
categories to serve their own goals and interests, as
when “^food pizza” is used to suggest disparate
members for the ad-hoc category pizzatopping.

The more subtle a query, the more disparate the
elements it can funnel into an ad-hoc category. We
now consider how basic semantic wildcards can be
combined to generate even more diverse results.

3.4 Compound Operators

Each wildcard maps a query term onto a set of ex-
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pansion terms. The compositional semantics of a
wildcard combination can thus be understood in
set-theoretic terms. The most obvious and useful
combinations of ?, @ and ^ are described below:

??   Neighbor-of-a-neighbor: if ?X matches any
element of {X, X1, X2, …, Xn} then ??X matches
any of ?X ∪ ?X1  ∪ … ∪ ?Xn, where the ranking
of Xij in ??X is a function of the ranking of Xi in
?X and the ranking of Xij in ?Xi.  Thus, ??artist
matches far more terms than ?artist, yielding more
diversity, more noise, and more creative potential.

@@  Stereotype-of-a-stereotype: if @X matches
any element of {X1, X2, …, Xn} then @@X
matches any of @X1 ∪ @X2  ∪ … ∪  @Xn. For
instance, @@diamond matches any stereotype
that shares a salient property with diamond, and
@@sharp matches any salient property of any
noun for which sharp is a stereotypical property.

?@ Neighborhood-of-a-stereotype: if @X matches
any element of {X1, X2, …, Xn} then ? @ X
matches any of ?X1 ∪  ?X2  ∪  … ∪ ?Xn. Thus,
?@cunning matches any term in the pragmatic
neighborhood of a stereotype for cunning, while
?@knife matches any property that mutually rein-
forces any stereotypical property of knife

@?  Stereotypes-in-a-neighborhood: if ?X matches
any of {X, X1, X2, …, Xn} then @?X matches any
of @X ∪  @X1  ∪  … ∪  @Xn. Thus, @?corpse
matches any salient property of any stereotype in
the neighborhood of corpse, while @?fast matches
any stereotype noun with a salient property that is
similar to, and reinforced by, fast.

?^ Neighborhood-of-a-category: if ^C matches
any of {C, C1, C2, …, Cn} then ?^C matches any
of ?C ∪ ?C1  ∪ … ∪ ?Cn.

^?   Categories-in-a-neighborhood: if ?X matches
any of {X, X1, X2, …, Xn} then ^?X matches any
of ^X ∪ ^X1  ∪ … ∪ ^Xn.

@^   Stereotypes-in-a-category: if ^C matches any
of {C, C1, C2, …, Cn} then @^C matches any of
@C ∪ @C1  ∪ … ∪ @Cn.

^@ Members-of-a-stereotype-category: if @ X
matches any element of {X1, X2, …, Xn} then
^@X matches any of ^X1 ∪  ^X2  ∪  … ∪  ^Xn.
So ^@strong matches any member of a category
(such as warrior) that is stereotypically strong.

4 Applications of Creative Retrieval

The Google ngrams comprise a vast array of ex-
tracts from English web texts, of 1 to 5 words in
length (Brants and Franz, 2006). Many extracts are
well-formed phrases that give lexical form to many
different ideas. But an even greater number of
ngrams are not linguistically well-formed. The
Google ngrams can be seen as a lexicalized idea
space, embedded within a larger sea of noise.
Creative IR can be used to explore this idea space.

Each creative query is a jumping off point in a
space of lexicalized ideas that is implied by a large
corpus, with each successive match leading the
user deeper into the space. By turning matches into
queries, a user can perform a creative exploration
of the space of phrases and ideas (see Boden,
1994) while purposefully sidestepping the noise of
the Google ngrams. Consider the pleonastic query
“Catholic ?pope”. Retrieved phrases include, in
descending order of lexical similarity, “Catholic
president”, “Catholic politician”, “Catholic king”,
“Catholic emperor” and “Catholic patriarch”.
Suppose a user selects “Catholic king”: the new
query “Catholic ?king” now retrieves “Catholic
queen”, “Catholic court”, “Catholic knight” ,
“Catholic kingdom” and “Catholic throne”. The
subsequent query “Catholic ?kingdom” in turn
retrieves “Catholic dynasty” and “Catholic army”,
among others.  In this way, creative IR allows a
user to explore the text-supported ramifications of
a metaphor like Popes are Kings (e.g., if popes are
kings, they too might have queens, command ar-
mies, found dynasties, or sit on thrones).

Creative IR gives users the tools to conduct
their own explorations of language. The more
wildcards a query contains, the more degrees of
freedom it offers to the explorer. Thus, the query
“?scientist ‘s ?laboratory” uncovers a plethora of
analogies for the relationship between scientists
and their labs: matches in the Google 3-grams in-
clude “technician’s workshop”, “artist’s studio”,
“chef’s kitchen” and “gardener’s greenhouse”.
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4.1 Metaphors with Aristotle

For a term X, the wildcard ?X suggests those other
terms that writers have considered to be compara-
ble to X, while ??X extrapolates beyond the cor-
pus evidence to suggest an even larger space of
potential comparisons. A meaningful metaphor can
be constructed for X by framing X with any
stereotype to which it is pragmatically comparable,
that is, any stereotype in ?X. Collectively, these
stereotypes can impart the properties @?X to X.

Suppose one wants to metaphorically ascribe
the property P to X. The set @P contains those
stereotypes for which P is culturally salient. Thus,
close metaphors for X (what MacCormac (1985)
dubs epiphors) in the context of P are suggested by
?X ∩ @P.  More distant metaphors (MacCormac
dubs these diaphors) are suggested by ??X ∩ @P.
For instance, to describe a scholar as wise, one can
use poet, yogi, philosopher or rabbi as compari-
sons. Yet even a simple metaphor will impart other
features to a topic.  If ^PS denotes the ad-hoc set
of additional properties that may be inferred for X
when a stereotype S is used to convey property P,
then ^PS = ?P ∩ @@P. The query “^PS X” now
finds corpus-attested elements of ^PS that can
meaningfully be used to modify X.

These IR formulations are used by Aristotle, an
online metaphor generator, to generate targeted
metaphors that highlight a property P in a topic X.
Aristotle uses the Google ngrams to supply values
for ?X, ??X, ?P and ^PS. The system can be ac-
cessed at: www.educatedinsolence.com/aristotle

4.2 Expressing Attitude with Idiom Savant

Our retrieval goals in IR are often affective in na-
ture: we want to find a way of speaking about a
topic that expresses a particular sentiment and car-
ries a certain tone. However, affective categories
are amongst the most cross-cutting structures in
language. Words for disparate ideas are grouped
according to the sentiments in which they are gen-
erally held. We respect judges but dislike critics;
we respect heroes but dislike killers; we respect
sharpshooters but dislike snipers; and respect re-
bels but dislike insurgents. It seems therefore that
the particulars of sentiment are best captured by a
set of culture-specific ad-hoc categories.

We thus construct two ad-hoc categories,

^posword and ^negword, to hold the most obvi-
ously positive or negative words in Whissell’s
(1989) Dictionary of Affect. We then grow these
categories to include additional reinforcing ele-
ments from their pragmatic neighborhoods,
?^posword and ?^negword. As these categories
grow, so too do their neighborhoods, allowing a
simple semi-automated bootstrapping process to
significantly grow the categories over several it-
erations. We construct two phrasal equivalents of
these categories, ^posphrase and ^negphrase,
using the queries “^posword - ^pastpart” (e.g.,
matching “high-minded” and “sharp-eyed”) and
“^negword - ^pastpart” (e.g., matching “flat-
footed” and “dead-eyed”) to mine affective phrases
from the Google 3-grams. The resulting ad-hoc
categories (of ~600 elements each) are manually
edited to fix any obvious mis-categorizations.

Idiom Savant is a web application that uses
^posphrase and ^negphrase to suggest flattering
and insulting epithets for a given topic. The query
“^posphrase ?X” retrieves phrases for a topic X
that put a positive spin on a related topic to which
X is sometimes compared, while “^negphrase
?X” conversely imparts a negative spin. Thus, for
politician, the Google 4-grams provide the flatter-
ing epithets “much-needed leader”, “awe-inspiring
leader”, “hands-on boss” and “far-sighted states-
man”, as well as insults like “power-mad leader”,
“back-stabbing boss”, “ice-cold technocrat” and
“self-promoting hack”. Riskier diaphors can be
retrieved via “^posphrase ??X” and “^negphrase
? ? X ”. Idiom Savant is accessible online at:
www.educatedinsolence.com/idiom-savant/

4.3 Poetic Similes with The Jigsaw Bard

The well-formed phrases of a large corpus can be
viewed as the linguistic equivalent of objets trou-
vés in art: readymade or “found” objects that might
take on fresh meanings in a creative context. The
phrase “robot fish”, for instance, denotes a more-
or-less literal object in the context of autonomous
robotic submersibles, but can also be used to con-
vey a figurative meaning as part of a creative com-
parison (e.g., “he was as cold as a robot fish”).

Fishlov (1992) argues that poetic comparisons
are most resonant when they combine mutually-
reinforcing (if distant) ideas, to create memorable
images and evoke nuanced feelings. Building on
Fishlov’s argument, creative IR can be used to turn
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the readymade phrases of the Google ngrams into
vehicles for creative comparison. For a topic X and
a property P, simple similes of the form “X is as P
as S” are easily generated, where S ∈ @P ∩ ??X.

Fishlov would dub these non-poetic similes
(NPS). However, the query “?P @P” will retrieve
corpus-attested elaborations of stereotypes in @P
to suggest similes of the form “X is as P as P1 S”,
where P1 ∈ ?P. These similes exhibit elements of
what Fishlov dubs poetic similes (PS). Why say
“as cold as a fish” when you can say “as cold as a
wet fish”, “a dead haddock”, “a wet January”, “a
frozen corpse”, or “a  heartless robot”? Complex
queries can retrieve more creative combinations, so
“@P @P” (e.g. “robot fish” or “snow storm” for
cold), “?P @P @P” (e.g. “creamy chocolate
mousse” for rich) and “@P - ^pastpart @P” (e.g.
“snow-covered graveyard” and “bullet-riddled
corpse” for cold) each retrieve ngrams that blend
two different but overlapping stereotypes.

Blended properties also make for nuanced
similes of the form “as P and ?P as S”, where S ∈
@P ∩ @?P. While one can be “as rich as a fat
king”, something can be “as rich and enticing as a
chocolate truffle”, “a chocolate brownie”, “a
chocolate fruitcake”, and even “a chocolate king”.

The Jigsaw Bard is a web application that
harnesses the readymades of the Google ngrams to
formulate novel similes from existing phrases. By
mapping blended properties to ngram phrases that
combine multiple stereotypes, the Bard expands its
generative scope considerably, allowing this appli-
cation to generate hundreds of thousands of evoca-
tive comparisons. The Bard can be accessed online
at: www.educatedinsolence.com/jigsaw/

5 Empirical Evaluation

Though ^ is the most overtly categorical of our
wildcards, all three wildcards – ?, @  and ^ – are
categorical in nature. Each has a semantic or
pragmatic membership function that maps a term
onto an expansion set of related members. The
membership functions for specific uses of ^ are
created in an ad-hoc fashion by the users that ex-
ploit it; in contrast, the membership functions for
uses of @  and ? are derived automatically, via
pattern-matching and corpus analysis. Nonetheless,
ad-hoc categories in creative IR are often popu-
lated with the bindings produced by uses of @ and

? and combinations thereof. In a sense, ?X and
@X  and their variations are themselves ad-hoc
categories. But how well do they serve as catego-
ries? Are they large, but noisy? Or too small, with
limited coverage? We can evaluate the effective-
ness of ? and @ , and indirectly that of ^ too, by
comparing the use of ? and @ as category builders
to a hand-crafted gold standard like WordNet.

Other researchers have likewise used WordNet
as a gold standard for categorization experiments,
and we replicate here the experimental set-up of
Almuhareb and Poesio (2004, 2005), which is de-
signed to measure the effectiveness of web-
acquired conceptual descriptions. Almuhareb and
Poesio choose 214 English nouns from 13 of
WordNet’s upper-level semantic categories, and
proceed to harvest property values for these con-
cepts from the web using the Hearst-like pattern
“a|an|the * C is|was”. This pattern yields a com-
bined total of 51,045 values for all 214 nouns;
these values are primarily adjectives, such as hot
and black for coffee, but noun-modifiers of C are
also allowed, such as fruit for cake. They also har-
vest 8934 attribute nouns, such as temperature and
color, using the query “the * of the C is|was” .
These values and attributes are then used as the
basis of a clustering algorithm to partition the 214
nouns back into their original 13 categories. Com-
paring these clusters with the original WordNet-
based groupings, Almuhareb and Poesio report a
cluster accuracy of 71.96% using just values like
hot and black (51,045 values), an accuracy of
64.02% using just attributes like temperature and
color (8,934 attributes), and an accuracy of 85.5%
using both together (a combined 59,979 features).

How concisely and accurately does @X de-
scribe a noun X for purposes of categorization? Let
^AP denote the set of 214 WordNet nouns used by
Almuhareb and Poesio. Then @^AP denotes a set
of 2,209 adjectival properties; this should be con-
trasted with the space of 51,045 adjectival values
used by Almuhareb and Poesio. Using the same
clustering algorithm over this feature set, @ X
achieves a clustering accuracy (as measured via
cluster purity) of 70.2%, compared to 71.96% for
Almuhareb and Poesio. However, when @X  is
used to harvest a further set of attribute nouns for
X, via web queries of the form “the P  * of X ”
(where P ∈ @X), then @ X augmented with this
additional set of attributes (like hands for surgeon)
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produces a larger space of 7,183 features. This in
turn yields a cluster accuracy of 90.2% which
contrasts with Almuhareb and Poesio’s 85.5% for
59,979 features. In either case, @X produces com-
parable clustering quality to Almuhareb and Poe-
sio, with just a small fraction of the features.

So how concisely and accurately does ?X de-
scribe a noun X for purposes of categorization?
While @X denotes a set of salient adjectives, ?X
denotes a set of comparable nouns. So this time,
?^AP denotes a set of 8,300 nouns in total, to act
as a feature space for the 214 nouns of Almuhareb
and Poesio. Remember, the contents of each ?X,
and of ?^AP overall, are determined entirely by
the contents of the Google 3-grams; the elements
of ?X are not ranked in any way, and all are treated
as equals. When the 8,300 features in ?^AP are
clustered into 13 categories, the resulting clusters
have a purity of 93.4% relative to WordNet. The
pragmatic neighborhood of X, ?X, appears to be an
accurate and concise proxy for the meaning of X.

What about adjectives? Almuhareb and Poe-
sio’s set of 214 words does not contain adjectives,
and besides, WordNet does not impose a category
structure on its adjectives. In any case, the role of
adjectives in the applications of section 4 is largely
an affective one: if X is a noun, then one must
have confidence that the adjectives in @X are con-
sonant with our understanding of X, and if P is a
property, that the adjectives in ?P evoke much the
same mood and sentiment as P. Our evaluation of
@X and ?P should thus be an affective one.

So how well do the properties in @X capture
our sentiments about a noun X? Well enough to
estimate the pleasantness of X from the adjectives
in @ X, perhaps? Whissell’s (1989) dictionary of
affect provides pleasantness ratings for a sizeable
number of adjectives and nouns (over 8,000 words
in total), allowing us to estimate the pleasantness
of X as a weighted average of the pleasantness of
each Xi in @X (the weights here are web frequen-
cies for the similes that underpin @ in section 3.2).
We thus estimate the affect of all stereotype nouns
for which Whissell also records a score. A two-
tailed Pearson test (p < 0.05) shows a positive cor-
relation of 0.5 between these estimates and the
pleasantness scores assigned by Whissell. In con-
trast, estimates based on the pleasantness of adjec-
tives found in corresponding WordNet glosses
show a positive correlation of just 0.278.

How well do the elements of ?P capture our
sentiments toward an adjective P? After all, we
hypothesize that the adjectives in ?P are highly
suggestive of P, and vice versa. Aristotle and the
Jigsaw Bard each rely on ?P to suggest adjectives
that evoke an unstated property in a metaphor or
simile, or to suggest coherent blends of properties.
When we estimate the pleasantness of each adjec-
tive P in Whissell’s dictionary via the weighted
mean of the pleasantness of adjectives in ?P (again
using web frequencies as weights), a two-tailed
Pearson test (p < 0.05) shows a correlation of 0.7
between estimates and actual scores. It seems ?P
does a rather good job of capturing the feel of P.

6 Concluding Remarks

Creative information retrieval is not a single appli-
cation, but a paradigm that allows us to conceive
of many different kinds of application for crea-
tively manipulating text. It is also a tool-kit for
implementing such an application, as shown here
in the cases of Aristotle, Idiom Savant and Jigsaw
Bard.

The  wildcards @, ? and ^ allow users to for-
mulate their own task-specific ontologies of ad-hoc
categories. In a fully automated application, they
provide developers with a simple but powerful vo-
cabulary for describing the range and relationships
of the words, phrases and ideas to be manipulated.

The @ , ? and ^ wildcards are just a start. We
expect other aspects of figurative language to be
incorporated into the framework whenever they
prove robust enough for use in an IR context. In
this respect, we aim to position Creative IR as an
open, modular platform in which diverse results in
FLP, from diverse researchers, can be meaning-
fully integrated. One can imagine wildcards for
matching potential puns, portmanteau words and
other novel forms, as well as wildcards for figura-
tive processes like metonymy, synecdoche, hyper-
bolae and even irony. Ultimately, it is hoped that
creative IR can serve as a textual bridge between
high-level creativity and the low-level creative
potentials that are implicit in a large corpus.
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Abstract

This paper proposes the use of local his-
tograms (LH) over character n-grams for au-
thorship attribution (AA). LHs are enriched
histogram representations that preserve se-
quential information in documents; they have
been successfully used for text categorization
and document visualization using word his-
tograms. In this work we explore the suitabil-
ity of LHs over n-grams at the character-level
for AA. We show that LHs are particularly
helpful for AA, because they provide useful
information for uncovering, to some extent,
the writing style of authors. We report experi-
mental results in AA data sets that confirm that
LHs over character n-grams are more help-
ful for AA than the usual global histograms,
yielding results far superior to state of the art
approaches. We found that LHs are even more
advantageous in challenging conditions, such
as having imbalanced and small training sets.
Our results motivate further research on the
use of LHs for modeling the writing style of
authors for related tasks, such as authorship
verification and plagiarism detection.

1 Introduction

Authorship attribution (AA) is the task of deciding
whom, from a set of candidates, is the author of a
given document (Houvardas and Stamatatos, 2006;
Luyckx and Daelemans, 2010; Stamatatos, 2009b).
There is a broad field of application for AA meth-
ods, including spam filtering (de Vel et al., 2001),

fraud detection, computer forensics (Lambers and
Veenman, 2009), cyber bullying (Pillay and Solorio,
2010) and plagiarism detection (Stamatatos, 2009a).
Therefore, the development of automated AA tech-
niques has received much attention recently (Sta-
matatos, 2009b). The AA problem can be natu-
rally posed as one of single-label multiclass clas-
sification, with as many classes as candidate au-
thors. However, unlike usual text categorization
tasks, where the core problem is modeling the the-
matic content of documents (Sebastiani, 2002), the
goal in AA is modeling authors’ writing style (Sta-
matatos, 2009b). Hence, document representations
that reveal information about writing style are re-
quired to achieve good accuracy in AA.

Word and character based representations have
been used in AA with some success so far (Houvar-
das and Stamatatos, 2006; Luyckx and Daelemans,
2010; Plakias and Stamatatos, 2008b). Such rep-
resentations can capture style information through
word or character usage, but they lack sequential in-
formation, which can reveal further stylistic infor-
mation. In this paper, we study the use of richer
document representations for the AA task. In partic-
ular, we consider local histograms over n-grams at
the character-level obtained via the locally-weighted
bag of words (LOWBOW) framework (Lebanon et
al., 2007).

Under LOWBOW, a document is represented by a
set of local histograms, computed across the whole
document but smoothed by kernels centered on dif-
ferent document locations. In this way, document
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representations preserve both word/character usage
and sequential information (i.e., information about
the positions in which words or characters occur),
which can be more helpful for modeling the writ-
ing style of authors. We report experimental re-
sults in an AA data set used in previous studies un-
der several conditions (Houvardas and Stamatatos,
2006; Plakias and Stamatatos, 2008b; Plakias and
Stamatatos, 2008a). Results confirm that local his-
tograms of character n-grams are more helpful for
AA than the usual global histograms of words or
character n-grams (Luyckx and Daelemans, 2010);
our results are superior to those reported in re-
lated works. We also show that local histograms
over character n-grams are more helpful than lo-
cal histograms over words, as originally proposed
by (Lebanon et al., 2007). Further, we performed
experiments with imbalanced and small training
sets (i.e., under a realistic AA setting) using the
aforementioned representations. We found that the
LOWBOW-based representation resulted even more
advantageous in these challenging conditions. The
contributions of this work are as follows:
• We show that the LOWBOW framework can be

helpful for AA, giving evidence that sequential in-
formation encoded in local histograms is useful for
modeling the writing style of authors.

• We propose the use of local histograms over
character-level n-grams for AA. We show that
character-level representations, which have proved
to be very effective for AA (Luyckx and Daelemans,
2010), can be further improved by adopting a local
histogram formulation. Also, we empirically show
that local histograms at the character-level are more
helpful than local histograms at the word-level for
AA.

• We study several kernels for a support vector ma-
chine AA classifier under the local histograms for-
mulation. Our study confirms that the diffusion ker-
nel (Lafferty and Lebanon, 2005) is the most ef-
fective among those we tried, although competitive
performance can be obtained with simpler kernels.

• We report experimental results that are superior to
state of the art approaches (Plakias and Stamatatos,
2008b; Plakias and Stamatatos, 2008a), with im-
provements ranging from 2%−6% in balanced data
sets and from 14%− 30% in imbalanced data sets.

2 Related Work

AA can be faced as a multiclass classifica-
tion task with as many classes as candidate au-
thors. Standard classification methods have been

applied to this problem, including support vec-
tor machine (SVM) classifiers (Houvardas and Sta-
matatos, 2006) and variants thereon (Plakias and
Stamatatos, 2008b; Plakias and Stamatatos, 2008a),
neural networks (Tearle et al., 2008), Bayesian clas-
sifiers (Coyotl-Morales et al., 2006), decision tree
methods (Koppel et al., 2009) and similarity based
techniques (Keselj et al., 2003; Lambers and Veen-
man, 2009; Stamatatos, 2009b; Koppel et al., 2009).
In this work, we chose an SVM classifier as it has
reported acceptable performance in AA and because
it will allow us to directly compare results with pre-
vious work that has used this same classifier.

A broad diversity of features has been used to rep-
resent documents in AA (Stamatatos, 2009b). How-
ever, as in text categorization (Sebastiani, 2002),
word-based and character-based features are among
the most widely used features (Stamatatos, 2009b;
Luyckx and Daelemans, 2010). With respect to
word-based features, word histograms (i.e., the bag-
of-words paradigm) are the most frequently used
representations in AA (Zhao and Zobel, 2005;
Argamon and Levitan, 2005; Stamatatos, 2009b).
Some researchers have gone a step further and
have attempted to capture sequential information
by using n-grams at the word-level (Peng et al.,
2004) or by discovering maximal frequent word se-
quences (Coyotl-Morales et al., 2006). Unfortu-
nately, because of computational limitations, the lat-
ter methods cannot discover enough sequential in-
formation from documents (e.g., word n-grams are
often restricted to n ∈ {1, 2, 3}, while full se-
quential information would be obtained with n ∈
{1 . . . D} where D is the maximum number of
words in a document).

With respect to character-based features, n-grams
at the character level have been widely used in AA
as well (Plakias and Stamatatos, 2008b; Peng et
al., 2003; Luyckx and Daelemans, 2010). Peng et
al. (2003) propose the use of language models at the
n-gram character-level for AA, whereas Keselj et
al. (2003) build author profiles based on a selection
of frequent n-grams for each author. Stamatatos and
co-workers have studied the impact of feature se-
lection, with character n-grams, in AA (Houvardas
and Stamatatos, 2006; Stamatatos, 2006a), ensem-
ble learning with character n-grams (Stamatatos,
2006b) and novel classification techniques based
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on characters at the n-gram level (Plakias and Sta-
matatos, 2008a).

Acceptable performance in AA has been reported
with character n-gram representations. However,
as with word-based features, character n-grams are
unable to incorporate sequential information from
documents in their original form (in terms of the
positions in which the terms appear across a doc-
ument). We believe that sequential clues can be
helpful for AA because different authors are ex-
pected to use different character n-grams or words
in different parts of the document. Accordingly,
in this work we adopt the popular character-based
and word-based representations, but we enrich them
in a way that they incorporate sequential informa-
tion via the LOWBOW framework. Hence, the pro-
posed features preserve sequential information be-
sides capturing character and word usage informa-
tion. Our hypothesis is that the combination of se-
quential and frequency information can be particu-
larly helpful for AA.

The LOWBOW framework has been mainly used
for document visualization (Lebanon et al., 2007;
Mao et al., 2007), where researchers have used in-
formation derived from local histograms for dis-
playing a 2D representation of document’s con-
tent. More recently, Chasanis et al. (2009) used
the LOWBOW framework for segmenting movies
into chapters and scenes. LOWBOW representa-
tions have also been applied to discourse segmen-
tation (AMIDA, 2007) and have been suggested for
text summarization (Das and Martins, 2007). How-
ever, to the best of our knowledge the use of the
LOWBOW framework for AA has not been studied
elsewhere. Actually, the only two references using
this framework for text categorization are (Lebanon
et al., 2007; AMIDA, 2007). The latter can be due to
the fact that local histograms provide little gain over
usual global histograms for thematic classification
tasks. In this paper we show that LOWBOW rep-
resentations provide important improvements over
global histograms for AA; in particular, local his-
tograms at the character-level achieve the highest
performance in our experiments.
3 Background

This section describes preliminary information on
document representations and pattern classification

with SVMs.

3.1 Bag of words representations
In the bag of words (BOW) representation, docu-
ments are represented by histograms over the vo-
cabulary1 that was used to generate a collection of
documents; that is, a document i is represented as:

di = [xi,1, . . . , xi,|V |] (1)

where V is the vocabulary and |V | is the number of
elements in V , di,j = xi,j is a weight that denotes
the contribution of term j to the representation of
document i; usually xi,j is related to the occurrence
(binary weighting) or the weighted frequency of oc-
currence (e.g., the tf-idf weighting scheme) of the
term j in document i.

3.2 Locally-weighted bag-of-words
representation

Instead of using the BOW framework directly, we
adopted the LOWBOW framework for document
representation (Lebanon et al., 2007). The underly-
ing idea in LOWBOW is to compute several local
histograms per document, where these histograms
are smoothed by a kernel function, see Figure 1.
The parameters of the kernel specify the position of
the kernel in the document (i.e., where the local his-
togram is centered) and its scale (i.e., to what extent
it is smoothed). In this way the sequential informa-
tion in the document is preserved together with term
usage statistics.

Let Wi = {wi,1, . . . , wi,Ni}, denote the terms
(in order of appearance) in document i where Ni

is the number of terms that appear in document i
and wi,j ∈ V is the term appearing at position
j; let vi = {vi,1, . . . , vi,Ni} be the set of indexes
in the vocabulary V of the terms appearing in Wi,
such that vi,j is the index in V of the term wi,j ;
let t = [t1, . . . , tNi ] be a set of (equally spaced)
scalars that determine intervals, with 0 ≤ tj ≤ 1 and∑Ni

j=1 tj = 1, such that each tj can be associated to
a position in Wi. Given a kernel smoothing function
Ks

µ,σ : [0, 1] → R with location parameter µ and
scale parameter σ, where

∑k
j=1 Ks

µ,σ(tj) = 1 and

1In the following we will refer to arbitrary vocabularies,
which can be formed with terms from either words or character
n-grams.
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Figure 1: Diagram of the process for obtaining local
histograms. Terms (wi) appearing in different posi-
tions (1, . . . , N ) of the document are weighted according
to the locations (µ1, . . . , µk) of the smoothing function
Kµ,σ(x). Then, the term position weighting is combined
with term frequency weighting for obtaining local his-
tograms over the terms in the vocabulary (1, . . . , |V |).

µ ∈ [0, 1]. The LOWBOW framework computes a
local histogram for each position µj ∈ {µ1, . . . , µk}
as follows:

dlji,{vi,1,...,vi,Ni
} = di,{vi,1,...,vi,Ni

} ×Ks
µj ,σ(t) (2)

where dli,vj :vj 6∈vi = const, a small constant value,

and di,j is defined as above. Hence, a set dl{1,...,k}
i

of k local histograms are computed for each doc-
ument i. Each histogram dlji carries information
about the distribution of terms at a certain position
µj of the document, where σ determines how the
nearby terms to µj influence the local histogram
j. Thus, sequential information of the document is
considered throughout these local histograms. Note
that when σ is small, most of the sequential informa-
tion is preserved, as local histograms are calculated
at very local scales; whereas when σ ≥ 1, local his-
tograms resemble the traditional BOW representa-
tion.

Under LOWBOW documents can be represented
in two forms (Lebanon et al., 2007): as a single his-
togram dL

i = const × ∑k
j=1 dlji (hereafter LOW-

BOW histograms) or by the set of local histograms
itself dl{1,...,k}

i . We performed experiments with

both forms of representation and considered words
and n-grams at the character-level as terms (c.f. Sec-
tion 5). Regarding the smoothing function, we con-
sidered the re-normalized Gaussian pdf restricted to
[0, 1]:

Ks
µ,σ(x) =





N (x;µ,σ)

φ( 1−µ
σ )−φ(−µ

σ ) if x ∈ [0, 1]

0 otherwise
(3)

where φ(x) is the cumulative distribution function
for a Gaussian with mean 0 and standard deviation 1,
evaluated at x, see (Lebanon et al., 2007) for further
details.

3.3 Support vector machines

Support vector machines (SVMs) are pattern classi-
fication methods that aim to find an optimal sepa-
rating hyperplane between examples from two dif-
ferent classes (Shawe-Taylor and Cristianini, 2004).
Let {xi, yi}N be pairs of training patterns-outputs,
where xi ∈ Rd and y ∈ {−1, 1}, with d the di-
mensionality of the problem. SVMs aim at learn-
ing a mapping from training instances to outputs.
This is done by considering a linear function of the
form: f(x) = Wx + b, where parameters W and b
are learned from training data. The particular linear
function considered by SVMs is as follows:

f(x) =
∑

i

αiyiK(xi, x)− b (4)

that is, a linear function over (a subset of) training
examples, where αi is the weight associated with
training example i (those for which αi > 0 are the so
called support vectors) and yi is the label associated
with training example i, K(xi, xj) is a kernel2 func-
tion that aims at mapping the input vectors, (xi, xj),
into the so called feature space, and b is a bias
term. Intuitively, K(xi, xj) evaluates how similar
instances xi and xj are, thus the particular choice of
kernel is problem dependent. The parameters in ex-
pression (4), namely α{1,...,N} and b, are learned by
using exact optimization techniques (Shawe-Taylor
and Cristianini, 2004).

2One should not confuse the kernel smoothing function,
Ks

µ,σ(x), defined in Equation (3) with the Mercer kernel in
Equation (4), as the former acts as a smoothing function and
the latter acts as a similarity function.
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4 Authorship Attribution with LOWBOW
Representations

For AA we represent the training documents of
each author using the framework described in Sec-
tion 3.2, thus each document of each candidate au-
thor is either a LOWBOW histogram or a bag of lo-
cal histograms (BOLH). Recall that LOWBOW his-
tograms are an un-weighted sum of local histograms
and hence can be considered a summary of term us-
age and sequential information; whereas the BOLH
can be seen as term occurrence frequencies across
different locations of the document.

For both types of representations we consider an
SVM classifier under the one-vs-all formulation for
facing the AA problem. We consider SVM as base
classifier because this method has proved to be very
effective in a large number of applications, including
AA (Houvardas and Stamatatos, 2006; Plakias and
Stamatatos, 2008b; Plakias and Stamatatos, 2008a);
further, since SVMs are kernel-based methods, they
allow us to use local histograms for AA by consid-
ering kernels that work over sets of histograms.

We build a multiclass SVM classifier by con-
sidering the pairs of patterns-outputs associated to
documents-authors. Where each pattern can be ei-
ther a LOWBOW histogram or the set of local his-
tograms associated with the corresponding docu-
ment, and the output associated to each pattern is
a categorical random variable (outputs) that asso-
ciates the representation of each document to its cor-
responding author y1,...,N ∈ {1, . . . , C}, with C
the number of candidate authors. For building the
multiclass classifier we adopted the one-vs-all for-
mulation, where C binary classifiers are built and
where each classifier fi discriminates among exam-
ples from class i (positive examples) and the rest
j : j ∈ {1, . . . , C}, j 6= i; despite being one of the
simplest formulations, this approach has shown to
obtain comparable and even superior performance to
that obtained by more complex formulations (Rifkin
and Klautau, 2004).

For AA using LOWBOW histograms, we con-
sider a linear kernel since it has been success-
fully applied to a wide variety of problems (Shawe-
Taylor and Cristianini, 2004), including AA (Hou-
vardas and Stamatatos, 2006; Plakias and Sta-
matatos, 2008b). However, standard kernels can-

not work for input spaces where each instance is de-
scribed by a set of vectors. Therefore, usual kernels
are not applicable for AA using BOLH. Instead, we
rely on particular kernels defined for sets of vectors
rather than for a single vector. Specifically, we con-
sider kernels of the form (Rubner et al., 2001; Grau-
man, 2006):

K(P, Q) = exp
(− D(P, Q)2

γ

)
(5)

where D(P, Q) is the sum of the distances between
the elements of the bag of local histograms asso-
ciated to author P and the elements of the bag of
histograms associated with author Q; γ is the scale
parameter of K. Let P = {p1, . . . , pk} and Q =
{q1, . . . , qk} be the elements of the bags of local
histograms for instances P and Q, respectively, Ta-
ble 1 presents the distance measures we consider for
AA using local histograms.

Kernel Distance
Diffusion D(P, Q) =

∑k
l=1 arccos

(〈√p
l
· √q

l
〉)

EMD D(P, Q) = EMD(P, Q)

Eucidean D(P, Q) =
√∑k

l=1(pl − ql).
2

χ2 D(P, Q) =
√∑k

l=1
(pl−ql)

2

(pl+ql)

Table 1: Distance functions used to calculate the kernel
defined in Equation (5).

Diffusion, Euclidean, and χ2 kernels compare lo-
cal histograms one to one, which means that the lo-
cal histograms calculated at the same locations are
compared to each other. We believe that for AA
this is advantageous as it is expected that an author
uses similar terms at similar locations of the docu-
ment. The Earth mover’s distance (EMD), on the
other hand, is an estimate of the optimal cost in tak-
ing local histograms from Q to local histograms in
P (Rubner et al., 2001); that is, this measure com-
putes the optimal matching distance between local
histograms from different authors that are not neces-
sarily computed at similar locations.

5 Experiments and Results

For our experiments we considered the data set used
in (Plakias and Stamatatos, 2008b; Plakias and Sta-
matatos, 2008a). This corpus is a subset of the
RCV1 collection (Lewis et al., 2004) and comprises
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documents authored by 10 authors. All of the docu-
ments belong to the same topic. Since this data set
has predefined training and testing partitions, our re-
sults are comparable to those obtained by other re-
searchers. There are 50 documents per author for
training and 50 documents per author for testing.

We performed experiments with LOWBOW3 rep-
resentations at word and character-level. For the ex-
periments with words, we took the top 2,500 most
common words used across the training documents
and obtained LOWBOW representations. We used
this setting in agreement with previous work on
AA (Houvardas and Stamatatos, 2006). For our
character n-gram experiments, we obtained LOW-
BOW representations for character 3-grams (only
n-grams of size n = 3 were used) considering
the 2, 500 most common n-grams. Again, this set-
ting was adopted in agreement with previous work
on AA with character n-grams (Houvardas and
Stamatatos, 2006; Plakias and Stamatatos, 2008b;
Plakias and Stamatatos, 2008a; Luyckx and Daele-
mans, 2010). All our experiments use the SVM im-
plementation provided by Canu et al. (2005).

5.1 Experimental settings

In order to compare our methods to related works
we adopted the following experimental setting. We
perform experiments using all of the training doc-
uments per author, that is, a balanced corpus (we
call this setting BC). Next we evaluate the perfor-
mance of classifiers over reduced training sets. We
tried balanced reduced data sets with: 1, 3, 5 and
10 documents per author (we call this configura-
tion RBC). Also, we experimented with reduced-
imbalanced data sets using the same imbalance rates
reported in (Plakias and Stamatatos, 2008b; Plakias
and Stamatatos, 2008a): we tried settings 2 − 10,
5− 10, and 10− 20, where, for example, setting 2-
10 means that we use at least 2 and at most 10 doc-
uments per author (we call this setting IRBC). BC
setting represents the AA problem under ideal con-
ditions, whereas settings RBC and IRBC aim at em-
ulating a more realistic scenario, where limited sam-
ple documents are available and the whole data set is
highly imbalanced (Plakias and Stamatatos, 2008b).

3We used LOWBOW code of G. Lebanon and Y. Mao avail-
able from http://www.cc.gatech.edu/∼ymao8/lowbow.htm

5.2 Experimental results in balanced data
We first compare the performance of the LOWBOW
histogram representation to that of the traditional
BOW representation. Table 2 shows the accuracy
(i.e., percentage of documents in the test set that
were associated to its correct author) for the BOW
and LOWBOW histogram representations when us-
ing words and character n-grams information. For
LOWBOW histograms, we report results with three
different configurations for µ. As in (Lebanon et al.,
2007), we consider uniformly distributed locations
and we varied the number of locations that were in-
cluded in each setting. We denote with k the number
of local histograms. In preliminary experiments we
tried several other values for k, although we found
that representative results can be obtained with the
values we considered here.

Method Parameters Words Characters
BOW - 78.2% 75.0%
LOWBOW k = 2; σ = 0.2 75.8% 72.0%
LOWBOW k = 5; σ = 0.2 77.4% 75.2%
LOWBOW k = 20; σ = 0.2 77.4% 75.0%

Table 2: Authorship attribution accuracy for the BOW
representation and LOWBOW histograms. Column 2
shows the parameters we used for the LOWBOW his-
tograms; columns 3 and 4 show results using words and
character n-grams, respectively.

From Table 2 we can see that the BOW repre-
sentation is very effective, outperforming most of
the LOWBOW histogram configurations. Despite a
small difference in performance, BOW is advanta-
geous over LOWBOW histograms because it is sim-
pler to compute and it does not rely on parameter
selection. Recall that the LOWBOW histogram rep-
resentations are obtained by the combination of sev-
eral local histograms calculated at different locations
of the document, hence, it seems that the raw sum of
local histograms results in a loss of useful informa-
tion for representing documents. The worse perfor-
mance was obtained when k = 2 local histograms
are considered (see row 3 in Table 2). This re-
sult is somewhat expected since the larger the num-
ber of local histograms, the more LOWBOW his-
tograms approach the BOW formulation (Lebanon
et al., 2007).

We now describe the AA performance obtained
when using the BOLH formulation; these results
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are shown in Table 3. Most of the results from
this table are superior to those reported in Table 2,
showing that bags of local histograms are a better
way to exploit the LOWBOW framework for AA.
As expected, different kernels yield different results.
However, the diffusion kernel outperformed most of
the results obtained with other kernels; confirming
the results obtained by other researchers (Lebanon
et al., 2007; Lafferty and Lebanon, 2005).

Kernel Euc. Diffusion EMD χ2

Words
Setting-1 78.6% 81.0% 75.0% 75.4%
Setting-2 77.6% 82.0% 76.8% 77.2%
Setting-3 79.2% 80.8% 77.0% 79.0%

Characters
Setting-1 83.4% 82.8% 84.4% 83.8%
Setting-2 83.4% 84.2% 82.2% 84.6%
Setting-3 83.6% 86.4% 81.0% 85.2%

Table 3: Authorship attribution accuracy when using bags
of local histograms and different kernels for word-based
and character-based representations. The BC data set is
used. Settings 1, 2 and 3 correspond to k = 2, 5 and 20,
respectively.

On average, the worse kernel was that based on
the earth mover’s distance (EMD), suggesting that
the comparison of local histograms at different loca-
tions is not a fruitful approach (recall that this is the
only kernel that compares local histograms at differ-
ent locations). This result evidences that authors use
similar word/character distributions at similar loca-
tions when writing different documents.

The best performance across settings and kernels
was obtained with the diffusion kernel (in bold, col-
umn 3, row 9) (86.4%); that result is 8% higher
than that obtained with the BOW representation and
9% better than the best configuration of LOWBOW
histograms, see Table 2. Furthermore, that result
is more than 5% higher than the best reported re-
sult in related work (80.8% as reported in (Plakias
and Stamatatos, 2008b)). Therefore, the consid-
ered local histogram representations over character
n-grams have proved to be very effective for AA.

One should note that, in general, better per-
formance was obtained when using character-level
rather than word-level information. This confirms
the results already reported by other researchers
that have used character-level and word-level infor-
mation for AA (Houvardas and Stamatatos, 2006;

Plakias and Stamatatos, 2008b; Plakias and Sta-
matatos, 2008a; Peng et al., 2003). We believe this
can be attributed to the fact that character n-grams
provide a representation for the document at a finer
granularity, which can be better exploited with local
histogram representations. Note that by considering
3-grams, words of length up to three are incorpo-
rated, and usually these words are function words
(e.g., the, it, as, etc.), which are known to be in-
dicative of writing style. Also, n-gram information
is more dense in documents than word-level infor-
mation. Hence, the local histograms are less sparse
when using character-level information, which re-
sults in better AA performance.

True author
AC AS BL DL JM JG MM MD RS TN
88 2 0 0 0 0 0 0 0 0
10 98 0 0 0 0 0 0 0 0
0 0 68 0 40 0 0 0 0 0
0 0 0 80 0 0 0 0 0 4
0 0 12 2 42 0 0 2 0 0
0 0 0 0 0 100 0 0 0 2
2 0 2 0 0 0 100 0 0 0
0 0 18 0 18 0 0 98 0 0
0 0 0 2 0 0 0 0 100 4
0 0 0 16 0 0 0 0 0 90

Table 4: Confusion matrix (in terms of percentages) for
the best result in the BC corpus (i.e., last row, column 3
in Table 3). Columns show the true author for test docu-
ments and rows show the authors predicted by the SVM.

Table 4 shows the confusion matrix for the setting
that reached the best results (i.e., column 3, last row
in Table 3). From this table we can see that 8 out
of the 10 authors were recognized with an accuracy
higher or equal to 80%. For these authors sequential
information seems to be particularly helpful. How-
ever, low recognition performance was obtained for
authors BL (B. K. Lim) and JM (J. MacArtney).
The SVM with BOW representation of character n-
grams achieved recognition rates of 40% and 50%
for BL and JM respectively. Thus, we can state that
sequential information was indeed helpful for mod-
eling BL writing style (improvement of 28%), al-
though it is an author that resulted very difficult to
model. On the other hand, local histograms were not
very useful for identifying documents written by JM
(made it worse by −8%). The largest improvement
(38%) of local histograms over the BOW formula-
tion was obtained for author TN (T. Nissen). This
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result gives evidence that TN uses a similar distri-
bution of words in similar locations across the doc-
uments he writes. These results are interesting, al-
though we would like to perform a careful analysis
of results in order to determine for what type of au-
thors it would be beneficial to use local histograms,
and what type of authors are better modeled with a
standard BOW approach.

5.3 Experimental results in imbalanced data

In this section we report results with RBC and
IRBC data sets, which aim to evaluate the perfor-
mance of our methods in a realistic setting. For
these experiments we compare the performance of
the BOW, LOWBOW histogram and BOLH repre-
sentations; for the latter, we considered the best set-
ting as reported in Table 3 (i.e., an SVM with dif-
fusion kernel and k = 20). Tables 5 and 6 show
the AA performances when using word and charac-
ter information, respectively.

We first analyze the results in the RBC data set
(recall that for this data set we consider 1, 3, 5, 10,
and 50, randomly selected documents per author).
From Tables 5 and 6 we can see that BOW and
LOWBOW histogram representations obtained sim-
ilar performance to each other across the different
training set sizes, which agree with results in Table 2
for the BC data sets. The best performance across
the different configurations of the RBC data set was
obtained with the BOLH formulation (row 6 in Ta-
bles 5 and 6). The improvements of local histograms
over the BOW formulation vary across different set-
tings and when using information at word-level and
character-level. When using words (columns 2-6
in Table 5) the differences in performance are of
15.6%, 6.2%, 6.8%, 2.9%, 3.8% when using 1, 3, 5,
10 and 50 documents per author, respectively. Thus,
it is evident that local histograms are more beneficial
when less documents are considered. Here, the lack
of information is compensated by the availability of
several histograms per author.

When using character n-grams (columns 2-6 in
Table 6) the corresponding differences in perfor-
mance are of 5.4%, 6.4%, 6.4%, 6% and 11.4%,
when using 1, 3, 5, 10, and 50 documents per au-
thor, respectively. In this case, the larger improve-
ment was obtained when 50 documents per author
are available; nevertheless, one should note that re-

sults using character-level information are, in gen-
eral, significantly better than those obtained with
word-level information; hence, improvements are
expected to be smaller.

When we compare the results of the BOLH for-
mulation with the best reported results elsewhere
(c.f. last row 6 in Tables 5 and 6) (Plakias and Sta-
matatos, 2008b), we found that the improvements
range from 14% to 30.2% when using character n-
grams and from 1.2% to 26% when using words.
The differences in performance are larger when less
information is used (e.g., when 5 documents are
used for training) and we believe the differences
would be even larger if results for 1 and 3 documents
were available. These are very positive results; for
example, we can obtain almost 71% of accuracy, us-
ing local histograms of character n-grams when a
single document is available per author (recall that
we have used all of the test samples for evaluating
the performance of our methods).

We now analyze the performance of the different
methods when using the IRBC data set (columns 7-
9 in Tables 5 and 6). The same pattern as before can
be observed in experimental results for these data
sets as well: BOW and LOWBOW histograms ob-
tained comparable performance to each other and
the BOLH formulation performed the best. The
BOLH formulation outperforms state of the art ap-
proaches by a considerable margin that ranges from
10% to 27%. Again, better results were obtained
when using character n-grams for the local his-
tograms. With respect to RBC data sets, the BOLH
at the character-level resulted very robust to the re-
duction of training set size and the highly imbal-
anced data.

Summarizing, the results obtained in RBC and
IRBC data sets show that the use of local histograms
is advantageous under challenging conditions. An
SVM under the BOLH representation is less sen-
sitive to the number of training examples available
and to the imbalance of data than an SVM using
the BOW representation. Our hypothesis for this
behavior is that local histograms can be thought of
as expanding training instances, because for each
training instance in the BOW formulation we have
k−training instances under BOLH. The benefits of
such expansion become more notorious as the num-
ber of available documents per author decreases.
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WORDS
Data set Balanced Imbalanced
Setting 1-doc 3-docs 5-docs 10-docs 50-docs 2-10 5-10 10-20
BOW 36.8% 57.1% 62.4% 69.9% 78.2% 62.3% 67.2% 71.2%
LOWBOW 37.9% 55.6% 60.5% 69.3% 77.4% 61.1% 67.4% 71.5%
Diffusion kernel 52.4% 63.3% 69.2% 72.8% 82.0% 66.6% 70.7% 74.1%
Reference - - 53.4% 67.8% 80.8% 49.2% 59.8% 63.0%

Table 5: AA accuracy in RBC (columns 2-6) and IRBC (columns 7-9) data sets when using words as terms. We report
results for the BOW, LOWBOW histogram and BOLH representations. For reference (last row), we also include the
best result reported in (Plakias and Stamatatos, 2008b), when available, for each configuration.

CHARACTER N-GRAMS
Data set Balanced Imbalanced
Setting 1-doc 3-docs 5-docs 10-docs 50-docs 2-10 5-10 10-20
BOW 65.3% 71.9% 74.2% 76.2% 75.0% 70.1% 73.4% 73.1%
LOWBOW 61.9% 71.6% 74.5% 73.8% 75.0% 70.8% 72.8% 72.1%
Diffusion kernel 70.7% 78.3% 80.6% 82.2% 86.4% 77.8% 80.5% 82.2%
Reference - - 50.4% 67.8% 76.6% 49.2% 59.8% 63.0%

Table 6: AA accuracy in the RBC and IRBC data sets when using character n-grams as terms.

6 Conclusions

We have described the use of local histograms (LH)
over character n-grams for AA. LHs are enriched
histogram representations that preserve sequential
information in documents (in terms of the positions
of terms in documents); we explored the suitabil-
ity of LHs over n-grams at the character-level for
AA. We showed evidence supporting our hypothe-
sis that LHs are very helpful for AA; we believe that
this is due to the fact that LOWBOW representations
can uncover, to some extent, the writing preferences
of authors. Our experimental results showed that
LHs outperform traditional bag-of-words formula-
tions and state of the art techniques in balanced,
imbalanced, and reduced data sets. The improve-
ments were larger in reduced and imbalanced data
sets, which is a very positive result as in real AA
applications one often faces highly imbalanced and
small sample issues. Our results are promising and
motivate further research on the use and extension
of the LOWBOW framework for related tasks (e.g.
authorship verification and plagiarism detection).

As future work we would like to explore the use
of LOWBOW representations for profile-based AA
and related tasks. Also, we would like to develop
model selection strategies for learning what combi-
nation of hyperparameters works better for modeling
each author.
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Abstract 

While computational estimation of difficulty 
of words in the lexicon is useful in many edu-
cational and assessment applications, the 
concept of scalar word difficulty and current 
corpus-based methods for its estimation are 
inadequate. We propose a new paradigm 
called word meaning maturity which tracks 
the degree of knowledge of each word at dif-
ferent stages of language learning. We pre-
sent a computational algorithm for estimating 
word maturity, based on modeling language 
acquisition with Latent Semantic Analysis. 
We demonstrate that the resulting metric not 
only correlates well with external indicators, 
but captures deeper semantic effects in lan-
guage. 

1 Motivation 

It is no surprise that through stages of language 
learning, different words are learned at different 
times and are known to different extents. For ex-
ample, a common word like “dog” is familiar to 
even a first-grader, whereas a more advanced 
word like “focal” does not usually enter learners’ 
vocabulary until much later. Although individual 
rates of learning words may vary between high- 
and low-performing students, it has been observed 
that “children […] acquire word meanings in 
roughly the same sequence” (Biemiller, 2008). 

The aim of this work is to model the degree of 
knowledge of words at different learning stages. 
Such a metric would have extremely useful appli-
cations in personalized educational technologies, 
for the purposes of accurate assessment and per-
sonalized vocabulary instruction. 

2 Rethinking Word Difficulty 

Previously, related work in education and psy-
chometrics has been concerned with measuring 
word difficulty or classifying words into different 
difficulty categories.  

Examples of such approaches include creation 
of word lists for targeted vocabulary instruction at 
various grade levels that were compiled by educa-
tional experts, such as Nation (1993) or Biemiller 
(2008). Such word difficulty assignments are also 
implicitly present in some readability formulas 
that estimate difficulty of texts, such as Lexiles 
(Stenner, 1996), which include a lexical difficulty 
component based on the frequency of occurrence 
of words in a representative corpus, on the as-
sumption that word difficulty is inversely correlat-
ed to corpus frequency. Additionally, research in 
psycholinguistics has attempted to outline and 
measure psycholinguistic dimensions of words 
such as age-of-acquisition and familiarity, which 
aim to track when certain words become known 
and how familiar they appear to an average per-
son. 

Importantly, all such word difficulty measures 
can be thought of as functions that assign a single 
scalar value to each word w: 

!"##"$%&'( ∶ ! ! → ℝ (1) 

There are several important limitations to such 
metrics, regardless of whether they are derived 
from corpus frequency, expert judgments or other 
measures. 

First, learning each word is a continual process, 
one that is interdependent with the rest of the vo-
cabulary. Wolter (2001) writes:  
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[…] Knowing a word is quite often not an either-or 
situation; some words are known well, some not at 
all, and some are known to varying degrees. […] How 
well a particular word is known may condition the 
connections made between that particular word and 
the other words in the mental lexicon.  

Thus, instead of modeling when a particular 
word will become fully known, it makes more 
sense to model the degree to which a word is 
known at different levels of language exposure.  

Second, word difficulty is inherently perspec-
tival: the degree of word understanding depends 
not only on the word itself, but also on the sophis-
tication of a given learner. Consider again the dif-
ference between “dog” and “focal”: a typical first-
grader will have much more difficulty understand-
ing the latter word compared to the former, where-
as a well-educated adult will be able to use these 
words with equal ease. Therefore, the degree, or 
maturity, of word knowledge is inherently a func-
tion of two parameters -- word w and learner level 
l: 

!"#$%&#' ∶ ! !, ! → ℝ (2) 

As the level l increases (i.e. for more advanced 
learners), we would expect the degree of under-
standing of word w to approach its full value cor-
responding to perfect knowledge; this will happen 
at different rates for different words.  

Ideally, we would obtain maturity values by 
testing word knowledge of learners across differ-
ent levels (ages or school grades) for all the words 
in the lexicon. Such a procedure, however, is pro-
hibitively expensive; so instead we would like to 
estimate word maturity by using computational 
models.  

To summarize: our aim is to model the devel-
opment of meaning of words as a function of in-
creasing exposure to language, and ultimately - the 
degree to which the meaning of words at each 
stage of exposure resemble their “adult” meaning. 
We therefore define word meaning maturity to be 
the degree to which the understanding of the word 
(expected for the average learner of a particular 
level) resembles that of an ideal mature learner. 

3 Modeling Word Meaning Acquisition 
with Latent Semantic Analysis  

3.1 Latent Semantic Analysis (LSA) 

An appealing choice for quantitatively modeling 
word meanings and their growth over time is La-
tent Semantic Analysis (LSA), an unsupervised 
method for representing word and document 
meaning in a multi-dimensional vector space.  

The LSA vector representation is derived in an 
unsupervised manner, based on occurrence pat-
terns of words in a large corpus of natural lan-
guage documents. A Singular Value 
Decomposition on the high-dimensional matrix of 
word/document occurrence counts (A) in the cor-
pus, followed by zeroing all but the largest r ele-
ments1 of the diagonal matrix S, yields a lower-
rank word vector matrix (U).  The dimensionality 
reduction has the effect of smoothing out inci-
dental co-occurrences and preserving significant 
semantic relationships between words. The result-
ing word vectors2 in U are positioned in such a 
way that semantically related words vectors point 
in similar directions or, equivalently, have higher 
cosine values between them. For more details, 
please refer to Landauer et al. (2007) and others. 

 

 
Figure 1. The SVD process in LSA illustrated. The original 
high-dimensional word-by-document matrix A is decomposed 
into word (U) and document (V) matrices of lower dimen-
sionality. 

In addition to merely measuring semantic relat-
edness, LSA has been shown to emulate the learn-
ing of word meanings from natural language (as 
can be evidenced by a broad range of applications 
from synonym tests to automated essay grading), 
at rates that resemble those of human learners 
(Laundauer et al, 1997). Landauer and Dumais 
(1997) have demonstrated empirically that LSA 
can emulate not only the rate of human language 
acquisition, but also more subtle phenomena, such 
as the effects of learning certain words on mean-
ing of other words. LSA can model meaning with 
                                                             
1 Typically the first approx. 300 dimensions are retained 
2 UΣ is used to project word vectors into V-space 

SVD x x

Document	  VectorsWord	  VectorsOriginal	  Matrix

word	  1
word	  2

word	  n

doc	  1
doc	  2

doc	  m. 	  .	  ..	  .	  .

.	  .	  . rr

r

r

r

 
A 

U 
S V 

Σ 

300



high accuracy, as attested, for example, by 90% 
correlation with human judgments on assessing 
the quality of student essay content (Landauer, 
2002). 

3.2 Using LSA to Compute Word Maturity 

In this work, the general procedure behind 
computationally estimating word maturity of a 
learner at a particular intermediate level (i.e. age 
or school grade level) is as follows: 

1. Create an intermediate corpus for the given 
level. This corpus approximates the amount 
and sophistication of language encountered 
by a learner at the given level. 

2. Build an LSA space on that corpus. The re-
sulting LSA word vectors model the mean-
ing of each word to the particular 
intermediate-level learner. 

3. Compare the meaning representation of each 
word (its LSA vector) to the corresponding 
one in a reference model. The reference 
model is trained on a much larger corpus 
and approximates the word meanings by a 
mature adult learner. 
 

We can repeat this process for each of a num-
ber of levels. These levels may directly correspond 
to school grades, learner ages or any other arbi-
trary gradations.  

In summary, we estimate word maturity of a 
given word at a given learner level by comparing 
the word vector from an intermediate LSA model 
(trained on a corpus of size and sophistication 
comparable to that which a typical real student at 
the given level encounters) to the corresponding 
vector from a reference adult LSA model (trained 
on a larger corpus corresponding to a mature lan-
guage learner). A high discrepancy between the 
vectors would suggest that an intermediate mod-
el’s meaning of a particular word is quite different 
from the reference meaning, and thus the word 
maturity at the corresponding level is relatively 
low. 

3.3 Procrustes Alignment (PA) 

Comparing vectors across different LSA spaces 
is less straightforward, since the individual dimen-
sions in LSA do not have a meaningful interpreta-
tion, and are an artifact of the content and ordering 
of the training corpus used. Therefore, direct com-

parisons across two different spaces, even of the 
same dimensionality, are meaningless, due to a 
mismatch in their coordinate systems.  

Fortunately, we can employ a multivariate al-
gebra technique known as Procrustes Alignment 
(or Procrustes Analysis) (PA) typically used to 
align two multivariate configurations of a corre-
sponding set of points in two different geometric 
spaces.  PA has been used in conjunction with 
LSA, for example, in cross-language information 
retrieval (Littman, 1998). 

The basic idea behind PA is to derive a rotation 
matrix that allows one space to be rotated into the 
other. The rotation matrix is computed in such a 
way as to minimize the differences (namely: sum 
of squared distances) between corresponding 
points, which in the case of LSA can be common 
words or documents in the training set. 

For more details, the reader is advised to con-
sult chapter 5 of (Krzanowski, 2000) or similar 
literature on multivariate analysis. In summary, 
given two matrices containing coordinates of n 
corresponding points X and Y (and assuming 
mean-centering and equal number of dimensions, 
as is the case in this work), we would like to min-
imize the sum of squared distances between the 
points: 

!! = !!" − !!"
!

!

!!!

!

!!!

 

We try to find an orthogonal rotation matrix Q, 
which minimizes M2  by rotating Y relative to X. 
That matrix can be obtained by solving the equa-
tion: 

!! = !"#$%(!!! + !!! − 2!!!!!) 

It turns out that the solution to Q is given by VU’, 
where UΣV’ is the singular value decomposition 
of the matrix X’Y.  

In our situation, where there are two spaces, 
adult and intermediate, the alignment points are 
the corresponding document vectors correspond-
ing to the documents that the training corpora of 
the two models have in common (recall that the 
adult corpus is a superset of each of the intermedi-
ate corpora).  The result of the Procrustes Align-
ment of the two spaces is effectively a joint LSA 
space containing two distinct word vectors for 
each word (e.g. “dog1”, “dog2”), corresponding to 
the vectors from each of the original spaces. After 
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merging using Procrustes Alignment, the compari-
son of word meanings becomes a simple problem 
of comparing word vectors in the joint space using 
the standard cosine metric. 

4 Implementation Details 

In our experiments we used passages from the 
MetaMetrics Inc. 2002 corpus3, largely consisting 
of educational and literary content representative 
of the reading material used in American schools 
at different grade levels. The average length of 
each passage is approximately 135 words. 

The first-level intermediate corpus was com-
posed of 6,000 text passages, intended for school 
grade 1 or below. The grade level is approximated 
using the Coleman-Liau readability formula 
(Coleman, 1975), which estimates the US grade 
level necessary to comprehend a given text, based 
on its average sentence and word length statistics: 

!"# = 0.0588! − 0.296! − 15.8 (4) 

where L is the average number of letters per 100 
words and S is the average number of sentences 
per 100 words.  

 Each subsequent intermediate corpus contains 
additional 6,000 new passages of the next grade 
level, in addition to the previous corpus. In this 
way, we create 14 levels. The adult corpus is twice 
as large, and of same grade level range (0-14) as 
the largest intermediate corpus. 

In summary, the following describes the size 
and makeup of the corpora used: 

 
Corpus Size 

(passages) 
Approx. Grade Level 
(Coleman-Liau Index) 

Intermediate 1 6,000 0.0 - 1.0 
Intermediate 2 12,000 0.0 - 2.0 
Intermediate 3 18,000 0.0 - 3.0 
Intermediate 4 24,000 0.0 - 4.0 
…   
Intermediate 14 84,000 0.0 - 14.0 
Adult 168,000 0.0 - 14.0 

Table 1. Size and makeup of corpora. used for LSA models. 

The particular choice of the Coleman-Liau 
readability formula (CLI) is not essential; our ex-
periments show that other well-known readability 
formulas (such as Lexiles) work equally well. All 
that is needed is some approximate ordering of 
                                                             
3 We would like to acknowledge Jack Stenner and MetaMet-
rics for the use of their corpus. 

passages by difficulty, in order to mimic the way 
typical human learners encounter progressively 
more difficult materials at successive school 
grades.  

After creating the corpora, we: 
1. Build LSA spaces on the adult and each of 

the intermediate corpora 
2. Merge the intermediate space for level l 

with the adult space, using Procrustes Alignment. 
This results in a joint space with two sets of vec-
tors: the versions from the intermediate space 
{vlw}, and adult space{vaw}. 

3. Compute the cosine in the joint space be-
tween the two word vectors for the given word w 

!" !, ! = !"#  (!"! , !"!) (5) 

In the cases where a word w has not been encoun-
tered in a given intermediate space, or in the rare 
cases where the cosine value falls below 0, the 
word maturity value is set to 0. Hence, the range 
for the word maturity function falls in the closed 
interval [0.0, 1.0]. A higher cosine value means 
greater similarity in meaning between the refer-
ence and intermediate spaces, which implies a 
more mature meaning of word w at the level l, i.e. 
higher word meaning maturity. The scores be-
tween discrete levels are interpolated, resulting in 
a continuous word maturity curve for each word. 

Figure 1 below illustrates resulting word ma-
turity curves for some of the words. 
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Figure 2. Word maturity curves for selected words. 

Consistent with intuition, simple words like “dog” 
approach their adult meaning rather quickly, while 
“focal” takes much longer to become known to 
any degree.  

An interesting example is “turkey”, which has 
a noticeable plateau in the middle. This can be 
explained by the fact that this word has two dis-
tinct senses. Closer analysis of the corpus and the 
semantic near-neighbor word vectors at each in-
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termediate space, shows that earlier meaning deal 
almost exclusively with the first sense (bird), 
while later readings with the other (country). 
Therefore, even though the word “turkey” is quite 
prevalent in earlier readings, its full meaning is not 
learned until later levels. This demonstrates that 
our method takes into account the meaning, and 
not merely the frequency of occurrence. 

5 Evaluation 

5.1 Time-to-maturity 

Evaluation of the word maturity metric against 
external data is not always straightforward be-
cause, to the best of our knowledge, data that con-
tains word knowledge statistics at different learner 
levels does not exist. Instead, we often have to 
evaluate against external data consisting of scalar 
difficulty values (see Section 2 for discussion) for 
each word, such as age-of-acquisition norms de-
scribed in the following subsection.  

There are two ways to make such comparisons 
possible. One is to compute the word maturity at a 
particular level, obtaining a single number for 
each word. Another is by computing time-to-
maturity: the minimum level (the value on the x-
axis of the word maturity graph) at which the word 
maturity reaches4 a particular threshold α: 

 !!" ! = min ! !. !.!" !, ! > !       (6) 

Intuitively, this measure corresponds to the age 
in a learner’s development when a given word be-
comes sufficiently understood. The parameter α 
can be estimated empirically (in practice α=0.45 
gives good correlations with external measures). 
Since the values of word maturity are interpolated, 
the ttm(w) can take on fractional values. 

It should be emphasized that such a collapsing 
of word maturity into a scalar value inherently 
results in loss of information; we only perform it 
in order to allow evaluation against external data 
sources. 

As a baseline for these experiments we include 
word frequency, namely the document frequency 
of words in the adult corpus. 

                                                             
4 Values between discrete levels are obtained using piecewise 
linear interpolation 

5.2 Age-of-Acquisition Norms 

Age-of-Acquisition (AoA) is a psycholinguistic 
property of words originally reported by Carol & 
White (1973). Age of Acquisition approximates 
the age at which a word is first learned and has 
been proposed as a significant contributor to lan-
guage and memory processes. With some excep-
tions, AoA norms are collected by subjective 
measures, typically by asking each of a large 
number of participants to estimate in years the age 
when they have learned the word. AoA estimates 
have been shown to be reliable and provide a valid 
estimate for the objective age at which a word is 
acquired; see (Davis, in press) for references and 
discussion. 

In this experiment we compute Spearman cor-
relations between time-to-maturity and two avail-
able collections of AoA norms: Gilhooly et al., 
(1980) norms5, and Bristol norms6 (Stadthagen-
Gonzalez et al., 2010).  

Measure Gilhooly 
(n=1643)  

Bristol 
(n=1402) 

(-) Frequency 0.59 0.59 
Time-to-Maturity (α=0.45) 0.72 0.64 

Table 2. Correlations with Age of Acquisition norms. 

5.3 Instruction Word Lists 

In this experiment, we examine leveled lists of 
words, as created by Biemiller (2008) in the book 
entitled “Words Worth Teaching: Closing the Vo-
cabulary Gap”. Based on results of multiple-
choice word comprehension tests administered to 
students of different grades as well as expert 
judgments, the author derives several word diffi-
culty lists for vocabulary instruction in schools, 
including: 
o Words known by most children in grade 2 
o Words known by 40-80% of children in 

grade 2 
o Words known by 40-80% of children in 

grade 6 
o Words known by fewer than 40% of chil-

dren in grade 6 
One would expect the words in these four groups 
to increase in difficulty, in the order they are pre-
sented above.  

                                                             
5 http://www.psy.uwa.edu.au/mrcdatabase/uwa_mrc.htm 
6 http://language.psy.bris.ac.uk/bristol_norms.html 
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To verify how these word groups correspond to 
the word maturity metric, we assign each of the 
words in the four groups a difficulty rating 1-4 
respectively, and measure the correlation with 
time-to-maturity.  
 
 

Measure Correlation 
(-) Frequency 0.43 
Time-to-maturity (α=0.45) 0.49 

Table 3. Correlations with instruction word lists (n=4176). 

The word maturity metric shows higher correla-
tion with instruction word list norms than word 
frequency. 

5.4 Text Complexity 

Another way in which our metric can be evaluated 
is by examining the word maturity in texts that 
have been leveled, i.e. have been assigned ratings 
of difficulty. On average, we would expect more 
difficult texts to contain more difficult words. 
Thus, the correlation between text difficulty and 
our word maturity metric can serve as another val-
idation of the metric. 

For this purpose, we obtained a collection of 
readings that are used as reading comprehension 
tests by different state websites in the US7. The 
collection consists of 1,220 readings, each anno-
tated with a US school grade level (in the range 
between 3-12) for which the reading is intended. 
The average length each passage was approxi-
mately 489 words. 

In this experiment we computed the correlation 
of the grade level with time-to-maturity, and two 
other measures, namely: 

• Time-to-maturity: average time-to-
maturity of unique words in text (excluding 
stopwords) with α=0.45. 
• Coleman-Liau. The Coleman-Liau reada-
bility index (Equation 4). 
• Frequency. Average of corpus log-
frequency for unique words in the text, ex-
cluding stopwords. 

 
 
 
 

                                                             
7 The collection was created as part of the “Aspects of Text 
Complexity” project funded by the Bill and Melinda Gates 
Foundation, 2010. 

Measure Correlation 
Frequency 
(avg. of unique words) 

0.60 

Coleman-Liau 0.64 
Time-to-maturity (α=0.45) 
(avg. of unique non-stopwords) 

0.70 

Table 4. Correlations of grade levels with different metrics. 

6 Emphasis on Meaning 

In this section, we would like to highlight certain 
properties of the LSA-based word maturity metric, 
particularly aiming to illustrate the fact that the 
metric tracks acquisition of meaning from expo-
sure to language and not merely more shallow ef-
fects, such as word frequency in the training 
corpus.  

6.1 Maturity based on Frequency 

For a baseline that does not take meaning into ac-
count, let us construct a set of maturity-like curves 
based on frequency statistics alone. More specifi-
cally, we define the frequency-maturity for a par-
ticular word at a given level as the ratio of the 
number of occurrences at the intermediate corpus  
for that level (l) to the number of occurrences in 
the reference corpus (a):  

!" !, ! =
!"#_!""#$!(!)
!"#_!""#$!(!)

 

Similarly to the original LSA-based word maturity 
metric, this ratio increases from 0 to 1 for each 
word as the amount of cumulative language expo-
sure increases. The corpora used at each interme-
diate level are identical to the original word 
maturity model, but instead of creating LSA spac-
es we simply use the corpora to compute word 
frequency. 

The following figure shows the Spearman cor-
relations between the external measures used for 
experiments in Section 5, and time-to-maturity 
computed based on the two maturity metrics: the 
new frequency-based maturity and the original 
LSA-based word maturity.  
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Figure 3. Correlations of word maturity computed using fre-
quency (as well as the original) against external metrics de-
scribed in Section 5. 

 
The results indicate that the original LSA-based 
word maturity correlates better with real-world 
data than a maturity metric simply based on fre-
quency. 

 

6.2 Homographs 

Another insight into the fact that the LSA-based 
word maturity metric tracks word meaning rather 
than mere frequency may be gained from analysis 
of words that are homographs: words that contain 
two or more unrelated meanings in the same writ-
ten form, such as the word “turkey” illustrated in 
Section 4. (This is related to but distinct from the 
merely polysemous words that have several related 
meanings),  

Because of the conflation of several unrelated 
meanings into the same orthographic form, homo-
graphs implicitly contain more semantic content in 
a single word. Therefore, one would expect the 
meaning of homographs to mature more slowly 
than would be predicted by frequency alone: all 
things being equal, a learner has to learn the mean-
ings for all of the senses of a homograph word 
before the word can be considered fully known. 

More specifically, one would expect the time-
to-maturity of homographs to have greater values 
than words of similar frequency. To test this hy-
pothesis, we obtained8 a list 174 common English 
homographs. For each of them, we compared their 
time-to-maturity to the average time-to-maturity of 
words that have the same (+/- 1%) corpus fre-
quency. 

                                                             
8 http://en.wikipedia.org/wiki/List_of_English_homographs 

The results of a paired t-test confirms the hy-
pothesis that the time-to-maturity of homographs 
is greater than other words of the same frequency, 
with the p-value = 5.9e-6. This is consistent with 
the observation that homographs will take longer 
to learn and serves as evidence that LSA-based 
word maturity approximates effects related to 
meaning. 

6.3 Size of the Reference Corpus 

Another area of investigation is the repercus-
sions of the choice of the corpus for the reference 
(adult) model. The size (and content) of the corpus 
used to train the reference model is potentially 
important, since it affects the word maturity calcu-
lations, which are comparisons of the intermediate 
LSA spaces to the reference LSA space built on 
this corpus.  

It is interesting to investigate how the word 
maturity model would be affected if the adult cor-
pus were made significantly more sophisticated. If 
the word maturity metric were simply based on 
word frequency (including the frequency-based 
maturity baseline described in Section 6.1), one 
would expect the word maturity of the words at 
each level to decrease significantly if the reference 
model is made significantly larger, since each in-
termediate level will have encountered fewer 
words by comparison. Intuition about language 
learning, however, tells us that with enough lan-
guage exposure a learner learns virtually all there 
is to know about any particular word; after the 
word reaches its adult maturity, subsequent en-
counters of natural readings do little to further 
change the knowledge of that word. Therefore, if 
word maturity were tracking something similar to 
real word knowledge, one would expect the word 
maturity for most words to plateau over time, and 
subsequently not change significantly, no matter 
how sophisticated the reference model becomes.  

To evaluate this inquiry we created a reference 
corpus that is twice as large as before (four times 
as large and of the same difficulty range as the 
corpus for the last intermediate level), containing 
roughly 329,000 passages. We computed the word 
maturity model using this larger reference corpus, 
while keeping all the original intermediate corpora 
of the same size and content.  

The results show that the average word maturi-
ty of words at the last intermediate level (14) de-

0.66	  
0.56	  

0.42	  

0.68	  
0.72	  

0.64	  

0.49	  

0.71	  

0.0	  

0.2	  

0.4	  

0.6	  

0.8	  

1.0	  

AoA	  
(Gilhooly)	  

AoA	  
(Bristol)	  

Word	  Lists	   Readings	  

freq-‐WM	  (α=0.15)	  
LSA-‐WM	  (α=0.45)	  

305



creases by less than 14% as a result of doubling 
the adult corpus. Furthermore, this number is as 
low as 6%, if one only considers more common 
words that occur 50 times or more in the corpus. 
This relatively small difference, in spite of a two-
fold increase of the adult corpus, is consistent with 
the idea that word knowledge should approach a 
plateau, after which further exposure to language 
does little to change most word meanings. 

6.4 Integration into Lexicon 

Another important consideration with respect to 
word learning mentioned in Wotler (2001), is the 
“connections made between [a] particular word 
and the other words in the mental lexicon.” One 
implication of that is that measuring word maturity 
must take into account the way words in the lan-
guage are integrated with other words. 

One way to test this effect is to introduce read-
ings where a large part of the important vocabu-
lary is not well known to learners at a given level. 
One would expect learning to be impeded when 
the learning materials are inappropriate for the 
learner level. 

This can be simulated in the word maturity 
model by rearranging the order of some of the 
training passages, by introducing certain advanced 
passages at a very early level. If the results of the 
word maturity metric were merely based on fre-
quency, such a reordering would have no effect on 
the maturity of important words (measured after 
all the passages containing these words have been 
encountered), since the total number of relevant 
word encounters does not change as a result of this 
reshuffling. If, however, the metric reflected at 
least some degree of semantics, we would expect 
word maturities for important words in these read-
ings to be lower as a result of such rearranging, 
due to the fact that they are being introduced in 
contexts consisting of words that are not well 
known at the early levels. 

To test this effect, we first collected all passag-
es in the training corpus of intermediate models 
containing some advanced words from different 
topics, namely: “chromosome”, “neutron” and 
“filibuster” together with their plural variants. We 
changed the order of inclusion of these 89 passag-
es into the intermediate models in each of the two 
following ways: 

1. All the passages were introduced at the first 
level (l=1) intermediate corpus 

2. All the passages were introduced at the last 
level (l=14) intermediate corpus. 

This resulted in two new variants of word ma-
turity models, which were computed in all the 
same ways as before, except that all of these 89 
advanced passages were introduced either at the 
very first level or at the very last level. We then 
computed the word maturity at the levels they 
were introduced. The hypothesis consistent with a 
meaning-based maturity method would be that less 
learning (i.e. lower word maturity) of the relevant 
words will occur when passages are introduced 
prematurely (at level 1). Table 5 shows the word 
maturities measured for each of those cases, at the 
level (1 or 14) when all of the passages have been 
introduced. 

Word Introduced at 
l=1 

(WM at l=1) 

Introduced at 
l=14 

(WM at l=14) 
chromosome 0.51 0.73 
neutron 0.51 0.72 
filibuster 0.58 0.85 

Table 5. Word maturity of words resulting when all the rele-
vant passages are introduced early vs late. 

Indeed, the results show lower word maturity val-
ues when advanced passages are introduced too 
early, and higher ones when the passages are in-
troduced at a later stage, when the rest of the sup-
porting vocabulary is known. 

7 Conclusion 

We have introduced a new metric for estimating 
the degree of knowledge of words by learners at 
different levels. We have also proposed and evalu-
ated an implementation of this metric using Latent 
Semantic Analysis. 

The implementation is based on unsupervised 
word meaning acquisition from natural text, from 
corpora that resemble in volume and complexity 
the reading materials a typical human learner 
might encounter.  

The metric correlates better than word frequen-
cy to a range of external measures, including vo-
cabulary word lists, psycholinguistic norms and 
leveled texts. Furthermore, we have shown that the 
metric is based on word meaning (to the extent 
that it can be approximated with LSA), and not 
merely on shallow measures like word frequency. 
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Many interesting research questions still re-
main pertaining to the best way to select and parti-
tion the training corpora, align adult and 
intermediate LSA models, correlate the results 
with real school grade levels, as well as other free 
parameters in the model. Nevertheless, we have 
shown that LSA can be employed to usefully 
mimic model word knowledge. The models are 
currently used (at Pearson Education) to create 
state-of-the-art personalized vocabulary instruc-
tion and assessment tools. 
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Abstract

Consumers increasingly rate, review and re-
search products online (Jansen, 2010; Litvin
et al., 2008). Consequently, websites con-
taining consumer reviews are becoming tar-
gets of opinion spam. While recent work
has focused primarily on manually identifi-
able instances of opinion spam, in this work
we study deceptive opinion spam—fictitious
opinions that have been deliberately written to
sound authentic. Integrating work from psy-
chology and computational linguistics, we de-
velop and compare three approaches to detect-
ing deceptive opinion spam, and ultimately
develop a classifier that is nearly 90% accurate
on our gold-standard opinion spam dataset.
Based on feature analysis of our learned mod-
els, we additionally make several theoretical
contributions, including revealing a relation-
ship between deceptive opinions and imagina-
tive writing.

1 Introduction

With the ever-increasing popularity of review web-
sites that feature user-generated opinions (e.g.,
TripAdvisor1 and Yelp2), there comes an increasing
potential for monetary gain through opinion spam—
inappropriate or fraudulent reviews. Opinion spam
can range from annoying self-promotion of an un-
related website or blog to deliberate review fraud,
as in the recent case3 of a Belkin employee who

1http://tripadvisor.com
2http://yelp.com
3http://news.cnet.com/8301-1001_

3-10145399-92.html

hired people to write positive reviews for an other-
wise poorly reviewed product.4

While other kinds of spam have received consid-
erable computational attention, regrettably there has
been little work to date (see Section 2) on opinion
spam detection. Furthermore, most previous work in
the area has focused on the detection of DISRUPTIVE

OPINION SPAM—uncontroversial instances of spam
that are easily identified by a human reader, e.g., ad-
vertisements, questions, and other irrelevant or non-
opinion text (Jindal and Liu, 2008). And while the
presence of disruptive opinion spam is certainly a
nuisance, the risk it poses to the user is minimal,
since the user can always choose to ignore it.

We focus here on a potentially more insidi-
ous type of opinion spam: DECEPTIVE OPINION

SPAM—fictitious opinions that have been deliber-
ately written to sound authentic, in order to deceive
the reader. For example, one of the following two
hotel reviews is truthful and the other is deceptive
opinion spam:

1. I have stayed at many hotels traveling for both business
and pleasure and I can honestly stay that The James is
tops. The service at the hotel is first class. The rooms
are modern and very comfortable. The location is per-
fect within walking distance to all of the great sights and
restaurants. Highly recommend to both business trav-
ellers and couples.

2. My husband and I stayed at the James Chicago Hotel
for our anniversary. This place is fantastic! We knew
as soon as we arrived we made the right choice! The
rooms are BEAUTIFUL and the staff very attentive and
wonderful!! The area of the hotel is great, since I love
to shop I couldn’t ask for more!! We will definatly be

4It is also possible for opinion spam to be negative, poten-
tially in order to sully the reputation of a competitor.
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back to Chicago and we will for sure be back to the James
Chicago.

Typically, these deceptive opinions are neither
easily ignored nor even identifiable by a human
reader;5 consequently, there are few good sources
of labeled data for this research. Indeed, in the ab-
sence of gold-standard data, related studies (see Sec-
tion 2) have been forced to utilize ad hoc procedures
for evaluation. In contrast, one contribution of the
work presented here is the creation of the first large-
scale, publicly available6 dataset for deceptive opin-
ion spam research, containing 400 truthful and 400
gold-standard deceptive reviews.

To obtain a deeper understanding of the nature of
deceptive opinion spam, we explore the relative util-
ity of three potentially complementary framings of
our problem. Specifically, we view the task as: (a)
a standard text categorization task, in which we use
n-gram–based classifiers to label opinions as either
deceptive or truthful (Joachims, 1998; Sebastiani,
2002); (b) an instance of psycholinguistic decep-
tion detection, in which we expect deceptive state-
ments to exemplify the psychological effects of ly-
ing, such as increased negative emotion and psycho-
logical distancing (Hancock et al., 2008; Newman et
al., 2003); and, (c) a problem of genre identification,
in which we view deceptive and truthful writing as
sub-genres of imaginative and informative writing,
respectively (Biber et al., 1999; Rayson et al., 2001).

We compare the performance of each approach
on our novel dataset. Particularly, we find that ma-
chine learning classifiers trained on features tradi-
tionally employed in (a) psychological studies of
deception and (b) genre identification are both out-
performed at statistically significant levels by n-
gram–based text categorization techniques. Notably,
a combined classifier with both n-gram and psy-
chological deception features achieves nearly 90%
cross-validated accuracy on this task. In contrast,
we find deceptive opinion spam detection to be well
beyond the capabilities of most human judges, who
perform roughly at-chance—a finding that is consis-
tent with decades of traditional deception detection
research (Bond and DePaulo, 2006).

5The second example review is deceptive opinion spam.
6Available by request at: http://www.cs.cornell.

edu/˜myleott/op_spam

Additionally, we make several theoretical con-
tributions based on an examination of the feature
weights learned by our machine learning classifiers.
Specifically, we shed light on an ongoing debate in
the deception literature regarding the importance of
considering the context and motivation of a decep-
tion, rather than simply identifying a universal set
of deception cues. We also present findings that are
consistent with recent work highlighting the difficul-
ties that liars have encoding spatial information (Vrij
et al., 2009). Lastly, our study of deceptive opinion
spam detection as a genre identification problem re-
veals relationships between deceptive opinions and
imaginative writing, and between truthful opinions
and informative writing.

The rest of this paper is organized as follows: in
Section 2, we summarize related work; in Section 3,
we explain our methodology for gathering data and
evaluate human performance; in Section 4, we de-
scribe the features and classifiers employed by our
three automated detection approaches; in Section 5,
we present and discuss experimental results; finally,
conclusions and directions for future work are given
in Section 6.

2 Related Work

Spam has historically been studied in the contexts of
e-mail (Drucker et al., 2002), and the Web (Gyöngyi
et al., 2004; Ntoulas et al., 2006). Recently, re-
searchers have began to look at opinion spam as
well (Jindal and Liu, 2008; Wu et al., 2010; Yoo
and Gretzel, 2009).

Jindal and Liu (2008) find that opinion spam is
both widespread and different in nature from either
e-mail or Web spam. Using product review data,
and in the absence of gold-standard deceptive opin-
ions, they train models using features based on the
review text, reviewer, and product, to distinguish
between duplicate opinions7 (considered deceptive
spam) and non-duplicate opinions (considered truth-
ful). Wu et al. (2010) propose an alternative strategy
for detecting deceptive opinion spam in the absence

7Duplicate (or near-duplicate) opinions are opinions that ap-
pear more than once in the corpus with the same (or similar)
text. While these opinions are likely to be deceptive, they are
unlikely to be representative of deceptive opinion spam in gen-
eral. Moreover, they are potentially detectable via off-the-shelf
plagiarism detection software.
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of gold-standard data, based on the distortion of pop-
ularity rankings. Both of these heuristic evaluation
approaches are unnecessary in our work, since we
compare gold-standard deceptive and truthful opin-
ions.

Yoo and Gretzel (2009) gather 40 truthful and 42
deceptive hotel reviews and, using a standard statis-
tical test, manually compare the psychologically rel-
evant linguistic differences between them. In con-
trast, we create a much larger dataset of 800 opin-
ions that we use to develop and evaluate automated
deception classifiers.

Research has also been conducted on the re-
lated task of psycholinguistic deception detection.
Newman et al. (2003), and later Mihalcea and
Strapparava (2009), ask participants to give both
their true and untrue views on personal issues
(e.g., their stance on the death penalty). Zhou et
al. (2004; 2008) consider computer-mediated decep-
tion in role-playing games designed to be played
over instant messaging and e-mail. However, while
these studies compare n-gram–based deception clas-
sifiers to a random guess baseline of 50%, we addi-
tionally evaluate and compare two other computa-
tional approaches (described in Section 4), as well
as the performance of human judges (described in
Section 3.3).

Lastly, automatic approaches to determining re-
view quality have been studied—directly (Weimer
et al., 2007), and in the contexts of helpful-
ness (Danescu-Niculescu-Mizil et al., 2009; Kim et
al., 2006; O’Mahony and Smyth, 2009) and credibil-
ity (Weerkamp and De Rijke, 2008). Unfortunately,
most measures of quality employed in those works
are based exclusively on human judgments, which
we find in Section 3 to be poorly calibrated to de-
tecting deceptive opinion spam.

3 Dataset Construction and Human
Performance

While truthful opinions are ubiquitous online, de-
ceptive opinions are difficult to obtain without re-
sorting to heuristic methods (Jindal and Liu, 2008;
Wu et al., 2010). In this section, we report our ef-
forts to gather (and validate with human judgments)
the first publicly available opinion spam dataset with
gold-standard deceptive opinions.

Following the work of Yoo and Gretzel (2009), we
compare truthful and deceptive positive reviews for
hotels found on TripAdvisor. Specifically, we mine
all 5-star truthful reviews from the 20 most popular
hotels on TripAdvisor8 in the Chicago area.9 De-
ceptive opinions are gathered for those same 20 ho-
tels using Amazon Mechanical Turk10 (AMT). Be-
low, we provide details of the collection methodolo-
gies for deceptive (Section 3.1) and truthful opinions
(Section 3.2). Ultimately, we collect 20 truthful and
20 deceptive opinions for each of the 20 chosen ho-
tels (800 opinions total).

3.1 Deceptive opinions via Mechanical Turk

Crowdsourcing services such as AMT have made
large-scale data annotation and collection efforts fi-
nancially affordable by granting anyone with ba-
sic programming skills access to a marketplace of
anonymous online workers (known as Turkers) will-
ing to complete small tasks.

To solicit gold-standard deceptive opinion spam
using AMT, we create a pool of 400 Human-
Intelligence Tasks (HITs) and allocate them evenly
across our 20 chosen hotels. To ensure that opin-
ions are written by unique authors, we allow only a
single submission per Turker. We also restrict our
task to Turkers who are located in the United States,
and who maintain an approval rating of at least 90%.
Turkers are allowed a maximum of 30 minutes to
work on the HIT, and are paid one US dollar for an
accepted submission.

Each HIT presents the Turker with the name and
website of a hotel. The HIT instructions ask the
Turker to assume that they work for the hotel’s mar-
keting department, and to pretend that their boss
wants them to write a fake review (as if they were
a customer) to be posted on a travel review website;
additionally, the review needs to sound realistic and
portray the hotel in a positive light. A disclaimer

8TripAdvisor utilizes a proprietary ranking system to assess
hotel popularity. We chose the 20 hotels with the greatest num-
ber of reviews, irrespective of the TripAdvisor ranking.

9It has been hypothesized that popular offerings are less
likely to become targets of deceptive opinion spam, since the
relative impact of the spam in such cases is small (Jindal and
Liu, 2008; Lim et al., 2010). By considering only the most
popular hotels, we hope to minimize the risk of mining opinion
spam and labeling it as truthful.

10http://mturk.com
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Time spent t (minutes)

All submissions
count: 400
tmin: 0.08, tmax: 29.78
t̄: 8.06, s: 6.32

Length ` (words)

All submissions
`min: 25, `max: 425
¯̀: 115.75, s: 61.30

Time spent t < 1
count: 47
`min: 39, `max: 407
¯̀: 113.94, s: 66.24

Time spent t ≥ 1
count: 353
`min: 25, `max: 425
¯̀: 115.99, s: 60.71

Table 1: Descriptive statistics for 400 deceptive opinion
spam submissions gathered using AMT. s corresponds to
the sample standard deviation.

indicates that any submission found to be of insuffi-
cient quality (e.g., written for the wrong hotel, unin-
telligible, unreasonably short,11 plagiarized,12 etc.)
will be rejected.

It took approximately 14 days to collect 400 sat-
isfactory deceptive opinions. Descriptive statistics
appear in Table 1. Submissions vary quite dramati-
cally both in length, and time spent on the task. Par-
ticularly, nearly 12% of the submissions were com-
pleted in under one minute. Surprisingly, an inde-
pendent two-tailed t-test between the mean length of
these submissions (¯̀t<1) and the other submissions
(¯̀t≥1) reveals no significant difference (p = 0.83).
We suspect that these “quick” users may have started
working prior to having formally accepted the HIT,
presumably to circumvent the imposed time limit.
Indeed, the quickest submission took just 5 seconds
and contained 114 words.

3.2 Truthful opinions from TripAdvisor
For truthful opinions, we mine all 6,977 reviews
from the 20 most popular Chicago hotels on
TripAdvisor. From these we eliminate:

• 3,130 non-5-star reviews;
• 41 non-English reviews;13

• 75 reviews with fewer than 150 characters
since, by construction, deceptive opinions are

11A submission is considered unreasonably short if it con-
tains fewer than 150 characters.

12Submissions are individually checked for plagiarism at
http://plagiarisma.net.

13Language is determined using http://tagthe.net.

at least 150 characters long (see footnote 11 in
Section 3.1);
• 1,607 reviews written by first-time authors—

new users who have not previously posted an
opinion on TripAdvisor—since these opinions
are more likely to contain opinion spam, which
would reduce the integrity of our truthful re-
view data (Wu et al., 2010).

Finally, we balance the number of truthful and
deceptive opinions by selecting 400 of the remain-
ing 2,124 truthful reviews, such that the document
lengths of the selected truthful reviews are similarly
distributed to those of the deceptive reviews. Work
by Serrano et al. (2009) suggests that a log-normal
distribution is appropriate for modeling document
lengths. Thus, for each of the 20 chosen hotels, we
select 20 truthful reviews from a log-normal (left-
truncated at 150 characters) distribution fit to the
lengths of the deceptive reviews.14 Combined with
the 400 deceptive reviews gathered in Section 3.1
this yields our final dataset of 800 reviews.

3.3 Human performance
Assessing human deception detection performance
is important for several reasons. First, there are few
other baselines for our classification task; indeed, re-
lated studies (Jindal and Liu, 2008; Mihalcea and
Strapparava, 2009) have only considered a random
guess baseline. Second, assessing human perfor-
mance is necessary to validate the deceptive opin-
ions gathered in Section 3.1. If human performance
is low, then our deceptive opinions are convincing,
and therefore, deserving of further attention.

Our initial approach to assessing human perfor-
mance on this task was with Mechanical Turk. Un-
fortunately, we found that some Turkers selected
among the choices seemingly at random, presum-
ably to maximize their hourly earnings by obviating
the need to read the review. While a similar effect
has been observed previously (Akkaya et al., 2010),
there remains no universal solution.

Instead, we solicit the help of three volunteer un-
dergraduate university students to make judgments
on a subset of our data. This balanced subset, cor-
responding to the first fold of our cross-validation

14We use the R package GAMLSS (Rigby and Stasinopoulos,
2005) to fit the left-truncated log-normal distribution.
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TRUTHFUL DECEPTIVE

Accuracy P R F P R F

HUMAN

JUDGE 1 61.9% 57.9 87.5 69.7 74.4 36.3 48.7
JUDGE 2 56.9% 53.9 95.0 68.8 78.9 18.8 30.3
JUDGE 3 53.1% 52.3 70.0 59.9 54.7 36.3 43.6

META
MAJORITY 58.1% 54.8 92.5 68.8 76.0 23.8 36.2

SKEPTIC 60.6% 60.8 60.0 60.4 60.5 61.3 60.9

Table 2: Performance of three human judges and two meta-judges on a subset of 160 opinions, corresponding to the
first fold of our cross-validation experiments in Section 5. Boldface indicates the largest value for each column.

experiments described in Section 5, contains all 40
reviews from each of four randomly chosen hotels.
Unlike the Turkers, our student volunteers are not
offered a monetary reward. Consequently, we con-
sider their judgements to be more honest than those
obtained via AMT.

Additionally, to test the extent to which the in-
dividual human judges are biased, we evaluate the
performance of two virtual meta-judges. Specifi-
cally, the MAJORITY meta-judge predicts “decep-
tive” when at least two out of three human judges
believe the review to be deceptive, and the SKEP-
TIC meta-judge predicts “deceptive” when any hu-
man judge believes the review to be deceptive.

Human and meta-judge performance is given in
Table 2. It is clear from the results that human
judges are not particularly effective at this task. In-
deed, a two-tailed binomial test fails to reject the
null hypothesis that JUDGE 2 and JUDGE 3 per-
form at-chance (p = 0.003, 0.10, 0.48 for the three
judges, respectively). Furthermore, all three judges
suffer from truth-bias (Vrij, 2008), a common find-
ing in deception detection research in which hu-
man judges are more likely to classify an opinion
as truthful than deceptive. In fact, JUDGE 2 clas-
sified fewer than 12% of the opinions as decep-
tive! Interestingly, this bias is effectively smoothed
by the SKEPTIC meta-judge, which produces nearly
perfectly class-balanced predictions. A subsequent
reevaluation of human performance on this task sug-
gests that the truth-bias can be reduced if judges
are given the class-proportions in advance, although
such prior knowledge is unrealistic; and ultimately,
performance remains similar to that of Table 2.

Inter-annotator agreement among the three
judges, computed using Fleiss’ kappa, is 0.11.
While there is no precise rule for interpreting
kappa scores, Landis and Koch (1977) suggest

that scores in the range (0.00, 0.20] correspond
to “slight agreement” between annotators. The
largest pairwise Cohen’s kappa is 0.12, between
JUDGE 2 and JUDGE 3—a value far below generally
accepted pairwise agreement levels. We suspect
that agreement among our human judges is so
low precisely because humans are poor judges of
deception (Vrij, 2008), and therefore they perform
nearly at-chance respective to one another.

4 Automated Approaches to Deceptive
Opinion Spam Detection

We consider three automated approaches to detect-
ing deceptive opinion spam, each of which utilizes
classifiers (described in Section 4.4) trained on the
dataset of Section 3. The features employed by each
strategy are outlined here.

4.1 Genre identification
Work in computational linguistics has shown that
the frequency distribution of part-of-speech (POS)
tags in a text is often dependent on the genre of the
text (Biber et al., 1999; Rayson et al., 2001). In our
genre identification approach to deceptive opinion
spam detection, we test if such a relationship exists
for truthful and deceptive reviews by constructing,
for each review, features based on the frequencies of
each POS tag.15 These features are also intended to
provide a good baseline with which to compare our
other automated approaches.

4.2 Psycholinguistic deception detection
The Linguistic Inquiry and Word Count (LIWC)
software (Pennebaker et al., 2007) is a popular au-
tomated text analysis tool used widely in the so-
cial sciences. It has been used to detect personality

15We use the Stanford Parser (Klein and Manning, 2003) to
obtain the relative POS frequencies.
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traits (Mairesse et al., 2007), to study tutoring dy-
namics (Cade et al., 2010), and, most relevantly, to
analyze deception (Hancock et al., 2008; Mihalcea
and Strapparava, 2009; Vrij et al., 2007).

While LIWC does not include a text classifier, we
can create one with features derived from the LIWC
output. In particular, LIWC counts and groups
the number of instances of nearly 4,500 keywords
into 80 psychologically meaningful dimensions. We
construct one feature for each of the 80 LIWC di-
mensions, which can be summarized broadly under
the following four categories:

1. Linguistic processes: Functional aspects of text
(e.g., the average number of words per sen-
tence, the rate of misspelling, swearing, etc.)

2. Psychological processes: Includes all social,
emotional, cognitive, perceptual and biological
processes, as well as anything related to time or
space.

3. Personal concerns: Any references to work,
leisure, money, religion, etc.

4. Spoken categories: Primarily filler and agree-
ment words.

While other features have been considered in past
deception detection work, notably those of Zhou et
al. (2004), early experiments found LIWC features
to perform best. Indeed, the LIWC2007 software
used in our experiments subsumes most of the fea-
tures introduced in other work. Thus, we focus our
psycholinguistic approach to deception detection on
LIWC-based features.

4.3 Text categorization

In contrast to the other strategies just discussed,
our text categorization approach to deception de-
tection allows us to model both content and con-
text with n-gram features. Specifically, we consider
the following three n-gram feature sets, with the
corresponding features lowercased and unstemmed:
UNIGRAMS, BIGRAMS+, TRIGRAMS+, where the
superscript + indicates that the feature set subsumes
the preceding feature set.

4.4 Classifiers

Features from the three approaches just introduced
are used to train Naı̈ve Bayes and Support Vector

Machine classifiers, both of which have performed
well in related work (Jindal and Liu, 2008; Mihalcea
and Strapparava, 2009; Zhou et al., 2008).

For a document ~x, with label y, the Naı̈ve Bayes
(NB) classifier gives us the following decision rule:

ŷ = arg max
c

Pr(y = c) · Pr(~x | y = c) (1)

When the class prior is uniform, for example
when the classes are balanced (as in our case), (1)
can be simplified to the maximum likelihood classi-
fier (Peng and Schuurmans, 2003):

ŷ = arg max
c

Pr(~x | y = c) (2)

Under (2), both the NB classifier used by Mihal-
cea and Strapparava (2009) and the language model
classifier used by Zhou et al. (2008) are equivalent.
Thus, following Zhou et al. (2008), we use the SRI
Language Modeling Toolkit (Stolcke, 2002) to esti-
mate individual language models, Pr(~x | y = c),
for truthful and deceptive opinions. We consider
all three n-gram feature sets, namely UNIGRAMS,
BIGRAMS+, and TRIGRAMS+, with corresponding
language models smoothed using the interpolated
Kneser-Ney method (Chen and Goodman, 1996).

We also train Support Vector Machine (SVM)
classifiers, which find a high-dimensional separating
hyperplane between two groups of data. To simplify
feature analysis in Section 5, we restrict our evalu-
ation to linear SVMs, which learn a weight vector
~w and bias term b, such that a document ~x can be
classified by:

ŷ = sign(~w · ~x + b) (3)

We use SVMlight (Joachims, 1999) to train our
linear SVM models on all three approaches and
feature sets described above, namely POS, LIWC,
UNIGRAMS, BIGRAMS+, and TRIGRAMS+. We also
evaluate every combination of these features, but
for brevity include only LIWC+BIGRAMS+, which
performs best. Following standard practice, doc-
ument vectors are normalized to unit-length. For
LIWC+BIGRAMS+, we unit-length normalize LIWC

and BIGRAMS+ features individually before com-
bining them.
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TRUTHFUL DECEPTIVE

Approach Features Accuracy P R F P R F
GENRE IDENTIFICATION POSSVM 73.0% 75.3 68.5 71.7 71.1 77.5 74.2

PSYCHOLINGUISTIC
LIWCSVM 76.8% 77.2 76.0 76.6 76.4 77.5 76.9

DECEPTION DETECTION

TEXT CATEGORIZATION

UNIGRAMSSVM 88.4% 89.9 86.5 88.2 87.0 90.3 88.6
BIGRAMS+

SVM 89.6% 90.1 89.0 89.6 89.1 90.3 89.7
LIWC+BIGRAMS+

SVM 89.8% 89.8 89.8 89.8 89.8 89.8 89.8
TRIGRAMS+

SVM 89.0% 89.0 89.0 89.0 89.0 89.0 89.0
UNIGRAMSNB 88.4% 92.5 83.5 87.8 85.0 93.3 88.9
BIGRAMS+

NB 88.9% 89.8 87.8 88.7 88.0 90.0 89.0
TRIGRAMS+

NB 87.6% 87.7 87.5 87.6 87.5 87.8 87.6

HUMAN / META

JUDGE 1 61.9% 57.9 87.5 69.7 74.4 36.3 48.7
JUDGE 2 56.9% 53.9 95.0 68.8 78.9 18.8 30.3
SKEPTIC 60.6% 60.8 60.0 60.4 60.5 61.3 60.9

Table 3: Automated classifier performance for three approaches based on nested 5-fold cross-validation experiments.
Reported precision, recall and F-score are computed using a micro-average, i.e., from the aggregate true positive, false
positive and false negative rates, as suggested by Forman and Scholz (2009). Human performance is repeated here for
JUDGE 1, JUDGE 2 and the SKEPTIC meta-judge, although they cannot be directly compared since the 160-opinion
subset on which they are assessed only corresponds to the first cross-validation fold.

5 Results and Discussion

The deception detection strategies described in Sec-
tion 4 are evaluated using a 5-fold nested cross-
validation (CV) procedure (Quadrianto et al., 2009),
where model parameters are selected for each test
fold based on standard CV experiments on the train-
ing folds. Folds are selected so that each contains all
reviews from four hotels; thus, learned models are
always evaluated on reviews from unseen hotels.

Results appear in Table 3. We observe that auto-
mated classifiers outperform human judges for every
metric, except truthful recall where JUDGE 2 per-
forms best.16 However, this is expected given that
untrained humans often focus on unreliable cues to
deception (Vrij, 2008). For example, one study ex-
amining deception in online dating found that hu-
mans perform at-chance detecting deceptive pro-
files because they rely on text-based cues that are
unrelated to deception, such as second-person pro-
nouns (Toma and Hancock, In Press).

Among the automated classifiers, baseline per-
formance is given by the simple genre identifica-
tion approach (POSSVM) proposed in Section 4.1.
Surprisingly, we find that even this simple auto-

16As mentioned in Section 3.3, JUDGE 2 classified fewer than
12% of opinions as deceptive. While achieving 95% truthful re-
call, this judge’s corresponding precision was not significantly
better than chance (two-tailed binomial p = 0.4).

mated classifier outperforms most human judges
(one-tailed sign test p = 0.06, 0.01, 0.001 for the
three judges, respectively, on the first fold). This
result is best explained by theories of reality mon-
itoring (Johnson and Raye, 1981), which suggest
that truthful and deceptive opinions might be clas-
sified into informative and imaginative genres, re-
spectively. Work by Rayson et al. (2001) has found
strong distributional differences between informa-
tive and imaginative writing, namely that the former
typically consists of more nouns, adjectives, prepo-
sitions, determiners, and coordinating conjunctions,
while the latter consists of more verbs,17 adverbs,18

pronouns, and pre-determiners. Indeed, we find that
the weights learned by POSSVM (found in Table 4)
are largely in agreement with these findings, no-
tably except for adjective and adverb superlatives,
the latter of which was found to be an exception by
Rayson et al. (2001). However, that deceptive opin-
ions contain more superlatives is not unexpected,
since deceptive writing (but not necessarily imagi-
native writing in general) often contains exaggerated
language (Buller and Burgoon, 1996; Hancock et al.,
2008).

Both remaining automated approaches to detect-
ing deceptive opinion spam outperform the simple

17Past participle verbs were an exception.
18Superlative adverbs were an exception.
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TRUTHFUL/INFORMATIVE DECEPTIVE/IMAGINATIVE

Category Variant Weight Category Variant Weight

NOUNS

Singular 0.008

VERBS

Base -0.057
Plural 0.002 Past tense 0.041
Proper, singular -0.041 Present participle -0.089
Proper, plural 0.091 Singular, present -0.031

ADJECTIVES

General 0.002 Third person 0.026
Comparative 0.058 singular, present
Superlative -0.164 Modal -0.063

PREPOSITIONS General 0.064
ADVERBS

General 0.001
DETERMINERS General 0.009 Comparative -0.035
COORD. CONJ. General 0.094

PRONOUNS
Personal -0.098

VERBS Past participle 0.053 Possessive -0.303
ADVERBS Superlative -0.094 PRE-DETERMINERS General 0.017

Table 4: Average feature weights learned by POSSVM. Based on work by Rayson et al. (2001), we expect weights on
the left to be positive (predictive of truthful opinions), and weights on the right to be negative (predictive of deceptive
opinions). Boldface entries are at odds with these expectations. We report average feature weights of unit-normalized
weight vectors, rather than raw weights vectors, to account for potential differences in magnitude between the folds.

genre identification baseline just discussed. Specifi-
cally, the psycholinguistic approach (LIWCSVM) pro-
posed in Section 4.2 performs 3.8% more accurately
(one-tailed sign test p = 0.02), and the standard text
categorization approach proposed in Section 4.3 per-
forms between 14.6% and 16.6% more accurately.
However, best performance overall is achieved by
combining features from these two approaches. Par-
ticularly, the combined model LIWC+BIGRAMS+

SVM

is 89.8% accurate at detecting deceptive opinion
spam.19

Surprisingly, models trained only on
UNIGRAMS—the simplest n-gram feature set—
outperform all non–text-categorization approaches,
and models trained on BIGRAMS+ perform even
better (one-tailed sign test p = 0.07). This suggests
that a universal set of keyword-based deception
cues (e.g., LIWC) is not the best approach to de-
tecting deception, and a context-sensitive approach
(e.g., BIGRAMS+) might be necessary to achieve
state-of-the-art deception detection performance.

To better understand the models learned by these
automated approaches, we report in Table 5 the top
15 highest weighted features for each class (truthful
and deceptive) as learned by LIWC+BIGRAMS+

SVM

and LIWCSVM. In agreement with theories of reality
monitoring (Johnson and Raye, 1981), we observe
that truthful opinions tend to include more sensorial
and concrete language than deceptive opinions; in

19The result is not significantly better than BIGRAMS+
SVM.

LIWC+BIGRAMS+
SVM LIWCSVM

TRUTHFUL DECEPTIVE TRUTHFUL DECEPTIVE

- chicago hear i
... my number family
on hotel allpunct perspron
location , and negemo see
) luxury dash pronoun
allpunctLIWC experience exclusive leisure
floor hilton we exclampunct
( business sexual sixletters
the hotel vacation period posemo
bathroom i otherpunct comma
small spa space cause
helpful looking human auxverb
$ while past future
hotel . husband inhibition perceptual
other my husband assent feel

Table 5: Top 15 highest weighted truthful and deceptive
features learned by LIWC+BIGRAMS+

SVM and LIWCSVM.
Ambiguous features are subscripted to indicate the source
of the feature. LIWC features correspond to groups
of keywords as explained in Section 4.2; more details
about LIWC and the LIWC categories are available at
http://liwc.net.

particular, truthful opinions are more specific about
spatial configurations (e.g., small, bathroom, on, lo-
cation). This finding is also supported by recent
work by Vrij et al. (2009) suggesting that liars have
considerable difficultly encoding spatial information
into their lies. Accordingly, we observe an increased
focus in deceptive opinions on aspects external to
the hotel being reviewed (e.g., husband, business,
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vacation).
We also acknowledge several findings that, on the

surface, are in contrast to previous psycholinguistic
studies of deception (Hancock et al., 2008; Newman
et al., 2003). For instance, while deception is often
associated with negative emotion terms, our decep-
tive reviews have more positive and fewer negative
emotion terms. This pattern makes sense when one
considers the goal of our deceivers, namely to create
a positive review (Buller and Burgoon, 1996).

Deception has also previously been associated
with decreased usage of first person singular, an ef-
fect attributed to psychological distancing (Newman
et al., 2003). In contrast, we find increased first
person singular to be among the largest indicators
of deception, which we speculate is due to our de-
ceivers attempting to enhance the credibility of their
reviews by emphasizing their own presence in the
review. Additional work is required, but these find-
ings further suggest the importance of moving be-
yond a universal set of deceptive language features
(e.g., LIWC) by considering both the contextual (e.g.,
BIGRAMS+) and motivational parameters underly-
ing a deception as well.

6 Conclusion and Future Work

In this work we have developed the first large-scale
dataset containing gold-standard deceptive opinion
spam. With it, we have shown that the detection
of deceptive opinion spam is well beyond the ca-
pabilities of human judges, most of whom perform
roughly at-chance. Accordingly, we have introduced
three automated approaches to deceptive opinion
spam detection, based on insights coming from re-
search in computational linguistics and psychology.
We find that while standard n-gram–based text cate-
gorization is the best individual detection approach,
a combination approach using psycholinguistically-
motivated features and n-gram features can perform
slightly better.

Finally, we have made several theoretical con-
tributions. Specifically, our findings suggest the
importance of considering both the context (e.g.,
BIGRAMS+) and motivations underlying a decep-
tion, rather than strictly adhering to a universal set
of deception cues (e.g., LIWC). We have also pre-
sented results based on the feature weights learned

by our classifiers that illustrate the difficulties faced
by liars in encoding spatial information. Lastly, we
have discovered a plausible relationship between de-
ceptive opinion spam and imaginative writing, based
on POS distributional similarities.

Possible directions for future work include an ex-
tended evaluation of the methods proposed in this
work to both negative opinions, as well as opinions
coming from other domains. Many additional ap-
proaches to detecting deceptive opinion spam are
also possible, and a focus on approaches with high
deceptive precision might be useful for production
environments.
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Abstract 

Most previous work on multilingual sentiment 

analysis has focused on methods to adapt 

sentiment resources from resource-rich 

languages to resource-poor languages. We 

present a novel approach for joint bilingual 

sentiment classification at the sentence level 

that augments available labeled data in each 

language with unlabeled parallel data. We rely 

on the intuition that the sentiment labels for 

parallel sentences should be similar and present 

a model that jointly learns improved mono-

lingual sentiment classifiers for each language. 

Experiments on multiple data sets show that the 

proposed approach (1) outperforms the mono-

lingual baselines, significantly improving the 

accuracy for both languages by 3.44%-8.12%; 

(2) outperforms two standard approaches for 

leveraging unlabeled data; and (3) produces 

(albeit smaller) performance gains when 

employing pseudo-parallel data from machine 

translation engines. 

1 Introduction 

The field of sentiment analysis has quickly 

attracted the attention of researchers and 

practitioners alike (e.g. Pang et al., 2002; Turney, 

2002; Hu and Liu, 2004; Wiebe et al., 2005; Breck 

et al., 2007; Pang and Lee, 2008).
1

Indeed, 

sentiment analysis systems, which mine opinions 

from textual sources (e.g. news, blogs, and 

reviews), can be used in a wide variety of 

                                                           
*The work was conducted when the first author was visiting 

Cornell University. 

applications, including interpreting product 

reviews, opinion retrieval and political polling.  

Not surprisingly, most methods for sentiment 

classification are supervised learning techniques, 

which require training data annotated with the 

appropriate sentiment labels (e.g. document-level 

or sentence-level positive vs. negative polarity).  

This data is difficult and costly to obtain, and must 

be acquired separately for each language under 

consideration.  

Previous work in multilingual sentiment analysis 

has therefore focused on methods to adapt 

sentiment resources (e.g. lexicons) from resource-

rich languages (typically English) to other 

languages, with the goal of transferring sentiment 

or subjectivity analysis capabilities from English to 

other languages (e.g. Mihalcea et al. (2007); Banea 

et al. (2008; 2010); Wan (2008; 2009); 

Prettenhofer and Stein (2010)). In recent years, 

however, sentiment-labeled data is gradually 

becoming available for languages other than 

English (e.g. Seki et al. (2007; 2008); Nakagawa et 

al. (2010); Schulz et al. (2010)). In addition, there 

is still much room for improvement in existing 

monolingual (including English) sentiment 

classifiers, especially at the sentence level (Pang 

and Lee, 2008).  

This paper tackles the task of bilingual 

sentiment analysis. In contrast to previous work, 

we (1) assume that some amount of sentiment-

labeled data is available for the language pair 

under study, and (2) investigate methods to 

simultaneously improve sentiment classification 

for both languages. Given the labeled data in each 

language, we propose an approach that exploits an 

unlabeled parallel corpus with the following 
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intuition: two sentences or documents that are 

parallel (i.e. translations of one another) should 

exhibit the same sentiment — their sentiment 

labels (e.g. polarity, subjectivity, intensity) should 

be similar. The proposed maximum entropy-based 

EM approach jointly learns two monolingual 

sentiment classifiers by treating the sentiment 

labels in the unlabeled parallel text as unobserved 

latent variables, and maximizes the regularized 

joint likelihood of the language-specific labeled 

data together with the inferred sentiment labels of 

the parallel text.  Although our approach should be 

applicable at the document-level and for additional 

sentiment tasks, we focus on sentence-level 

polarity classification in this work. 

We evaluate our approach for English and 

Chinese on two dataset combinations (see Section 

4) and find that the proposed approach outperforms 

the monolingual baselines (i.e. maximum entropy 

and SVM classifiers) as well as two alternative 

methods for leveraging unlabeled data 

(transductive SVMs (Joachims, 1999b) and co-

training (Blum and Mitchell, 1998)).  Accuracy is 

significantly improved for both languages, by 

3.44%-8.12%. We furthermore find that 

improvements, albeit smaller, are obtained when 

the parallel data is replaced with a pseudo-parallel 

(i.e. automatically translated) corpus. To our 

knowledge, this is the first multilingual sentiment 

analysis study to focus on methods for 

simultaneously improving sentiment classification 

for a pair of languages based on unlabeled data 

rather than resource adaptation from one language 

to another.  

The rest of the paper is organized as follows. 

Section 2 introduces related work. In Section 3, the 

proposed joint model is described. Sections 4 and 

5, respectively, provide the experimental setup and 

results; the conclusion (Section 6) follows. 

2 Related Work 

Multilingual Sentiment Analysis.  There is a 

growing body of work on multilingual sentiment 

analysis. Most approaches focus on resource 

adaptation from one language (usually English) to 

other languages with few sentiment resources. 

Mihalcea et al. (2007), for example, generate 

subjectivity analysis resources in a new language 

from English sentiment resources by leveraging a 

bilingual dictionary or a parallel corpus. Banea et 

al. (2008; 2010) instead automatically translate the 

English resources using automatic machine 

translation engines for subjectivity classification. 

Prettenhofer and Stein (2010) investigate cross-

lingual sentiment classification from the 

perspective of domain adaptation based on 

structural correspondence learning (Blitzer et al., 

2006). 

Approaches that do not explicitly involve 

resource adaptation include Wan (2009), which 

uses co-training (Blum and Mitchell, 1998) with 

English vs. Chinese features comprising the two 

independent ―views‖ to exploit unlabeled Chinese 

data and a labeled English corpus and thereby 

improves Chinese sentiment classification. 

Another notable approach is the work of Boyd-

Graber and Resnik (2010), which presents a 

generative model --- supervised multilingual latent 

Dirichlet allocation --- that jointly models topics 

that are consistent across languages, and employs 

them to better predict sentiment ratings. 

Unlike the methods described above, we focus 

on simultaneously improving the performance of 

sentiment classification in a pair of languages by 

developing a model that relies on sentiment-

labeled data in each language as well as unlabeled 

parallel text for the language pair. 

Semi-supervised Learning.  Another line of 

related work is semi-supervised learning, which 

combines labeled and unlabeled data to improve 

the performance of the task of interest (Zhu and 

Goldberg, 2009). Among the popular semi-

supervised methods (e.g. EM on Naïve Bayes 

(Nigam et al., 2000), co-training (Blum and 

Mitchell, 1998), transductive SVMs (Joachims, 

1999b), and co-regularization (Sindhwani et al., 

2005; Amini et al., 2010)), our approach employs 

the EM algorithm, extending it to the bilingual 

case based on maximum entropy. We compare to 

co-training and transductive SVMs in Section 5. 

Multilingual NLP for Other Tasks. Finally, 

there exists related work using bilingual resources 

to help other NLP tasks, such as word sense 

disambiguation (e.g. Ido and Itai (1994)), parsing 

(e.g. Burkett and Klein (2008); Zhao et al. (2009); 

Burkett et al. (2010)), information retrieval (Gao et 

al., 2009), named entity detection (Burkett et al., 

2010); topic extraction (e.g. Zhang et al., 2010), 

text classification (e.g. Amini et al., 2010), and 

hyponym-relation acquisition (e.g. Oh et al., 2009). 
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In these cases, multilingual models increase 

performance because different languages contain 

different ambiguities and therefore present 

complementary views on the shared underlying 

labels.  Our work shares a similar motivation. 

3 A Joint Model with Unlabeled Parallel 

Text 

We propose a maximum entropy-based statistical 

model. Maximum entropy (MaxEnt) models
1
 have 

been widely used in many NLP tasks (Berger et al., 

1996; Ratnaparkhi, 1997; Smith, 2006). The 

models assign the conditional probability of the 

label   given the observation   as follows: 

          
 

 
                                 (1) 

where    is a real-valued vector of feature weights 

and    is a feature function that maps pairs       to 

a nonnegative real-valued feature vector. Each 

feature has an associated parameter,   , which is 

called its weight; and   is the corresponding 

normalization factor.  

Maximum likelihood parameter estimation 

(training) for such a model, with a set of labeled 

examples            
  , amounts to solving the 

following optimization problem: 

  
 
       

    
         

 
                        (2) 

3.1 Problem Definition 

Given two languages    and   , suppose we have 

two distinct (i.e. not parallel) sets of sentiment-

labeled data,    and     written in    and     

respectively. In addition, we have unlabeled (w.r.t. 

sentiment) bilingual (in    and   ) parallel data   

that are defined as follows. 

               
    

     
     

               
    

     
    

     
    

       
  

   
  

 
   

 
   

where               denotes the polarity of 

the  -th instance    (positive or negative);    and    

are respectively the numbers of labeled instances 

in    and   ;   
  

 and   
  

 are parallel instances in    

and   , respectively (i.e. they are supposed to be 

                                                           
1They are sometimes referred to as log-linear models, but also 

known as exponential models, generalized linear models, or 

logistic regression. 

translations of one another), whose labels   
  

 and 

  
  

 are unobserved, but according to the intuition 

outlined in Section 1, should be similar.  

Given the input data        and  , our task is to 

jointly learn two monolingual sentiment classifiers 

— one for    and one for   . With MaxEnt, we 

learn from the input data:  

                   

 
     

 
  

where    
   and     

 
 are the vectors of feature weights 

for    and   , respectively (for brevity we denote 

them as    and    in the remaining sections). In this 

study, we focus on sentence-level sentiment 

classification, i.e. each    is a sentence, and   
  

 and 

  
  

 are parallel sentences. 

3.2 The Joint Model  

Given the problem definition above, we now 

present a novel model to exploit the 

correspondence of parallel sentences in unlabeled 

bilingual text. The model maximizes the following 

joint likelihood with respect to    and   : 

                                        

    
    

    
    

         

        
    

       
   

 
     

     
  

   
  

   
  

   
  

       
 
   (3) 

where          denotes    or   ; the first term on 

the right-hand side is the likelihood of labeled data 

for both    and   ; and the second term is the 

likelihood of the unlabeled parallel data  .  

If we assume that parallel sentences are perfect 

translations, the two sentences in each pair should 

have the same polarity label, which gives us:   

    
  

   
  

   
  

   
  

        

     
    

  
        

    
  

      
                          (4) 

where   
  is the unobserved class label for the  -th 

instance in the unlabeled data. This probability 

directly models the sentiment label agreement 

between   
  

 and   
  

. 

However, there could be considerable noise in 

real-world parallel data, i.e. the sentence pairs may 

be noisily parallel (or even comparable) instead of 

fully parallel (Munteanu and Marcu, 2005). In such 

noisy cases, the labels (positive or negative) could 

be different for the two monolingual sentences in a 

sentence pair. Although we do not know the exact 

probability that a sentence pair exhibits the same 

label, we can approximate it using their translation 
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probabilities, which can be computed using word 

alignment toolkits such as Giza++ (Och and Ney, 

2003) or the Berkeley word aligner (Liang et al., 

2006). The intuition here is that if the translation 

probability of two sentences is high, the probability 

that they have the same sentiment label should be 

high as well. Therefore, by considering the noise in 

parallel data, we get: 

    
  

   
  

   
  

   
  

         

              
  

           
  

          

                  
  

            
  

             (5)                 

where       is the translation probability of the  -th 

sentence pair in  ;
2
     is the opposite of   ; the first 

term models the probability that   
  

 and   
  

 have 

the same label; and the second term models the 

probability that they have different labels.  

By further considering the weight to ascribe to 

the unlabeled data vs. the labeled data (and the 

weight for the L2-norm regularization), we get the 

following regularized joint log likelihood to be 

maximized: 

                                     
    

         
    

    
    

         
  

 
      

  
         (6) 

where the first term on the right-hand side is the 

log likelihood of the labeled data from both    and 

    the second is the log likelihood of the 

unlabeled parallel data  , multiplied by     , a 

constant that controls the contribution of the 

unlabeled data; and      is a regularization 

constant that penalizes model complexity or large 

feature weights. When    is 0, the algorithm 

ignores the unlabeled data and degenerates to two 

MaxEnt models trained on only the labeled data. 

3.3 The EM Algorithm on MaxEnt 

To solve the optimization problem for the model, 

we need to jointly estimate the optimal parameters 

for the two monolingual classifiers by finding: 

   
    

                                       (7) 

This can be done with an EM algorithm, whose 

steps are summarized in Algorithm 1. First, the 

MaxEnt parameters,    and   , are estimated from 

                                                           
2The probability should be rescaled within the range of [0, 1], 

where 0.5 means that we are completely unsure if the 

sentences are translations of each other or not, and only those 

translation pairs with a probability larger than 0.5 are 

meaningful for our purpose. 

just the labeled data. Then, in the E-step, the 

classifiers, based on current values of     and   , 

compute          for each labeled example and 

assign probabilistically-weighted class labels to 

each unlabeled example. Next, in the M-step, the 

parameters,    and   , are updated using both the 

original labeled data (   and   ) and the newly 

labeled data  . These last two steps are iterated 

until convergence or a predefined iteration limit  . 

Algorithm 1. The MaxEnt-based EM Algorithm for 

Multilingual Sentiment Classification 

Input: Labeled data    and    

Unlabeled parallel data   

Output: 
Two monolingual MaxEnt classifiers with 

parameters   
  and   

 , respectively 

1. Train two initial monolingual models 

Train and initialize   
   

 and   
   

 on the labeled data 

2. Jointly optimize two monolingual models 

for     to   do // T: number of iterations 

       E-Step: 

Compute         for each example in    ,    and   

based on   
     

 and   
     

; 

Compute the expectation of the log likelihood with 

respect to       ; 

M-Step: 

Find    
   

 and   
   

 by maximizing the regularized 

joint log likelihood; 

Convergence: 

 If the increase of the joint log likelihood is 

sufficiently small, break; 

      end for  

3. Output    
  as   

   
s, and   

  as    
   

  

In the M-step, we can optimize the regularized 

joint log likelihood using any gradient-based 

optimization technique (Malouf, 2002). The 

gradient for Equation 3 based on Equation 4 is 

shown in Appendix A; those for Equations 5 and 6 

can be derived similarly. In our experiments, we 

use the L-BFGS algorithm (Liu et al., 1989) and 

run EM until the change in regularized joint log 

likelihood is less than 1e-5 or we reach 100 

iterations.
3
 

                                                           
3Since the EM-based algorithm may find a local maximum of 

the objective function, the initialization of the parameters is 

important. Our experiments show that an effective maximum 

can usually be found by initializing the parameters with those 

learned from the labeled data; performance would be much 

worse if we initialize all the parameters to 0 or 1. 
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3.4 Pseudo-Parallel Labeled and Unlabeled 

Data 

We also consider the case where a parallel corpus 

is not available: to obtain a pseudo-parallel corpus 

  (i.e. sentences in one language with their 

corresponding automatic translations), we use an 

automatic machine translation system (e.g. Google 

machine translation
4
) to translate unlabeled in-

domain data from    to    or vice versa. 

Since previous work (Banea et al., 2008; 2010; 

Wan, 2009) has shown that it could be useful to 

automatically translate the labeled data from the 

source language into the target language, we can 

further incorporate such translated labeled data into 

the joint model by adding the following component 

into Equation 6: 

           
     

   
    

   
   

 
                  (8) 

where    is the alternative class of  ,   
    is the 

automatically translated example from   
  ; and  

     is a constant that controls the weight of the 

translated labeled data. 

4 Experimental Setup 

4.1 Data Sets and Preprocessing 

The following labeled datasets are used in our 

experiments. 

MPQA (Labeled English Data): The Multi-

Perspective Question Answering (MPQA) corpus 

(Wiebe et al., 2005) consists of newswire 

documents manually annotated with phrase-level 

subjectivity information. We extract all sentences 

containing strong (i.e. intensity is medium or 

higher), sentiment-bearing (i.e. polarity is positive 

or negative) expressions following Choi and 

Cardie (2008). Sentences with both positive and 

negative strong expressions are then discarded, and 

the polarity of each remaining sentence is set to 

that of its sentiment-bearing expression(s). 

NTCIR-EN (Labeled English Data) and 

NTCIR-CH (Labeled Chinese Data): The 

NTCIR Opinion Analysis task (Seki et al., 2007; 

2008) provides sentiment-labeled news data in 

Chinese, Japanese and English. Only those 

sentences with a polarity label (positive or 

negative) agreed to by at least two annotators are 

extracted. We use the Chinese data from NTCIR-6 

                                                           
4http://translate.google.com/ 

as our Chinese labeled data. Since far fewer 

sentences in the English data pass the annotator 

agreement filter, we combine the English data from 

NTCIR-6 and NTCIR-7. The Chinese sentences 

are segmented using the Stanford Chinese word 

segmenter (Tseng et al., 2005). 

The number of sentences in each of these 

datasets is shown in Table 1. In our experiments, 

we evaluate two settings of the data: (1) 

MPQA+NTCIR-CH, and (2) NTCIR-EN+NTCIR-

CH. In each setting, the English labeled data 

constitutes    and the Chinese labeled data,   .  

 MPQA NTCIR-EN NTCIR-CH 

Positive 1,471 (30%) 528 (30%) 2,378 (55%) 

Negative 3,487 (70%) 1,209 (70%) 1,916 (45%) 

Total 4,958 1,737 4,294 

Table 1: Sentence Counts for the Labeled Data 

Unlabeled Parallel Text and its Preprocessing. 

For the unlabeled parallel text, we use the ISI 

Chinese-English parallel corpus (Munteanu and 

Marcu, 2005), which was extracted automatically 

from news articles published by Xinhua News 

Agency in the Chinese Gigaword (2
nd

 Edition) and 

English Gigaword (2
nd

 Edition) collections. 

Because sentence pairs in the ISI corpus are quite 

noisy, we rely on Giza++ (Och and Ney, 2003) to 

obtain a new translation probability for each 

sentence pair, and select the 100,000 pairs with the 

highest translation probabilities.
5
  

We also try to remove neutral sentences from 

the parallel data since they can introduce noise into 

our model, which deals only with positive and 

negative examples. To do this, we train a single 

classifier from the combined Chinese and English 

labeled data for each data setting above by 

concatenating the original English and Chinese 

feature sets. We then classify each unlabeled 

sentence pair by combining the two sentences in 

each pair into one. We choose the most confidently 

predicted 10,000 positive and 10,000 negative 

pairs to constitute the unlabeled parallel corpus   

for each data setting. 

                                                           
5We removed sentence pairs with an original confidence score 

(given in the corpus) smaller than 0.98, and also removed the 

pairs that are too long (more than 60 characters in one 

sentence) to facilitate Giza++. We first obtain translation 

probabilities for both directions (i.e. Chinese to English and 

English to Chinese) with Giza++, take the log of the product 

of those two probabilities, and then divide it by the sum of 

lengths of the two sentences in each pair.  
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4.2 Baseline Methods 

In our experiments, the proposed joint model is 

compared with the following baseline methods. 

MaxEnt: This method learns a MaxEnt 

classifier for each language given the monolingual 

labeled data; the unlabeled data is not used.  

SVM: This method learns an SVM classifier for 

each language given the monolingual labeled data; 

the unlabeled data is not used. SVM-light 

(Joachims, 1999a) is used for all the SVM-related 

experiments. 

Monolingual TSVM (TSVM-M): This method 

learns two transductive SVM (TSVM) classifiers 

given the monolingual labeled data and the 

monolingual unlabeled data for each language.  

Bilingual TSVM (TSVM-B): This method 

learns one TSVM classifier given the labeled 

training data in two languages together with the 

unlabeled sentences by combining the two 

sentences in each unlabeled pair into one. We 

expect this method to perform better than TSVM-

M since the combined (bilingual) unlabeled 

sentences could be more helpful than the unlabeled 

monolingual sentences. 

Co-Training with SVMs (Co-SVM): This 

method applies SVM-based co-training given both 

the labeled training data and the unlabeled parallel 

data following Wan (2009). First, two monolingual 

SVM classifiers are built based on only the 

corresponding labeled data, and then they are 

bootstrapped by adding the most confident 

predicted examples from the unlabeled data into 

the training set. We run bootstrapping for 100 

iterations. In each iteration, we select the most 

confidently predicted 50 positive and 50 negative 

sentences from each of the two classifiers, and take 

the union of the resulting 200 sentence pairs as the 

newly labeled training data. (Examples with 

conflicting labels within the pair are not included.) 

5 Results and Analysis 

In our experiments, the methods are tested in the 

two data settings with the corresponding unlabeled 

parallel corpus as mentioned in Section 4.
6
 We use 

                                                           
6 The results reported in this section employ Equation 4. 

Preliminary experiments showed that Equation 5 does not 

significantly improve the performance in our case, which is 

reasonable since we choose only sentence pairs with the 

highest translation probabilities to be our unlabeled data (see 

Section 4.1).      

5-fold cross-validation and report average accuracy 

(also MicroF1 in this case) and MacroF1 scores. 

Unigrams are used as binary features for all 

models, as Pang et al. (2002) showed that binary 

features perform better than frequency features for 

sentiment classification. The weights for unlabeled 

data and regularization,    and   , are set to 1 

unless otherwise stated. Later, we will show that 

the proposed approach performs well with a wide 

range of parameter values.
7
 

5.1 Method Comparison 

We first compare the proposed joint model (Joint) 

with the baselines in Table 2. As seen from the 

table, the proposed approach outperforms all five 

baseline methods in terms of both accuracy and 

MacroF1 for both English and Chinese and in both 

of the data settings.
8

 By making use of the 

unlabeled parallel data, our proposed approach 

improves the accuracy, compared to MaxEnt, by 

8.12% (or 33.27% error reduction) on English and 

3.44% (or 16.92% error reduction) on Chinese in 

the first setting, and by 5.07% (or 19.67% error 

reduction) on English and 3.87% (or 19.4% error 

reduction) on Chinese in the second setting. 

 Among the baselines, the best is Co-SVM; 

TSVMs do not always improve performance using 

the unlabeled data compared to the standalone 

SVM; and TSVM-B outperforms TSVM-M except 

for Chinese in the second setting. The MPQA data 

is more difficult in general compared to the NTCIR 

data. Without unlabeled parallel data, the 

performance on the Chinese data is better than on 

the English data, which is consistent with results 

reported in NTCIR-6 (Seki et al., 2007).  

Overall, the unlabeled parallel data improves 

classification accuracy for both languages when 

using our proposed joint model and Co-SVM. The 

joint model makes better use of the unlabeled 

parallel data than Co-SVM or TSVMs presumably 

because of its attempt to jointly optimize the two 

monolingual models via soft (probabilistic) 

assignments of the unlabeled instances to classes in 

each iteration, instead of the hard assignments in 

Co-SVM and TSVMs. Although English sentiment 

                                                           
7The code is at http://sites.google.com/site/lubin2010. 
8 Significance is tested using paired t-tests with  <0.05: 

€ 

denotes statistical significance compared to the corresponding 

performance of MaxEnt; * denotes statistical significance 

compared to SVM; and 
Γ
 denotes statistical significance 

compared to Co-SVM. 
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classification alone is more difficult than Chinese 

for our datasets, we obtain greater performance 

gains for English by exploiting unlabeled parallel 

data as well as the Chinese labeled data.  

5.2 Varying the Weight and Amount of 

Unlabeled Data 

Figure 1 shows the accuracy curve of the proposed 

approach for the two data settings when varying 

the weight for the unlabeled data,   , from 0 to 1. 

When    is set to 0, the joint model degenerates to 

two MaxEnt models trained with only the labeled 

data.  

We can see that the performance gains for the 

proposed approach are quite remarkable even when 

   is set to 0.1; performance is largely stable after 

   reaches 0.4. Although MPQA is more difficult 

in general compared to the NTCIR data, we still 

see steady improvements in performance with 

unlabeled parallel data. Overall, the proposed 

approach performs quite well for a wide range of 

parameter values of   .  

Figure 2 shows the accuracy curve of the 

proposed approach for the two data settings when 

varying the amount of unlabeled data from 0 to 

20,000 instances. We see that the performance of 

the proposed approach improves steadily by adding 

more and more unlabeled data. However, even 

with only 2,000 unlabeled sentence pairs, the 

proposed approach still produces large 

performance gains.  

5.3 Results on Pseudo-Parallel Unlabeled 

Data 

As discussed in Section 3.4, we generate pseudo-

parallel data by translating the monolingual 

sentences in each setting using Google’s machine 

translation system. Figures 3 and 4 show the 

performance of our model using the pseudo-

parallel data versus the real parallel data, in the two 

settings, respectively. The EN->CH pseudo-

parallel data consists of the English unlabeled data 

and its automatic Chinese translation, and vice 

versa. 

Although not as significant as those with parallel 

data, we can still obtain improvements using the 

pseudo-parallel data, especially in the first setting. 

The difference between using parallel versus 

pseudo-parallel data is around 2-4% in Figures 3 

and 4, which is reasonable since the quality of the 

pseudo-parallel data is not as good as that of the 

parallel data. Therefore, the performance using 

pseudo-parallel data is better with a small weight 

(e.g.   = 0.1) in some cases.  

 

Setting 1: NTCIR-EN+NTCIR-CH Setting 2: MPQA+NTCIR-CH 

Accuracy MacroF1 Accuracy MacroF1 

English Chinese English Chinese English Chinese English Chinese 

MaxEnt 75.59 79.67 66.61* 79.34 74.22 79.67 65.09* 79.34 

SVM 76.34 81.02 61.12 80.75€ 76.74€ 81.02 61.35 80.75€ 

TSVM-M 73.46 80.21 55.33 79.99 72.89 81.14 52.82 79.99 

TSVM-B 78.36 81.60€ 65.53 81.42 76.42€ 78.51 61.66 78.32 

Co-SVM 82.44€* 82.79€ 72.61€* 82.67€* 78.18€* 82.63€* 68.03€* 82.51€* 

Joint 83.71€* 83.11€* 75.89€*Γ 82.97€* 79.29€*Γ 83.54€* 72.58€*Γ 83.37€* 

Table 2: Comparison of Results 

       
Figure 1. Accuracy vs. Weight of Unlabeled Data                Figure 2. Accuracy vs. Amount of Unlabeled Data 
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5.4 Adding Pseudo-Parallel Labeled Data 

In this section, we investigate how adding 

automatically translated labeled data might 

influence the performance as mentioned in Section 

3.4. We use only the translated labeled data to train 

classifiers, and then directly classify the test data. 

The average accuracies in setting 1 are 66.61% and 

63.11% on English and Chinese, respectively; 

while the accuracies in setting 2 are 58.43% and 

54.07% on English and Chinese, respectively. This 

result is reasonable because of the language gap 

between the original language and the translated 

language. In addition, the class distributions of the 

English labeled data and the Chinese are quite 

different (30% vs. 55% for positive as shown in 

Table 1).  

Figures 5 and 6 show the accuracies when 

varying the weight of the translated labeled data vs. 

the labeled data, with and without the unlabeled 

parallel data. From Figure 5 for setting 1, we can 

see that the translated data can be helpful given the 

labeled data and even the unlabeled data, as long as 

   is small; while in Figure 6, the translated data 

decreases the performance in most cases for setting 

2. One possible reason is that in the first data 

setting, the NTCIR English data covers the same 

topics as the NTCIR Chinese data and thus direct 

translation is helpful, while the English and 

Chinese topics are quite different in the second 

data setting, and thus direct translation hurts the 

performance given the existing labeled data in each 

language. 

5.5 Discussion 

To further understand what contributions our 

proposed approach makes to the performance gain, 

we look inside the parameters in the MaxEnt 

models learned before and after adding the parallel 

unlabeled data. Table 3 shows the features in the 

model learned from the labeled data that have the 

largest weight change after adding the parallel data;  

     
Figure 3. Accuracy with Pseudo-Parallel Unlabeled           Figure 4. Accuracy with Pseudo-Parallel Unlabeled 

 Data in Setting 1                                                         Data in Setting 2 

        

Figure 5. Accuracy with Pseudo-Parallel Labeled              Figure 6. Accuracy with Pseudo-Parallel Labeled  

Data in Setting 1                                                      Data in Setting 2 
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Positive Negative 

Word Weight Word Weight 

friendly 0.701 german 0.783 

principles 0.684 arduous 0.531 

hopes 0.630 oppose 0.511 

hoped 0.553 administrations 0.431 

cooperative 0.552 oau9 0.408 

Table 4. New Features Learned from Unlabeled Data 

and Table 4 shows the newly learned features from 

the unlabeled data with the largest weights. 

From Table 3
10

 we can see that the weight 

changes of the original features are quite 

reasonable, e.g. the top words in the positive class 

are obviously positive and the proposed approach 

gives them higher weights. The new features also 

seem reasonable given the knowledge that the 

labeled and unlabeled data includes negative news 

about for specific topics (e.g. Germany, Taiwan),. 

We also examine the process of joint training by 

checking the performance on test data and the 

agreement of the two monolingual models on the 

unlabeled parallel data in both settings. The 

average agreement across 5 folds is 85.06% and 

73.87% in settings 1 and 2, respectively, before the 

joint training, and increases to 100% and 99.89%, 

respectively, after 100 iterations of joint training. 

Although the average agreement has already 

increased to 99.50% and 99.02% in settings 1 and 

2, respectively, after 30 iterations, the performance 

on the test set steadily improves in both settings 

until around 50-60 iterations, and then becomes 

relatively stable after that. 

Examination of those sentence pairs in setting 2 

for which the two monolingual models still 

                                                           
9
This is an abbreviation for the Organization of African Unity. 

10The features and weights in Tables 3 and 4 are extracted 

from the English model in the first fold of setting 1. 

disagree after 100 iterations of joint training often 

produces sentences that are not quite parallel, e.g.: 
English: The two sides attach great importance to 

international cooperation on protection and promotion of 

human rights. 

Chinese: 双方认为,在人权问题上不能采取―双重标准‖,反对在

国际关系中利用人权问题施压。(Both sides agree that double 

standards on the issue of human rights are to be avoided, and 

are opposed to using pressure on human rights issues in 

international relations.) 

Since the two sentences discuss human rights 

from very different perspectives, it is reasonable 

that the two monolingual models will classify them 

with different polarities (i.e. positive for the 

English sentence and negative for the Chinese 

sentence) even after joint training.  

6 Conclusion 

In this paper, we study bilingual sentiment 

classification and propose a joint model to 

simultaneously learn better monolingual sentiment 

classifiers for each language by exploiting an 

unlabeled parallel corpus together with the labeled 

data available for each language. Our experiments 

show that the proposed approach can significantly 

improve sentiment classification for both 

languages. Moreover, the proposed approach 

continues to produce (albeit smaller) performance 

gains when employing pseudo-parallel data from 

machine translation engines. 

In future work, we would like to apply the joint 

learning idea to other learning frameworks (e.g. 

SVMs), and to extend the proposed model to 

handle word-level parallel information, e.g. 

bilingual dictionaries or word alignment 

information. Another issue is to investigate how to 

improve multilingual sentiment analysis by 

exploiting comparable corpora. 
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 Word 
Weight 

Before After Change 

Positive 

important 0.452 1.659 1.207 

cooperation 0.325 1.492 1.167 

support 0.533 1.483 0.950 

importance 0.450 1.193 0.742 

agreed 0.347 1.061 0.714 

Negative 

difficulties 0.018 0.663 0.645 

not 0.202 0.844 0.641 

never 0.245 0.879 0.634 

germany 0.035 0.664 0.629 

taiwan 0.590 1.216 0.626 

Table 3. Original Features with Largest Weight Change 
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Appendix A. Equation Deduction 

In this appendix, we derive the gradient for the objective 

function in Equation 3, which is used in parameter 

estimation. As mentioned in Section 3.3, the parameters 

can be learned by finding: 

   
    

         
       

                 

       
       

                    

       
       

                           

         
  

   
  

   
  

   
  

        
        

Since the first term on the right-hand side is just the 

expression for the standard MaxEnt problem, we will 

focus on the gradient for the second term, and denote 
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in the vector   . For brevity, we drop the   in the above 

notation, and write   
  to denote   

  
. Then the partial 

derivative of (*) based on Equation 4 with respect to   
  

is as follows: 
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Further, we obtain: 
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Merge (2) into (1), we get: 
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Abstract
This paper presents a pilot study of opinion
summarization on conversations. We create
a corpus containing extractive and abstrac-
tive summaries of speaker’s opinion towards
a given topic using 88 telephone conversa-
tions. We adopt two methods to perform ex-
tractive summarization. The first one is a
sentence-ranking method that linearly com-
bines scores measured from different aspects
including topic relevance, subjectivity, and
sentence importance. The second one is a
graph-based method, which incorporates topic
and sentiment information, as well as addi-
tional information about sentence-to-sentence
relations extracted based on dialogue struc-
ture. Our evaluation results show that both
methods significantly outperform the baseline
approach that extracts the longest utterances.
In particular, we find that incorporating di-
alogue structure in the graph-based method
contributes to the improved system perfor-
mance.

1 Introduction

Both sentiment analysis (opinion recognition) and
summarization have been well studied in recent
years in the natural language processing (NLP) com-
munity. Most of the previous work on sentiment
analysis has been conducted on reviews. Summa-
rization has been applied to different genres, such
as news articles, scientific articles, and speech do-
mains including broadcast news, meetings, conver-
sations and lectures. However, opinion summariza-
tion has not been explored much. This can be use-
ful for many domains, especially for processing the

increasing amount of conversation recordings (tele-
phone conversations, customer service, round-table
discussions or interviews in broadcast programs)
where we often need to find a person’s opinion or
attitude, for example, “how does the speaker think
about capital punishment and why?”. This kind of
questions can be treated as a topic-oriented opin-
ion summarization task. Opinion summarization
was run as a pilot task in Text Analysis Conference
(TAC) in 2008. The task was to produce summaries
of opinions on specified targets from a set of blog
documents. In this study, we investigate this prob-
lem using spontaneous conversations. The problem
is defined as, given a conversation and a topic, a
summarization system needs to generate a summary
of the speaker’s opinion towards the topic.

This task is built upon opinion recognition and
topic or query based summarization. However, this
problem is challenging in that: (a) Summarization in
spontaneous speech is more difficult than well struc-
tured text (Mckeown et al., 2005), because speech
is always less organized and has recognition errors
when using speech recognition output; (b) Senti-
ment analysis in dialogues is also much harder be-
cause of the genre difference compared to other do-
mains like product reviews or news resources, as re-
ported in (Raaijmakers et al., 2008); (c) In conversa-
tional speech, information density is low and there
are often off topic discussions, therefore presenting
a need to identify utterances that are relevant to the
topic.

In this paper we perform an exploratory study
on opinion summarization in conversations. We
compare two unsupervised methods that have been
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widely used in extractive summarization: sentence-
ranking and graph-based methods. Our system at-
tempts to incorporate more information about topic
relevancy and sentiment scores. Furthermore, in
the graph-based method, we propose to better in-
corporate the dialogue structure information in the
graph in order to select salient summary utterances.
We have created a corpus of reasonable size in this
study. Our experimental results show that both
methods achieve better results compared to the base-
line.

The rest of this paper is organized as follows. Sec-
tion 2 briefly discusses related work. Section 3 de-
scribes the corpus and annotation scheme we used.
We explain our opinion-oriented conversation sum-
marization system in Section 4 and present experi-
mental results and analysis in Section 5. Section 6
concludes the paper.

2 Related Work

Research in document summarization has been well
established over the past decades. Many tasks have
been defined such as single-document summariza-
tion, multi-document summarization, and query-
based summarization. Previous studies have used
various domains, including news articles, scientific
articles, web documents, reviews. Recently there
is an increasing research interest in speech sum-
marization, such as conversational telephone speech
(Zhu and Penn, 2006; Zechner, 2002), broadcast
news (Maskey and Hirschberg, 2005; Lin et al.,
2009), lectures (Zhang et al., 2007; Furui et al.,
2004), meetings (Murray et al., 2005; Xie and Liu,
2010), voice mails (Koumpis and Renals, 2005).
In general speech domains seem to be more diffi-
cult than well written text for summarization. In
previous work, unsupervised methods like Maximal
Marginal Relevance (MMR), Latent Semantic Anal-
ysis (LSA), and supervised methods that cast the ex-
traction problem as a binary classification task have
been adopted. Prior research has also explored using
speech specific information, including prosodic fea-
tures, dialog structure, and speech recognition con-
fidence.

In order to provide a summary over opinions, we
need to find out which utterances in the conversa-
tion contain opinion. Most previous work in senti-

ment analysis has focused on reviews (Pang and Lee,
2004; Popescu and Etzioni, 2005; Ng et al., 2006)
and news resources (Wiebe and Riloff, 2005). Many
kinds of features are explored, such as lexical fea-
tures (unigram, bigram and trigram), part-of-speech
tags, dependency relations. Most of prior work used
classification methods such as naive Bayes or SVMs
to perform the polarity classification or opinion de-
tection. Only a handful studies have used conver-
sational speech for opinion recognition (Murray and
Carenini, 2009; Raaijmakers et al., 2008), in which
some domain-specific features are utilized such as
structural features and prosodic features.

Our work is also related to question answering
(QA), especially opinion question answering. (Stoy-
anov et al., 2005) applies a subjectivity filter based
on traditional QA systems to generate opinionated
answers. (Balahur et al., 2010) answers some spe-
cific opinion questions like “Why do people criti-
cize Richard Branson?” by retrieving candidate sen-
tences using traditional QA methods and selecting
the ones with the same polarity as the question. Our
work is different in that we are not going to an-
swer specific opinion questions, instead, we provide
a summary on the speaker’s opinion towards a given
topic.

There exists some work on opinion summariza-
tion. For example, (Hu and Liu, 2004; Nishikawa et
al., 2010) have explored opinion summarization in
review domain, and (Paul et al., 2010) summarizes
contrastive viewpoints in opinionated text. How-
ever, opinion summarization in spontaneous conver-
sation is seldom studied.

3 Corpus Creation

Though there are many annotated data sets for the
research of speech summarization and sentiment
analysis, there is no corpus available for opinion
summarization on spontaneous speech. Thus for this
study, we create a new pilot data set using a sub-
set of the Switchboard corpus (Godfrey and Holli-
man, 1997).1 These are conversational telephone
speech between two strangers that were assigned a
topic to talk about for around 5 minutes. They were
told to find the opinions of the other person. There
are 70 topics in total. From the Switchboard cor-

1Please contact the authors to obtain the data.
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pus, we selected 88 conversations from 6 topics for
this study. Table 1 lists the number of conversations
in each topic, their average length (measured in the
unit of dialogue acts (DA)) and standard deviation
of length.

topic #Conv. avg len stdev
space flight and exploration 6

165.5 71.40

capital punishment 24
gun control 15

universal health insurance 9
drug testing 12

universal public service 22

Table 1: Corpus statistics: topic description, number of
conversations in each topic, average length (number of
dialog acts), and standard deviation.

We recruited 3 annotators that are all undergrad-
uate computer science students. From the 88 con-
versations, we selected 18 (3 from each topic) and
let all three annotators label them in order to study
inter-annotator agreement. The rest of the conversa-
tions has only one annotation.

The annotators have access to both conversation
transcripts and audio files. For each conversation,
the annotator writes an abstractive summary of up
to 100 words for each speaker about his/her opin-
ion or attitude on the given topic. They were told to
use the words in the original transcripts if possible.
Then the annotator selects up to 15 DAs (no mini-
mum limit) in the transcripts for each speaker, from
which their abstractive summary is derived. The se-
lected DAs are used as the human generated extrac-
tive summary. In addition, the annotator is asked
to select an overall opinion towards the topic for
each speaker among five categories: strongly sup-
port, somewhat support, neutral, somewhat against,
strongly against. Therefore for each conversation,
we have an abstractive summary, an extractive sum-
mary, and an overall opinion for each speaker. The
following shows an example of such annotation for
speaker B in a dialogue about “capital punishment”:

[Extractive Summary]
I think I’ve seen some statistics that say that, uh, it’s

more expensive to kill somebody than to keep them in
prison for life.

committing them mostly is, you know, either crimes of
passion or at the moment

or they think they’re not going to get caught

but you also have to think whether it’s worthwhile on
the individual basis, for example, someone like, uh, jeffrey
dahlmer,

by putting him in prison for life, there is still a possi-
bility that he will get out again.

I don’t think he could ever redeem himself,
but if you look at who gets accused and who are the

ones who actually get executed, it’s very racially related
– and ethnically related

[Abstractive Summary]
B is against capital punishment except under certain

circumstances. B finds that crimes deserving of capital
punishment are “crimes of the moment” and as a result
feels that capital punishment is not an effective deterrent.
however, B also recognizes that on an individual basis
some criminals can never “redeem” themselves.

[Overall Opinion]
Somewhat against

Table 2 shows the compression ratio of the extrac-
tive summaries and abstractive summaries as well as
their standard deviation. Because in conversations,
utterance length varies a lot, we use words as units
when calculating the compression ratio.

avg ratio stdev
extractive summaries 0.26 0.13
abstractive summaries 0.13 0.06

Table 2: Compression ratio and standard deviation of ex-
tractive and abstractive summaries.

We measured the inter-annotator agreement
among the three annotators for the 18 conversations
(each has two speakers, thus 36 “documents” in to-
tal). Results are shown in Table 3. For the ex-
tractive or abstractive summaries, we use ROUGE
scores (Lin, 2004), a metric used to evaluate auto-
matic summarization performance, to measure the
pairwise agreement of summaries from different an-
notators. ROUGE F-scores are shown in the table
for different matches, unigram (R-1), bigram (R-2),
and longest subsequence (R-L). For the overall opin-
ion category, since it is a multiclass label (not binary
decision), we use Krippendorff’s α coefficient to
measure human agreement, and the difference func-
tion for interval data: δ2ck = (c− k)2 (where c, k are
the interval values, on a scale of 1 to 5 corresponding
to the five categories for the overall opinion).

We notice that the inter-annotator agreement for
extractive summaries is comparable to other speech
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extractive summaries
R-1 0.61
R-2 0.52
R-L 0.61

abstractive summaries
R-1 0.32
R-2 0.13
R-L 0.25

overall opinion α = 0.79

Table 3: Inter-annotator agreement for extractive and ab-
stractive summaries, and overall opinion.

summary annotation (Liu and Liu, 2008). The
agreement on abstractive summaries is much lower
than extractive summaries, which is as expected.
Even for the same opinion or sentence, annotators
use different words in the abstractive summaries.
The agreement for the overall opinion annotation
is similar to other opinion/emotion studies (Wil-
son, 2008b), but slightly lower than the level rec-
ommended by Krippendorff for reliable data (α =
0.8) (Hayes and Krippendorff, 2007), which shows
it is even difficult for humans to determine what
opinion a person holds (support or against some-
thing). Often human annotators have different inter-
pretations about the same sentence, and a speaker’s
opinion/attitude is sometimes ambiguous. Therefore
this also demonstrates that it is more appropriate to
provide a summary rather than a simple opinion cat-
egory to answer questions about a person’s opinion
towards something.

4 Opinion Summarization Methods

Automatic summarization can be divided into ex-
tractive summarization and abstractive summariza-
tion. Extractive summarization selects sentences
from the original documents to form a summary;
whereas abstractive summarization requires genera-
tion of new sentences that represent the most salient
content in the original documents like humans do.
Often extractive summarization is used as the first
step to generate abstractive summary.

As a pilot study for the problem of opinion sum-
marization in conversations, we treat this problem
as an extractive summarization task. This section
describes two approaches we have explored in gen-
erating extractive summaries. The first one is a
sentence-ranking method, in which we measure the
salience of each sentence according to a linear com-

bination of scores from several dimensions. The sec-
ond one is a graph-based method, which incorpo-
rates the dialogue structure in ranking. We choose to
investigate these two methods since they have been
widely used in text and speech summarization, and
perform competitively. In addition, they do not re-
quire a large labeled data set for modeling training,
as needed in some classification or feature based
summarization approaches.

4.1 Sentence Ranking
In this method, we use Equation 1 to assign a score
to each DA s, and select the most highly ranked ones
until the length constriction is satisfied.

score(s) = λsimsim(s,D) + λrelREL(s, topic)
+λsentsentiment(s) + λlenlength(s)∑

i

λi = 1 (1)

• sim(s,D) is the cosine similarity between DA
s and all the utterances in the dialogue from
the same speaker, D. It measures the rele-
vancy of s to the entire dialogue from the tar-
get speaker. This score is used to represent the
salience of the DA. It has been shown to be an
important indicator in summarization for var-
ious domains. For cosine similarity measure,
we use TF*IDF (term frequency, inverse docu-
ment frequency) term weighting. The IDF val-
ues are obtained using the entire Switchboard
corpus, treating each conversation as a docu-
ment.

• REL(s, topic) measures the topic relevance of
DA s. It is the sum of the topic relevance of all
the words in the DA. We only consider the con-
tent words for this measure. They are identified
using TreeTagger toolkit.2 To measure the rel-
evance of a word to a topic, we use Pairwise
Mutual Information (PMI):

PMI(w, topic) = log2
p(w&topic)
p(w)p(topic)

(2)

2http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/De
cisionTreeTagger.html
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where all the statistics are collected from the
Switchboard corpus: p(w&topic) denotes the
probability that word w appears in a dialogue
of topic t, and p(w) is the probability of w ap-
pearing in a dialogue of any topic. Since our
goal is to rank DAs in the same dialog, and
the topic is the same for all the DAs, we drop
p(topic) when calculating PMI scores. Be-
cause the value of PMI(w, topic) is negative,
we transform it into a positive one (denoted
by PMI+(w, topic)) by adding the absolute
value of the minimum value. The final rele-
vance score of each sentence is normalized to
[0, 1] using linear normalization:

RELorig(s, topic) =
∑
w∈s

PMI+(w, topic)

REL(s, topic) =
RELorig(s, topic)−Min

Max−Min

• sentiment(s) indicates the probability that ut-
terance s contains opinion. To obtain this,
we trained a maximum entropy classifier with
a bag-of-words model using a combination
of data sets from several domains, including
movie data (Pang and Lee, 2004), news articles
from MPQA corpus (Wilson and Wiebe, 2003),
and meeting transcripts from AMI corpus (Wil-
son, 2008a). Each sentence (or DA) in these
corpora is annotated as “subjective” or “objec-
tive”. We use each utterance’s probability of
being “subjective” predicted by the classifier as
its sentiment score.

• length(s) is the length of the utterance. This
score can effectively penalize the short sen-
tences which typically do not contain much
important content, especially the backchannels
that appear frequently in dialogues. We also
perform linear normalization such that the final
value lies in [0, 1].

4.2 Graph-based Summarization
Graph-based methods have been widely used in doc-
ument summarization. In this approach, a document

is modeled as an adjacency matrix, where each node
represents a sentence, and the weight of the edge be-
tween each pair of sentences is their similarity (co-
sine similarity is typically used). An iterative pro-
cess is used until the scores for the nodes converge.
Previous studies (Erkan and Radev, 2004) showed
that this method can effectively extract important
sentences from documents. The basic framework we
use in this study is similar to the query-based graph
summarization system in (Zhao et al., 2009). We
also consider sentiment and topic relevance infor-
mation, and propose to incorporate information ob-
tained from dialog structure in this framework. The
score for a DA s is based on its content similarity
with all other DAs in the dialogue, the connection
with other DAs based on the dialogue structure, the
topic relevance, and its subjectivity, that is:

score(s) = λsim

∑
v∈C

sim(s, v)∑
z∈C sim(z, v)

score(v)

+λrel
REL(s, topic)∑

z∈C REL(z, topic)

+λsent
sentiment(s)∑

z∈C sentiment(z)

+λadj

∑
v∈C

ADJ(s, v)∑
z∈C ADJ(z, v)

score(v)∑
i

λi = 1 (3)

where C is the set of all DAs in the dialogue;
REL(s, topic) and sentiment(s) are the same
as those in the above sentence ranking method;
sim(s, v) is the cosine similarity between two DAs
s and v. In addition to the standard connection be-
tween two DAs with an edge weight sim(s, v), we
introduce new connections ADJ(s, v) to model di-
alog structure. It is a directed edge from s to v, de-
fined as follows:

• If s and v are from the same speaker and within
the same turn, there is an edge from s to v and
an edge from v to s with weight 1/dis(s, v)
(ADJ(s, v) = ADJ(v, s) = 1/dis(s, v)),
where dis(s, v) is the distance between s and
v, measured based on their DA indices. This
way the DAs in the same turn can reinforce
each other. For example, if we consider that
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one DA is important, then the other DAs in the
same turn are also important.

• If s and v are from the same speaker, and
separated only by one DA from another
speaker with length less than 3 words (usu-
ally backchannel), there is an edge from s to
v as well as an edge from v to s with weight 1
(ADJ(s, v) = ADJ(v, s) = 1).

• If s and v form a question-answer pair from two
speakers, then there is an edge from question s
to answer v with weight 1 (ADJ(s, v) = 1).
We use a simple rule-based method to deter-
mine question-answer pairs — sentence s has
question marks or contains “wh-word” (i.e.,
“what, how, why”), and sentence v is the im-
mediately following one. The motivation for
adding this connection is, if the score of a ques-
tion sentence is high, then the answer’s score is
also boosted.

• If s and v form an agreement or disagreement
pair, then there is an edge from v to s with
weight 1 (ADJ(v, s) = 1). This is also de-
termined by simple rules: sentence v contains
the word “agree” or “disagree”, s is the previ-
ous sentence, and from a different speaker. The
reason for adding this is similar to the above
question-answer pairs.

• If there are multiple edges generated from the
above steps between two nodes, then we use the
highest weight.

Since we are using a directed graph for the sen-
tence connections to model dialog structure, the re-
sulting adjacency matrix is asymmetric. This is dif-
ferent from the widely used graph methods for sum-
marization. Also note that in the first sentence rank-
ing method or the basic graph methods, summariza-
tion is conducted for each speaker separately. Ut-
terances from one speaker have no influence on the
summary decision for the other speaker. Here in our
proposed graph-based method, we introduce con-
nections between the two speakers, so that the adja-
cency pairs between them can be utilized to extract
salient utterances.

5 Experiments

5.1 Experimental Setup

The 18 conversations annotated by all 3 annotators
are used as test set, and the rest of 70 conversa-
tions are used as development set to tune the param-
eters (determining the best combination weights). In
preprocessing we applied word stemming. We per-
form extractive summarization using different word
compression ratios (ranging from 10% to 25%). We
use human annotated dialogue acts (DA) as the ex-
traction units. The system-generated summaries are
compared to human annotated extractive and ab-
stractive summaries. We use ROUGE as the eval-
uation metrics for summarization performance.

We compare our methods to two systems. The
first one is a baseline system, where we select the
longest utterances for each speaker. This has been
shown to be a relatively strong baseline for speech
summarization (Gillick et al., 2009). The second
one is human performance. We treat each annota-
tor’s extractive summary as a system summary, and
compare to the other two annotators’ extractive and
abstractive summaries. This can be considered as
the upper bound of our system performance.

5.2 Results

From the development set, we used the grid search
method to obtain the best combination weights for
the two summarization methods. In the sentence-
ranking method, the best parameters found on the
development set are λsim = 0, λrel = 0.3, λsent =
0.3, λlen = 0.4. It is surprising to see that the sim-
ilarity score is not useful for this task. The possible
reason is, in Switchboard conversations, what peo-
ple talk about is diverse and in many cases only topic
words (except stopwords) appear more than once. In
addition, REL score is already able to catch the topic
relevancy of the sentence. Thus, the similarity score
is redundant here.

In the graph-based method, the best parameters
are λsim = 0, λadj = 0.3, λrel = 0.4, λsent = 0.3.
The similarity between each pair of utterances is
also not useful, which can be explained with similar
reasons as in the sentence-ranking method. This is
different from graph-based summarization systems
for text domains. A similar finding has also been
shown in (Garg et al., 2009), where similarity be-
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Figure 1: ROUGE-1 F-scores compared to extractive
and abstractive reference summaries for different sys-
tems: max-length, sentence-ranking method, graph-
based method, and human performance.

tween utterances does not perform well in conversa-
tion summarization.

Figure 1 shows the ROUGE-1 F-scores compar-
ing to human extractive and abstractive summaries
for different compression ratios. Similar patterns are
observed for other ROUGE scores such as ROUGE-
2 or ROUGE-L, therefore they are not shown here.
Both methods improve significantly over the base-
line approach. There is relatively less improvement

using a higher compression ratio, compared to a
lower one. This is reasonable because when the
compression ratio is low, the most salient utterances
are not necessarily the longest ones, thus using more
information sources helps better identify important
sentences; but when the compression ratio is higher,
longer utterances are more likely to be selected since
they contain more content.

There is no significant difference between the two
methods. When compared to extractive reference
summaries, sentence-ranking is slightly better ex-
cept for the compression ratio of 0.1. When com-
pared to abstractive reference summaries, the graph-
based method is slightly better. The two systems
share the same topic relevance score (REL) and
sentiment score, but the sentence-ranking method
prefers longer DAs and the graph-based method
prefers DAs that are emphasized by the ADJ ma-
trix, such as the DA in the middle of a cluster of
utterances from the same speaker, the answer to a
question, etc.

5.3 Analysis

To analyze the effect of dialogue structure we in-
troduce in the graph-based summarization method,
we compare two configurations: λadj = 0 (only us-
ing REL score and sentiment score in ranking) and
λadj = 0.3. We generate summaries using these two
setups and compare with human selected sentences.
Table 4 shows the number of false positive instances
(selected by system but not by human) and false neg-
ative ones (selected by human but not by system).
We use all three annotators’ annotation as reference,
and consider an utterance as positive if one annotator
selects it. This results in a large number of reference
summary DAs (because of low human agreement),
and thus the number of false negatives in the system
output is very high. As expected, a smaller compres-
sion ratio (fewer selected DAs in the system output)
yields a higher false negative rate and a lower false
positive rate. From the results, we can see that gen-
erally adding adjacency matrix information is able
to reduce both types of errors except when the com-
pression ratio is 0.15.

The following shows an example, where the third
DA is selected by the system with λadj = 0.3, but
not by λadj = 0. This is partly because the weight
of the second DA is enhanced by the the question-
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λadj = 0 λadj = 0.3
ratio FP FN FP FN
0.1 37 588 33 581

0.15 60 542 61 546
0.2 100 516 90 511

0.25 137 489 131 482

Table 4: The number of false positive (FP) and false neg-
ative (FN) instances using the graph-based method with
λadj = 0 and λadj = 0.3 for different compression ratios.

answer pair (the first and the second DA), and thus
subsequently boosting the score of the third DA.

A: Well what do you think?
B: Well, I don’t know, I’m thinking about from one to

ten what my no would be.

B: It would probably be somewhere closer to, uh, less
control because I don’t see, -

We also examined the system output and human
annotation and found some reasons for the system
errors:

(a) Topic relevance measure. We use the statis-
tics from the Switchboard corpus to measure the rel-
evance of each word to a given topic (PMI score),
therefore only when people use the same word in
different conversations of the topic, the PMI score of
this word and the topic is high. However, since the
size of the corpus is small, some topics only con-
tain a few conversations, and some words only ap-
pear in one conversation even though they are topic-
relevant. Therefore the current PMI measure cannot
properly measure a word’s and a sentence’s topic
relevance. This problem leads to many false neg-
ative errors (relevant sentences are not captured by
our system).

(b) Extraction units. We used DA segments as
units for extractive summarization, which can be
problematic. In conversational speech, sometimes
a DA segment is not a complete sentence because
of overlaps and interruptions. We notice that anno-
tators tend to select consecutive DAs that constitute
a complete sentence, however, since each individual
DA is not quite meaningful by itself, they are often
not selected by the system. The following segment
is extracted from a dialogue about “universal health
insurance”. The two DAs from speaker B are not
selected by our system but selected by human anno-

tators, causing false negative errors.

B: and it just can devastate –
A: and your constantly, -
B: – your budget, you know.

6 Conclusion and Future Work

This paper investigates two unsupervised methods
in opinion summarization on spontaneous conver-
sations by incorporating topic score and sentiment
score in existing summarization techniques. In the
sentence-ranking method, we linearly combine sev-
eral scores in different aspects to select sentences
with the highest scores. In the graph-based method,
we use an adjacency matrix to model the dialogue
structure and utilize it to find salient utterances in
conversations. Our experiments show that both
methods are able to improve the baseline approach,
and we find that the cosine similarity between utter-
ances or between an utterance and the whole docu-
ment is not as useful as in other document summa-
rization tasks.

In future work, we will address some issues iden-
tified from our error analysis. First, we will in-
vestigate ways to represent a sentence’s topic rel-
evance. Second, we will evaluate using other ex-
traction units, such as applying preprocessing to re-
move disfluencies and concatenate incomplete sen-
tence segments together. In addition, it would be
interesting to test our system on speech recognition
output and automatically generated DA boundaries
to see how robust it is.
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Abstract 

We present disputant relation-based meth-

od for classifying news articles on conten-

tious issues. We observe that the disputants 
of a contention are an important feature for 

understanding the discourse. It performs 

unsupervised classification on news articles 

based on disputant relations, and helps 

readers intuitively view the articles through 

the opponent-based frame. The readers can 

attain balanced understanding on the con-

tention, free from a specific biased view. 

We applied a modified version of HITS al-

gorithm and an SVM classifier trained with 

pseudo-relevant data for article analysis. 

1 Introduction 

The coverage of contentious issues of a community 

is an essential function of journalism. Contentious 

issues continuously arise in various domains, such 

as politics, economy, environment; each issue in-

volves diverse participants and their different com-

plex arguments. However, news articles are 

frequently biased and fail to fairly deliver conflict-

ing arguments of the issue. It is difficult for ordi-

nary readers to analyze the conflicting arguments 

and understand the contention; they mostly per-

ceive the issue passively, often through a single 

article. Advanced news delivery models are re-

quired to increase awareness on conflicting views. 

In this paper, we present disputant relation-

based method for classifying news articles on con-

tentious issues. We observe that the disputants of a 

contention, i.e., people who take a position and 

participate in the contention such as politicians, 

companies, stakeholders, civic groups, experts, 

commentators, etc., are an important feature for 

understanding the discourse. News producers pri-

marily shape an article on a contention by selecting 

and covering specific disputants (Baker. 1994). 

Readers also intuitively understand the contention 

by identifying who the opposing disputants are.  

The method helps readers intuitively view the 

news articles through the opponent-based frame. It 

performs classification in an unsupervised manner: 

it dynamically identifies opposing disputant groups 

and classifies the articles according to their posi-

tions. As such, it effectively helps readers contrast 

articles of a contention and attain balanced under-

standing, free from specific biased viewpoints. 

The proposed method differs from those used in 

related tasks as it aims to perform classification 

under the opponent-based frame. Research on sen-

timent classification and debate stance recognition 

takes a topic-oriented view, and attempts to per-

form classification under the „positive vs. negative‟ 

or „for vs. against‟ frame for the given topic, e.g., 

positive vs. negative about iPhone.  

However, such frames are often not appropriate 

for classifying news articles of a contention. The 

coverage of a contention often spans over different 

topics (Miller. 2001). For the contention on the 

health care bill, an article may discuss the enlarged 

coverage whereas another may discuss the increase 

of insurance premiums. In addition, we observe 

that opposing arguments of a contention are often 

complex to classify under these frames. For exam-
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ple, in a political contention on holding a referen-

dum on the Sejong project
1
, the opposition parties 

strongly opposed and criticized the president office. 

Meanwhile, the president office argued that they 

were not considering holding the referendum and 

the contention arose from a misunderstanding. In 

such a case, it is difficult to classify any argument 

to the “positive” category of the frame.  

We demonstrate that the opponent-based frame 

is clear and effective for contrasting opposing 

views of contentious issues. For the contention on 

the referendum, „president office vs. opposition 

parties‟ provides an intuitive frame to understand 

the contention. The frame does not require the 

documents to discuss common topics nor the op-

posing arguments to be positive vs. negative.  

Under the proposed frame, it becomes important 

to analyze which side is more centrally covered in 

an article. Unlike debate posts or product reviews 

news articles, in general, do not take a position 

explicitly (except a few types such as editorials). 

They instead quote a specific side, elaborate them, 

and provide supportive facts. On the other hand, 

the opposing disputants compete for news cover-

age to influence more readers and gain support 

(Miller et al. 2001). Thus, the method focuses on 

identifying the disputants of each side and classify-

ing the articles based on the side it covers. 

We applied a modified version of HITS algo-

rithm to identify the key opponents of an issue, and 

used disputant extraction techniques combined 

with an SVM classifier for article analysis. We 

observe that the method achieves acceptable per-

formance for practical use with basic language re-

sources and tools, i.e., Named Entity Recognizer 

(Lee et al. 2006), POS tagger (Shim et al. 2002), 

and a translated positive/negative lexicon. As we 

deal with non-English (Korean) news articles, it is 

difficult to obtain rich resources and tools, e.g., 

WordNet, dependency parser, annotated corpus 

such as MPQA. When applied to English, we be-

lieve the method could be further improved by 

adopting them.  

2 Background and Related Work 

Research has been made on sentiment classifica-

tion in document-level (Turney et al., 2002, Pang 

et al., 2002, Seki et al. 2008, Ounis et al. 2006). It 

aims to automatically identify and classify the sen-
                                                           
1 http://www.koreatimes.co.kr/www/news/nation/2010/07/116_61649.html 

timent of documents into positive or negative. 

Opinion summarization aims a similar goal, to 

identify different opinions on a topic and generate 

summaries of them. Paul et al. (2010) developed an 

unsupervised method for generating summaries of 

contrastive opinions on a common topic. These 

works make a number of assumptions that are dif-

ficult to apply to the discourse of contentious news 

issues. They assume that the input documents have 

a common opinion target, e.g., a movie. Many of 

them primarily deal with documents which explic-

itly reveal opinions on the selected target, e.g., 

movie reviews. They usually apply one static clas-

sification frame, positive vs. negative, to the topic.   

The discourse of contentious issues in news arti-

cles show different characteristics from that stud-

ied in the sentiment classification tasks. First, the 

opponents of a contentious issue often discuss dif-

ferent topics, as discussed in the example above. 

Research in mass communication has showed that 

opposing disputants talk across each other, not by 

dialogue, i.e., they martial different facts and inter-

pretations rather than to give different answers to 

the same topics (Schon et al., 1994). 

Second, the frame of argument is not fixed as 

„positive vs. negative‟. We frequently observed 

both sides of a contention articulating negative ar-

guments attacking each other. The forms of argu-

ments are also complex and diverse to classify 

them as positive or negative; for example, an ar-

gument may just neglect the opponent‟s argument 

without positive or negative expressions, or em-

phasize a different discussion point.  

In addition, a position of a contention can be 

communicated without explicit expression of opin-

ion or sentiment. It is often conveyed through ob-

jective sentences that include carefully selected 

facts. For example, a news article can cast a nega-

tive light on a government program simply by cov-

ering the increase of deficit caused by it. 

A number of works deal with debate stance 

recognition, which is a closely related task. They 

attempt to identify a position of a debate, such as 

ideological (Somasundaran et al., 2010, Lin et al., 

2006) or product comparison debate (So-

masundaran et al., 2009). They assume a debate 

frame, which is similar to the frame of the senti-

ment classification task, i.e., for vs. against the de-

bate topic. All articles of a debate in their corpus 

cover a coherent debate topic, e.g., iPhone vs. 

Blackberry, and explicitly express opinions for or 
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against to the topic, e.g., for or against iPhone or 

Blackberry. The proposed methods assume that the 

debate frame is known apriori. This debate frame 

is often not appropriate for contentious issues for 

similar reasons as the positive/negative frame. In 

contrast, our method does not assume a fixed de-

bate frame, and rather develops one based on the 

opponents of the contention at hand. 

The news corpus is also different from the de-

bate corpus. News articles of a contentious issue 

are more diverse than debate articles conveying 

explicit argument of a specific side. There are 

news articles which cover both sides, facts without 

explicit opinions, and different topics unrelated to 

the arguments of either side.  

Several works have used the relation between 

speakers or authors for classifying their debate 

stance (Thomas et al., 2006, Agrawal et al., 2003). 

However, these works also assume the same debate 

frame and use the debate corpus, e.g., floor debates 

in the House of Representatives, online debate fo-

rums. Their approaches are also supervised, and 

require training data for relation analysis, e.g., vot-

ing records of congresspeople.  

3 Argument Frame Comparison  

Establishing an appropriate argument frame is im-

portant. It provides a framework which enable 

readers to intuitively understand the contention. It 

also determines how classification methods should 

classify articles of the issue. 

We conducted a user study to compare the op-

ponent-based frame and the positive (for) vs. nega-

tive (against) frame. In the experiment, multiple 

human annotators classified the same set of news 

articles under each of the two frames. We com-

pared which frame is clearer for the classification, 

and more effective for exposing opposing views. 

We selected 14 contentious issues from Naver 

News (a popular news portal in Korea) issue ar-

chive. We randomly sampled about 20 articles per 

each issue, for a total of 250 articles. The selected 

issues range over diverse domains such as politics, 

local, diplomacy, economy; to name a few for ex-

ample, the contention on the 4 river project, of 

which the key opponents are the government vs. 

catholic church; the entrance of big retailers to the 

supermarket business, of which the key opponents 

are the small store owners vs. big retail companies; 

the refusal to approve an integrated civil servants‟ 

union, of which the key opponents are government 

vs. Korean government employees‟ union.  

We use an internationally known contention, i.e., 

the dispute about the Cheonan sinking incident, as 

an example to give more details on the disputants. 

Our data set includes 25 articles that were pub-

lished after the South Korea‟s announcement of 

their investigation result. Many disputants appear 

in the articles, e.g., South Korean Government, 

South Korea defense secretary, North Korean 

Government, United States officials, Chinese ex-

perts, political parties of South Korea, etc.  

Three annotators performed the classification. 

All of them were students. For impartiality, two of 

them were recruited from outside the team, who 

were not aware of this research.  

The annotators performed two subtasks for clas-

sification. As for the positive vs. negative frame, 

first, we asked them to designate the main topic of 

the contention. Second, they classified the articles 

which mainly deliver arguments for the topic to the 

“positive” category and those delivering arguments 

against the topic to the “negative” category. The 

articles are classified to the “Other” category if 

they do not deal with the main topic nor cover pos-

itive or negative arguments.  

As for the opponent-based frame, first, we asked 

them to designate the competing opponents. Se-

cond, we asked to classify articles to a specific side 

if the articles cover only the positions, arguments, 

or information supportive of that side or if they 

cover information detrimental or criticism to its 

opposite side. Other articles were classified to the 

“Other” category. Examples of this category in-

clude articles covering both sides fairly, describing 

general background or implications of the issue. 

Issue #
Free-marginal kappa

Issue #
Free-marginal kappa

Pos.-Neg. Opponent Pos.-Neg. Opponent

1 0.83 0.67 8 0.26 0.58 

2 0.57 0.48 9 0.07 1.00 

3 0.44 0.95 10 0.48 0.84 

4 0.75 0.87 11 0.71 0.86 

5 0.36 0.64 12 0.71 0.71 

6 0.30 0.70 13 0.63 0.79 

7 0.18 0.96 14 0.48 0.87 

Avg. 0.50 0.78 
 

Table 1. Inter-rater agreement result. 

The agreement in classification was higher for 

the opponent-based frame in most issues. This in-

dicates that the annotators could apply the frame 

more clearly, resulting in smaller difference be-

tween them. The kappa measure was 0.78 on aver-

342



age. The kappa measure near 0.8 indicates a sub-

stantial level of agreement, and the value can be 

achieved, for example, when 8 or 9 out of 10 items 

are annotated equally (Table 1). 

In addition, fewer articles were classified to the 

“Other” category under the opponent-based frame. 

The annotators classified about half of the articles 

to this category under the positive vs. negative 

frame whereas they classified about 35% to the 

category under the opponent-based frame. This is 

because the frame is more flexible to classify di-

verse articles of an issue, such as those covering 

arguments on different points, and those covering 

detrimental facts to a specific side without explicit 

positive or negative arguments. 

The kappa measure was less than 0.5 for near 

half of the issues under the positive-negative frame. 

The agreement was low especially when the main 

topic of the contention was interpreted differently 

among the annotators; the main topic was inter-

preted differently for issue 3, 7, 8, and 9. Even 

when the topic was interpreted identically, the an-

notators were confused in judging complex argu-

ments either as positive or negative. One annotator 

commented that “it was confusing as the argu-

ments were not clearly for or against the topic of-

ten. Even when a disputant was assumed to have a 

positive attitude towards the topic, the disputant‟s 

main argument was not about the topic but about 

attacking the opponent” The annotators all agreed 

that the opponent-based frame is more effective to 

understand the contention. 

4 Disputant relation-based method 

Disputant relation-based method adopts the oppo-

nent-based frame for classification. It attempts to 

identify the two opposing groups of the issue at 

hand, and analyzes whether an article more reflects 

the position of a specific side. The method is based 

on the observation that there exists two opposing 

groups of disputants, and the groups compete for 

news coverage. They strive to influence readers‟ 

interpretation, evaluation of the issue and gain 

support from them (Miller et al. 2001). In this 

competing process, news articles may give more 

chance of speaking to a specific side, explain or 

elaborate them, or provide supportive facts of that 

side (Baker 1994).  

The proposed method is performed in three 

stages: the first stage, disputant extraction, extracts 

the disputants appearing in an article set; the se-

cond stage, disputant partition, partitions the ex-

tracted disputants into two opposing groups; lastly, 

the news classification stage classifies the articles 

into three categories, i.e., two for the articles bi-

ased to each group, and one for the others. 

4.1 Disputant Extraction 

In this stage, the disputants who participate in the 

contention have to be extracted. We utilize that 

many disputants appear as the subject of quotes in 
the news article set. The articles actively quote or 

cover their action in order to deliver the contention 

lively. We used straight forward methods for ex-

traction of subjects. The methods were effective in 

practice as quotes of articles frequently had a regu-

lar pattern. 

The subjects of direct and indirect quotes are ex-

tracted. The sentences including an utterance in-

side double quotes are considered as direct quotes. 

 The sentences which convey an utterance with-

out double quotes, and those describing the action 

of a disputant are considered as indirect quotes 

(See the translated example 1 below). The indirect 

quotes are identified based on the morphology of 

the ending word. The ending word of the indirect 

quotes frequently has a verb as its root or includes 

a verbalization suffix. Other sentences, typically, 

those describing the reporter‟s interpretation or 

comments are not considered as quotes. (See ex-

ample sentence 2. The ending word of the original 

sentence is written in boldface). 

(1) The government clarified that there won‟t be 

any talks unless North Korea apologizes for 

the attack.  

(2) The government‟s belief is that a stern re-

sponse is the only solution for the current crisis 

A named entity combined with a topic particle 
or a subject particle is identified as the subject of 

these quotes. We detect the name of an organiza-

tion, person, or country using the Korean Named 
Entity Recognizer (Lee et al. 2006). A simple 

anaphora resolution is conducted to identify sub-

jects also from abbreviated references or pronouns 

in subsequent quotes.  

4.2 Disputant Partitioning 

We develop key opponent-based partitioning 

method for disputant partitioning. The method first 

identifies two key opponents, each representing 
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one side, and uses them as a pivot for partitioning 

other disputants. The other disputants are divided 

according to their relation with the key opponents, 

i.e., which key opponent they stand for or against. 

The intuition behind the method is that there 

usually exists key opponents who represent the 

contention, and many participants argue about the 

key opponents whereas they seldom recognize and 

talk about minor disputants. For instance, in the 

contention on “investigation result of the Cheonan 

sinking incident”, the government of North Korea 

and that of South Korea are the key opponents; 

other disputants, such as politicians, experts, civic 

group of South Korea, the government of U.S., and 

that of China, mostly speak about the key oppo-

nents. Thus, it is effective to analyze where the 

disputants stand regarding their attitude toward the 

key opponents. 

Selecting key opponents: In order to identify 

the key opponents of the issue, we search for the 

disputants who frequently criticize, and are also 

criticized by other disputants. As the key oppo-

nents get more news coverage, they have more 

chance to articulate their argument, and also have 

more chance to face counter-arguments by other 

disputants. 

This is done in two steps. First, for each dispu-

tant, we analyze whom he or she criticizes and by 

whom he or she is criticized. The method goes 

through each sentence of the article set and search-

es for both disputant‟s criticisms and the criticisms 

about the disputant. Based on the criticisms, it ana-

lyzes relationships among disputants. 

A sentence is considered to express the dispu-

tant‟s criticism to another disputant if the follow-

ing holds: 1) the sentence is a quote, 2) the 

disputant is the subject of the quote, 3) another 

disputant appears in the quote, and 4) a negative 

lexicon appears in the sentence.  

On the other hand, if the disputant is not the sub-

ject but appears in the quote, the sentence is con-

sidered to express a criticism about the disputant 

made by another disputant (See example 3. The 

disputants are written in italic, and negative words 

are in boldface.).  

(3) the government defined that “the attack of 

North Korea is an act of invasion and also a 

violation of North-South Basic Agreement” 

The negative lexicon we use is carefully built 

from the Wilson lexicon (Wilson et al. 2005). We 

translated all the terms in it using the Google trans-

lation, and manually inspected the translated result 

to filter out inappropriate translations and the terms 

that are not negative in the Korean context. 

Second, we apply an adapted version of HITS 

graph algorithm to find major disputants. For this, 

the criticizing relationships obtained in the first 

step are represented in a graph. Each disputant is 

modeled as a node, and a link is made from a criti-

cizing disputant to a criticized disputant.  

South Korea 
government

North Korea 
government

Ministry of 
Defense

China

Opposition
party

(A: 0.3, H: 0.2)

(A: 0, H: 0.1)

(A: 0.28, H: 0.15)

(A: 0, H: 0.1)

A: Authority score

H: Hub score

 
Figure 1. Example HITS graph illustration  

Originally, the HITS algorithm (Kleinberg, 

1999) is designed to rate Web pages regarding the 

link structure. The feature of the algorithm is that it 

separately models the value of outlinks and inlinks. 

Each node, i.e., a web page, has two scores: the 

authority score, which reflects the value of inlinks 

toward itself, and the hub score, which reflects the 

value of its outlinks to others. The hub score of a 

node increases if it links to nodes with high author-

ity score, and the authority score increases if it is 

pointed by many nodes with high hub score. 

We adopt the HITS algorithm due to above fea-

ture. It enables us to separately measure the signif-

icance of a disputant‟s criticism (using the hub 

score) and the criticism about the disputant (using 

the authority score). We aim to find the nodes 

which have both high hub score and high authority 

score; the key opponents will have many links to 

others and also be pointed by many nodes.  

The modified HITS algorithm is shown in Fig-

ure 2. We make some adaptation to make the algo-

rithm reflect the disputants‟ characteristics. The 

initial hub score of a node is set to the number of 

quotes in which the corresponding disputant is the 

subject. The initial authority score is set to the 

number of quotes in which the disputant appears 

but not as the subject. In addition, the weight of 

each link (from a criticizing disputant to a criti-

cized disputant) is set to the number of sentences 

that express such criticism.  

We select the nodes which show relatively high 

hub score and high authority score compared to 

other nodes. We rank the nodes according to the 

sum of hub and authority scores, and select from 
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the top ranking node. The node is not selected if its 

hub or authority score is zero. The selection is fin-

ished if more than two nodes are selected and the 

sum of hub and authority scores is less than half of 

the sum of the previously selected node.  
Modified HITS(G,W,k) 

G = <V, E> where

V is a set of vertex, a vertex vi represents a disputant

E is a set of edges, an edge eij represents a criticizing quote 

from disputant i to j

W = {wij| weight of edge eij}

For all vi V

Auth1(vi) = # of quotes of  which the subject is disputant i

Hub1 (vi) = # of quotes of  which disputant i appears, but

not as the subject

For t = 1 to k:

Autht+1(vi) = 

Hubt+1 (vi) = 

Normalize Autht+1(vi) and Hubt+1 (vi)  
Figure 2. Algorithm of the Modified HITS 

More than two disputants can be selected if 

more than one disputant is active from a specific 

side. In such cases, we choose the two disputants 

whose criticizing relationship is the strongest 

among the selected ones, i.e., the two who show 

the highest ratio of criticism between them.  

Partitioning minor disputants: Given the two 

key opponents, we partition the rest of disputants 

based on their relations with the key opponents. 

For this, we identify whether each disputant has 

positive or negative relations with the key oppo-

nents. The disputant is classified to the side of the 

key opponent who shows more positive relations. 

If the disputant shows more negative relations, the 

disputant is classified to the opposite side.  

We analyze the relationship not only from the 

article set but also from the web news search re-

sults. The minor disputants may not be covered 

importantly in the article set; hence, it can be diffi-

cult to obtain sufficient data for analysis. The web 

news search results provide supplementary data for 

the analysis of relationships. 

We develop four features to capture the positive 

and negative relationships between the disputants.  

1) Positive Quote Rate (PQRab): Given two dis-

putants (a key opponent a, and a minor disputant b), 

the feature measures the ratio of positive quotes 

between them. A sentence is considered as a posi-

tive quote if the following conditions hold: the sen-

tence is a direct or indirect quote, the two 

disputants appear in the sentence, one is the subject 

of the quote, and a positive lexicon appears in the 

sentence. The number of such sentences is divided 

by the number of all quotes in which the two dis-

putants appear and one appears as the subject.  

2) Negative Quote Rate (NQRab): This feature is 

an opposite version of PQR. It measures the ratio 

of negative quotes between the two disputants. The 

same conditions are considered to detect negative 

quotes except that negative lexicon is used instead 

of positive lexicon.  

3) Frequency of Standing Together (FSTab): 

This feature attempts to capture whether the two 

disputants share a position, e.g., “South Korea and 

U.S. both criticized North Korea for…” It counts 

how many times they are co-located or connected 

with the conjunction “and” in the sentences. 

4) Frequency of Division (FDab): This feature is 

an opposite version of the FST. It counts how 

many times they are not co-located in the sentences. 

The same features are also calculated from the 

web news search results; we collect news articles 

of which the title includes the two disputants, i.e., a 

key opponent a and a minor disputant b.  

The calculation method of PQR and NQR is 

slightly adapted since the titles are mostly not 

complete sentences. For PQR (NQR), it counts the 

titles which the two disputants appear with a posi-

tive (negative) lexicon. The counted number is di-

vided by the number of total search results. The 

calculation method of FST and FD is the same ex-

cept that they are calculated from the titles. 

We combine the features obtained from web 

news search with the corresponding ones obtained 

from the article set by calculating a weighted sum. 

We currently give equal weights.  

The disputants are partitioned by the following 

rule: given a minor disputant a, and the two key 

opponents b and c, 
classify a to b‟s side if, 

(PQRab – NQRab) > (PQRac – NQRac) or  

((FSTab > FDab) and (FSTac = 0)); 

classify a to c‟s side if, 

(PQRac – NQRac) > (PQRab – NQRab) or  

((FSTac > FDac) and (FSTab = 0)); 

classify a to other, otherwise. 

4.3 Article Classification 

Each news article of the set is classified by analyz-

ing which side is importantly covered. The method 

classifies the articles into three categories, either to 

one of the two sides or the category “other”.  
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We observed that the major components which 

shape an article on a contention are quotes from 

disputants and journalists‟ commentary. Thus, our 

method considers two points for classification: first, 

from which side the article‟s quotes came; second, 

for the rest of the article‟s text, the similarity of the 

text to the arguments of each side. 

As for the quotes of an article, the method calcu-

lates the proportion of the quotes from each side 

based on the disputant partitioning result. As for 

the rest of the sentences, a similarity analysis is 

conducted with an SVM classifier. The classifier 

takes a sentence as input, determines its class to 

one of the three categories, i.e., one of the two 

sides, or other. It is trained with the quotes from 

each side (tf.idf of unigram and bigram is used as 

features). The same number of quotes from each 

side is used for training. The training data is pseu-

do-relevant: it is automatically obtained based on 

the partitioning result of the previous stage.  

An article is classified to a specific side if more 

of its quotes are from that side and more sentences 

are similar to that side: given an article a, and the 

two sides b and c,  

classify a to b  if
  

classify a to c  if 
 

classify a to other, otherwise. 

where SU: number of all sentences of the article 

Qi: number of quotes from the side i. 

Qij: number of quotes from either side i or j. 

Si: number of sentences classified to i by SVM. 

Sij:: number of sentences classified to either i or j. 

We currently set the parameters heuristically. 

We set 0.7 and 0.6 for the two parameters α and β 

respectively. Thus, for an article written purely 

with quotes, the article is classified to a specific 

side if more than 70% of the quotes are from that 

side. On the other hand, for an article which does 

not include quotes from any side, more than 60% 

of the sentences have to be determined similar to a 

specific side‟s quotes. We set a lower value for β 

to classify articles with less number of biased sen-

tences (Articles often include non-quote sentences 

unrelated to any side to give basic information).  

5 Evaluation and Discussion  

Our evaluation of the method is twofold: first, we 

evaluate the disputant partitioning results, second, 

the accuracy of classification. The method was 

evaluated using the same data set used for the clas-

sification frame comparison experiment.  

A gold result was created through the three hu-

man annotators. To evaluate the disputant parti-

tioning results, we had the annotators to extract the 

disputants of each issue, divide them into opposing 

two groups. We then created a gold partitioning 

result, by taking a union of the three annotators‟ 

results. A gold classification is also created from 

the classification of the annotators. We resolved 

the disagreements between the annotators‟ results 

by following the decision of the majority. 

5.1 Evaluation of Disputant Partitioning 

We evaluated the partitioning result of the two op-

posing groups, denoted as G1 and G2. The perfor-

mance is measured using precision and recall. 

Table 2 presents the results. The precision of the 

partitioning was about 70% on average. The false 

positives were mostly the disputants who appear 

only a few times both in the article set and the 

news search results. As they appeared rarely, there 

was not enough data to infer their position. The 

effect of these false positives in article classifica-

tion was limited.  

The recall was slightly lower than precision. 

This was mainly because some disputants were 

omitted in the disputant extraction stage. The NER 

we used occasionally missed the names of unpopu-

lar organizations, e.g., civic groups, and the extrac-

tion rule failed to capture the subject in some 

complex sentences. However, most disputants who 

frequently appear in the article set were extracted 

and partitioned appropriately. 

 
Table 2. Disputant Partitioning Result 

5.2 Evaluation of Article Classification 

We evaluate our method and compare it with two 

unsupervised methods below. 

Similarity-based clustering (Sim.): The meth-

od implements a typical method. It clusters articles 

of an issue into three groups based on text similari
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Issue 

#
Method wF

Group 1 Group 2 Other Issue 

#
Method wF

Group 1 Group 2 Other

F P R F P R F P R F P R F P R F P R

1

DrC 0.47 0.64 0.47 1.00 0.62 1.00 0.44 N/A 0.00 0.00 

8

DrC 0.90 0.86 0.75 1.00 1.00 1.00 1.00 0.86 1.00 0.75 

QbC 0.50 0.62 0.47 0.89 0.71 1.00 0.55 N/A 0.00 0.00 QbC 0.48 0.57 0.50 0.67 0.57 0.50 0.67 0.33 0.50 0.25 

Sim. 0.27 0.20 1.00 0.11 0.20 1.00 0.11 0.47 0.30 1.00 Sim. 0.56 0.67 0.67 0.67 0.50 0.40 0.67 0.50 1.00 0.33 

2

DrC 0.65 0.67 0.62 0.73 0.86 1.00 0.75 0.53 0.57 0.50 

9

DrC 0.77 N/A 0.00 N/A 0.57 0.50 0.67 0.82 1.00 0.70 

QbC 0.65 0.76 0.80 0.73 0.60 0.50 0.75 0.53 0.57 0.50 QbC 0.79 N/A 0.00 N/A 0.67 0.67 0.67 0.82 1.00 0.70 

Sim. 0.37 0.63 0.48 0.91 N/A 0.00 0.00 0.22 1.00 0.13 Sim. 0.49 N/A 0.00 N/A 0.00 0.00 0.00 0.63 0.67 0.60 

3

DrC 0.72 0.57 0.40 1.00 0.67 1.00 0.50 0.86 0.75 1.00 

10

DrC 0.66 0.71 0.56 1.00 0.73 1.00 0.57 0.40 0.50 0.33 

QbC 0.74 0.57 0.40 1.00 0.75 1.00 0.60 0.77 0.71 0.83 QbC 0.72 0.77 0.63 1.00 0.77 0.83 0.71 0.50 1.00 0.33 

Sim. 0.59 N/A 0.00 0.00 0.70 0.62 0.80 0.60 0.75 0.50 Sim. 0.40 0.33 1.00 0.20 0.44 1.00 0.29 0.40 0.25 1.00 

4

DrC 0.80 0.82 0.69 1.00 0.86 1.00 0.75 0.57 0.67 0.50 

11

DrC 0.61 0.73 0.80 0.67 0.50 0.43 0.60 0.57 0.67 0.50 

QbC 0.81 0.90 0.82 1.00 0.86 1.00 0.75 0.44 0.40 0.50 QbC 0.39 0.62 0.57 0.67 0.20 0.20 0.20 0.29 0.33 0.25 

Sim. 0.67 0.80 1.00 0.67 0.80 0.67 1.00 N/A 0.00 0.00 Sim. 0.47 0.63 0.46 1.00 0.33 1.00 0.20 0.40 1.00 0.25 

5

DrC 0.60 0.63 0.50 0.83 0.71 0.83 0.63 0.33 0.50 0.25 

12

DrC 0.67 0.29 0.20 0.50 0.67 0.67 0.67 0.77 1.00 0.63 

QbC 0.55 0.40 0.50 0.33 0.71 0.67 0.75 0.44 0.40 0.50 QbC 0.38 0.33 0.25 0.50 0.44 0.33 0.67 0.36 0.47 0.25 

Sim. 0.51 0.63 0.46 1.00 0.67 1.00 0.50 N/A 0.00 0.00 Sim. 0.43 N/A 0.00 0.00 0.55 0.38 1.00 0.50 0.75 0.38 

6

DrC 0.89 N/A 0.00 N/A 0.89 1.00 0.80 0.89 1.00 0.80 

13

DrC 0.65 0.79 0.69 0.92 0.33 1.00 0.20 0.67 1.00 0.50 

QbC 0.50 N/A 0.00 N/A 0.50 0.67 0.40 0.50 0.67 0.40 QbC 0.59 0.75 0.75 0.75 0.33 1.00 0.20 0.29 0.20 0.50 

Sim. 0.55 N/A 0.00 N/A 0.77 0.63 1.00 0.33 1.00 0.20 Sim. 0.54 0.71 0.63 0.83 0.33 1.00 0.20 N/A 0.00 0.00 

7

DrC 0.48 0.67 1.00 0.50 0.71 0.55 1.00 N/A N/A 0.00 

14

DrC 0.61 0.77 0.77 0.77 0.50 0.57 0.44 0.25 0.20 0.33 

QbC 0.48 0.67 1.00 0.50 0.62 0.53 0.73 0.17 0.20 0.14 QbC 0.66 0.83 0.75 0.92 0.53 0.67 0.44 0.33 0.33 0.33 

Sim. 0.44 0.40 0.27 0.75 0.57 0.60 0.55 0.25 1.00 0.14 Sim. 0.37 0.29 1.00 0.17 0.60 0.43 1.00 N/A 0.00 0.00 

Issue 

#
Total G1 G2 Other

1 24 9 9 6

2 23 11 4 8

3 18 2 10 6

4 25 9 12 4

5 18 5 9 4

6 10 0 5 5

7 22 4 11 7

8 10 3 3 4

9 13 0 3 10

10 15 5 7 3

11 15 6 5 4

12 13 2 3 8

13 19 12 5 2

14 25 13 10 2

 
*N/A: The metric could not be calculated in some cases. This happened when no articles were classified to a category.  

Table 3. Number of articles of each issue and group (left), and classification performance (right) 

ty. It uses tf.idf of unigram and bigram as features, 

and cosine similarity as the similarity measure. 

We used the K-means clustering algorithm.  

Quote-based classification (QbC.): The meth-

od is a partial implementation of our method. The 

disputant extraction and disputant partitioning is 

performed identically; however, it classifies news 

articles merely based on quotes. An article is clas-

sified to one of the two opposing sides if more 

than 70% of the quotes are from that side, or to 

the “other” category otherwise.  

Results: We evaluated the classification result 

of the three categories, the two groups G1 and G2, 

and the category Other. The performance is meas-

ured using precision, recall, and f-measure. We 

additionally used the weighted f-measure (wF) to 

aggregate the f-measure of the three categories. It 

is the weighted average of the three f-measures. 

The weight is proportional to the number of arti-

cles in each category of the gold result. 

The disputant relation-based method (DrC) per-

formed better than the two comparison methods. 

The overall average of the weighted f-measure 

among issues was 0.68, 0.59, and 0.48 for the DrC, 

QbC, and Sim. method, respectively (See Table 3). 

The performance of the similarity-based clustering 

was lower than that of the other two in most issues.  

A number of works have reported that text sim-

ilarity is reliable in stance classification in politi-

cal domains. These experiments were conducted 

in political debate corpus (Lin et al. 2006). How-

ever, news article set includes a number of articles 

covering different topics irrelevant to the argu-

ments of the disputants. For example, there can be 

an article describing general background of the 

contention. Similarity-based clustering approach 

reacted sensitively to such articles and failed to 

capture the difference of the covered side.  

Quote-based classification performs better than 

similarity-based approach as it classifies articles 

primarily based on the quoted disputants. The per-

formance is comparable to DrC in many issues. 

The method performs similarly to DrC if most 

articles of an issue include many qutes. DrC per-

forms better for other issues which include a 

number of articles with only a few quotes. 

Error analysis: As for our method, we ob-

served three main reasons of misclassification.  

1) Articles with few quotes: Although the pro-

posed method better classifies such articles than 

the quote-based classification, there were some 

misclassifications. There are sentences that are not 

directly related to the argument of any side, e.g., 

plain description of an event, summarizing the 

development of the issue, etc. The method made 

errors while trying to decide to which side these 

sentences are close to. Detecting such sentences 

and avoiding decisions for them would be one 

way of improvement. Research on classification 
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of subjective and objective sentences would be 

helpful (Wiebe et al. 99).  

2) Article criticizing the quoted disputants: There 

were some articles criticizing the quoted dispu-

tants. For example, an article quoted the president 

frequently but occasionally criticized him between 

the quotes. The method misclassified such articles 

as it interpreted that the article is mainly deliver-

ing the president‟s argument.  

3) Errors in disputant partitioning: Some misclas-

sifications were made due to the errors in the dis-

putant partitioning stage, specifically, those who 

were classified to a wrong side. Articles which 

refer to such disputants many times were misclas-

sified.  

6 Conclusion 

We study the problem of classifying news articles 

on contentious issues. It involves new challenges 

as the discourse of contentious issues is complex, 

and news articles show different characteristics 

from commonly studied corpus, such as product 

reviews. We propose opponent-based frame, and 

demonstrate that it is a clear and effective classifi-

cation frame to contrast arguments of contentious 

issues. We develop disputant relation-based clas-

sification and show that the method outperforms a 

text similarity-based approach.  

Our method assumes polarization for conten-

tious issues. This assumption was valid for most 

of the tested issues. For a few issues, there were 

some participants who do not belong to either 

side; however, they usually did not take a particu-

lar position nor make strong arguments. Thus, the 

effect on classification performance was limited. 

Discovering and developing methods for issues 

which involve more than two disputants groups is 

a future work. 

References  

Rakesh Agrawal, Sridhar Rajagopalan, Rama-

krishnan Srikant, and Yirong Xu. 2003. Mining 

newsgroups using networks arising from social 

behavior. In Proceedings of WWW. 

Baker, B. 1994. How to Identify, Expose and Cor-

rect Liberal Media Bias. Media Research Cen-

ter. 

Mohit Bansal, Claire Cardie, and Lillian Lee. 

2008. The power of negative thinking: Exploit-

ing label disagreement in the min-cut 

classification framework. In Proceedings of the 

22nd International Conference on Computa-
tional Linguistics (COLING-2008). 

Jon M. Kleinberg. 1999. Authoritative sources in 

a hyperlinked environment. In Journal of ACM, 

46(5): 604-632. 

Landis JR, Koch G. 1977. The measurement of 

observer agreement for categorical data. Bio-

metrics 33:159-174.  

Changki Lee, Yi-Gyu Hwang, Hyo-Jung Oh, Soo-

jong Lim, Jeong Heo, Chung-Hee Lee, Hyeon-

Jin Kim, Ji-Hyun Wang, Myung-Gil Jang. 2006. 

Fine-Grained Named Entity Recognition using 

Conditional Random Fields for Question An-

swering,  In Proceedings of Human & Cogni-

tive Language Technology (HCLT), pp. 

268~272. (in Korean) 

Wei-Hao Lin, Theresa Wilson, Janyce Wiebe, and 

Alexander Hauptmann. 2006. Which side are 

you on? Identifying perspectives at the docu-

ment and sentence levels. In Proceedings of the 

10th Conference on Computational Natural 

Language Learning (CoNLL-2006), pages 109–

116, New York. 

Mark M. Miller and Bonnie P. Riechert. 2001. 

Spiral Opportunity and Frame Resonance: 

Mapping Issue Cycle in News and Public Dis-

course. In Framing Public Life: Perspectives on 

Media and our Understanding of the Social 

World, NJ: Lawrence Erlbaum Associates. 

I Ounis, M de Rijke, C Macdonald, G Mishne, and 

I Soboroff. 2006. Overview of the TREC-2006 

Blog Track. In Proceedings of TREC.  

Pang, Bo, Lillian Lee, and Shivakumar Vaithya-

nathan. 2002. Thumbs up? Sentiment Classifi-

cation using Machine Learning Techniques, 

Proceedings of the 2002 Conference on Empir-

ical Methods in Natural Language Processing 

(EMNLP). 

Paul, M. J., Zhai, C., Girju, R. 2010. Summarizing 

Contrastive Viewpoints in Opinionated Text. In 

Proceedings of the 2010 Conference on Empir-

ical Methods in Natural Language Processing 
(EMNLP).  

348



Schon, D.A., and Rien, M. 1994. Frame reflec-

tion: Toward the resolution of intractable policy 

controversies. New York: Basic Books.  

Y. Seki, D. Evans, L. Ku, L. Sun, H. Chen, and N. 

Kando. 2008. Overview of Multilingual Opin-

ion Analysis Task at NTCIR-7. In Proceedings 

of 7th NTCIR Evaluation Workshop, pages 185-

203 

Kwangseob Shim and Jaehyung Yang. 2002. 

MACH : A Supersonic Korean Morphological 

Analyzer, Proceedings of the 19th International 

Conference on Computational Linguistics 
(COLING-2002), pp.939-945.  

Swapna Somasundaran and Janyce Wiebe. 2009. 

Recognizing stances in online debates. In Pro-

ceedings of the Joint Conference of the 47th 

Annual Meeting of the ACL and the 4th Inter-

national Joint Conference on Natural Lan-
guage Processing of the AFNLP, pages 226–

234, Suntec, Singapore, August. Association 

for Computational Linguistics. 

Swapna Somasundaran and Janyce Wiebe. 2010. 

Recognizing stances in ideological online de-

bates. In Proceedings of the NAACL HLT 2010 

Workshop on Computational Approaches to 

Analysis and Generation of Emotion in Text 
(CAAGET ’10). 

Matt Thomas, Bo Pang, and Lillian Lee. 2006. 

Get outthe vote: Determining support or oppo-

sition from congressional floor-debate tran-

scripts. In Proceedings of the 2006 Conference 

on Empirical Methods in Natural Language 
Processing, pages 327–335, Sydney, Australia, 

July. Association for Computational Linguistics. 

Turney, Peter D. 2002. Thumbs up or thumbs 

down? Semantic orientation applied to unsu-

pervised classification of reviews,  Proceedings 

of ACL-02, Philadelphia, Pennsylvania, 417-

424 

Wiebe, Janyce M., Bruce, Rebecca F., & O'Hara, 

Thomas P. 1999. Development and use of a 

gold standard data set for subjectivity classifi-

cations. In Proc. 37th Annual Meeting of the 

Assoc. for Computational Linguistics (ACL-99). 

June, pp. 246-253. 

T. Wilson, J. Wiebe, and P. Hoffmann. 2005. 

Recognizing contextual polarity in phrase-level 

sentiment analysis. In Proceedings of the Con-

ference on Empirical Methods in Natural Lan-

guage Processing (EMNLP). 

  

 

349



Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics, pages 350–358,
Portland, Oregon, June 19-24, 2011. c©2011 Association for Computational Linguistics

Content Models with Attitude

Christina Sauper, Aria Haghighi, Regina Barzilay
Computer Science and Artificial Intelligence Laboratory

Massachusetts Institute of Technology
csauper@csail.mit.edu, me@aria42.com, regina@csail.mit.edu

Abstract

We present a probabilistic topic model for
jointly identifying properties and attributes of
social media review snippets. Our model
simultaneously learns a set of properties of
a product and captures aggregate user senti-
ments towards these properties. This approach
directly enables discovery of highly rated or
inconsistent properties of a product. Our
model admits an efficient variational mean-
field inference algorithm which can be paral-
lelized and run on large snippet collections.
We evaluate our model on a large corpus of
snippets from Yelp reviews to assess property
and attribute prediction. We demonstrate that
it outperforms applicable baselines by a con-
siderable margin.

1 Introduction

Online product reviews have become an increasingly
valuable and influential source of information for
consumers. Different reviewers may choose to com-
ment on different properties or aspects of a product;
therefore their reviews focus on different qualities of
the product. Even when they discuss the same prop-
erties, their experiences and, subsequently, evalua-
tions of the product can differ dramatically. Thus,
information in any single review may not provide
a complete and balanced view representative of the
product as a whole. To address this need, online re-
tailers often use simple aggregation mechanisms to
represent the spectrum of user sentiment. For in-
stance, product pages on Amazon prominently dis-
play the distribution of numerical scores across re-

Coherent property cluster

+ The martinis were very good.
The drinks - both wine and martinis - were tasty.

- The wine list was pricey.
Their wine selection is horrible.

Incoherent property cluster

+

The sushi is the best I’ve ever had.
Best paella I’d ever had.
The fillet was the best steak we’d ever had.
It’s the best soup I’ve ever had.

Table 1: Example clusters of restaurant review snippets.
The first cluster represents a coherent property of the un-
derlying product, namely the cocktail property, and as-
sesses distinctions in user sentiment. The latter cluster
simply shares a common attribute expression and does
not represent snippets discussing the same product prop-
erty. In this work, we aim to produce the first type of
property cluster with correct sentiment labeling.

views, providing access to reviews at different levels
of satisfaction.

The goal of our work is to provide a mechanism
for review content aggregation that goes beyond nu-
merical scores. Specifically, we are interested in
identifying fine-grained product properties across
reviews (e.g., battery life for electronics or pizza for
restaurants) as well as capturing attributes of these
properties, namely aggregate user sentiment.

For this task, we assume as input a set of prod-
uct review snippets (i.e., standalone phrases such as
“battery life is the best I’ve found”) rather than com-
plete reviews. There are many techniques for ex-
tracting this type of snippet in existing work; we use
the Sauper et al. (2010) system.
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At first glance, this task can be solved using ex-
isting methods for review analysis. These methods
can effectively extract product properties from indi-
vidual snippets along with their corresponding sen-
timent. While the resulting property-attribute pairs
form a useful abstraction for cross-review analysis,
in practice direct comparison of these pairs is chal-
lenging.

Consider, for instance, the two clusters of restau-
rant review snippets shown in Figure 1. While both
clusters have many words in common among their
members, only the first describes a coherent prop-
erty cluster, namely the cocktail property. The snip-
pets of the latter cluster do not discuss a single prod-
uct property, but instead share similar expressions
of sentiment. To solve this issue, we need a method
which can correctly identify both property and sen-
timent words.

In this work, we propose an approach that jointly
analyzes the whole collection of product review
snippets, induces a set of learned properties, and
models the aggregate user sentiment towards these
properties. We capture this idea using a Bayesian
topic model where a set of properties and corre-
sponding attribute tendencies are represented as hid-
den variables. The model takes product review snip-
pets as input and explains how the observed text
arises from the latent variables, thereby connecting
text fragments with corresponding properties and at-
tributes.

The advantages of this formulation are twofold.
First, this encoding provides a common ground for
comparing and aggregating review content in the
presence of varied lexical realizations. For instance,
this representation allows us to directly compare
how many reviewers liked a given property of a
product. Second, our model yields an efficient
mean-field variational inference procedure which
can be parallelized and run on a large number of re-
view snippets.

We evaluate our approach in the domain of snip-
pets taken from restaurant reviews on Yelp. In this
collection, each restaurant has on average 29.8 snip-
pets representing a wide spectrum of opinions about
a restaurant. The evaluation we present demon-
strates that the model can accurately retrieve clusters
of review fragments that describe the same property,
yielding 20% error reduction over a standalone clus-

tering baseline. We also show that the model can ef-
fectively identify binary snippet attributes with 9.2%
error reduction over applicable baselines, demon-
strating that learning to identify attributes in the con-
text of other product reviews yields significant gains.
Finally, we evaluate our model on its ability to iden-
tify product properties for which there is significant
sentiment disagreement amongst user snippets. This
tests our model’s capacity to jointly identify proper-
ties and assess attributes.

2 Related Work

Our work on review aggregation has connections to
three lines of work in text analysis.

First, our work relates to research on extraction of
product properties with associated sentiment from
review text (Hu and Liu, 2004; Liu et al., 2005a;
Popescu et al., 2005). These methods identify rele-
vant information in a document using a wide range
of methods such as association mining (Hu and Liu,
2004), relaxation labeling (Popescu et al., 2005) and
supervised learning (Kim and Hovy, 2006). While
our method also extracts product properties and sen-
timent, our focus is on multi-review aggregation.
This task introduces new challenges which were
not addressed in prior research that focused on per-
document analysis.

A second related line of research is multi-
document review summarization. Some of
these methods directly apply existing domain-
independent summarization methods (Seki et al.,
2006), while others propose new methods targeted
for opinion text (Liu et al., 2005b; Carenini et al.,
2006; Hu and Liu, 2006; Kim and Zhai, 2009). For
instance, these summaries may present contrastive
view points (Kim and Zhai, 2009) or relay average
sentiment (Carenini et al., 2006). The focus of this
line of work is on how to select suitable sentences,
assuming that relevant review features (such as nu-
merical scores) are given. Since our emphasis is on
multi-review analysis, we believe that the informa-
tion we extract can benefit existing summarization
systems.

Finally, a number of approaches analyze review
documents using probabilistic topic models (Lu and
Zhai, 2008; Titov and McDonald, 2008; Mei et al.,
2007). While some of these methods focus primar-
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ily on modeling ratable aspects (Titov and McDon-
ald, 2008), others explicitly capture the mixture of
topics and sentiments (Mei et al., 2007). These ap-
proaches are capable of identifying latent topics in
the collection in opinion text (e.g., weblogs) as well
as associated sentiment. While our model captures
similar high-level intuition, it analyzes fine-grained
properties expressed at the snippet level, rather than
document-level sentiment. Delivering analysis at
such a fine granularity requires a new technique.

3 Problem Formulation

In this section, we discuss the core random variables
and abstractions of our model. We describe the gen-
erative models over these elements in Section 4.

Product: A product represents a reviewable ob-
ject. For the experiments in this paper, we use
restaurants as products.

Snippets: A snippet is a user-generated short se-
quence of tokens describing a product. Input snip-
pets are deterministically taken from the output of
the Sauper et al. (2010) system.

Property: A property corresponds to some fine-
grained aspect of a product. For instance, the snippet
“the pad thai was great” describes the pad thai prop-
erty. We assume that each snippet has a single prop-
erty associated with it. We assume a fixed number
of possible properties K for each product.

For the corpus of restaurant reviews, we assume
that the set of properties are specific to a given prod-
uct, in order to capture fine-grained, relevant proper-
ties for each restaurant. For example, reviews from a
sandwich shop may contrast the club sandwich with
the turkey wrap, while for a more general restau-
rant, the snippets refer to sandwiches in general. For
other domains where the properties are more consis-
tent, it is straightforward to alter our model so that
properties are shared across products.

Attribute: An attribute is a description of a prop-
erty. There are multiple attribute types, which may
correspond to semantic differences. We assume a
fixed, pre-specified number of attributes N . For
example, in the case of product reviews, we select
N = 2 attributes corresponding to positive and neg-
ative sentiment. In the case of information extrac-
tion, it may be beneficial to use numeric and alpha-
betic types.

One of the goals of this work in the review do-
main is to improve sentiment prediction by exploit-
ing correlations within a single property cluster. For
example, if there are already many snippets with the
attribute representing positive sentiment in a given
property cluster, additional snippets are biased to-
wards positive sentiment as well; however, data can
always override this bias.

Snippets themselves are always observed; the
goal of this work is to induce the latent property and
attribute underlying each snippet.

4 Model

Our model generates the words of all snippets for
each product in a collection of products. We use
si,j,w to represent the wth word of the jth snippet
of the ith product. We use s to denote the collec-
tion of all snippet words. We also assume a fixed
vocabulary of words V .

We present an overview of our generative model
in Figure 1 and describe each component in turn:

Global Distributions: At the global level, we
draw several unigram distributions: a global back-
ground distribution θB and attribute distributions
θaA for each attribute. The background distribution
is meant to encode stop-words and domain white-
noise, e.g., food in the restaurants domain. In this
domain, the positive and negative attribute distribu-
tions encode words with positive and negative senti-
ments (e.g., delicious or terrible).

Each of these distributions are drawn from Dirich-
let priors. The background distribution is drawn
from a symmetric Dirichlet with concentration
λB = 0.2. The positive and negative attribute dis-
tributions are initialized using seed words (Vseeda

in Figure 1). These seeds are incorporated into
the attribute priors: a non-seed word gets ε hyper-
parameter and a seed word gets ε + λA, where
ε = 0.25 and λA = 1.0.

Product Level: For the ith product, we draw
property unigram distributions θi,1P , . . . , θi,KP for
each of the possibleK product properties. The prop-
erty distribution represents product-specific content
distributions over properties discussed in reviews of
the product; for instance in the restaurant domains,
properties may correspond to distinct menu items.
Each θi,kP is drawn from a symmetric Dirichlet prior
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Global Level:

- Draw background distribution θB ∼ DIRICHLET(λBV )

- For each attribute type a,

- Draw attribute distribution θaA ∼ DIRICHLET(εV + λAVseeda)

Product Level:

- For each product i,

- Draw property distributions θkP ∼ DIRICHLET(λPV ) for k = 1, . . . ,K

- Draw property attribute binomial φi,k ∼ BETA(αA, βA) for k = 1, . . . ,K

- Draw property multinomial ψi ∼ DIRICHLET(λMK)

Snippet Level:

- For each snippet j in ith product,

- Draw snippet property Zi,jP ∼ ψi

- Draw snippet attribute Zi,jA ∼ φZ
ij
P

- Draw sequence of word topic indicators Zi,j,wW ∼ Λ|Zi,j,w−1
W

- Draw snippet word given property Zi,jP and attribute Zi,jA

si,j,w ∼


θ
i,Zi,j

P
P , when Zi,j,wW = P

θ
Zi,j

A
A , when Zi,j,wW = A

θB, when Zi,j,wW = B

θB θa
A

ψ φk

Zi−1
W Zi

W Zi+1
W

wi−1 wi wi+1

HMM over snippet words

Background word 
distribution 

Attribute word 
distributions 

Product

Snippet

ZP ZA

Property
multinomial

Property attribute 
binomials

θk
P

Property word
distributions

Property

Snippet attributeSnippet property

θa
A

ZP , θP

ZA, θA

θB

Attribute

Figure 1: A high-level verbal and graphical description for our model in Section 4. We use DIRICHLET(λV ) to denote
a finite Dirichlet prior where the hyper-parameter counts are a scalar times the unit vector of vocabulary items. For
the global attribute distribution, the prior hyper-parameter counts are ε for all vocabulary items and λA for Vseeda

, the
vector of vocabulary items in the set of seed words for attribute a.

with hyper-parameter λP = 0.2.
For each property k = 1, . . . ,K. φi,k, we draw a

binomial distribution φi,k. This represents the dis-
tribution over positive and negative attributes for
that property; it is drawn from a beta prior using
hyper-parameters αA = 2 and βA = 2. We also
draw a multinomial ψi over K possible properties
from a symmetric Dirichlet distribution with hyper-
parameter λM = 1, 000. This distribution is used to
draw snippet properties.

Snippet Level: For the jth snippet of the ith prod-
uct, a property random variable Zi,jP is drawn ac-
cording to the multinomial ψi. Conditioned on this
choice, we draw an attribute Zi,jA (positive or nega-
tive) from the property attribute distribution φi,Z

j,j
P .

Once the property Zi,jP and attribute Zi,jA have
been selected, the tokens of the snippet are gener-
ated using a simple HMM. The latent state underly-
ing a token, Zi,j,wW , indicates whether the wth word
comes from the property distribution, attribute dis-

tribution, or background distribution; we use P , A,
or B to denote these respective values of Zi,j,wW .

The sequence Zi,j,1W , . . . , Zi,j,mW is generated us-
ing a first-order Markov model. The full transition
parameter matrix Λ parametrizes these decisions.
Conditioned on the underlying Zi,j,wW , a word, si,j,w

is drawn from θi,jP , θi,Z
i,j
P

A , or θB for the values P ,A,
or B respectively.

5 Inference

The goal of inference is to predict the snippet prop-
erty and attribute distributions over each snippet
given all the observed snippets P (Zi,jP , Zi,jA |s) for
all products i and snippets j. Ideally, we would like
to marginalize out nuisance random variables and
distributions. Specifically, we approximate the full
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model posterior using variational inference:1

P (ψ,θP , θB,θA,φ, |s) ≈
Q(ψ,θP , θB,θA,φ)

whereψ, θP ,φ denote the collection of latent distri-
butions in our model. Here, we assume a full mean-
field factorization of the variational distribution; see
Figure 2 for the decomposition. Each variational
factor q(·) represents an approximation of that vari-
able’s posterior given observed random variables.
The variational distribution Q(·) makes the (incor-
rect) assumption that the posteriors amongst factors
are independent. The goal of variational inference is
to set factors q(·) so that it minimizes the KL diver-
gence to the true model posterior:

min
Q(·)

KL(P (ψ,θP , θB,θA,φ, |s)‖

Q(ψ,θP , θB,θA,φ)

We optimize this objective using coordinate descent
on the q(·) factors. Concretely, we update each fac-
tor by optimizing the above criterion with all other
factors fixed to current values. For instance, the up-
date for the factor q(Zi,j,wW ) takes the form:

q(Zi,j,wW )←
E
Q/q(Zi,j,w

W )
lgP (ψ,θP , θB,θA,φ, s)

The full factorization of Q(·) and updates for
all random variable factors are given in Figure 2.
Updates of parameter factors are omitted; however
these are derived through simple counts of the ZA,
ZP , and ZW latent variables. For related discussion,
see Blei et al. (2003).

6 Experiments

In this section, we describe in detail our data set and
present three experiments and their results.

Data Set Our data set consists of snippets from
Yelp reviews generated by the system described in
Sauper et al. (2010). This system is trained to ex-
tract snippets containing short descriptions of user
sentiment towards some aspect of a restaurant.2 We
1See Liang and Klein (2007) for an overview of variational tech-
niques.

2For exact training procedures, please reference that paper.

The [P noodles ] and the [P meat ] were actually [+ pretty good ].
I [+ recommend ] the [P chicken noodle pho ].
The [P noodles ] were [- soggy ].
The [P chicken pho ] was also [+ good ].

The [P spring rolls ] and [P coffee ] were [+ good ] though.
The [P spring roll wrappers ] were a [- little dry tasting ].
My [+ favorites ] were the [P crispy spring rolls ].
The [P Crispy Tuna Spring Rolls ] are [+ fantastic ]!

The [P lobster roll ] my mother ordered was [- dry ] and [- scant ].
The [P portabella mushroom ] is my [+ go-to ] [P sandwich ].
The [P bread ] on the [P sandwich ] was [- stale ].
The slice of [P tomato ] was [- rather measly ].

The [P shumai ] and [P California maki sushi ] were [+ decent ].
The [P spicy tuna roll ] and [P eel roll ] were [+ perfect ].
The [P rolls ] with [P spicy mayo ] were [- not so great ].
I [+ love ] [P Thai rolls ].

Figure 3: Example snippets from our data set, grouped
according to property. Property words are labeled P and
colored blue, NEGATIVE attribute words are labeled - and
colored red, and POSITIVE attribute words are labeled +
and colored green. The grouping and labeling are not
given in the data set and must be learned by the model.

select only the snippets labeled by that system as ref-
erencing food, and we ignore restaurants with fewer
than 20 snippets. There are 13,879 snippets in to-
tal, taken from 328 restaurants in and around the
Boston/Cambridge area. The average snippet length
is 7.8 words, and there are an average of 42.1 snip-
pets per restaurant, although there is high variance
in number of snippets for each restaurant. Figure 3
shows some example snippets.

For sentiment attribute seed words, we use 42 and
33 words for the positive and negative distributions
respectively. These are hand-selected based on the
restaurant review domain; therefore, they include
domain-specific words such as delicious and gross.

Tasks We perform three experiments to evaluate
our model’s effectiveness. First, a cluster predic-
tion task is designed to test the quality of the learned
property clusters. Second, an attribute analysis task
will evaluate the sentiment analysis portion of the
model. Third, we present a task designed to test
whether the system can correctly identify properties
which have conflicting attributes, which tests both
clustering and sentiment analysis.
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Mean-field Factorization

Q(ψ,θP , θB,θA,φ) = q(θB)

(
N∏
a=1

q(θaA)

) n∏
i

(
K∏
k=1

q(θi,kP )q(φi,k)

)∏
j

q(Zi,jA )q(Zi,jP )
∏
w

q(Zi,j,wW )


Snippet Property Indicator

lg q(Zi,jP = k) ∝ Eq(ψi) lgψi(p) +
∑
w

q(Zi,j,wW = P )E
q(θi,k

P )
lg θi,kP (si,j,w) +

N∑
a=1

q(Zi,jA = a)Eq(φi,k) lg φi,k(a)

Snippet Attribute Indicator

lg q(Zi,jA = a) =
∑
k

q(Zi,jP = k)Eq(φi,k) lg φi,k(a) +
∑
w

q(Zi,j,wW = A)Eq(θa
A) lg θaA(si,j,w)

Word Topic Indicator

lg q(Zi,j,wW = P ) ∝ lgP (ZW = P ) +
∑
k

q(Zi,jP = k)E
q(θi,k

P )
lg θi,jP (si,j,w)

lg q(Zi,j,wW = A) ∝ lgP (ZW = A) +
∑

a∈{+,−}

q(Zi,jA = a)Eq(θa
A) lg θaA(si,j,w)

lg q(Zi,j,wW = B) ∝ lgP (ZW = B) + Eq(θB) lg θB(si,j,w)

Figure 2: The mean-field variational algorithm used during learning and inference to obtain posterior predictions over
snippet properties and attributes, as described in Section 5. Mean-field inference consists of updating each of the latent
variable factors as well as a straightforward update of latent parameters in round robin fashion.

6.1 Cluster prediction

The goal of this task is to evaluate the quality of
property clusters; specifically the Zi,jP variable in
Section 4. In an ideal clustering, the predicted clus-
ters will be cohesive (i.e., all snippets predicted for
a given property are related to each other) and com-
prehensive (i.e., all snippets which are related to a
property are predicted for it). For example, a snip-
pet will be assigned the property pad thai if and only
if that snippet mentions some aspect of the pad thai.

Annotation For this task, we use a set of gold
clusters over 3,250 snippets across 75 restaurants
collected through Mechanical Turk. In each task, a
worker was given a set of 25 snippets from a single
restaurant and asked to cluster them into as many
clusters as they desired, with the option of leaving
any number unclustered. This yields a set of gold
clusters and a set of unclustered snippets. For verifi-
cation purposes, each task was provided to two dif-
ferent workers. The intersection of both workers’
judgments was accepted as the gold standard, so the

model is not evaluated on judgments which disagree.
In total, there were 130 unique tasks, each of which
were provided to two workers, for a total output of
210 generated clusters.

Baseline The baseline for this task is a cluster-
ing algorithm weighted by TF*IDF over the data set
as implemented by the publicly available CLUTO
package.3 This baseline will put a strong connec-
tion between things which are lexically similar. Be-
cause our model only uses property words to tie
together clusters, it may miss correlations between
words which are not correctly identified as property
words. The baseline is allowed 10 property clusters
per restaurant.

We use the MUC cluster evaluation metric for
this task (Vilain et al., 1995). This metric measures
the number of cluster merges and splits required to
recreate the gold clusters given the model’s output.

3Available at http://glaros.dtc.umn.edu/gkhome/cluto/cluto/overview
with agglomerative clustering, using the cosine similarity
distance metric.
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Precision Recall F1
Baseline 80.2 61.1 69.3
Our model 72.2 79.1 75.5

Table 2: Results using the MUC metric on the cluster
prediction task. Note that while the precision of the base-
line is higher, the recall and overall F1 of our model out-
weighs that. While MUC has a deficiency in that putting
everything into a single cluster will artificially inflate the
score, parameters on our model are set so that the model
uses the same number of clusters as the baseline system.

Therefore, it can concisely show how accurate our
clusters are as a whole. While it would be possible
to artificially inflate the score by putting everything
into a single cluster, the parameters on our model
and the likelihood objective are such that the model
prefers to use all available clusters, the same number
as the baseline system.

Results Results for our cluster prediction task are
in Table 2. While our system does suffer on preci-
sion in comparison to the baseline system, the recall
gains far outweigh this loss, for a total error reduc-
tion of 20% on the MUC measure.

The most common cause of poor cluster choices
in the baseline system is its inability to distinguish
property words from attribute words. For example,
if many snippets in a given restaurant use the word
delicious, there may end up being a cluster based on
that alone. Because our system is capable of dis-
tinguishing which words are property words (i.e.,
words relevant to clustering), it can choose clusters
which make more sense overall. We show an exam-
ple of this in Table 3.

6.2 Attribute analysis

We also evaluate the system’s predictions of snip-
pet attribute using the predicted posterior over the
attribute distribution for the snippet (i.e., Zi,jA ). For
this task, we consider the binary judgment to be sim-
ply the one with higher value in q(Zi,jA ) (see Sec-
tion 5). The goal of this task is to evaluate whether
our model correctly distinguishes attribute words.

Annotation For this task, we use a set of 260 to-
tal snippets from the Yelp reviews for 30 restaurants,
evenly split into a training and test sets of 130 snip-
pets each. These snippets are manually labeled POS-

The martini selection looked delicious
The s’mores martini sounded excellent
The martinis were good
The martinis are very good
The mozzarella was very fresh
The fish and various meets were very well made

The best carrot cake I’ve ever eaten
Carrot cake was deliciously moist
The carrot cake was delicious.
It was rich, creamy and delicious.
The pasta Bolognese was rich and robust.

Table 3: Example phrases from clusters in both the base-
line and our model. For each pair of clusters, the dashed
line indicates separation by the baseline model, while the
solid line indicates separation by our model. In the first
example, the baseline mistakenly clusters some snippets
about martinis with those containing the word very. In
the second example, the same occurs with the word deli-
cious.

ITIVE or NEGATIVE. Neutral snippets are ignored
for the purpose of this experiment.

Baseline We use two baselines for this task, one
based on a standard discriminative classifier and one
based on the seed words from our model.

The DISCRIMINATIVE baseline for this task is
a standard maximum entropy discriminative bi-
nary classifier over unigrams. Given enough snip-
pets from enough unrelated properties, the classifier
should be able to identify that words like great in-
dicate positive sentiment and those like bad indi-
cate negative sentiment, while words like chicken
are neutral and have no effect.

The SEED baseline simply counts the number of
words from the positive and negative seed lists used
by the model, Vseed+ and Vseed− . If there are more
words from Vseed+ , the snippet is labeled positive,
and if there are more words from Vseed− , the snip-
pet is labeled negative. If there is a tie or there are
no seed words, we split the prediction. Because
the seed word lists are specifically slanted toward
restaurant reviews (i.e., they contain words such as
delicious), this baseline should perform well.

Results For this experiment, we measure the over-
all classification accuracy of each system (see Table
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Accuracy
DISCRIMINATIVE baseline 75.9
SEED baseline 78.2
Our model 80.2

Table 4: Attribute prediction accuracy of the full system
compared to the DISCRIMINATIVE and SEED baselines.
The advantage of our system is its ability to distinguish
property words from attribute words in order to restrict
judgment to only the relevant terms.

The naan was hot and fresh
All the veggies were really fresh and crisp.
Perfect mix of fresh flavors and comfort food
The lo main smelled and tasted rancid
My grilled cheese sandwich was a little gross

Table 5: Examples of sentences correctly labeled by our
system but incorrectly labeled by the DISCRIMINATIVE
baseline; the key sentiment words are highlighted. No-
tice that these words are not the most common sentiment
words; therefore, it is difficult for the classifier to make a
correct generalization. Only two of these words are seed
words for our model (fresh and gross).

4). Our system outperforms both supervised base-
lines.

As in the cluster prediction case, the main flaw
with the DISCRIMINATIVE baseline system is its in-
ability to recognize which words are relevant for the
task at hand, in this case the attribute words. By
learning to separate attribute words from the other
words in the snippets, our full system is able to more
accurately judge their sentiment. Examples of these
cases are found in Table 5.

The obvious flaw in the SEED baseline is the in-
ability to pre-specify every possible sentiment word;
our model’s performance indicates that it is learning
something beyond just these basic words.

6.3 Conflict identification

Our final task requires both correct cluster prediction
and correct sentiment judgments. In many domains,
it is interesting to know not only whether a product
is rated highly, but also whether there is conflicting
sentiment or debate. In the case of restaurant re-
views, it is relevant to know whether the dishes are
consistently good or whether there is some variation
in quality.

Judgment
P A Attribute / Snippet

Yes Yes

- The salsa isn’t great
+ Chips and salsa are sublime
- The grits were good, but not great.
+ Grits were the perfect consistency
- The tom yum kha was bland
+ It’s the best Thai soup I ever had
- The naan is a bit doughy and undercooked
+ The naan was pretty tasty
- My reuben was a little dry.
+ The reuben was a good reuben.

Yes No
- Belgian frites are crave-able
+ The frites are very, very good.

No Yes

- The blackened chicken was meh
+ Chicken enchiladas are yummy!
- The taste overall was mediocre
+ The oysters are tremendous

No No
- The cream cheese wasn’t bad
+ Ice cream was just delicious

Table 6: Example property-attribute correctness for the
conflict identification task, over both property and at-
tribute. Property judgment (P) indicates whether the snip-
pets are discussing the same item; attribute judgment (A)
indicates whether there is a correct difference in attribute
(sentiment), regardless of properties.

To evaluate this, we examine the output clusters
which contain predictions of both positive and neg-
ative snippets. The goal is to identify whether these
are true conflicts of sentiment or there was a failure
in either property clustering or attribute classifica-
tion.

For this task, the output clusters are manually an-
notated for correctness of both property and attribute
judgments, as in Table 6. As there is no obvious
baseline for this experiment, we treat it simply as an
analysis of errors.

Results For this task, we examine the accuracy of
conflict prediction, both with and without the cor-
rectly identified properties. The results by property-
attribute correctness are shown in Table 7. From
these numbers, we can see that 50% of the clusters
are correct in both property (cohesiveness) and at-
tribute (difference in sentiment) dimensions.

Overall, the properties are correctly identified
(subject of NEG matches the subject of POS) 68%
of the time and a correct difference in attribute is
identified 67% of the time. Of the clusters which
are correct in property, 74% show a correctly labeled
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Judgment
P A # Clusters

Yes Yes 52
Yes No 18
No Yes 17
No No 15

Table 7: Results of conflict analysis by correctness of
property label (P) and attribute conflict (A). Examples
of each type of correctness pair are show in in Table 6.
50% of the clusters are correct in both labels, and there
are approximately the same number of errors toward both
property and attribute.

difference in attribute.

7 Conclusion

We have presented a probabilistic topic model for
identifying properties and attitudes of product re-
view snippets. The model is relatively simple and
admits an efficient variational mean-field inference
procedure which is parallelized and can be run on
a large number of snippets. We have demonstrated
on multiple evaluation tasks that our model outper-
forms applicable baselines by a considerable mar-
gin.
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Abstract

The challenges of Named Entities Recogni-
tion (NER) for tweets lie in the insufficient
information in a tweet and the unavailabil-
ity of training data. We propose to com-
bine a K-Nearest Neighbors (KNN) classi-
fier with a linear Conditional Random Fields
(CRF) model under a semi-supervised learn-
ing framework to tackle these challenges. The
KNN based classifier conducts pre-labeling to
collect global coarse evidence across tweets
while the CRF model conducts sequential la-
beling to capture fine-grained information en-
coded in a tweet. The semi-supervised learn-
ing plus the gazetteers alleviate the lack of
training data. Extensive experiments show the
advantages of our method over the baselines
as well as the effectiveness of KNN and semi-
supervised learning.

1 Introduction

Named Entities Recognition (NER) is generally un-
derstood as the task of identifying mentions of rigid
designators from text belonging to named-entity
types such as persons, organizations and locations
(Nadeau and Sekine, 2007). Proposed solutions to
NER fall into three categories: 1) The rule-based
(Krupka and Hausman, 1998); 2) the machine learn-
ing based (Finkel and Manning, 2009; Singh et al.,
2010) ; and 3) hybrid methods (Jansche and Abney,
2002). With the availability of annotated corpora,
such as ACE05, Enron (Minkov et al., 2005) and

∗ This work has been done while the author was visiting
Microsoft Research Asia.

CoNLL03 (Tjong Kim Sang and De Meulder, 2003),
the data driven methods now become the dominating
methods.

However, current NER mainly focuses on for-
mal text such as news articles (Mccallum and Li,
2003; Etzioni et al., 2005). Exceptions include stud-
ies on informal text such as emails, blogs, clini-
cal notes (Wang, 2009). Because of the domain
mismatch, current systems trained on non-tweets
perform poorly on tweets, a new genre of text,
which are short, informal, ungrammatical and noise
prone. For example, the average F1 of the Stan-
ford NER (Finkel et al., 2005) , which is trained
on the CoNLL03 shared task data set and achieves
state-of-the-art performance on that task, drops from
90.8% (Ratinov and Roth, 2009) to 45.8% on tweets.

Thus, building a domain specific NER for tweets
is necessary, which requires a lot of annotated tweets
or rules. However, manually creating them is tedious
and prohibitively unaffordable. Proposed solutions
to alleviate this issue include: 1) Domain adaption,
which aims to reuse the knowledge of the source do-
main in a target domain. Two recent examples are
Wu et al. (2009), which uses data that is informa-
tive about the target domain and also easy to be la-
beled to bridge the two domains, and Chiticariu et
al. (2010), which introduces a high-level rule lan-
guage, called NERL, to build the general and do-
main specific NER systems; and 2) semi-supervised
learning, which aims to use the abundant unlabeled
data to compensate for the lack of annotated data.
Suzuki and Isozaki (2008) is one such example.

Another challenge is the limited information in
tweet. Two factors contribute to this difficulty. One
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is the tweet’s informal nature, making conventional
features such as part-of-speech (POS) and capital-
ization not reliable. The performance of current
NLP tools drops sharply on tweets. For example,
OpenNLP 1, the state-of-the-art POS tagger, gets
only an accuracy of 74.0% on our test data set. The
other is the tweet’s short nature, leading to the ex-
cessive abbreviations or shorthand in tweets, and
the availability of very limited context information.
Tackling this challenge, ideally, requires adapting
related NLP tools to fit tweets, or normalizing tweets
to accommodate existing tools, both of which are
hard tasks.

We propose a novel NER system to address these
challenges. Firstly, a K-Nearest Neighbors (KNN)
based classifier is adopted to conduct word level
classification, leveraging the similar and recently
labeled tweets. Following the two-stage predic-
tion aggregation methods (Krishnan and Manning,
2006), such pre-labeled results, together with other
conventional features used by the state-of-the-art
NER systems, are fed into a linear Conditional Ran-
dom Fields (CRF) (Lafferty et al., 2001) model,
which conducts fine-grained tweet level NER. Fur-
thermore, the KNN and CRF model are repeat-
edly retrained with an incrementally augmented
training set, into which high confidently labeled
tweets are added. Indeed, it is the combination of
KNN and CRF under a semi-supervised learning
framework that differentiates ours from the exist-
ing. Finally, following Lev Ratinov and Dan Roth
(2009), 30 gazetteers are used, which cover com-
mon names, countries, locations, temporal expres-
sions, etc. These gazetteers represent general knowl-
edge across domains. The underlying idea of our
method is to combine global evidence from KNN
and the gazetteers with local contextual information,
and to use common knowledge and unlabeled tweets
to make up for the lack of training data.

12,245 tweets are manually annotated as the test
data set. Experimental results show that our method
outperforms the baselines. It is also demonstrated
that integrating KNN classified results into the CRF
model and semi-supervised learning considerably
boost the performance.

Our contributions are summarized as follows.

1http://sourceforge.net/projects/opennlp/

1. We propose to a novel method that combines
a KNN classifier with a conventional CRF
based labeler under a semi-supervised learning
framework to combat the lack of information in
tweet and the unavailability of training data.

2. We evaluate our method on a human anno-
tated data set, and show that our method outper-
forms the baselines and that both the combina-
tion with KNN and the semi-supervised learn-
ing strategy are effective.

The rest of our paper is organized as follows. In
the next section, we introduce related work. In Sec-
tion 3, we formally define the task and present the
challenges. In Section 4, we detail our method. In
Section 5, we evaluate our method. Finally, Section
6 concludes our work.

2 Related Work

Related work can be roughly divided into three cat-
egories: NER on tweets, NER on non-tweets (e.g.,
news, bio-logical medicine, and clinical notes), and
semi-supervised learning for NER.

2.1 NER on Tweets
Finin et al. (2010) use Amazons Mechanical Turk
service 2 and CrowdFlower 3 to annotate named en-
tities in tweets and train a CRF model to evaluate
the effectiveness of human labeling. In contrast, our
work aims to build a system that can automatically
identify named entities in tweets. To achieve this,
a KNN classifier with a CRF model is combined
to leverage cross tweets information, and the semi-
supervised learning is adopted to leverage unlabeled
tweets.

2.2 NER on Non-Tweets
NER has been extensively studied on formal text,
such as news, and various approaches have been pro-
posed. For example, Krupka and Hausman (1998)
use manual rules to extract entities of predefined
types; Zhou and Ju (2002) adopt Hidden Markov
Models (HMM) while Finkel et al. (2005) use CRF
to train a sequential NE labeler, in which the BIO
(meaning Beginning, the Inside and the Outside of

2https://www.mturk.com/mturk/
3http://crowdflower.com/
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an entity, respectively) schema is applied. Other
methods, such as classification based on Maximum
Entropy models and sequential application of Per-
ceptron or Winnow (Collins, 2002), are also prac-
ticed. The state-of-the-art system, e.g., the Stanford
NER, can achieve an F1 score of over 92.0% on its
test set.

Biomedical NER represents another line of active
research. Machine learning based systems are com-
monly used and outperform the rule based systems.
A state-of-the-art biomedical NER system (Yoshida
and Tsujii, 2007) uses lexical features, orthographic
features, semantic features and syntactic features,
such as part-of-speech (POS) and shallow parsing.

A handful of work on other domains exists. For
example, Wang (2009) introduces NER on clinical
notes. A data set is manually annotated and a linear
CRF model is trained, which achieves an F-score of
81.48% on their test data set; Downey et al. (2007)
employ capitalization cues and n-gram statistics to
locate names of a variety of classes in web text;
most recently, Chiticariu et al. (2010) design and im-
plement a high-level language NERL that is tuned
to simplify the process of building, understanding,
and customizing complex rule-based named-entity
annotators for different domains.

Ratinov and Roth (2009) systematically study
the challenges in NER, compare several solutions
and report some interesting findings. For exam-
ple, they show that a conditional model that does
not consider interactions at the output level per-
forms comparably to beam search or Viterbi, and
that the BILOU (Beginning, the Inside and the Last
tokens of multi-token chunks as well as Unit-length
chunks) encoding scheme significantly outperforms
the BIO schema (Beginning, the Inside and Outside
of a chunk).

In contrast to the above work, our study focuses
on NER for tweets, a new genre of texts, which are
short, noise prone and ungrammatical.

2.3 Semi-supervised Learning for NER
Semi-supervised learning exploits both labeled and
un-labeled data. It proves useful when labeled data
is scarce and hard to construct while unlabeled data
is abundant and easy to access.

Bootstrapping is a typical semi-supervised learn-
ing method. It iteratively adds data that has been

confidently labeled but is also informative to its
training set, which is used to re-train its model. Jiang
and Zhai (2007) propose a balanced bootstrapping
algorithm and successfully apply it to NER. Their
method is based on instance re-weighting, which
allows the small amount of the bootstrapped train-
ing sets to have an equal weight to the large source
domain training set. Wu et al. (2009) propose an-
other bootstrapping algorithm that selects bridging
instances from an unlabeled target domain, which
are informative about the target domain and are also
easy to be correctly labeled. We adopt bootstrapping
as well, but use human labeled tweets as seeds.

Another representative of semi-supervised learn-
ing is learning a robust representation of the input
from unlabeled data. Miller et al. (2004) use word
clusters (Brown et al., 1992) learned from unla-
beled text, resulting in a performance improvement
of NER. Guo et al. (2009) introduce Latent Seman-
tic Association (LSA) for NER. In our pilot study of
NER for tweets, we adopt bag-of-words models to
represent a word in tweet, to concentrate our efforts
on combining global evidence with local informa-
tion and semi-supervised learning. We leave it to
our future work to explore which is the best input
representation for our task.

3 Task Definition

We first introduce some background about tweets,
then give a formal definition of the task.

3.1 The Tweets

A tweet is a short text message containing no
more than 140 characters in Twitter, the biggest
micro-blog service. Here is an example of
tweets: “mycraftingworld: #Win Microsoft Of-
fice 2010 Home and Student *2Winners* #Con-
test from @office and @momtobedby8 #Giveaway
http://bit.ly/bCsLOr ends 11/14”, where ”mycraft-
ingworld” is the name of the user who published
this tweet. Words beginning with the “#” char-
acter, like “”#Win”, “#Contest” and “#Giveaway”,
are hash tags, usually indicating the topics of the
tweet; words starting with “@”, like “@office”
and “@momtobedby8”, represent user names, and
“http://bit.ly/bCsLOr” is a shortened link.

Twitter users are interested in named entities, such
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Figure 1: Portion of different types of named entities in
tweets. This is based on an investigation of 12,245 ran-
domly sampled tweets, which are manually labeled.

as person names, organization names and product
names, as evidenced by the abundant named entities
in tweets. According to our investigation on 12,245
randomly sampled tweets that are manually labeled,
about 46.8% have at least one named entity. Figure
1 shows the portion of named entities of different
types.

3.2 The Task

Given a tweet as input, our task is to identify both the
boundary and the class of each mention of entities of
predefined types. We focus on four types of entities
in our study, i.e., persons, organizations, products,
and locations, which, according to our investigation
as shown in Figure 1, account for 89.0% of all the
named entities.

Here is an example illustrating our task.
The input is “...Me without you is like an
iphone without apps, Justin Bieber without
his hair, Lady gaga without her telephone, it
just wouldn...” The expected output is as fol-
lows:“...Me without you is like an <PRODUCT
>iphone</PRODUCT>without apps,
<PERSON>Justin Bieber</PERSON>without his
hair,<PERSON>Lady gaga</PERSON> without
her telephone, it just wouldn...”, meaning that
“iphone” is a product, while “Justin Bieber” and
“Lady gaga” are persons.

4 Our Method

Now we present our solution to the challenging task
of NER for tweets. An overview of our method
is first given, followed by detailed discussion of its
core components.

4.1 Method Overview

NER task can be naturally divided into two sub-
tasks, i.e., boundary detection and type classifica-
tion. Following the common practice , we adopt
a sequential labeling approach to jointly resolve
these sub-tasks, i.e., for each word in the input
tweet, a label is assigned to it, indicating both the
boundary and entity type. Inspired by Ratinov and
Roth (2009), we use the BILOU schema.

Algorithm 1 outlines our method, where: trains

and traink denote two machine learning processes
to get the CRF labeler and the KNN classifier, re-
spectively; reprw converts a word in a tweet into a
bag-of-words vector; the reprt function transforms
a tweet into a feature matrix that is later fed into the
CRF model; the knn function predicts the class of
a word; the update function applies the predicted
class by KNN to the inputted tweet; the crf function
conducts word level NE labeling;τ and γ represent
the minimum labeling confidence of KNN and CRF,
respectively, which are experimentally set to 0.1 and
0.001; N (1,000 in our work) denotes the maximum
number of new accumulated training data.

Our method, as illustrated in Algorithm 1, repeat-
edly adds the new confidently labeled tweets to the
training set 4 and retrains itself once the number
of new accumulated training data goes above the
threshold N . Algorithm 1 also demonstrates one
striking characteristic of our method: A KNN clas-
sifier is applied to determine the label of the current
word before the CRF model. The labels of the words
that confidently assigned by the KNN classifier are
treated as visible variables for the CRF model.

4.2 Model

Our model is hybrid in the sense that a KNN clas-
sifier and a CRF model are sequentially applied to
the target tweet, with the goal that the KNN classi-
fier captures global coarse evidence while the CRF
model fine-grained information encoded in a single
tweet and in the gazetteers. Algorithm 2 outlines the
training process of KNN, which records the labeled
word vector for every type of label.

Algorithm 3 describes how the KNN classifier

4The training set ts has a maximum allowable number of
items, which is 10,000 in our work. Adding an item into it will
cause the oldest one being removed if it is full.
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Algorithm 1 NER for Tweets.
Require: Tweet stream i; output stream o.
Require: Training tweets ts; gazetteers ga.

1: Initialize ls, the CRF labeler: ls = trains(ts).
2: Initialize lk, the KNN classifier: lk = traink(ts).
3: Initialize n, the # of new training tweets: n = 0.
4: while Pop a tweet t from i and t ̸= null do
5: for Each word w ∈ t do
6: Get the feature vector w⃗: w⃗ =

reprw(w, t).
7: Classify w⃗ with knn: (c, cf) =

knn(lk, w⃗).
8: if cf > τ then
9: Pre-label: t = update(t, w, c).

10: end if
11: end for
12: Get the feature vector t⃗: t⃗ = reprt(t, ga).
13: Label t⃗ with crf : (t, cf) = crf(ls, t⃗).
14: Put labeled result (t, cf) into o.
15: if cf > γ then
16: Add labeled result t to ts , n = n + 1.
17: end if
18: if n > N then
19: Retrain ls: ls = trains(ts).
20: Retrain lk: lk = traink(ts).
21: n = 0.
22: end if
23: end while
24: return o.

Algorithm 2 KNN Training.
Require: Training tweets ts.

1: Initialize the classifier lk:lk = ∅.
2: for Each tweet t ∈ ts do
3: for Each word,label pair (w, c) ∈ t do
4: Get the feature vector w⃗: w⃗ =

reprw(w, t).
5: Add the w⃗ and c pair to the classifier: lk =

lk ∪ {(w⃗, c)}.
6: end for
7: end for
8: return KNN classifier lk.

predicts the label of the word. In our work, K is
experimentally set to 20, which yields the best per-
formance.

Two desirable properties of KNN make it stand
out from its alternatives: 1) It can straightforwardly
incorporate evidence from new labeled tweets and
retraining is fast; and 2) combining with a CRF

Algorithm 3 KNN predication.
Require: KNN classifier lk ;word vector w⃗.

1: Initialize nb, the neighbors of w⃗: nb =
neigbors(lk, w⃗).

2: Calculate the predicted class c∗: c∗ =
argmaxc

∑
(w⃗′ ,c′ )∈nb δ(c, c

′
) · cos(w⃗, w⃗

′
).

3: Calculate the labeling confidence cf : cf =∑
(w⃗

′
,c
′
)∈nb

δ(c,c
′
)·cos(w⃗,w⃗

′
)∑

(w⃗
′
,c
′
)∈nb

cos(w⃗,w⃗′ )
.

4: return The predicted label c∗ and its confidence cf .

model, which is good at encoding the subtle interac-
tions between words and their labels, compensates
for KNN’s incapability to capture fine-grained evi-
dence involving multiple decision points.

The Linear CRF model is used as the fine model,
with the following considerations: 1) It is well-
studied and has been successfully used in state-of-
the-art NER systems (Finkel et al., 2005; Wang,
2009); 2) it can output the probability of a label
sequence, which can be used as the labeling con-
fidence that is necessary for the semi-supervised
learning framework.

In our experiments, the CRF++ 5 toolkit is used to
train a linear CRF model. We have written a Viterbi
decoder that can incorporate partially observed la-
bels to implement the crf function in Algorithm 1.

4.3 Features

Given a word in a tweet, the KNN classifier consid-
ers a text window of size 5 with the word in the mid-
dle (Zhang and Johnson, 2003), and extracts bag-of-
word features from the window as features. For each
word, our CRF model extracts similar features as
Wang (2009) and Ratinov and Roth (2009), namely,
orthographic features, lexical features and gazetteers
related features. In our work, we use the gazetteers
provided by Ratinov and Roth (2009).

Two points are worth noting here. One is that
before feature extraction for either the KNN or the
CRF, stop words are removed. The stop words
used here are mainly from a set of frequently-used
words 6. The other is that tweet meta data is normal-
ized, that is, every link becomes *LINK* and every

5http://crfpp.sourceforge.net/
6http://www.textfixer.com/resources/common-english-

words.txt
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account name becomes *ACCOUNT*. Hash tags
are treated as common words.

4.4 Discussion

We now discuss several design considerations re-
lated to the performance of our method, i.e., addi-
tional features, gazetteers and alternative models.
Additional Features. Features related to chunking
and parsing are not adopted in our final system, be-
cause they give only a slight performance improve-
ment while a lot of computing resources are required
to extract such features. The ineffectiveness of these
features is linked to the noisy and informal nature of
tweets. Word class (Brown et al., 1992) features are
not used either, which prove to be unhelpful for our
system. We are interested in exploring other tweet
representations, which may fit our NER task, for ex-
ample the LSA models (Guo et al., 2009).
Gazetteers. In our work, gazetteers prove to be sub-
stantially useful, which is consistent with the obser-
vation of Ratinov and Roth (2009). However, the
gazetteers used in our work contain noise, which
hurts the performance. Moreover, they are static,
directly from Ratinov and Roth (2009), thus with
a relatively lower coverage, especially for person
names and product names in tweets. We are devel-
oping tools to clean the gazetteers. In future, we plan
to feed the fresh entities correctly identified from
tweets back into the gazetteers. The correctness of
an entity can rely on its frequency or other evidence.
Alternative Models. We have replaced KNN by
other classifiers, such as those based on Maximum
Entropy and Support Vector Machines, respectively.
KNN consistently yields comparable performance,
while enjoying a faster retraining speed. Similarly,
to study the effectiveness of the CRF model, it is re-
placed by its alternations, such as the HMM labeler
and a beam search plus a maximum entropy based
classifier. In contrast to what is reported by Ratinov
and Roth (2009), it turns out that the CRF model
gives remarkably better results than its competitors.
Note that all these evaluations are on the same train-
ing and testing data sets as described in Section 5.1.

5 Experiments

In this section, we evaluate our method on a man-
ually annotated data set and show that our system

outperforms the baselines. The contributions of the
combination of KNN and CRF as well as the semi-
supervised learning are studied, respectively.

5.1 Data Preparation

We use the Twigg SDK 7 to crawl all tweets
from April 20th 2010 to April 25th 2010, then drop
non-English tweets and get about 11,371,389, from
which 15,800 tweets are randomly sampled, and are
then labeled by two independent annotators, so that
the beginning and the end of each named entity are
marked with <TYPE> and </TYPE>, respectively.
Here TYPE is PERSON, PRODUCT, ORGANIZA-
TION or LOCATION. 3555 tweets are dropped be-
cause of inconsistent annotation. Finally we get
12,245 tweets, forming the gold-standard data set.
Figure 1 shows the portion of named entities of dif-
ferent types. On average, a named entity has 1.2
words. The gold-standard data set is evenly split into
two parts: One for training and the other for testing.

5.2 Evaluation Metrics

For every type of named entity, Precision (Pre.), re-
call (Rec.) and F1 are used as the evaluation met-
rics. Precision is a measure of what percentage the
output labels are correct, and recall tells us to what
percentage the labels in the gold-standard data set
are correctly labeled, while F1 is the harmonic mean
of precision and recall. For the overall performance,
we use the average Precision, Recall and F1, where
the weight of each name entity type is proportional
to the number of entities of that type. These metrics
are widely used by existing NER systems to evaluate
their performance.

5.3 Baselines

Two systems are used as baselines: One is the
dictionary look-up system based on the gazetteers;
the other is the modified version of our system
without KNN and semi-supervised learning. Here-
after these two baselines are called NERDIC and
NERBA, respectively. The OpenNLP and the Stan-
ford parser (Klein and Manning, 2003) are used to
extract linguistic features for the baselines and our
method.

7It is developed by the Bing social search team, and cur-
rently is only internally available.
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System Pre.(%) Rec.(%) F1(%)
NERCB 81.6 78.8 80.2
NERBA 83.6 68.6 75.4
NERDIC 32.6 25.4 28.6

Table 1: Overall experimental results.

System Pre.(%) Rec.(%) F1(%)
NERCB 78.4 74.5 76.4
NERBA 83.6 68.4 75.2
NERDIC 37.1 29.7 33.0

Table 2: Experimental results on PERSON.

5.4 Basic Results

Table 1 shows the overall results for the baselines
and ours with the name NERCB . Here our sys-
tem is trained as described in Algorithm 1, combin-
ing a KNN classifier and a CRF labeler, with semi-
supervised learning enabled. As can be seen from
Table 1, on the whole, our method significantly out-
performs (with p < 0.001) the baselines. Tables 2-5
report the results on each entity type, indicating that
our method consistently yields better results on all
entity types.

5.5 Effects of KNN Classifier

Table 6 shows the performance of our method
without combining the KNN classifier, denoted by
NERCB−KNN . A drop in performance is observed
then. We further check the confidently predicted la-
bels of the KNN classifier, which account for about
22.2% of all predications, and find that its F1 is as
high as 80.2% while the baseline system based on
the CRF model achieves only an F1 of 75.4%. This
largely explains why the KNN classifier helps the
CRF labeler. The KNN classifier is replaced with
its competitors, and only a slight difference in per-
formance is observed. We do observe that retraining
KNN is obviously faster.

System Pre.(%) Rec.(%) F1(%)
NERCB 81.3 65.4 72.5
NERBA 82.5 58.4 68.4
NERDIC 8.2 6.1 7.0

Table 3: Experimental results on PRODUCT.

System Pre.(%) Rec.(%) F1(%)
NERCB 80.3 77.5 78.9
NERBA 81.6 69.7 75.2
NERDIC 30.2 30.0 30.1

Table 4: Experimental results on LOCATION.

System Pre.(%) Rec.(%) F1(%)
NERCB 83.2 60.4 70.0
NERBA 87.6 52.5 65.7
NERDIC 54.5 11.8 19.4

Table 5: Experimental results on ORGANIZATION.

5.6 Effects of the CRF Labeler

Similarly, the CRF model is replaced by its alterna-
tives. As is opposite to the finding of Ratinov and
Roth (2009), the CRF model gives remarkably bet-
ter results, i.e., 2.1% higher in F1 than its best fol-
lowers (with p < 0.001). Table 7 shows the overall
performance of the CRF labeler with various feature
set combinations, where Fo, Fl and Fg denote the
orthographic features, the lexical features and the
gazetteers related features, respectively. It can be
seen from Table 7 that the lexical and gazetteer re-
lated features are helpful. Other advanced features
such as chunking are also explored but with no sig-
nificant improvement.

5.7 Effects of Semi-supervised Learning

Table 8 compares our method with its modified ver-
sion without semi-supervised learning, suggesting
that semi-supervised learning considerably boosts
the performance. To get more details about self-
training, we evenly divide the test data into 10 parts
and feed them into our method sequentially; we
record the average F1 score on each part, as shown
in Figure 2.

5.8 Error Analysis

Errors made by our system on the test set fall into
three categories. The first kind of error, accounting
for 35.5% of all errors, is largely related to slang ex-
pressions and informal abbreviations. For example,
our method identifies “Cali”, which actually means
“California”, as a PERSON in the tweet “i love Cali
so much”. In future, we can design a normalization
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System Pre.(%) Rec.(%) F1(%)
NERCB 81.6 78.8 80.2

NERCB−KNN 82.6 74.8 78.5

Table 6: Overall performance of our system with and
without the KNN classifier, respectively.

Features Pre.(%) Rec.(%) F1(%)
Fo 71.3 42.8 53.5

Fo + Fl 76.2 44.2 55.9
Fo + Fg 80.5 66.2 72.7

Fo + Fl + Fg 82.6 74.8 78.5

Table 7: Overview performance of the CRF labeler (com-
bined with KNN) with different feature sets.

component to handle such slang expressions and in-
formal abbreviations.

The second kind of error, accounting for 37.2%
of all errors, is mainly attributed to the data sparse-
ness. For example, for this tweet “come to see jaxon
someday”, our method mistakenly labels “jaxon”
as a LOCATION, which actually denotes a PER-
SON. This error is understandable somehow, since
this tweet is one of the earliest tweets that mention
“jaxon”, and at that time there was no strong evi-
dence supporting that it represents a person. Possi-
ble solutions to these errors include continually en-
riching the gazetteers and aggregating additional ex-
ternal knowledge from other channels such as tradi-
tional news.

The last kind of error, which represents 27.3%
of all errors, somehow links to the noise prone na-
ture of tweets. Consider this tweet “wesley snipes
ws cought 4 nt payin tax coz ths celebz dnt take it
cirus.”, in which “wesley snipes” is not identified
as a PERSON but simply ignored by our method,
because this tweet is too noisy to provide effective
features. Tweet normalization technology seems a
possible solution to alleviate this kind of error.

Features Pre.(%) Rec.(%) F1(%)
NERCB 81.6 78.8 80.2
NER

′
CB 82.1 71.9 76.7

Table 8: Performance of our system with and without
semi-supervised learning, respectively.

Figure 2: F1 score on 10 test data sets sequentially fed
into the system, each with 600 instances. Horizontal and
vertical axes represent the sequential number of the test
data set and the averaged F1 score (%), respectively.

6 Conclusions and Future work

We propose a novel NER system for tweets, which
combines a KNN classifier with a CRF labeler under
a semi-supervised learning framework. The KNN
classifier collects global information across recently
labeled tweets while the CRF labeler exploits infor-
mation from a single tweet and from the gazetteers.
A serials of experiments show the effectiveness of
our method, and particularly, show the positive ef-
fects of KNN and semi-supervised learning.

In future, we plan to further improve the per-
formance of our method through two directions.
Firstly, we hope to develop tweet normalization
technology to make tweets friendlier to the NER
task. Secondly, we are interested in integrating
new entities from tweets or other channels into the
gazetteers.
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Abstract
Twitter provides access to large volumes of
data in real time, but is notoriously noisy,
hampering its utility for NLP. In this paper, we
target out-of-vocabulary words in short text
messages and propose a method for identify-
ing and normalising ill-formed words. Our
method uses a classifier to detect ill-formed
words, and generates correction candidates
based on morphophonemic similarity. Both
word similarity and context are then exploited
to select the most probable correction can-
didate for the word. The proposed method
doesn’t require any annotations, and achieves
state-of-the-art performance over an SMS cor-
pus and a novel dataset based on Twitter.

1 Introduction

Twitter and other micro-blogging services are highly
attractive for information extraction and text mining
purposes, as they offer large volumes of real-time
data, with around 65 millions tweets posted on Twit-
ter per day in June 2010 (Twitter, 2010). The quality
of messages varies significantly, however, ranging
from high quality newswire-like text to meaningless
strings. Typos, ad hoc abbreviations, phonetic sub-
stitutions, ungrammatical structures and emoticons
abound in short text messages, causing grief for text
processing tools (Sproat et al., 2001; Ritter et al.,
2010). For instance, presented with the input u must
be talkin bout the paper but I was thinkin movies
(“You must be talking about the paper but I was
thinking movies”),1 the Stanford parser (Klein and

1Throughout the paper, we will provide a normalised version
of examples as a gloss in double quotes.

Manning, 2003; de Marneffe et al., 2006) analyses
bout the paper and thinkin movies as a clause and
noun phrase, respectively, rather than a prepositional
phrase and verb phrase. If there were some way of
preprocessing the message to produce a more canon-
ical lexical rendering, we would expect the quality
of the parser to improve appreciably. Our aim in this
paper is this task of lexical normalisation of noisy
English text, with a particular focus on Twitter and
SMS messages. In this paper, we will collectively
refer to individual instances of typos, ad hoc abbre-
viations, unconventional spellings, phonetic substi-
tutions and other causes of lexical deviation as “ill-
formed words”.

The message normalisation task is challenging.
It has similarities with spell checking (Peterson,
1980), but differs in that ill-formedness in text mes-
sages is often intentional, whether due to the desire
to save characters/keystrokes, for social identity, or
due to convention in this text sub-genre. We propose
to go beyond spell checkers, in performing deabbre-
viation when appropriate, and recovering the canon-
ical word form of commonplace shorthands like b4
“before”, which tend to be considered beyond the
remit of spell checking (Aw et al., 2006). The free
writing style of text messages makes the task even
more complex, e.g. with word lengthening such as
goooood being commonplace for emphasis. In ad-
dition, the detection of ill-formed words is difficult
due to noisy context.

Our objective is to restore ill-formed words to
their canonical lexical forms in standard English.
Through a pilot study, we compared OOV words in
Twitter and SMS data with other domain corpora,
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revealing their characteristics in OOV word distri-
bution. We found Twitter data to have an unsur-
prisingly long tail of OOV words, suggesting that
conventional supervised learning will not perform
well due to data sparsity. Additionally, many ill-
formed words are ambiguous, and require context
to disambiguate. For example, Gooood may refer to
Good or God depending on context. This provides
the motivation to develop a method which does not
require annotated training data, but is able to lever-
age context for lexical normalisation. Our approach
first generates a list of candidate canonical lexical
forms, based on morphological and phonetic vari-
ation. Then, all candidates are ranked according
to a list of features generated from noisy context
and similarity between ill-formed words and can-
didates. Our proposed cascaded method is shown
to achieve state-of-the-art results on both SMS and
Twitter data.

Our contributions in this paper are as follows: (1)
we conduct a pilot study on the OOV word distri-
bution of Twitter and other text genres, and anal-
yse different sources of non-standard orthography in
Twitter; (2) we generate a text normalisation dataset
based on Twitter data; (3) we propose a novel nor-
malisation approach that exploits dictionary lookup,
word similarity and word context, without requir-
ing annotated data; and (4) we demonstrate that our
method achieves state-of-the-art accuracy over both
SMS and Twitter data.

2 Related work

The noisy channel model (Shannon, 1948) has tradi-
tionally been the primary approach to tackling text
normalisation. Suppose the ill-formed text is T
and its corresponding standard form is S, the ap-
proach aims to find arg max P (S|T ) by comput-
ing arg max P (T |S)P (S), in which P (S) is usu-
ally a language model and P (T |S) is an error model.
Brill and Moore (2000) characterise the error model
by computing the product of operation probabilities
on slice-by-slice string edits. Toutanova and Moore
(2002) improve the model by incorporating pronun-
ciation information. Choudhury et al. (2007) model
the word-level text generation process for SMS mes-
sages, by considering graphemic/phonetic abbrevi-
ations and unintentional typos as hidden Markov

model (HMM) state transitions and emissions, re-
spectively (Rabiner, 1989). Cook and Stevenson
(2009) expand the error model by introducing infer-
ence from different erroneous formation processes,
according to the sampled error distribution. While
the noisy channel model is appropriate for text nor-
malisation, P (T |S), which encodes the underlying
error production process, is hard to approximate
accurately. Additionally, these methods make the
strong assumption that a token ti ∈ T only depends
on si ∈ S, ignoring the context around the token,
which could be utilised to help in resolving ambigu-
ity.

Statistical machine translation (SMT) has been
proposed as a means of context-sensitive text nor-
malisation, by treating the ill-formed text as the
source language, and the standard form as the target
language. For example, Aw et al. (2006) propose a
phrase-level SMT SMS normalisation method with
bootstrapped phrase alignments. SMT approaches
tend to suffer from a critical lack of training data,
however. It is labor intensive to construct an anno-
tated corpus to sufficiently cover ill-formed words
and context-appropriate corrections. Furthermore,
it is hard to harness SMT for the lexical normali-
sation problem, as even if phrase-level re-ordering
is suppressed by constraints on phrase segmenta-
tion, word-level re-orderings within a phrase are still
prevalent.

Some researchers have also formulated text nor-
malisation as a speech recognition problem. For ex-
ample, Kobus et al. (2008) firstly convert input text
tokens into phonetic tokens and then restore them to
words by phonetic dictionary lookup. Beaufort et al.
(2010) use finite state methods to perform French
SMS normalisation, combining the advantages of
SMT and the noisy channel model. Kaufmann and
Kalita (2010) exploit a machine translation approach
with a preprocessor for syntactic (rather than lexical)
normalisation.

Predominantly, however, these methods require
large-scale annotated training data, limiting their
adaptability to new domains or languages. In con-
trast, our proposed method doesn’t require annotated
data. It builds on the work on SMS text normalisa-
tion, and adapts it to Twitter data, exploiting multi-
ple data sources for normalisation.
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Figure 1: Out-of-vocabulary word distribution in English Gigaword (NYT), Twitter and SMS data

3 Scoping Text Normalisation

3.1 Task Definition of Lexical Normalisation

We define the task of text normalisation to be a map-
ping from “ill-formed” OOV lexical items to their
standard lexical forms, focusing exclusively on En-
glish for the purposes of this paper. We define the
task as follows:

• only OOV words are considered for normalisa-
tion;

• normalisation must be to a single-token word,
meaning that we would normalise smokin to
smoking, but not imo to in my opinion; a side-
effect of this is to permit lower-register contrac-
tions such as gonna as the canonical form of
gunna (given that going to is out of scope as a
normalisation candidate, on the grounds of be-
ing multi-token).

Given this definition, our first step is to identify
candidate tokens for lexical normalisation, where
we examine all tokens that consist of alphanumeric
characters, and categorise them into in-vocabulary
(IV) and out-of-vocabulary (OOV) words, relative to
a dictionary. The OOV word definition is somewhat
rough, because it includes neologisms and proper
nouns like hopeable or WikiLeaks which have not
made their way into the dictionary. However, it
greatly simplifies the candidate identification task,
at the cost of pushing complexity downstream to
the word detection task, in that we need to explic-
itly distinguish between correct OOV words and ill-
formed OOV words such as typos (e.g. earthquak
“earthquake”), register-specific single-word abbre-
viations (e.g. lv “love”), and phonetic substitutions
(e.g. 2morrow “tomorrow”).

An immediate implication of our task definition is
that ill-formed words which happen to coincide with
an IV word (e.g. the misspelling of can’t as cant) are
outside the scope of this research. We also consider
that deabbreviation largely falls outside the scope of
text normalisation, as abbreviations can be formed
freely in standard English. Note that single-word
abbreviations such as govt “government” are very
much within the scope of lexical normalisation, as
they are OOV and match to a single token in their
standard lexical form.

Throughout this paper, we use the GNU aspell
dictionary (v0.60.6)2 to determine whether a token
is OOV. In tokenising the text, hyphenanted tokens
and tokens containing apostrophes (e.g. take-off and
won’t, resp.) are treated as a single token. Twit-
ter mentions (e.g. @twitter), hashtags (e.g. #twitter)
and urls (e.g. twitter.com) are excluded from consid-
eration for normalisation, but left in situ for context
modelling purposes. Dictionary lookup of Internet
slang is performed relative to a dictionary of 5021
items collected from the Internet.3

3.2 OOV Word Distribution and Types

To get a sense of the relative need for lexical nor-
malisation, we perform analysis of the distribution
of OOV words in different text types. In particular,
we calculate the proportion of OOV tokens per mes-
sage (or sentence, in the case of edited text), bin the
messages according to the OOV token proportion,
and plot the probability mass contained in each bin
for a given text type. The three corpora we compare

2We remove all one character tokens, except a and I, and
treat RT as an IV word.

3http://www.noslang.com
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are the New York Times (NYT),4 SMS,5 and Twit-
ter.6 The results are presented in Figure 1.

Both SMS and Twitter have a relatively flat distri-
bution, with Twitter having a particularly large tail:
around 15% of tweets have 50% or more OOV to-
kens. This has implications for any context mod-
elling, as we cannot rely on having only isolated oc-
currences of OOV words. In contrast, NYT shows a
more Zipfian distribution, despite the large number
of proper names it contains.

While this analysis confirms that Twitter and SMS
are similar in being heavily laden with OOV tokens,
it does not shed any light on the relative similarity in
the makeup of OOV tokens in each case. To further
analyse the two data sources, we extracted the set
of OOV terms found exclusively in SMS and Twit-
ter, and analysed each. Manual analysis of the two
sets revealed that most OOV words found only in
SMS were personal names. The Twitter-specific set,
on the other hand, contained a heterogeneous col-
lection of ill-formed words and proper nouns. This
suggests that Twitter is a richer/noisier data source,
and that text normalisation for Twitter needs to be
more nuanced than for SMS.

To further analyse the ill-formed words in Twit-
ter, we randomly selected 449 tweets and manu-
ally analysed the sources of lexical variation, to
determine the phenomena that lexical normalisa-
tion needs to deal with. We identified 254 to-
ken instances of lexical normalisation, and broke
them down into categories, as listed in Table 1.
“Letter” refers to instances where letters are miss-
ing or there are extraneous letters, but the lexi-
cal correspondence to the target word form is triv-
ially accessible (e.g. shuld “should”). “Number
Substitution” refers to instances of letter–number
substitution, where numbers have been substituted
for phonetically-similar sequences of letters (e.g. 4
“for”). “Letter&Number” refers to instances which
have both extra/missing letters and number substitu-
tion (e.g. b4 “before”). “Slang” refers to instances

4Based on 44 million sentences from English Gigaword.
5Based on 12.6 thousand SMS messages from How and Kan

(2005) and Choudhury et al. (2007).
6Based on 1.37 million tweets collected from the Twitter

streaming API from Aug to Oct 2010, and filtered for mono-
lingual English messages; see Section 5.1 for details of the lan-
guage filtering methodology.

Category Ratio
Letter&Number 2.36%
Letter 72.44%
Number Substitution 2.76%
Slang 12.20%
Other 10.24%

Table 1: Ill-formed word distribution

of Internet slang (e.g. lol “laugh out loud”), as found
in a slang dictionary (see Section 3.1). “Other” is
the remainder of the instances, which is predomi-
nantly made up of occurrences of spaces having be-
ing deleted between words (e.g. sucha “such a”). If
a given instance belongs to multiple error categories
(e.g. “Letter&Number” and it is also found in a slang
dictionary), we classify it into the higher-occurring
category in Table 1.

From Table 1, it is clear that “Letter” accounts
for the majority of ill-formed words in Twitter, and
that most ill-formed words are based on morpho-
phonemic variations. This empirical finding assists
in shaping our strategy for lexical normalisation.

4 Lexical normalisation

Our proposed lexical normalisation strategy in-
volves three general steps: (1) confusion set gen-
eration, where we identify normalisation candidates
for a given word; (2) ill-formed word identification,
where we classify a word as being ill-formed or not,
relative to its confusion set; and (3) candidate selec-
tion, where we select the standard form for tokens
which have been classified as being ill formed. In
confusion set generation, we generate a set of IV
normalisation candidates for each OOV word type
based on morphophonemic variation. We call this
set the confusion set of that OOV word, and aim to
include all feasible normalisation candidates for the
word type in the confusion set. The confusion can-
didates are then filtered for each token occurrence of
a given OOV word, based on their local context fit
with a language model.

4.1 Confusion Set Generation
Revisiting our manual analysis from Section 3.2,
most ill-formed tokens in Twitter are morphophone-
mically derived. First, inspired by Kaufmann and
Kalita (2010), any repititions of more than 3 let-
ters are reduced back to 3 letters (e.g. cooool is re-
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Criterion Recall Average
Candidates

Tc ≤ 1 40.4% 24
Tc ≤ 2 76.6% 240
Tp = 0 55.4% 65
Tp ≤ 1 83.4% 1248
Tp ≤ 2 91.0% 9694
Tc ≤ 2 ∨ Tp ≤ 1 88.8% 1269
Tc ≤ 2 ∨ Tp ≤ 2 92.7% 9515

Table 2: Recall and average number of candidates for dif-
ferent confusion set generation strategies

duced to coool). Second, IV words within a thresh-
old Tc character edit distance of the given OOV
word are calculated, as is widely used in spell check-
ers. Third, the double metaphone algorithm (Philips,
2000) is used to decode the pronunciation of all IV
words, and IV words within a threshold Tp edit dis-
tance of the given OOV word under phonemic tran-
scription, are included in the confusion set; this al-
lows us to capture OOV words such as earthquick
“earthquake”. In Table 2, we list the recall and av-
erage size of the confusion set generated by the fi-
nal two strategies with different threshold settings,
based on our evaluation dataset (see Section 5.1).

The recall for lexical edit distance with Tc ≤ 2 is
moderately high, but it is unable to detect the correct
candidate for about one quarter of words. The com-
bination of the lexical and phonemic strategies with
Tc ≤ 2∨Tp ≤ 2 is more impressive, but the number
of candidates has also soared. Note that increasing
the edit distance further in both cases leads to an ex-
plosion in the average number of candidates, with
serious computational implications for downstream
processing. Thankfully, Tc ≤ 2∨Tp ≤ 1 leads to an
extra increment in recall to 88.8%, with only a slight
increase in the average number of candidates. Based
on these results, we use Tc ≤ 2∨Tp ≤ 1 as the basis
for confusion set generation.

Examples of ill-formed words where we are un-
able to generate the standard lexical form are clip-
pings such as fav “favourite” and convo “conversa-
tion”.

In addition to generating the confusion set, we
rank the candidates based on a trigram language
model trained over 1.5GB of clean Twitter data, i.e.
tweets which consist of all IV words: despite the
prevalence of OOV words in Twitter, the sheer vol-

ume of the data means that it is relatively easy to col-
lect large amounts of all-IV messages. To train the
language model, we used SRILM (Stolcke, 2002)
with the -<unk> option. If we truncate the ranking
to the top 10% of candidates, the recall drops back
to 84% with a 90% reduction in candidates.

4.2 Ill-formed Word Detection

The next step is to detect whether a given OOV word
in context is actually an ill-formed word or not, rel-
ative to its confusion set. To the best of our knowl-
edge, we are the first to target the task of ill-formed
word detection in the context of short text messages,
although related work exists for text with lower rel-
ative occurrences of OOV words (Izumi et al., 2003;
Sun et al., 2007). Due to the noisiness of the data, it
is impractical to use full-blown syntactic or seman-
tic features. The most direct source of evidence is
IV words around an OOV word. Inspired by work
on labelled sequential pattern extraction (Sun et al.,
2007), we exploit large-scale edited corpus data to
construct dependency-based features.

First, we use the Stanford parser (Klein and Man-
ning, 2003; de Marneffe et al., 2006) to extract de-
pendencies from the NYT corpus (see Section 3.2).
For example, from a sentence such as One obvious
difference is the way they look, we would extract
dependencies such as rcmod(way-6,look-8)
and nsubj(look-8,they-7). We then trans-
form the dependencies into relational features for
each OOV word. Assuming that way were an OOV
word, e.g., we would extract dependencies of the
form (look,way,+2), indicating that look oc-
curs 2 words after way. We choose dependencies to
represent context because they are an effective way
of capturing key relationships between words, and
similar features can easily be extracted from tweets.
Note that we don’t record the dependency type here,
because we have no intention of dependency parsing
text messages, due to their noisiness and the volume
of the data. The counts of dependency forms are
combined together to derive a confidence score, and
the scored dependencies are stored in a dependency
bank.

Given the dependency-based features, a linear
kernel SVM classifier (Fan et al., 2008) is trained
on clean Twitter data, i.e. the subset of Twitter mes-
sages without OOV words. Each word is repre-
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sented by its IV words within a context window
of three words to either side of the target word,
together with their relative positions in the form
of (word1,word2,position) tuples, and their
score in the dependency bank. These form the pos-
itive training exemplars. Negative exemplars are
automatically constructed by replacing target words
with highly-ranked candidates from their confusion
set. Note that the classifier does not require any hand
annotation, as all training exemplars are constructed
automatically.

To predict whether a given OOV word is
ill-formed, we form an exemplar for each
of its confusion candidates, and extract
(word1,word2,position) features. If
all its candidates are predicted to be negative by the
model, we mark it as correct; otherwise, we treat
it as ill-formed, and pass all candidates (not just
positively-classified candidates) on to the candidate
selection step. For example, given the message
way yu lookin shuld be a sin and the OOV word
lookin, we would generate context features for each
candidate word such as (way,looking,-2),
and classify each such candidate.

In training, it is possible for the exact same fea-
ture vector to occur as both positive and negative ex-
emplars. To prevent positive exemplars being con-
taminated from the automatic generation, we re-
move all negative instances in such cases. The
(word1,word2,position) features are sparse
and sometimes lead to conservative results in ill-
formed word detection. That is, without valid fea-
tures, the SVM classifier tends to label uncertain
cases as correct rather than ill-formed words. This
is arguably the right approach to normalisation, in
choosing to under- rather than over-normalise in
cases of uncertainty.

As the context for a target word often contains
OOV words which don’t occur in the dependency
bank, we expand the dependency features to include
context tokens up to a phonemic edit distance of 1
from context tokens in the dependency bank. In
this way, we generate dependency-based features
for context words such as seee “see” in (seee,
flm, +2) (based on the target word flm in the
context of flm to seee). However, expanded depen-
dency features may introduce noise, and we there-
fore introduce expanded dependency weights wd ∈

{0.0, 0.5, 1.0} to ameliorate the effects of noise: a
weight of wd = 0.0 means no expansion, while 1.0
means expanded dependencies are indistinguishable
from non-expanded (strict match) dependencies.

We separately introduce a threshold td ∈
{1, 2, ..., 10} on the number of positive predictions
returned by the detection classifier over the set of
normalisation candidates for a given OOV token: the
token is considered to be ill-formed iff td or more
candidates are positively classified, i.e. predicted to
be correct candidates.

4.3 Candidate Selection
For OOV words which are predicted to be ill-
formed, we select the most likely candidate from the
confusion set as the basis of normalisation. The final
selection is based on the following features, in line
with previous work (Wong et al., 2006; Cook and
Stevenson, 2009).

Lexical edit distance, phonemic edit distance,
prefix substring, suffix substring, and the longest
common subsequence (LCS) are exploited to cap-
ture morphophonemic similarity. Both lexical and
phonemic edit distance (ED) are normalised by the
reciprocal of exp(ED). The prefix and suffix fea-
tures are intended to capture the fact that leading
and trailing characters are frequently dropped from
words, e.g. in cases such as ish and talkin. We cal-
culate the ratio of the LCS over the maximum string
length between ill-formed word and the candidate,
since the ill-formed word can be either longer or
shorter than (or the same size as) the standard form.
For example, mve can be restored to either me or
move, depending on context. We normalise these ra-
tios following Cook and Stevenson (2009).

For context inference, we employ both language
model- and dependency-based frequency features.
Ranking by language model score is intuitively ap-
pealing for candidate selection, but our trigram
model is trained only on clean Twitter data and ill-
formed words often don’t have sufficient context for
the language model to operate effectively, as in bt
“but” in say 2 sum1 bt nt gonna say “say to some-
one but not going to say”. To consolidate the con-
text modelling, we obtain dependencies from the de-
pendency bank used in ill-formed word detection.
Although text messages are of a different genre to
edited newswire text, we assume they form similar

373



dependencies based on the common goal of getting
across the message effectively. The dependency fea-
tures can be used in noisy contexts and are robust
to the effects of other ill-formed words, as they do
not rely on contiguity. For example, uz “use” in i
did #tt uz me and yu, dependencies can capture rela-
tionships like aux(use-4, do-2), which is be-
yond the capabilities of the language model due to
the hashtag being treated as a correct OOV word.

5 Experiments

5.1 Dataset and baselines

The aim of our experiments is to compare the effec-
tiveness of different methodologies over text mes-
sages, based on two datasets: (1) an SMS corpus
(Choudhury et al., 2007); and (2) a novel Twitter
dataset developed as part of this research, based on
a random sampling of 549 English tweets. The En-
glish tweets were annotated by three independent
annotators. All OOV words were pre-identified,
and the annotators were requested to determine: (a)
whether each OOV word was ill-formed or not; and
(b) what the standard form was for ill-formed words,
subject to the task definition outlined in Section 3.1.
The total number of ill-formed words contained in
the SMS and Twitter datasets were 3849 and 1184,
respectively.7

The language filtering of Twitter to automatically
identify English tweets was based on the language
identification method of Baldwin and Lui (2010),
using the EuroGOV dataset as training data, a mixed
unigram/bigram/trigram byte feature representation,
and a skew divergence nearest prototype classifier.

We reimplemented the state-of-art noisy channel
model of Cook and Stevenson (2009) and SMT ap-
proach of Aw et al. (2006) as benchmark meth-
ods. We implement the SMT approach in Moses
(Koehn et al., 2007), with synthetic training and
tuning data of 90,000 and 1000 sentence pairs, re-
spectively. This data is randomly sampled from the
1.5GB of clean Twitter data, and errors are gener-
ated according to distribution of SMS corpus. The
10-fold cross-validated BLEU score (Papineni et al.,
2002) over this data is 0.81.

7The Twitter dataset is available at http://www.
csse.unimelb.edu.au/research/lt/resources/
lexnorm/.

In addition to comparing our method with com-
petitor methods, we also study the contribution of
different feature groups. We separately compare dic-
tionary lookup over our Internet slang dictionary,
the contextual feature model, and the word similar-
ity feature model, as well as combinations of these
three.

5.2 Evaluation metrics
The evaluation of lexical normalisation consists of
two stages (Hirst and Budanitsky, 2005): (1) ill-
formed word detection, and (2) candidate selection.
In terms of detection, we want to make sense of how
well the system can identify ill-formed words and
leave correct OOV words untouched. This step is
crucial to further normalisation, because if correct
OOV words are identified as ill-formed, the candi-
date selection step can never be correct. Conversely,
if an ill-formed word is predicted to be correct, the
candidate selection will have no chance to normalise
it.

We evaluate detection performance by token-level
precision, recall and F-score (β = 1). Previous work
over the SMS corpus has assumed perfect ill-formed
word detection and focused only on the candidate
selection step, so we evaluate ill-formed word de-
tection for the Twitter data only.

For candidate selection, we once again evalu-
ate using token-level precision, recall and F-score.
Additionally, we evaluate using the BLEU score
over the normalised form of each message, as the
SMT method can lead to perturbations of the token
stream, vexing standard precision, recall and F-score
evaluation.

5.3 Results and Analysis
First, we test the impact of the wd and td values
on ill-formed word detection effectiveness, based on
dependencies from either the Spinn3r blog corpus
(Blog: Burton et al. (2009)) or NYT. The results for
precision, recall and F-score are presented in Fig-
ure 2.

Some conclusions can be drawn from the graphs.
First, higher detection threshold values (td) give bet-
ter precision but lower recall. Generally, as td is
raised from 1 to 10, the precision improves slightly
but recall drops dramatically, with the net effect that
the F-score decreases monotonically. Thus, we use a
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Figure 2: Ill-formed word detection precision, recall and
F-score

smaller threshold, i.e. td = 1. Second, there are dif-
ferences between the two corpora, with dependen-
cies from the Blog corpus producing slightly lower
precision but higher recall, compared with the NYT
corpus. The lower precision for the Blog corpus ap-
pears to be due to the text not being as clean as NYT,
introducing parser errors. Nevertheless, the differ-
ence in F-score between the two corpora is insignif-
icant. Third, we obtain the best results, especially
in terms of precision, for wd = 0.5, i.e. with ex-
panded dependencies, but penalised relative to non-
expanded dependencies.

Overall, the best F-score is 71.2%, with a preci-
sion of 61.1% and recall of 85.3%, obtained over
the Blog corpus with td = 1 and wd = 0.5. Clearly
there is significant room for immprovements in these
results. We leave the improvement of ill-formed
word detection for future work, and perform eval-
uation of candidate selection for Twitter assuming
perfect ill-formed word detection, as for the SMS
data.

From Table 3, we see that the general perfor-
mance of our proposed method on Twitter is better
than that on SMS. To better understand this trend,
we examined the annotations in the SMS corpus, and
found them to be looser than ours, because they have
different task specifications than our lexical normal-
isation. In our annotation, the annotators only nor-
malised ill-formed word if they had high confidence

of how to normalise, as with talkin “talking”. For
ill-formed words where they couldn’t be certain of
the standard form, the tokens were left untouched.
However, in the SMS corpus, annotations such as
sammis “same” are also included. This leads to a
performance drop for our method over the SMS cor-
pus.

The noisy channel method of Cook and Stevenson
(2009) shares similar features with word similarity
(“WS”), However, when word similarity and con-
text support are combined (“WS+CS”), our method
outperforms the noisy channel method by about 7%
and 12% in F-score over SMS and Twitter corpora,
respectively. This can be explained as follows. First,
the Cook and Stevenson (2009) method is type-
based, so all token instances of a given ill-formed
word will be normalised identically. In the Twit-
ter data, however, the same word can be normalised
differently depending on context, e.g. hw “how” in
so hw many time remaining so I can calculate it?
vs. hw “homework” in I need to finish my hw first.
Second, the noisy channel method was developed
specifically for SMS normalisation, in which clip-
ping is the most prevalent form of lexical variation,
while in the Twitter data, we commonly have in-
stances of word lengthening for emphasis, such as
moviiie “movie”. Having said this, our method is
superior to the noisy channel method over both the
SMS and Twitter data.

The SMT approach is relatively stable on the two
datasets, but well below the performance of our
method. This is due to the limitations of the training
data: we obtain the ill-formed words and their stan-
dard forms from the SMS corpus, but the ill-formed
words in the SMS corpus are not sufficient to cover
those in the Twitter data (and we don’t have suffi-
cient Twitter data to train the SMT method directly).
Thus, novel ill-formed words are missed in normal-
isation. This shows the shortcoming of supervised
data-driven approaches that require annotated data
to cover all possibilities of ill-formed words in Twit-
ter.

The dictionary lookup method (“DL”) unsurpris-
ingly achieves the best precision, but the recall
on Twitter is not competitive. Consequently, the
Twitter normalisation cannot be tackled with dictio-
nary lookup alone, although it is an effective pre-
processing strategy when combined with more ro-
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Dataset Evaluation NC MT DL WS CS WS+CS DL+WS+CS

SMS

Precision 0.465 — 0.927 0.521 0.116 0.532 0.756
Recall 0.464 — 0.597 0.520 0.116 0.531 0.754
F-score 0.464 — 0.726 0.520 0.116 0.531 0.755
BLEU 0.746 0.700 0.801 0.764 0.612 0.772 0.876

Twitter

Precision 0.452 — 0.961 0.551 0.194 0.571 0.753
Recall 0.452 — 0.460 0.551 0.194 0.571 0.753
F-score 0.452 — 0.622 0.551 0.194 0.571 0.753
BLEU 0.857 0.728 0.861 0.878 0.797 0.884 0.934

Table 3: Candidate selection effectiveness on different datasets (NC = noisy channel model (Cook and Stevenson,
2009); MT = SMT (Aw et al., 2006); DL = dictionary lookup; WS = word similarity; CS = context support)

bust techniques such as our proposed method, and
effective at capturing common abbreviations such as
gf “girlfriend”.

Of the component methods proposed in this re-
search, word similarity (“WS”) achieves higher pre-
cision and recall than context support (“CS”), sig-
nifying that many of the ill-formed words emanate
from morphophonemic variations. However, when
combined with word similarity features, context
support improves over the basic method at a level of
statistical significance (based on randomised estima-
tion, p < 0.05: Yeh (2000)), indicating the comple-
mentarity of the two methods, especially on Twitter
data. The best F-score is achieved when combin-
ing dictionary lookup, word similarity and context
support (“DL+WS+CS”), in which ill-formed words
are first looked up in the slang dictionary, and only
if no match is found do we apply our normalisation
method.

We found several limitations in our proposed ap-
proach by analysing the output of our method. First,
not all ill-formed words offer useful context. Some
highly noisy tweets contain almost all misspellings
and unique symbols, and thus no context features
can be extracted. This also explains why “CS” fea-
tures often fail. For such cases, the method falls back
to context-independent normalisation. We found
that only 32.6% ill-formed words have all IV words
in their context windows. Moreover, the IV words
may not occur in the dependency bank, further de-
creasing the effectiveness of context support fea-
tures. Second, the different features are linearly
combined, where a weighted combination is likely
to give better results, although it also requires a cer-
tain amount of well-sampled annotations for tuning.

6 Conclusion and Future Work

In this paper, we have proposed the task of lexi-
cal normalisation for short text messages, as found
in Twitter and SMS data. We found that most ill-
formed words are based on morphophonemic varia-
tion and proposed a cascaded method to detect and
normalise ill-formed words. Our ill-formed word
detector requires no explicit annotations, and the
dependency-based features were shown to be some-
what effective, however, there was still a lot of
room for improvement at ill-formed word detection.
In normalisation, we compared our method with
two benchmark methods from the literature, and
achieved that highest F-score and BLEU score by
integrating dictionary lookup, word similarity and
context support modelling.

In future work, we propose to pursue a number of
directions. First, we plan to improve our ill-formed
word detection classifier by introducing an OOV
word whitelist. Furthermore, we intend to allevi-
ate noisy contexts with a bootstrapping approach, in
which ill-formed words with high confidence and no
ambiguity will be replaced by their standard forms,
and fed into the normalisation model as new training
data.
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Abstract

Summarizing and analyzing Twitter content is
an important and challenging task. In this pa-
per, we propose to extract topical keyphrases
as one way to summarize Twitter. We propose
a context-sensitive topical PageRank method
for keyword ranking and a probabilistic scor-
ing function that considers both relevance and
interestingness of keyphrases for keyphrase
ranking. We evaluate our proposed methods
on a large Twitter data set. Experiments show
that these methods are very effective for topi-
cal keyphrase extraction.

1 Introduction

Twitter, a new microblogging website, has attracted
hundreds of millions of users who publish short
messages (a.k.a. tweets) on it. They either pub-
lish original tweets or retweet (i.e. forward) oth-
ers’ tweets if they find them interesting. Twitter
has been shown to be useful in a number of appli-
cations, including tweets as social sensors of real-
time events (Sakaki et al., 2010), the sentiment pre-
diction power of Twitter (Tumasjan et al., 2010),
etc. However, current explorations are still in an
early stage and our understanding of Twitter content
still remains limited. How to automatically under-
stand, extract and summarize useful Twitter content
has therefore become an important and emergent re-
search topic.

In this paper, we propose to extract keyphrases
as a way to summarize Twitter content. Tradition-
ally, keyphrases are defined as a short list of terms to
summarize the topics of a document (Turney, 2000).

It can be used for various tasks such as document
summarization (Litvak and Last, 2008) and index-
ing (Li et al., 2004). While it appears natural to use
keyphrases to summarize Twitter content, compared
with traditional text collections, keyphrase extrac-
tion from Twitter is more challenging in at least two
aspects: 1) Tweets are much shorter than traditional
articles and not all tweets contain useful informa-
tion; 2) Topics tend to be more diverse in Twitter
than in formal articles such as news reports.

So far there is little work on keyword or keyphrase
extraction from Twitter. Wu et al. (2010) proposed
to automatically generate personalized tags for Twit-
ter users. However, user-level tags may not be suit-
able to summarize the overall Twitter content within
a certain period and/or from a certain group of peo-
ple such as people in the same region. Existing work
on keyphrase extraction identifies keyphrases from
either individual documents or an entire text collec-
tion (Turney, 2000; Tomokiyo and Hurst, 2003).
These approaches are not immediately applicable
to Twitter because it does not make sense to ex-
tract keyphrases from a single tweet, and if we ex-
tract keyphrases from a whole tweet collection we
will mix a diverse range of topics together, which
makes it difficult for users to follow the extracted
keyphrases.

Therefore, in this paper, we propose to study the
novel problem of extracting topical keyphrases for
summarizing and analyzing Twitter content. In other
words, we extract and organize keyphrases by top-
ics learnt from Twitter. In our work, we follow the
standard three steps of keyphrase extraction, namely,
keyword ranking, candidate keyphrase generation
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and keyphrase ranking. For keyword ranking, we
modify the Topical PageRank method proposed by
Liu et al. (2010) by introducing topic-sensitive score
propagation. We find that topic-sensitive propaga-
tion can largely help boost the performance. For
keyphrase ranking, we propose a principled proba-
bilistic phrase ranking method, which can be flex-
ibly combined with any keyword ranking method
and candidate keyphrase generation method. Ex-
periments on a large Twitter data set show that
our proposed methods are very effective in topical
keyphrase extraction from Twitter. Interestingly, our
proposed keyphrase ranking method can incorporate
users’ interests by modeling the retweet behavior.
We further examine what topics are suitable for in-
corporating users’ interests for topical keyphrase ex-
traction.

To the best of our knowledge, our work is the
first to study how to extract keyphrases from mi-
croblogs. We perform a thorough analysis of the
proposed methods, which can be useful for future
work in this direction.

2 Related Work

Our work is related to unsupervised keyphrase ex-
traction. Graph-based ranking methods are the
state of the art in unsupervised keyphrase extrac-
tion. Mihalcea and Tarau (2004) proposed to use
TextRank, a modified PageRank algorithm to ex-
tract keyphrases. Based on the study by Mihalcea
and Tarau (2004), Liu et al. (2010) proposed to de-
compose a traditional random walk into multiple
random walks specific to various topics. Language
modeling methods (Tomokiyo and Hurst, 2003) and
natural language processing techniques (Barker and
Cornacchia, 2000) have also been used for unsuper-
vised keyphrase extraction. Our keyword extraction
method is mainly based on the study by Liu et al.
(2010). The difference is that we model the score
propagation with topic context, which can lower the
effect of noise, especially in microblogs.

Our work is also related to automatic topic label-
ing (Mei et al., 2007). We focus on extracting topical
keyphrases in microblogs, which has its own chal-
lenges. Our method can also be used to label topics
in other text collections.

Another line of relevant research is Twitter-
related text mining. The most relevant work is

by Wu et al. (2010), who directly applied Tex-
tRank (Mihalcea and Tarau, 2004) to extract key-
words from tweets to tag users. Topic discovery
from Twitter is also related to our work (Ramage et
al., 2010), but we further extract keyphrases from
each topic for summarizing and analyzing Twitter
content.

3 Method

3.1 Preliminaries
Let U be a set of Twitter users. Let C =
{{du,m}Mu

m=1}u∈U be a collection of tweets gener-
ated by U , where Mu is the total number of tweets
generated by user u and du,m is the m-th tweet of
u. Let V be the vocabulary. du,m consists of a
sequence of words (wu,m,1, wu,m,2, . . . , wu,m,Nu,m)
where Nu,m is the number of words in du,m and
wu,m,n ∈ V (1 ≤ n ≤ Nu,m). We also assume
that there is a set of topics T over the collection C.

Given T and C, topical keyphrase extraction is to
discover a list of keyphrases for each topic t ∈ T .
Here each keyphrase is a sequence of words.

To extract keyphrases, we first identify topics
from the Twitter collection using topic models (Sec-
tion 3.2). Next for each topic, we run a topical
PageRank algorithm to rank keywords and then gen-
erate candidate keyphrases using the top ranked key-
words (Section 3.3). Finally, we use a probabilis-
tic model to rank the candidate keyphrases (Sec-
tion 3.4).

3.2 Topic discovery
We first describe how we discover the set of topics
T . Author-topic models have been shown to be ef-
fective for topic modeling of microblogs (Weng et
al., 2010; Hong and Davison, 2010). In Twit-
ter, we observe an important characteristic of tweets:
tweets are short and a single tweet tends to be about
a single topic. So we apply a modified author-topic
model called Twitter-LDA introduced by Zhao et al.
(2011), which assumes a single topic assignment for
an entire tweet.

The model is based on the following assumptions.
There is a set of topics T in Twitter, each represented
by a word distribution. Each user has her topic inter-
ests modeled by a distribution over the topics. When
a user wants to write a tweet, she first chooses a topic
based on her topic distribution. Then she chooses a
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1. Draw φB ∼ Dir(β), π ∼ Dir(γ)
2. For each topic t ∈ T ,

(a) draw φt ∼ Dir(β)

3. For each user u ∈ U ,
(a) draw θu ∼ Dir(α)
(b) for each tweet du,m

i. draw zu,m ∼ Multi(θu)
ii. for each word wu,m,n

A. draw yu,m,n ∼ Bernoulli(π)
B. draw wu,m,n ∼ Multi(φB) if

yu,m,n = 0 and wu,m,n ∼
Multi(φzu,m) if yu,m,n = 1

Figure 1: The generation process of tweets.

bag of words one by one based on the chosen topic.
However, not all words in a tweet are closely re-
lated to the topic of that tweet; some are background
words commonly used in tweets on different topics.
Therefore, for each word in a tweet, the user first
decides whether it is a background word or a topic
word and then chooses the word from its respective
word distribution.

Formally, let φt denote the word distribution for
topic t and φB the word distribution for background
words. Let θu denote the topic distribution of user
u. Let π denote a Bernoulli distribution that gov-
erns the choice between background words and topic
words. The generation process of tweets is described
in Figure 1. Each multinomial distribution is gov-
erned by some symmetric Dirichlet distribution pa-
rameterized by α, β or γ.

3.3 Topical PageRank for Keyword Ranking

Topical PageRank was introduced by Liu et al.
(2010) to identify keywords for future keyphrase
extraction. It runs topic-biased PageRank for each
topic separately and boosts those words with high
relevance to the corresponding topic. Formally, the
topic-specific PageRank scores can be defined as
follows:

Rt(wi) = λ
∑

j:wj→wi

e(wj , wi)

O(wj)
Rt(wj) + (1−λ)Pt(wi),

(1)
where Rt(w) is the topic-specific PageRank score

of word w in topic t, e(wj , wi) is the weight for the
edge (wj → wi), O(wj) =

∑
w′ e(wj , w

′) and λ
is a damping factor ranging from 0 to 1. The topic-

specific preference value Pt(w) for each word w is
its random jumping probability with the constraint
that

∑
w∈V Pt(w) = 1 given topic t. A large Rt(·)

indicates a word is a good candidate keyword in
topic t. We denote this original version of the Topi-
cal PageRank as TPR.

However, the original TPR ignores the topic con-
text when setting the edge weights; the edge weight
is set by counting the number of co-occurrences of
the two words within a certain window size. Tak-
ing the topic of “electronic products” as an exam-
ple, the word “juice” may co-occur frequently with a
good keyword “apple” for this topic because of Ap-
ple electronic products, so “juice” may be ranked
high by this context-free co-occurrence edge weight
although it is not related to electronic products. In
other words, context-free propagation may cause the
scores to be off-topic.

So in this paper, we propose to use a topic context
sensitive PageRank method. Formally, we have

Rt(wi) = λ
∑

j:wj→wi

et(wj , wi)

Ot(wj)
Rt(wj)+(1−λ)Pt(wi).

(2)
Here we compute the propagation from wj to wi in

the context of topic t, namely, the edge weight from
wj to wi is parameterized by t. In this paper, we
compute edge weight et(wj , wi) between two words
by counting the number of co-occurrences of these
two words in tweets assigned to topic t. We denote
this context-sensitive topical PageRank as cTPR.

After keyword ranking using cTPR or any other
method, we adopt a common candidate keyphrase
generation method proposed by Mihalcea and Tarau
(2004) as follows. We first select the top S keywords
for each topic, and then look for combinations of
these keywords that occur as frequent phrases in the
text collection. More details are given in Section 4.

3.4 Probabilistic Models for Topical Keyphrase
Ranking

With the candidate keyphrases, our next step is to
rank them. While a standard method is to simply
aggregate the scores of keywords inside a candidate
keyphrase as the score for the keyphrase, here we
propose a different probabilistic scoring function.
Our method is based on the following hypotheses
about good keyphrases given a topic:
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Figure 2: Assumptions of variable dependencies.

Relevance: A good keyphrase should be closely re-
lated to the given topic and also discriminative. For
example, for the topic “news,” “president obama” is
a good keyphrase while “math class” is not.
Interestingness: A good keyphrase should be inter-
esting and can attract users’ attention. For example,
for the topic “music,” “justin bieber” is more inter-
esting than “song player.”

Sometimes, there is a trade-off between these two
properties and a good keyphrase has to balance both.

Let R be a binary variable to denote relevance
where 1 is relevant and 0 is irrelevant. Let I be an-
other binary variable to denote interestingness where
1 is interesting and 0 is non-interesting. Let k denote
a candidate keyphrase. Following the probabilistic
relevance models in information retrieval (Lafferty
and Zhai, 2003), we propose to use P (R = 1, I =

1|t, k) to rank candidate keyphrases for topic t. We
have

P (R = 1, I = 1|t, k)
= P (R = 1|t, k)P (I = 1|t, k, R = 1)

= P (I = 1|t, k, R = 1)P (R = 1|t, k)
= P (I = 1|k)P (R = 1|t, k)

= P (I = 1|k)× P (R = 1|t, k)
P (R = 1|t, k) + P (R = 0|t, k)

= P (I = 1|k)× 1

1 + P (R=0|t,k)
P (R=1|t,k)

= P (I = 1|k)× 1

1 + P (R=0,k|t)
P (R=1,k|t)

= P (I = 1|k)× 1

1 + P (R=0|t)
P (R=1|t) ×

P (k|t,R=0)
P (k|t,R=1)

= P (I = 1|k)× 1

1 + P (R=0)
P (R=1) ×

P (k|t,R=0)
P (k|t,R=1)

.

Here we have assumed that I is independent of t and
R given k, i.e. the interestingness of a keyphrase is
independent of the topic or whether the keyphrase is
relevant to the topic. We have also assumed that R

is independent of t when k is unknown, i.e. without
knowing the keyphrase, the relevance is independent
of the topic. Our assumptions can be depicted by
Figure 2.

We further define δ = P (R=0)
P (R=1) . In general we

can assume that P (R = 0) � P (R = 1) because
there are much more non-relevant keyphrases than
relevant ones, that is, δ � 1. In this case, we have

logP (R = 1, I = 1|t, k) (3)

= log
(
P (I = 1|k)× 1

1 + δ × P (k|t,R=0)
P (k|t,R=1)

)
≈ log

(
P (I = 1|k)× P (k|t, R = 1)

P (k|t, R = 0)
× 1

δ

)
= logP (I = 1|k) + log

P (k|t, R = 1)

P (k|t, R = 0)
− log δ.

We can see that the ranking score logP (R = 1, I =

1|t, k) can be decomposed into two components, a
relevance score log P (k|t,R=1)

P (k|t,R=0) and an interestingness
score logP (I = 1|k). The last term log δ is a con-
stant and thus not relevant.

Estimating the relevance score
Let a keyphrase candidate k be a sequence of

words (w1, w2, . . . , wN ). Based on an independent
assumption of words given R and t, we have

log
P (k|t, R = 1)

P (k|t, R = 0)
= log

P (w1w2 . . . wN |t, R = 1)

P (w1w2 . . . wN |t, R = 0)

=

N∑
n=1

log
P (wn|t, R = 1)

P (wn|t, R = 0)
. (4)

Given the topic model φt previously learned for
topic t, we can set P (w|t, R = 1) to φtw, i.e. the
probability of w under φt. Following Griffiths and
Steyvers (2004), we estimate φtw as

φt
w =

#(Ct, w) + β

#(Ct, ·) + β|V|
. (5)

Here Ct denotes the collection of tweets assigned to
topic t, #(Ct, w) is the number of times w appears in
Ct, and #(Ct, ·) is the total number of words in Ct.
P (w|t, R = 0) can be estimated using a smoothed

background model.

P (w|R = 0, t) =
#(C, w) + µ

#(C, ·) + µ|V|
. (6)
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Here #(C, ·) denotes the number of words in the
whole collection C, and #(C, w) denotes the number
of times w appears in the whole collection.

After plugging Equation (5) and Equation (6) into
Equation (4), we get the following formula for the
relevance score:

log
P (k|t, R = 1)

P (k|t, R = 0)

=
∑
w∈k

(
log

#(Ct, w) + β

#(C, w) + µ
+ log

#(C, ·) + µ|V|
#(Ct, ·) + β|V|

)
=

(∑
w∈k

log
#(Ct, w) + β

#(C, w) + µ

)
+ |k|η, (7)

where η = #(C,·)+µ|V|
#(Ct,·)+β|V| and |k| denotes the number

of words in k.

Estimating the interestingness score

To capture the interestingness of keyphrases, we
make use of the retweeting behavior in Twitter. We
use string matching with RT to determine whether
a tweet is an original posting or a retweet. If a
tweet is interesting, it tends to get retweeted mul-
tiple times. Retweeting is therefore a stronger indi-
cator of user interests than tweeting. We use retweet
ratio |ReTweetsk|

|Tweetsk| to estimate P (I = 1|k). To prevent
zero frequency, we use a modified add-one smooth-
ing method. Finally, we get

logP (I = 1|k) = log
|ReTweetsk|+ 1.0

|Tweetsk|+ lavg
. (8)

Here |ReTweetsk| and |Tweetsk| denote the num-
bers of retweets and tweets containing the keyphrase
k, respectively, and lavg is the average number of
tweets that a candidate keyphrase appears in.

Finally, we can plug Equation (7) and Equa-
tion (8) into Equation (3) and obtain the following
scoring function for ranking:

Scoret(k) = log
|ReTweetsk|+ 1.0

|Tweetsk|+ lavg
(9)

+

(∑
w∈k

log
#(Ct, w) + β

#(C, w) + µ

)
+ |k|η.

#user #tweet #term #token
13,307 1,300,300 50,506 11,868,910

Table 1: Some statistics of the data set.

Incorporating length preference
Our preliminary experiments with Equation (9)

show that this scoring function usually ranks longer
keyphrases higher than shorter ones. However, be-
cause our candidate keyphrase are extracted without
using any linguistic knowledge such as noun phrase
boundaries, longer candidate keyphrases tend to be
less meaningful as a phrase. Moreover, for our task
of using keyphrases to summarize Twitter, we hy-
pothesize that shorter keyphrases are preferred by
users as they are more compact. We would there-
fore like to incorporate some length preference.

Recall that Equation (9) is derived from P (R =
1, I = 1|t, k), but this probability does not allow
us to directly incorporate any length preference. We
further observe that Equation (9) tends to give longer
keyphrases higher scores mainly due to the term
|k|η. So here we heuristically incorporate our length
preference by removing |k|η from Equation (9), re-
sulting in the following final scoring function:

Scoret(k) = log
|ReTweetsk|+ 1.0

|Tweetsk|+ lavg
(10)

+

(∑
w∈k

log
#(Ct, w) + β

#(C, w) + µ

)
.

4 Experiments

4.1 Data Set and Preprocessing
We use a Twitter data set collected from Singapore
users for evaluation. We used Twitter REST API1

to facilitate the data collection. The majority of the
tweets collected were published in a 20-week period
from December 1, 2009 through April 18, 2010. We
removed common stopwords and words which ap-
peared in fewer than 10 tweets. We also removed all
users who had fewer than 5 tweets. Some statistics
of this data set after cleaning are shown in Table 1.

We ran Twitter-LDA with 500 iterations of Gibbs
sampling. After trying a few different numbers of

1http://apiwiki.twitter.com/w/page/22554663/REST-API-
Documentation
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topics, we empirically set the number of topics to
30. We set α to 50.0/|T | as Griffiths and Steyvers
(2004) suggested, but set β to a smaller value of 0.01
and γ to 20. We chose these parameter settings be-
cause they generally gave coherent and meaningful
topics for our data set. We selected 10 topics that
cover a diverse range of content in Twitter for eval-
uation of topical keyphrase extraction. The top 10
words of these topics are shown in Table 2.

We also tried the standard LDA model and the
author-topic model on our data set and found that
our proposed topic model was better or at least com-
parable in terms of finding meaningful topics. In ad-
dition to generating meaningful topics, Twitter-LDA
is much more convenient in supporting the compu-
tation of tweet-level statistics (e.g. the number of
co-occurrences of two words in a specific topic) than
the standard LDA or the author-topic model because
Twitter-LDA assumes a single topic assignment for
an entire tweet.

4.2 Methods for Comparison

As we have described in Section 3.1, there are three
steps to generate keyphrases, namely, keyword rank-
ing, candidate keyphrase generation, and keyphrase
ranking. We have proposed a context-sensitive top-
ical PageRank method (cTPR) for the first step of
keyword ranking, and a probabilistic scoring func-
tion for the third step of keyphrase ranking. We now
describe the baseline methods we use to compare
with our proposed methods.

Keyword Ranking
We compare our cTPR method with the original

topical PageRank method (Equation (1)), which rep-
resents the state of the art. We refer to this baseline
as TPR.

For both TPR and cTPR, the damping factor is
empirically set to 0.1, which always gives the best
performance based on our preliminary experiments.
We use normalized P (t|w) to set Pt(w) because our
preliminary experiments showed that this was the
best among the three choices discussed by Liu et al.
(2010). This finding is also consistent with what Liu
et al. (2010) found.

In addition, we also use two other baselines for
comparison: (1) kwBL1: ranking by P (w|t) = φtw.
(2) kwBL2: ranking by P (t|w) = P (t)φt

w∑
t′ P (t′)φt′

w
.

Keyphrase Ranking
We use kpRelInt to denote our relevance and inter-

estingness based keyphrase ranking function P (R =
1, I = 1|t, k), i.e. Equation (10). β and µ are em-
pirically set to 0.01 and 500. Usually µ can be set to
zero, but in our experiments we find that our rank-
ing method needs a more uniform estimation of the
background model. We use the following ranking
functions for comparison:
• kpBL1: Similar to what is used by Liu et al.

(2010), we can rank candidate keyphrases by∑
w∈k f(w), where f(w) is the score assigned

to word w by a keyword ranking method.
• kpBL2: We consider another baseline ranking

method by
∑

w∈k log f(w).
• kpRel: If we consider only relevance but

not interestingness, we can rank candidate
keyphrases by

∑
w∈k log #(Ct,w)+β

#(C,w)+µ .

4.3 Gold Standard Generation
Since there is no existing test collection for topi-
cal keyphrase extraction from Twitter, we manually
constructed our test collection. For each of the 10
selected topics, we ran all the methods to rank key-
words. For each method we selected the top 3000
keywords and searched all the combinations of these
words as phrases which have a frequency larger than
30. In order to achieve high phraseness, we first
computed the minimum value of pointwise mutual
information for all bigrams in one combination, and
we removed combinations having a value below a
threshold, which was empirically set to 2.135. Then
we merged all these candidate phrases. We did not
consider single-word phrases because we found that
it would include too many frequent words that might
not be useful for summaries.

We asked two judges to judge the quality of the
candidate keyphrases. The judges live in Singapore
and had used Twitter before. For each topic, the
judges were given the top topic words and a short
topic description. Web search was also available.
For each candidate keyphrase, we asked the judges
to score it as follows: 2 (relevant, meaningful and in-
formative), 1 (relevant but either too general or too
specific, or informal) and 0 (irrelevant or meaning-
less). Here in addition to relevance, the other two
criteria, namely, whether a phrase is meaningful and
informative, were studied by Tomokiyo and Hurst
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T2 T4 T5 T10 T12 T13 T18 T20 T23 T25

eat twitter love singapore singapore hot iphone song study win
food tweet idol road #singapore rain google video school game

dinner blog adam mrt #business weather social youtube time team
lunch facebook watch sgreinfo #news cold media love homework match
eating internet april east health morning ipad songs tomorrow play

ice tweets hot park asia sun twitter bieber maths chelsea
chicken follow lambert room market good free music class world
cream msn awesome sqft world night app justin paper united

tea followers girl price prices raining apple feature math liverpool
hungry time american built bank air marketing twitter finish arsenal

Table 2: Top 10 Words of Sample Topics on our Singapore Twitter Dateset.

(2003). We then averaged the scores of the two
judges as the final scores. The Cohen’s Kappa co-
efficients of the 10 topics range from 0.45 to 0.80,
showing fair to good agreement2. We further dis-
carded all candidates with an average score less than
1. The number of the remaining keyphrases for each
topic ranges from 56 to 282.

4.4 Evaluation Metrics

Traditionally keyphrase extraction is evaluated using
precision and recall on all the extracted keyphrases.
We choose not to use these measures for the fol-
lowing reasons: (1) Traditional keyphrase extraction
works on single documents while we study topical
keyphrase extraction. The gold standard keyphrase
list for a single document is usually short and clean,
while for each Twitter topic there can be many
keyphrases, some are more relevant and interesting
than others. (2) Our extracted topical keyphrases are
meant for summarizing Twitter content, and they are
likely to be directly shown to the users. It is there-
fore more meaningful to focus on the quality of the
top-ranked keyphrases.

Inspired by the popular nDCG metric in informa-
tion retrieval (Järvelin and Kekäläinen, 2002), we
define the following normalized keyphrase quality
measure (nKQM) for a methodM:

nKQM@K =

1

|T |
∑
t∈T

∑K
j=1

1
log2(j+1) score(Mt,j)

IdealScore(K,t)
,

where T is the set of topics, Mt,j is the j-
th keyphrase generated by method M for topic

2We find that judgments on topics related to social me-
dia (e.g. T4) and daily life (e.g. T13) tend to have a higher
degree of disagreement.

t, score(·) is the average score from the two hu-
man judges, and IdealScore(K,t) is the normalization
factor—score of the top K keyphrases of topic t un-
der the ideal ranking. Intuitively, ifM returns more
good keyphrases in top ranks, its nKQM value will
be higher.

We also use mean average precision (MAP) to
measure the overall performance of keyphrase rank-
ing:

MAP =

1

|T |
∑
t∈T

1

NM,t

|Mt|∑
j=1

NM,t,j

j
1(score(Mt,j) ≥ 1),

where 1(S) is an indicator function which returns
1 when S is true and 0 otherwise, NM,t,j denotes
the number of correct keyphrases among the top j
keyphrases returned byM for topic t, and NM,t de-
notes the total number of correct keyphrases of topic
t returned byM.

4.5 Experiment Results

Evaluation of keyword ranking methods
Since keyword ranking is the first step for

keyphrase extraction, we first compare our keyword
ranking method cTPR with other methods. For each
topic, we pooled the top 20 keywords ranked by all
four methods. We manually examined whether a
word is a good keyword or a noisy word based on
topic context. Then we computed the average num-
ber of noisy words in the 10 topics for each method.
As shown in Table 5, we can observe that cTPR per-
formed the best among the four methods.

Since our final goal is to extract topical
keyphrases, we further compare the performance
of cTPR and TPR when they are combined with a
keyphrase ranking algorithm. Here we use the two
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Method nKQM@5 nKQM@10 nKQM@25 nKQM@50 MAP
kpBL1 TPR 0.5015 0.54331 0.5611 0.5715 0.5984

kwBL1 0.6026 0.5683 0.5579 0.5254 0.5984
kwBL2 0.5418 0.5652 0.6038 0.5896 0.6279
cTPR 0.6109 0.6218 0.6139 0.6062 0.6608

kpBL2 TPR 0.7294 0.7172 0.6921 0.6433 0.6379
kwBL1 0.7111 0.6614 0.6306 0.5829 0.5416
kwBL2 0.5418 0.5652 0.6038 0.5896 0.6545
cTPR 0.7491 0.7429 0.6930 0.6519 0.6688

Table 3: Comparisons of keyphrase extraction for cTPR and baselines.

Method nKQM@5 nKQM@10 nKQM@25 nKQM@50 MAP
cTPR+kpBL1 0.61095 0.62182 0.61389 0.60618 0.6608
cTPR+kpBL2 0.74913 0.74294 0.69303 0.65194 0.6688
cTPR+kpRel 0.75361 0.74926 0.69645 0.65065 0.6696

cTPR+kpRelInt 0.81061 0.75184 0.71422 0.66319 0.6694

Table 4: Comparisons of keyphrase extraction for different keyphrase ranking methods.

kwBL1 kwBL2 TPR cTPR
2 3 4.9 1.5

Table 5: Average number of noisy words among the top
20 keywords of the 10 topics.

baseline keyphrase ranking algorithms kpBL1 and
kpBL2. The comparison is shown in Table 3. We
can see that cTPR is consistently better than the three
other methods for both kpBL1 and kpBL2.

Evaluation of keyphrase ranking methods
In this section we compare keypharse ranking

methods. Previously we have shown that cTPR is
better than TPR, kwBL1 and kwBL2 for keyword
ranking. Therefore we use cTPR as the keyword
ranking method and examine the keyphrase rank-
ing method kpRelInt with kpBL1, kpBL2 and kpRel
when they are combined with cTPR. The results are
shown in Table 4. From the results we can see the
following: (1) Keyphrase ranking methods kpRelInt
and kpRel are more effective than kpBL1 and kpBL2,
especially when using the nKQM metric. (2) kpRe-
lInt is better than kpRel, especially for the nKQM
metric. Interestingly, we also see that for the nKQM
metric, kpBL1, which is the most commonly used
keyphrase ranking method, did not perform as well
as kpBL2, a modified version of kpBL1.

We also tested kpRelInt and kpRel on TPR, kwBL1
and kwBL2 and found that kpRelInt and kpRel are
consistently better than kpBL2 and kpBL1. Due to
space limit, we do not report all the results here.
These findings support our assumption that our pro-
posed keyphrase ranking method is effective.

The comparison between kpBL2 with kpBL1

shows that taking the product of keyword scores is
more effective than taking their sum. kpRel and
kpRelInt also use the product of keyword scores.
This may be because there is more noise in Twit-
ter than traditional documents. Common words (e.g.
“good”) and domain background words (e.g. “Sin-
gapore”) tend to gain higher weights during keyword
ranking due to their high frequency, especially in
graph-based method, but we do not want such words
to contribute too much to keyphrase scores. Taking
the product of keyword scores is therefore more suit-
able here than taking their sum.

Further analysis of interestingness

As shown in Table 4, kpRelInt performs better
in terms of nKQM compared with kpRel. Here we
study why it worked better for keyphrase ranking.
The only difference between kpRel and kpRelInt is
that kpRelInt includes the factor of user interests. By
manually examining the top keyphrases, we find that
the topics “Movie-TV” (T5), “News” (T12), “Music”
(T20) and “Sports” (T25) particularly benefited from
kpRelInt compared with other topics. We find that
well-known named entities (e.g. celebrities, politi-
cal leaders, football clubs and big companies) and
significant events tend to be ranked higher by kpRe-
lInt than kpRel.

We then counted the numbers of entity and event
keyphrases for these four topics retrieved by differ-
ent methods, shown in Table 6 . We can see that
in these four topics, kpRelInt is consistently better
than kpRel in terms of the number of entity and event
keyphrases retrieved.
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T2 T5 T10 T12 T20 T25

chicken rice adam lambert north east president obama justin bieber manchester united
ice cream jack neo rent blk magnitude earthquake music video champions league

fried chicken american idol east coast volcanic ash lady gaga football match
curry rice david archuleta east plaza prime minister taylor swift premier league

chicken porridge robert pattinson west coast iceland volcano demi lovato f1 grand prix
curry chicken alexander mcqueen bukit timah chile earthquake youtube channel tiger woods
beef noodles april fools street view goldman sachs miley cyrus grand slam(tennis)

chocolate cake harry potter orchard road coe prices telephone video liverpool fans
cheese fries april fool toa payoh haiti earthquake song lyrics final score

instant noodles andrew garcia marina bay #singapore #business joe jonas manchester derby

Table 7: Top 10 keyphrases of 6 topics from cTPR+kpRelInt.

Methods T5 T12 T20 T25

cTPR+kpRel 8 9 16 11
cTPR+kpRelInt 10 12 17 14

Table 6: Numbers of entity and event keyphrases re-
trieved by different methods within top 20.

On the other hand, we also find that for some
topics interestingness helped little or even hurt the
performance a little, e.g. for the topics “Food” and
“Traffic.” We find that the keyphrases in these top-
ics are stable and change less over time. This may
suggest that we can modify our formula to handle
different topics different. We will explore this direc-
tion in our future work.

Parameter settings
We also examine how the parameters in our model

affect the performance.
λ: We performed a search from 0.1 to 0.9 with a

step size of 0.1. We found λ = 0.1 was the optimal
parameter for cTPR and TPR. However, TPR is more
sensitive to λ. The performance went down quickly
with λ increasing.
µ: We checked the overall performance with

µ ∈ {400, 450, 500, 550, 600}. We found that µ =
500 ≈ 0.01|V| gave the best performance gener-
ally for cTPR. The performance difference is not
very significant between these different values of µ,
which indicates that the our method is robust.

4.6 Qualitative evaluation of cTPR+kpRelInt

We show the top 10 keyphrases discovered by
cTPR+kRelInt in Table 7. We can observe that these
keyphrases are clear, interesting and informative for
summarizing Twitter topics.

We hypothesize that the following applications
can benefit from the extracted keyphrases:
Automatic generation of realtime trendy phrases:

For exampoe, keyphrases in the topic “Food” (T2)
can be used to help online restaurant reviews.
Event detection and topic tracking: In the topic
“News” top keyphrases can be used as candidate
trendy topics for event detection and topic tracking.
Automatic discovery of important named entities:
As discussed previously, our methods tend to rank
important named entities such as celebrities in high
ranks.

5 Conclusion

In this paper, we studied the novel problem of topical
keyphrase extraction for summarizing and analyzing
Twitter content. We proposed the context-sensitive
topical PageRank (cTPR) method for keyword rank-
ing. Experiments showed that cTPR is consistently
better than the original TPR and other baseline meth-
ods in terms of top keyword and keyphrase extrac-
tion. For keyphrase ranking, we proposed a prob-
abilistic ranking method, which models both rele-
vance and interestingness of keyphrases. In our ex-
periments, this method is shown to be very effec-
tive to boost the performance of keyphrase extrac-
tion for different kinds of keyword ranking methods.
In the future, we may consider how to incorporate
keyword scores into our keyphrase ranking method.
Note that we propose to rank keyphrases by a gen-
eral formula P (R = 1, I = 1|t, k) and we have made
some approximations based on reasonable assump-
tions. There should be other potential ways to esti-
mate P (R = 1, I = 1|t, k).
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Abstract

We present a novel method for record extrac-
tion from social streams such as Twitter. Un-
like typical extraction setups, these environ-
ments are characterized by short, one sentence
messages with heavily colloquial speech. To
further complicate matters, individual mes-
sages may not express the full relation to be
uncovered, as is often assumed in extraction
tasks. We develop a graphical model that ad-
dresses these problems by learning a latent set
of records and a record-message alignment si-
multaneously; the output of our model is a
set of canonical records, the values of which
are consistent with aligned messages. We
demonstrate that our approach is able to accu-
rately induce event records from Twitter mes-
sages, evaluated against events from a local
city guide. Our method achieves significant
error reduction over baseline methods.1

1 Introduction

We propose a method for discovering event records
from social media feeds such as Twitter. The task
of extracting event properties has been well studied
in the context of formal media (e.g., newswire), but
data sources such as Twitter pose new challenges.
Social media messages are often short, make heavy
use of colloquial language, and require situational
context for interpretation (see examples in Figure 1).
Not all properties of an event may be expressed in
a single message, and the mapping between mes-
sages and canonical event records is not obvious.

1Data and code available at http://groups.csail.
mit.edu/rbg/code/twitter

Carnegie Hall
Artist Venue
Craig Ferguson

DJ Pauly D Terminal 5

Seated at @carnegiehall waiting for @CraigyFerg’s show to begin

RT @leerader : getting REALLY stoked for #CraigyAtCarnegie 
sat night. Craig, , want to join us for dinner at the pub across the 
street? 5pm, be there!

@DJPaulyD absolutely killed it at Terminal 5 last night. 

@DJPaulyD : DJ Pauly D Terminal 5 NYC Insanity ! #ohyeah 
@keadour @kellaferr24

Craig, nice seeing you at #noelnight this weekend @becksdavis!

Twitter Messages

Records

Figure 1: Examples of Twitter messages, along with
automatically extracted records.

These properties of social media streams make exist-
ing extraction techniques significantly less effective.
Despite these challenges, this data exhibits an im-
portant property that makes learning amenable: the
multitude of messages referencing the same event.

Our goal is to induce a comprehensive set of event
records given a seed set of example records, such as
a city event calendar table. While such resources
are widely available online, they are typically high
precision, but low recall. Social media is a natural
place to discover new events missed by curation, but
mentioned online by someone planning to attend.

We formulate our approach as a structured graphi-
cal model which simultaneously analyzes individual
messages, clusters them according to event, and in-
duces a canonical value for each event property. At
the message level, the model relies on a conditional
random field component to extract field values such
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as location of the event and artist name. We bias lo-
cal decisions made by the CRF to be consistent with
canonical record values, thereby facilitating consis-
tency within an event cluster. We employ a factor-
graph model to capture the interaction between each
of these decisions. Variational inference techniques
allow us to effectively and efficiently make predic-
tions on a large body of messages.

A seed set of example records constitutes our only
source of supervision; we do not observe alignment
between these seed records and individual messages,
nor any message-level field annotation. The output
of our model consists of an event-based clustering of
messages, where each cluster is represented by a sin-
gle multi-field record with a canonical value chosen
for each field.

We apply our technique to construct entertain-
ment event records for the city calendar section of
NYC.com using a stream of Twitter messages. Our
method yields up to a 63% recall against the city
table and up to 85% precision evaluated manually,
significantly outperforming several baselines.

2 Related Work

A large number of information extraction ap-
proaches exploit redundancy in text collections to
improve their accuracy and reduce the need for man-
ually annotated data (Agichtein and Gravano, 2000;
Yangarber et al., 2000; Zhu et al., 2009; Mintz
et al., 2009a; Yao et al., 2010b; Hasegawa et al.,
2004; Shinyama and Sekine, 2006). Our work most
closely relates to methods for multi-document infor-
mation extraction which utilize redundancy in in-
put data to increase the accuracy of the extraction
process. For instance, Mann and Yarowsky (2005)
explore methods for fusing extracted information
across multiple documents by performing extraction
on each document independently and then merg-
ing extracted relations by majority vote. This idea
of consensus-based extraction is also central to our
method. However, we incorporate this idea into our
model by simultaneously clustering output and la-
beling documents rather than performing the two
tasks in serial fashion. Another important difference
is inherent in the input data we are processing: it is
not clear a priori which extraction decisions should
agree with each other. Identifying messages that re-

fer to the same event is a large part of our challenge.
Our work also relates to recent approaches for re-

lation extraction with distant supervision (Mintz et
al., 2009b; Bunescu and Mooney, 2007; Yao et al.,
2010a). These approaches assume a database and a
collection of documents that verbalize some of the
database relations. In contrast to traditional super-
vised IE approaches, these methods do not assume
that relation instantiations are annotated in the input
documents. For instance, the method of Mintz et al.
(2009b) induces the mapping automatically by boot-
strapping from sentences that directly match record
entries. These mappings are used to learn a classi-
fier for relation extraction. Yao et al. (2010a) further
refine this approach by constraining predicted rela-
tions to be consistent with entity types assignment.
To capture the complex dependencies among assign-
ments, Yao et al. (2010a) use a factor graph repre-
sentation. Despite the apparent similarity in model
structure, the two approaches deal with various types
of uncertainties. The key challenge for our method
is modeling message to record alignment which is
not an issue in the previous set up.

Finally, our work fits into a broader area of
text processing methods designed for social-media
streams. Examples of such approaches include
methods for conversation structure analysis (Ritter
et al., 2010) and exploration of geographic language
variation (Eisenstein et al., 2010) from Twitter mes-
sages. To our knowledge no work has yet addressed
record extraction from this growing corpus.

3 Problem Formulation

Here we describe the key latent and observed ran-
dom variables of our problem. A depiction of all
random variables is given in Figure 2.

Message (x): Each message x is a single posting to
Twitter. We use xj to represent the jth token of x,
and we use x to denote the entire collection of mes-
sages. Messages are always observed during train-
ing and testing.

Record (R): A record is a representation of the
canonical properties of an event. We use Ri to de-
note the ith record and R`

i to denote the value of the
`th property of that record. In our experiments, each
record Ri is a tuple 〈R1

i , R
2
i 〉 which represents that
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Mercury LoungeYonder Mountain 
String Band

Craig Ferguson Carnegie Hall

Artist Venue

1

2

k R�
k R�+1

k

...

 Really     excited      for    #CraigyAtCarnegie

Seeing     Yonder    Mountain        at             8

@YonderMountain  rocking  Mercury  Lounge

None None None Artist

None NoneArtist Artist None

Venue VenueNoneArtist

xi

yi

xi−1

yi−1

xi+1

yi+1

Ai−1

Ai+1

Ai

Figure 2: The key variables of our model. A collection ofK latent recordsRk, each consisting of a set ofL properties.
In the figure above, R1

1 =“Craig Ferguson” and R2
1 =“Carnegie Hall.” Each tweet xi is associated with a labeling

over tokens yi and is aligned to a record via the Ai variable. See Section 3 for further details.

record’s values for the schema 〈ARTIST, VENUE〉.
Throughout, we assume a known fixed number K
of records R1, . . . , RK , and we use R to denote this
collection of records. For tractability, we consider
a finite number of possibilities for each R`

k which
are computed from the input x (see Section 5.1 for
details). Records are observed during training and
latent during testing.

Message Labels (y): We assume that each message
has a sequence labeling, where the labels consist of
the record fields (e.g., ARTIST and VENUE) as well
as a NONE label denoting the token does not corre-
spond to any domain field. Each token xj in a mes-
sage has an associated label yj . Message labels are
always latent during training and testing.

Message to Record Alignment (A): We assume
that each message is aligned to some record such
that the event described in the message is the one
represented by that record. Each message xi is as-
sociated with an alignment variable Ai that takes a
value in {1, . . . ,K}. We use A to denote the set of
alignments across all xi. Multiple messages can and
do align to the same record. As discussed in Sec-
tion 4, our model will encourage tokens associated
with message labels to be “similar” to corresponding
aligned record values. Alignments are always latent
during training and testing.

4 Model

Our model can be represented as a factor graph
which takes the form,

P (R,A, y|x) ∝(∏
i

φSEQ(xi, yi)

)
(Seq. Labeling)(∏

`

φUNQ(R`)

)
(Rec. Uniqueness)∏

i,`

φPOP (xi, yi, R
`
Ai

)

 (Term Popularity)

(∏
i

φCON (xi, yi, RAi)

)
(Rec. Consistency)

where R` denotes the sequence R`
1, . . . , R

`
K of

record values for a particular domain field `. Each
of the potentials takes a standard log-linear form:

φ(z) = θT f(z)

where θ are potential-specific parameters and f(·)
is a potential-specific feature function. We describe
each potential separately below.

4.1 Sequence Labeling Factor
The sequence labeling factor is similar to a standard
sequence CRF (Lafferty et al., 2001), where the po-
tential over a message label sequence decomposes

391



XiYi

φSEQ

R�
k

R�
k+1

R�
k−1

φUNQ �th field
(across records)

�

φPOP

R�
k

Ai

Yi

Xi

Ai

Yi

Xi

R�
k R�+1

k

φCON

k

kth record

Figure 3: Factor graph representation of our model. Circles represent variables and squares represent factors. For
readability, we depict the graph broken out as a set of templates; the full graph is the combination of these factor
templates applied to each variable. See Section 4 for further details.

over pairwise cliques:

φSEQ(x, y) = exp{θT
SEQfSEQ(x, y)}

= exp

θT
SEQ

∑
j

fSEQ(x, yj , yj+1)


This factor is meant to encode the typical message

contexts in which fields are evoked (e.g. going to see
X tonight). Many of the features characterize how
likely a given token label, such as ARTIST, is for a
given position in the message sequence conditioning
arbitrarily on message text context.

The feature function fSEQ(x, y) for this compo-
nent encodes each token’s identity; word shape2;
whether that token matches a set of regular expres-
sions encoding common emoticons, time references,
and venue types; and whether the token matches a
bag of words observed in artist names (scraped from
Wikipedia; 21,475 distinct tokens from 22,833 dis-
tinct names) or a bag of words observed in New
York City venue names (scraped from NYC.com;
304 distinct tokens from 169 distinct names).3 The
only edge feature is label-to-label.

4.2 Record Uniqueness Factor

One challenge with Twitter is the so-called echo
chamber effect: when a topic becomes popular, or
“trends,” it quickly dominates the conversation on-
line. As a result some events may have only a few
referent messages while other more popular events
may have thousands or more. In such a circum-
stance, the messages for a popular event may collect
to form multiple identical record clusters. Since we

2e.g.: xxx, XXX, Xxx, or other
3These are just features, not a filter; we are free to extract

any artist or venue regardless of their inclusion in this list.

fix the number of records learned, such behavior in-
hibits the discovery of less talked-about events. In-
stead, we would rather have just two records: one
with two aligned messages and another with thou-
sands. To encourage this outcome, we introduce a
potential that rewards fields for being unique across
records.

The uniqueness potential φUNQ(R`) encodes the
preference that each of the values R`, . . . , R`

K for
each field ` do not overlap textually. This factor fac-
torizes over pairs of records:

φUNQ(R`) =
∏
k 6=k′

φUNQ(R`
k, R

`
k′)

where R`
k and R`

k′ are the values of field ` for two
records Rk and Rk′ . The potential over this pair of
values is given by:

φUNQ(R`
k, R

`
k′) = exp{−θT

SIMfSIM (R`
k, R

`
k′)}

where fSIM is computes the likeness of the two val-
ues at the token level:

fSIM (R`
k, R

`
k′) =

|R`
k ∩R`

k′ |
max(|R`

k|, |R`
k′ |)

This uniqueness potential does not encode any
preference for record values; it simply encourages
each field ` to be distinct across records.

4.3 Term Popularity Factor
The term popularity factor φPOP is the first of two
factors that guide the clustering of messages. Be-
cause speech on Twitter is colloquial, we would like
these clusters to be amenable to many variations of
the canonical record properties that are ultimately
learned. The φPOP factor accomplishes this by rep-
resenting a lenient compatibility score between a
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message x, its labels y, and some candidate value
v for a record field (e.g., Dave Matthews Band).

This factor decomposes over tokens, and we align
each token xj with the best matching token vk in v
(e.g., Dave). The token level sum is scaled by the
length of the record value being matched to avoid a
preference for long field values.

φPOP (x, y,R`
A = v) =∑

j

max
k

φPOP (xj , yj , R`
A = vk)

|v|

This token-level component may be thought of as
a compatibility score between the labeled token xj

and the record field assignment R`
A = v. Given that

token xj aligns with the token vk, the token-level
component returns the sum of three parts, subject to
the constraint that yj = `:

• IDF (xj)I[xj = vk], an equality indicator be-
tween tokens xj and vk, scaled by the inverse
document frequency of xj

• αIDF (xj)
(
I[xj−1 = vk−1] + I[xj+1 = vk+1]

)
,

a small bonus of α = 0.3 for matches on adja-
cent tokens, scaled by the IDF of xj

• I[xj = vk and x contains v]/|v|, a bonus for a
complete string match, scaled by the size of the
value. This is equivalent to this token’s contri-
bution to a complete-match bonus.

4.4 Record Consistency Factor
While the uniqueness factor discourages a flood of
messages for a single event from clustering into mul-
tiple event records, we also wish to discourage mes-
sages from multiple events from clustering into the
same record. When such a situation occurs, the
model may either resolve it by changing inconsis-
tent token labelings to the NONE label or by reas-
signing some of the messages to a new cluster. We
encourage the latter solution with a record consis-
tency factor φCON .

The record consistency factor is an indicator func-
tion on the field values of a record being present and
labeled correctly in a message. While the popular-
ity factor encourages agreement on a per-label basis,
this factor influences the joint behavior of message
labels to agree with the aligned record. For a given
record, message, and labeling, φCON (x, y,RA) = 1
if φPOP (x, y,R`

A) > 0 for all `, and 0 otherwise.

4.5 Parameter Learning
The weights of the CRF component of our model,
θSEQ, are the only weights learned at training time,
using a distant supervision process described in Sec-
tion 6. The weights of the remaining three factors
were hand-tuned4 using our training data set.

5 Inference

Our goal is to predict a set of records R. Ideally we
would like to compute P (R|x), marginalizing out
the nuisance variables A and y. We approximate
this posterior using variational inference.5 Con-
cretely, we approximate the full posterior over latent
variables using a mean-field factorization:

P (R,A,y|x) ≈ Q(R,A,y)

=

(
K∏

k=1

∏
`

q(R`
k)

)(
n∏

i=1

q(Ai)q(yi)

)
where each variational factor q(·) represents an ap-
proximation of that variable’s posterior given ob-
served random variables. The variational distribu-
tion Q(·) makes the (incorrect) assumption that the
posteriors amongst factors are independent. The
goal of variational inference is to set factors q(·) to
optimize the variational objective:

min
Q(·)

KL(Q(R,A,y)‖P (R,A,y|x))

We optimize this objective using coordinate descent
on the q(·) factors. For instance, for the case of q(yi)
the update takes the form:

q(yi)← EQ/q(yi) logP (R,A,y|x)

where Q/q(yi) denotes the expectation under all
variables except yi. When computing a mean field
update, we only need to consider the potentials in-
volving that variable. The complete updates for each
of the kinds of variables (y, A, andR`) can be found
in Figure 4. We briefly describe the computations
involved with each update.
q(y) update: The q(y) update for a single mes-

sage yields an implicit expression in terms of pair-
wise cliques in y. We can compute arbitrary

4Their values are: θUNQ = −10, θPhrase
POP = 5, θToken

POP = 10,
θCON = 2e8

5See Liang and Klein (2007) for an overview of variational
techniques.
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Message labeling update:

ln q(y) ∝
{

EQ/q(y) lnφSEQ(x, y) + ln
[
φPOP (x, y,R`

A)φCON (x, y,RA)
]}

= lnφSEQ(x, y) + EQ/q(y) ln
[
φPOP (x, y,R`

A)φCON (x, y,RA)
]

= lnφSEQ(x, y) +
∑
z,v,`

q(A = z)q(yj = `)q(R`
z = v) ln

[
φPOP (x, y,R`

z = v)φCON (x, y,R`
z = v)

]
Mention record alignment update:

ln q(A = z) ∝ EQ/q(A)

{
lnφSEQ(x, y) + ln

[
φPOP (x, y,R`

A)φCON (x, y,RA)
]}

∝ EQ/q(A)

{
ln
[
φPOP (x, y,R`

A)φCON (x, y,RA)
]}

=
∑
z,v,`

q(R`
z = v)

{
ln
[
φPOP (x, y,R`

z = v)φCON (x, y,R`
z = v)

]}
=
∑
z,v,`

q(R`
z = v)q(yj

i = `) ln
[
φPOP (x, y,R`

z = v)φCON (x, y,R`
z = v)

]
Record Field update:

ln q(R`
k = v) ∝ EQ/q(R`

k)

{∑
k′

lnφUNQ(R`
k′ , v) +

∑
i

ln [φPOP (xi, yi, v)φCON (xi, yi, v)]

}

=
∑

k′ 6=k,v′

(
q(R`

k′ = v′) lnφUNQ(v, v′)

+
∑

i

q(Ai = k)
∑

j

q(yj
i = `) ln

[
φPOP (x, y,R`

z = v, j)φCON (x, y,R`
z = v, j)

])

Figure 4: The variational mean-field updates used during inference (see Section 5). Inference consists of performing
updates for each of the three kinds of latent variables: message labels (y), record alignments (A), and record field
values (R`). All are relatively cheap to compute except for the record field update q(R`

k) which requires looping
potentially over all messages. Note that at inference time all parameters are fixed and so we only need to perform
updates for latent variable factors.

marginals for this distribution by using the forwards-
backwards algorithm on the potentials defined in
the update. Therefore computing the q(y) update
amounts to re-running forward backwards on the
message where there is an expected potential term
which involves the belief over other variables. Note
that the popularity and consensus potentials (φPOP

and φCON ) decompose over individual message to-
kens so this can be tractably computed.

q(A) update: The update for individual record
alignment reduces to being log-proportional to the
expected popularity and consensus potentials.

q(R`
k) update: The update for the record field

distribution is the most complex factor of the three.
It requires computing expected similarity with other
record field values (the φUNQ potential) and looping
over all messages to accumulate a contribution from
each, weighted by the probability that it is aligned to
the target record.

5.1 Initializing Factors

Since a uniform initialization of all factors is a
saddle-point of the objective, we opt to initialize
the q(y) factors with the marginals obtained using
just the CRF parameters, accomplished by running
forwards-backwards on all messages using only the
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φSEQ potentials. The q(R) factors are initialized
randomly and then biased with the output of our
baseline model. The q(A) factor is initialized to uni-
form plus a small amount of noise.

To simplify inference, we pre-compute a finite set
of values that each R`

k is allowed to take, condi-
tioned on the corpus. To do so, we run the CRF
component of our model (φSEQ) over the corpus and
extract, for each `, all spans that have a token-level
probability of being labeled ` greater than λ = 0.1.
We further filter this set down to only values that oc-
cur at least twice in the corpus.

This simplification introduces sparsity that we
take advantage of during inference to speed perfor-
mance. Because each term in φPOP and φCON in-
cludes an indicator function based on a token match
between a field-value and a message, knowing the
possible values v of each R`

k enables us to precom-
pute the combinations of (x, `, v) for which nonzero
factor values are possible. For each such tuple, we
can also precompute the best alignment position k
for each token xj .

6 Evaluation Setup

Data We apply our approach to construct a database
of concerts in New York City. We used Twitter’s
public API to collect roughly 4.7 Million tweets
across three weekends that we subsequently filter
down to 5,800 messages. The messages have an av-
erage length of 18 tokens, and the corpus vocabu-
lary comprises 468,000 unique words6. We obtain
labeled gold records using data scraped from the
NYC.com music event guide; totaling 110 extracted
records. Each gold record had two fields of interest:
ARTIST and VENUE.

The first weekend of data (messages and events)
was used for training and the second two weekends
were used for testing.

Preprocessing Only a small fraction of Twitter mes-
sages are relevant to the target extraction task. Di-
rectly processing the raw unfiltered stream would
prohibitively increase computational costs and make
learning more difficult due to the noise inherent in
the data. To focus our efforts on the promising por-
tion of the stream, we perform two types of filter-

6Only considering English tweets and not counting user
names (so-called -mentions.)

ing. First, we only retain tweets whose authors list
some variant of New York as their location in their
profile. Second, we employ a MIRA-based binary
classifier (Ritter et al., 2010) to predict whether a
message mentions a concert event. After training on
2,000 hand-annotated tweets, this classifier achieves
an F1 of 46.9 (precision of 35.0 and recall of 71.0)
when tested on 300 messages. While the two-stage
filtering does not fully eliminate noise in the input
stream, it greatly reduces the presence of irrelevant
messages to a manageable 5,800 messages without
filtering too many ‘signal’ tweets.

We also filter our gold record set to include only
records in which each field value occurs at least once
somewhere in the corpus, as these are the records
which are possible to learn given the input. This
yields 11 training and 31 testing records.

Training The first weekend of data (2,184 messages
and 11 records after preprocessing) is used for train-
ing. As mentioned in Section 4, the only learned pa-
rameters in our model are those associated with the
sequence labeling factor φSEQ. While it is possi-
ble to train these parameters via direct annotation of
messages with label sequences, we opted instead to
use a simple approach where message tokens from
the training weekend are labeled via their intersec-
tion with gold records, often called “distant super-
vision” (Mintz et al., 2009b). Concretely, we auto-
matically label message tokens in the training cor-
pus with either the ARTIST or VENUE label if they
belonged to a sequence that matched a gold record
field, and with NONE otherwise. This is the only use
that is made of the gold records throughout training.
θSEQ parameters are trained using this labeling with
a standard conditional likelihood objective.

Testing The two weekends of data used for test-
ing totaled 3,662 tweets after preprocessing and 31
gold records for evaluation. The two weekends were
tested separately and their results were aggregated
across weekends.

Our model assumes a fixed number of records
K = 130.7 We rank these records according to
a heuristic ranking function that favors the unique-
ness of a record’s field values across the set and the
number of messages in the testing corpus that have

7Chosen based on the training set
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Figure 5: Recall against the gold records. The horizontal
axis is the number of records kept from the ranked model
output, as a multiple of the number of golds. The CRF
lines terminate because of low record yield.

token overlap with these values. This ranking func-
tion is intended to push garbage collection records
to the bottom of the list. Finally, we retain the top k
records, throwing away the rest. Results in Section
7 are reported as a function of this k.

Baseline We compare our system against three base-
lines that employ a voting methodology similar to
Mann and Yarowsky (2005). The baselines label
each message and then extract one record for each
combination of labeled phrases. Each extraction is
considered a vote for that record’s existence, and
these votes are aggregated across all messages.

Our List Baseline labels messages by finding
string overlaps against a list of musical artists and
venues scraped from web data (the same lists used as
features in our CRF component). The CRF Baseline
is most similar to Mann and Yarowsky (2005)’s CRF
Voting method and uses the maximum likelihood
CRF labeling of each message. The Low Thresh-
old Baseline generates all possible records from la-
belings with a token-level likelihood greater than
λ = 0.1. The output of these baselines is a set of
records ranked by the number of votes cast for each,
and we perform our evaluation against the top k of
these records.

7 Evaluation

The evaluation of record construction is challeng-
ing because many induced music events discussed

in Twitter messages are not in our gold data set; our
gold records are precise but incomplete. Because
of this, we evaluate recall and precision separately.
Both evaluations are performed using hard zero-one
loss at record level. This is a harsh evaluation crite-
rion, but it is realistic for real-world use.

Recall We evaluate recall, shown in Figure 5,
against the gold event records for each weekend.
This shows how well our model could do at replac-
ing the a city event guide, providing Twitter users
chat about events taking place.

We perform our evaluation by taking the top
k records induced, performing a stable marriage
matching against the gold records, and then evalu-
ating the resulting matched pairs. Stable marriage
matching is a widely used approach that finds a bi-
partite matching between two groups such that no
pairing exists in which both participants would pre-
fer some other pairing (Irving et al., 1987). With
our hard loss function and no duplicate gold records,
this amounts to the standard recall calculation. We
choose this bipartite matching technique because it
generalizes nicely to allow for other forms of loss
calculation (such as token-level loss).

Precision To evaluate precision we assembled a list
of the distinct records produced by all models and
then manually determined if each record was cor-
rect. This determination was made blind to which
model produced the record. We then used this ag-
gregate list of correct records to measure precision
for each individual model, shown in Figure 6.

By construction, our baselines incorporate a hard
constraint that each relation learned must be ex-
pressed in entirety in at least one message. Our
model only incorporates a soft version of this con-
straint via the φCON factor, but this constraint
clearly has the ability to boost precision. To show
it’s effect, we additionally evaluate our model, la-
beled Our Work + Con, with this constraint applied
in hard form as an output filter.

The downward trend in precision that can be seen
in Figure 6 is the effect of our ranking algorithm,
which attempts to push garbage collection records
towards the bottom of the record list. As we incor-
porate these records, precision drops. These lines
trend up for two of the baselines because the rank-
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Figure 6: Precision, evaluated manually by cross-
referencing model output with event mentions in the in-
put data. The CRF and hard-constrained consensus lines
terminate because of low record yield.

ing heuristic is not as effective for them.
These graphs confirm our hypothesis that we gain

significant benefit by intertwining constraints on ex-
traction consistency in the learning process, rather
than only using this constraint to filter output.

7.1 Analysis

One persistent problem is a popular phrase appear-
ing in many records, such as the value “New York”
filling many ARTIST slots. The uniqueness factor
θUNQ helps control this behavior, but it is a rela-
tively blunt instrument. Ideally, our model would
learn, for each field `, the degree to which dupli-
cate values are permitted. It is also possible that by
learning, rather than hand-tuning, the θCON , θPOP ,
and θUNQ parameters, our model could find a bal-
ance that permits the proper level of duplication for
a particular domain.

Other errors can be explained by the lack of con-
stituent features in our model, such as the selection
of VENUE values that do not correspond to noun
phrases. Further, semantic features could help avoid
learning syntactically plausible artists like “Screw
the Rain” because of the message:

Screw the rainArtist! Grab an umbrella and head down to
Webster HallVenue for some American rock and roll.

Our model’s soft string comparison-based clus-
tering can be seen at work when our model uncov-
ers records that would have been impossible without
this approach. One such example is correcting the
misspelling of venue names (e.g. Terminal Five →

Terminal 5) even when no message about the event
spells the venue correctly.

Still, the clustering can introduce errors by com-
bining messages that provide orthogonal field con-
tributions yet have overlapping tokens (thus escap-
ing the penalty of the consistency factor). An exam-
ple of two messages participating in this scenario is
shown below; the shared term “holiday” in the sec-
ond message gets relabeled as ARTIST:

Come check out the holiday cheerArtist parkside is bursting..

Pls tune in to TV Guide NetworkVenue TONIGHT at 8 pm
for 25 Most Hilarious Holiday TV Moments...

While our experiments utilized binary relations,
we believe our general approach should be useful for
n-ary relation recovery in the social media domain.
Because short messages are unlikely to express high
arity relations completely, tying extraction and clus-
tering seems an intuitive solution. In such a sce-
nario, the record consistency constraints imposed by
our model would have to be relaxed, perhaps exam-
ining pairwise argument consistency instead.

8 Conclusion

We presented a novel model for record extraction
from social media streams such as Twitter. Our
model operates on a noisy feed of data and extracts
canonical records of events by aggregating informa-
tion across multiple messages. Despite the noise
of irrelevant messages and the relatively colloquial
nature of message language, we are able to extract
records with relatively high accuracy. There is still
much room for improvement using a broader array
of features on factors.
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Abstract

Grapheme-to-phoneme conversion (G2P) of
names is an important and challenging prob-
lem. The correct pronunciation of a name is
often reflected in its transliterations, which are
expressed within a different phonological in-
ventory. We investigate the problem of us-
ing transliterations to correct errors produced
by state-of-the-art G2P systems. We present a
novel re-ranking approach that incorporates a
variety of score and n-gram features, in order
to leverage transliterations from multiple lan-
guages. Our experiments demonstrate signifi-
cant accuracy improvements when re-ranking
is applied to n-best lists generated by three
different G2P programs.

1 Introduction

Grapheme-to-phoneme conversion (G2P), in which
the aim is to convert the orthography of a word to its
pronunciation (phonetic transcription), plays an im-
portant role in speech synthesis and understanding.
Names, which comprise over 75% of unseen words
(Black et al., 1998), present a particular challenge
to G2P systems because of their high pronunciation
variability. Guessing the correct pronunciation of a
name is often difficult, especially if they are of for-
eign origin; this is attested by the ad hoc transcrip-
tions which sometimes accompany new names intro-
duced in news articles, especially for international
stories with many foreign names.

Transliterations provide a way of disambiguating
the pronunciation of names. They are more abun-
dant than phonetic transcriptions, for example when
news items of international or global significance are
reported in multiple languages. In addition, writing

scripts such as Arabic, Korean, or Hindi are more
consistent and easier to identify than various pho-
netic transcription schemes. The process of translit-
eration, also called phonetic translation (Li et al.,
2009b), involves “sounding out” a name and then
finding the closest possible representation of the
sounds in another writing script. Thus, the correct
pronunciation of a name is partially encoded in the
form of the transliteration. For example, given the
ambiguous letter-to-phoneme mapping of the En-
glish letter g, the initial phoneme of the name Gersh-
win may be predicted by a G2P system to be ei-
ther /g/ (as in Gertrude) or /Ã/ (as in Gerald). The
transliterations of the name in other scripts provide
support for the former (correct) alternative.

Although it seems evident that transliterations
should be helpful in determining the correct pronun-
ciation of a name, designing a system that takes ad-
vantage of this insight is not trivial. The main source
of the difficulty stems from the differences between
the phonologies of distinct languages. The mappings
between phonemic inventories are often complex
and context-dependent. For example, because Hindi
has no /w/ sound, the transliteration of Gershwin
instead uses a symbol that represents the phoneme
/V/, similar to the /v/ phoneme in English. In ad-
dition, converting transliterations into phonemes is
often non-trivial; although few orthographies are as
inconsistent as that of English, this is effectively the
G2P task for the particular language in question.

In this paper, we demonstrate that leveraging
transliterations can, in fact, improve the grapheme-
to-phoneme conversion of names. We propose a
novel system based on discriminative re-ranking that
is capable of incorporating multiple transliterations.
We show that simplistic approaches to the problem
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fail to achieve the same goal, and that translitera-
tions from multiple languages are more helpful than
from a single language. Our approach can be com-
bined with any G2P system that produces n-best lists
instead of single outputs. The experiments that we
perform demonstrate significant error reduction for
three very different G2P base systems.

2 Improving G2P with transliterations

2.1 Problem definition

In both G2P and machine transliteration, we are in-
terested in learning a function that, given an input
sequence x, produces an output sequence y. In the
G2P task, x is composed of graphemes and y is
composed of phonemes; in transliteration, both se-
quences consist of graphemes but they represent dif-
ferent writing scripts. Unlike in machine translation,
the monotonicity constraint is enforced; i.e., we as-
sume that x and y can be aligned without the align-
ment links crossing each other (Jiampojamarn and
Kondrak, 2010). We assume that we have available a
base G2P system that produces an n-best list of out-
puts with a corresponding list of confidence scores.
The goal is to improve the base system’s perfor-
mance by applying existing transliterations of the in-
put x to re-rank the system’s n-best output list.

2.2 Similarity-based methods

A simple and intuitive approach to improving G2P
with transliterations is to select from the n-best list
the output sequence that is most similar to the cor-
responding transliteration. For example, the Hindi
transliteration in Figure 1 is arguably closest in per-
ceptual terms to the phonetic transcription of the
second output in the n-best list, as compared to
the other outputs. One obvious problem with this
method is that it ignores the relative ordering of the
n-best lists and their corresponding scores produced
by the base system.

A better approach is to combine the similarity
score with the output score from the base system, al-
lowing it to contribute an estimate of confidence in
its output. For this purpose, we apply a linear combi-
nation of the two scores, where a single parameter λ,
ranging between zero and one, determines the rela-
tive weight of the scores. The exact value of λ can be
optimized on a training set. This approach is similar

to the method used by Finch and Sumita (2010) to
combine the scores of two different machine translit-
eration systems.

2.3 Measuring similarity

The approaches presented in the previous section
crucially depend on a method for computing the
similarity between various symbol sequences that
represent the same word. If we have a method
of converting transliterations to phonetic represen-
tations, the similarity between two sequences of
phonemes can be computed with a simple method
such as normalized edit distance or the longest com-
mon subsequence ratio, which take into account the
number and position of identical phonemes. Alter-
natively, we could apply a more complex approach,
such as ALINE (Kondrak, 2000), which computes
the distance between pairs of phonemes. However,
the implementation of a conversion program would
require ample training data or language-specific ex-
pertise.

A more general approach is to skip the tran-
scription step and compute the similarity between
phonemes and graphemes directly. For example, the
edit distance function can be learned from a training
set of transliterations and their phonetic transcrip-
tions (Ristad and Yianilos, 1998). In this paper, we
apply M2M-ALIGNER (Jiampojamarn et al., 2007),
an unsupervised aligner, which is a many-to-many
generalization of the learned edit distance algorithm.
M2M-ALIGNER was originally designed to align
graphemes and phonemes, but can be applied to dis-
cover the alignment between any sets of symbols
(given training data). The logarithm of the probabil-
ity assigned to the optimal alignment can then be
interpreted as a similarity measure between the two
sequences.

2.4 Discriminative re-ranking

The methods described in Section 2.2, which are
based on the similarity between outputs and translit-
erations, are difficult to generalize when multiple
transliterations of a single name are available. A lin-
ear combination is still possible but in this case opti-
mizing the parameters would no longer be straight-
forward. Also, we are interested in utilizing other
features besides sequence similarity.

The SVM re-ranking paradigm offers a solution
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Gershwininput

/ɡɜːʃwɪn//d͡ʒɜːʃwɪn/ /d͡ʒɛɹʃwɪn/n-best outputs

गश�िवन ガーシュウィン Гершвинtransliterations
(/ɡʌrʃʋɪn/) (/ɡaːɕuwiɴ/) (/ɡerʂvin/)

Figure 1: An example name showing the data used for feature construction. Each arrow links a pair used to generate
features, including n-gram and score features. The score features use similarity scores for transliteration-transcription
pairs and system output scores for input-output pairs. One feature vector is constructed for each system output.

to the problem. Our re-ranking system is informed
by a large number of features, which are based on
scores and n-grams. The scores are of three types:

1. The scores produced by the base system for
each output in the n-best list.

2. The similarity scores between the outputs and
each available transliteration.

3. The differences between scores in the n-best
lists for both (1) and (2).

Our set of binary n-gram features includes those
used for DIRECTL+ (Jiampojamarn et al., 2010).
They can be divided into four types:

1. The context features combine output symbols
(phonemes) with n-grams of varying sizes in a
window of size c centred around a correspond-
ing position on the input side.

2. The transition features are bigrams on the out-
put (phoneme) side.

3. The linear chain features combine the context
features with the bigram transition features.

4. The joint n-gram features are n-grams contain-
ing both input and output symbols.

We apply the features in a new way: instead of be-
ing applied strictly to a given input-output set, we
expand their use across many languages and use all

of them simultaneously. We apply the n-gram fea-
tures across all transliteration-transcription pairs in
addition to the usual input-output pairs correspond-
ing to the n-best lists. Figure 1 illustrates the set of
pairs used for feature generation.

In this paper, we augment the n-gram features by
a set of reverse features. Unlike a traditional G2P
generator, our re-ranker has access to the outputs
produced by the base system. By swapping the input
and the output side, we can add reverse context and
linear-chain features. Since the n-gram features are
also applied to transliteration-transcription pairs, the
reverse features enable us to include features which
bind a variety of n-grams in the transliteration string
with a single corresponding phoneme.

The construction of n-gram features presupposes
a fixed alignment between the input and output se-
quences. If the base G2P system does not provide
input-output alignments, we use M2M-ALIGNER

for this purpose. The transliteration-transcription
pairs are also aligned by M2M-ALIGNER, which at
the same time produces the corresponding similarity
scores. (We set a lower limit of -100 on the M2M-
ALIGNER scores.) If M2M-ALIGNER is unable to
produce an alignment, we indicate this with a binary
feature that is included with the n-gram features.

3 Experiments

We perform several experiments to evaluate our
transliteration-informed approaches. We test simple
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similarity-based approaches on single-transliteration
data, and evaluate our SVM re-ranking approach
against this as well. We then test our approach us-
ing all available transliterations. Relevant code and
scripts required to reproduce our experimental re-
sults are available online1.

3.1 Data & setup

For pronunciation data, we extracted all names from
the Combilex corpus (Richmond et al., 2009). We
discarded all diacritics, duplicates and multi-word
names, which yielded 10,084 unique names. Both
the similarity and SVM methods require transliter-
ations for identifying the best candidates in the n-
best lists. They are therefore trained and evaluated
on the subset of the G2P corpus for which transliter-
ations available. Naturally, allowing transliterations
from all languages results in a larger corpus than the
one obtained by the intersection with transliterations
from a single language.

For our experiments, we split the data into 10%
for testing, 10% for development, and 80% for
training. The development set was used for initial
tests and experiments, and then for our final results
the training and development sets were combined
into one set for final system training. For SVM re-
ranking, during both development and testing we
split the training set into 10 folds; this is necessary
when training the re-ranker as it must have system
output scores that are representative of the scores on
unseen data. We ensured that there was never any
overlap between the training and testing data for all
trained systems.

Our transliteration data come from the shared
tasks on transliteration at the 2009 and 2010 Named
Entities Workshops (Li et al., 2009a; Li et al., 2010).
We use all of the 2010 English-source data plus the
English-to-Russian data from 2009, which makes
nine languages in total. In cases where the data
provide alternative transliterations for a given in-
put, we keep only one; our preliminary experiments
indicated that including alternative transliterations
did not improve performance. It should be noted
that these transliteration corpora are noisy: Jiampo-
jamarn et al. (2009) note a significant increase in

1http://www.cs.ualberta.ca/˜ab31/
g2p-tl-rr

Language Corpus size Overlap

Bengali 12,785 1,840
Chinese 37,753 4,713
Hindi 12,383 2,179
Japanese 26,206 4,773
Kannada 10,543 1,918
Korean 6,761 3,015
Russian 6,447 487
Tamil 10,646 1,922
Thai 27,023 5,436

Table 1: The number of unique single-word entries in the
transliteration corpora for each language and the amount
of common data (overlap) with the pronunciation data.

English-to-Hindi transliteration performance with a
simple cleaning of the data.

Our tests involving transliterations from multiple
languages are performed on the set of names for
which we have both the pronunciation and translit-
eration data. There are 7,423 names in the G2P cor-
pus for which at least one transliteration is available.
Table 1 lists the total size of the transliteration cor-
pora as well as the amount of overlap with the G2P
data. Note that the base G2P systems are trained us-
ing all 10,084 names in the corpus as opposed to
only the 7,423 names for which there are transliter-
ations available. This ensures that the G2P systems
have more training data to provide the best possible
base performance.

For our single-language experiments, we normal-
ize the various scores when tuning the linear com-
bination parameter λ so that we can compare values
across different experimental conditions. For SVM
re-ranking, we directly implement the method of
Joachims (2002) to convert the re-ranking problem
into a classification problem, and then use the very
fast LIBLINEAR (Fan et al., 2008) to build the SVM
models. Optimal hyperparameter values were deter-
mined during development.

We evaluate using word accuracy, the percentage
of words for which the pronunciations are correctly
predicted. This measure marks pronunciations that
are even slightly different from the correct one as in-
correct, so even a small change in pronunciation that
might be acceptable or even unnoticeable to humans
would count against the system’s performance.
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3.2 Base systems
It is important to test multiple base systems in order
to ensure that any gain in performance applies to the
task in general and not just to a particular system.
We use three G2P systems in our tests:

1. FESTIVAL (FEST), a popular speech synthe-
sis package, which implements G2P conver-
sion with CARTs (decision trees) (Black et al.,
1998).

2. SEQUITUR (SEQ), a generative system based
on the joint n-gram approach (Bisani and Ney,
2008).

3. DIRECTL+ (DTL), the discriminative system
on which our n-gram features are based (Ji-
ampojamarn et al., 2010).

All systems are capable of providing n-best output
lists along with scores for each output, although for
FESTIVAL they had to be constructed from the list
of output probabilities for each input character.

We run DIRECTL+ with all of the features de-
scribed in (Jiampojamarn et al., 2010) (i.e., context
features, transition features, linear chain features,
and joint n-gram features). System parameters, such
as maximum number of iterations, were determined
during development. For SEQUITUR, we keep de-
fault options except for the enabling of the 10 best
outputs and we convert the probabilities assigned to
the outputs to log-probabilities. We set SEQUITUR’s
joint n-gram order to 6 (this was also determined
during development).

Note that the three base systems differ slightly in
terms of the alignment information that they pro-
vide in their outputs. FESTIVAL operates letter-by-
letter, so we use the single-letter inputs with the
phoneme outputs as the aligned units. DIRECTL+
specifies many-to-many alignments in its output. For
SEQUITUR, however, since it provides no informa-
tion regarding the output structure, we use M2M-
ALIGNER to induce alignments for n-gram feature
generation.

3.3 Transliterations from a single language
The goal of the first experiment is to compare sev-
eral similarity-based methods, and to determine how
they compare to our re-ranking approach. In order to

find the similarity between phonetic transcriptions,
we use the two different methods described in Sec-
tion 2.2: ALINE and M2M-ALIGNER. We further
test the use of a linear combination of the similar-
ity scores with the base system’s score so that its
confidence information can be taken into account;
the linear combination weight is determined from
the training set. These methods are referred to as
ALINE+BASE and M2M+BASE. For these experi-
ments, our training and testing sets are obtained by
intersecting our G2P training and testing sets respec-
tively with the Hindi transliteration corpus, yielding
1,950 names for training and 229 names for testing.

Since the similarity-based methods are designed
to incorporate homogeneous same-script translitera-
tions, we can only run this experiment on one lan-
guage at a time. Furthermore, ALINE operates on
phoneme sequences, so we first need to convert the
transliterations to phonemes. An alternative would
be to train a proper G2P system, but this would re-
quire a large set of word-pronunciation pairs. For
this experiment, we choose Hindi, for which we
constructed a rule-based G2P converter. Aside from
simple one-to-one mapping (romanization) rules,
the converter has about ten rules to adjust for con-
text.

For these experiments, we apply our SVM re-
ranking method in two ways:

1. Using only Hindi transliterations (referred to as
SVM-HINDI).

2. Using all available languages (referred to as
SVM-ALL).

In both cases, the test set is restricted to the same
229 names, in order to provide a valid comparison.

Table 2 presents the results. Regardless of the
choice of the similarity function, the simplest ap-
proaches fail in a spectacular manner, significantly
reducing the accuracy with respect to the base sys-
tem. The linear combination methods give mixed re-
sults, improving the accuracy for FESTIVAL but not
for SEQUITUR or DIRECTL+ (although the differ-
ences are not statistically significant). However, they
perform much better than the methods based on sim-
ilarity scores alone as they are able to take advan-
tage of the base system’s output scores. If we look
at the values of λ that provide the best performance
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Base system

FEST SEQ DTL

Base 58.1 67.3 71.6
ALINE 28.0 26.6 27.5
M2M 39.3 36.2 36.2
ALINE+BASE 58.5 65.9 71.2
M2M+BASE 58.5 66.4 70.3
SVM-HINDI 63.3 69.0 69.9
SVM-ALL 68.6 72.5 75.6

Table 2: Word accuracy (in percentages) of various meth-
ods when only Hindi transliterations are used.

on the training set, we find that they are higher for
the stronger base systems, indicating more reliance
on the base system output scores. For example,
for ALINE+BASE the FESTIVAL-based system has
λ = 0.58 whereas the DIRECTL+-based system has
λ = 0.81. Counter-intuitively, the ALINE+BASE

and M2M+BASE methods are unable to improve
upon SEQUITUR or DIRECTL+. We would expect
to achieve at least the base system’s performance,
but disparities between the training and testing sets
prevent this.

The two SVM-based methods achieve much bet-
ter results. SVM-ALL produces impressive accu-
racy gains for all three base systems, while SVM-
HINDI yields smaller (but still statistically signifi-
cant) improvements for FESTIVAL and SEQUITUR.
These results suggest that our re-ranking method
provides a bigger boost to systems built with dif-
ferent design principles than to DIRECTL+ which
utilizes a similar set of features. On the other hand,
the results also show that the information obtained
by consulting a single transliteration may be insuf-
ficient to improve an already high-performing G2P
converter.

3.4 Transliterations from multiple languages

Our second experiment expands upon the first; we
use all available transliterations instead of being re-
stricted to one language. This rules out the sim-
ple similarity-based approaches, but allows us to
test our re-ranking approach in a way that fully uti-
lizes the available data. We test three variants of our
transliteration-informed SVM re-ranking approach,

Base system

FEST SEQ DTL

Base 55.3 66.5 70.8
SVM-SCORE 62.1 68.4 71.0
SVM-N-GRAM 66.2 72.5 73.8
SVM-ALL 67.2 73.4 74.3

Table 3: Word accuracy of the base system versus the re-
ranking variants with transliterations from multiple lan-
guages.

which differ with respect to the set of included fea-
tures:

1. SVM-SCORE includes only the three types of
score features described in Section 2.4.

2. SVM-N-GRAM uses only the n-gram features.

3. SVM-ALL is the full system that combines the
score and n-gram features.

The objective is to determine the degree to which
each of the feature classes contributes to the overall
results. Because we are using all available transliter-
ations, we achieve much greater coverage over our
G2P data than in the previous experiment; in this
case, our training set consists of 6,660 names while
the test set has 763 names.

Table 3 presents the results. Note that the base-
line accuracies are somewhat lower than in Table 2
because of the different test set. We find that, when
using all features, the SVM re-ranker can provide
a very impressive error reduction over FESTIVAL

(26.7%) and SEQUITUR (20.7%) and a smaller but
still significant (p < 0.01 with the McNemar test)
error reduction over DIRECTL+ (12.1%).

When we consider our results using only the score
and n-gram features, we can see that, interestingly,
the n-gram features are most important. We draw
a further conclusion from our results: consider the
large disparity in improvements over the base sys-
tems. This indicates that FESTIVAL and SEQUITUR

are benefiting from the DIRECTL+-style features
used in the re-ranking. Without the n-gram fea-
tures, however, there is still a significant improve-
ment over FESTIVAL, demonstrating that the scores
do provide useful information. In this case there is
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no way for DIRECTL+-style information to make
its way into the re-ranking; the process is based
purely on the transliterations and their similarities
with the transcriptions in the output lists, indicat-
ing that the system is capable of extracting use-
ful information directly from transliterations. In the
case of DIRECTL+, the transliterations help through
the n-gram features rather than the score features;
this is probably because the crucial feature that
signals the inability of M2M-ALIGNER to align a
given transliteration-transcription pair belongs to the
set of the n-gram features. Both the n-gram fea-
tures and score features are dependent on the align-
ments, but they differ in that the n-gram features
allow weights to be learned for local n-gram pairs
whereas the score features are based on global infor-
mation, providing only a single feature for a given
transliteration-transcription pair. The two therefore
overlap to some degree, although the score fea-
tures still provide useful information via probabili-
ties learned during the alignment training process.

A closer look at the results provides additional
insight into the operation of our re-ranking system.
For example, consider the name Bacchus, which DI-
RECTL+ incorrectly converts into /bækÙ@s/. The
most likely reason why our re-ranker selects instead
the correct pronunciation /bæk@s/ is that M2M-
ALIGNER fails to align three of the five available
transliterations with /bækÙ@s/. Such alignment fail-
ures are caused by a lack of evidence for the map-
ping of the grapheme representing the sound /k/
in the transliteration training data with the phoneme
/Ù/. In addition, the lack of alignments prevents any
n-gram features from being enabled.

Considering the difficulty of the task, the top ac-
curacy of almost 75% is quite impressive. In fact,
many instances of human transliterations in our cor-
pora are clearly incorrect. For example, the Hindi
transliteration of Bacchus contains the /Ù/ conso-
nant instead of the correct /k/. Moreover, our strict
evaluation based on word accuracy counts all sys-
tem outputs that fail to exactly match the dictio-
nary data as errors. The differences are often very
minor and may reflect an alternative pronunciation.
The phoneme accuracy2 of our best result is 93.1%,

2The phoneme accuracy is calculated from the minimum
edit distance between the predicted and correct pronunciations.

# TL # Entries Improvement

≤ 1 111 0.9
≤ 2 266 3.0
≤ 3 398 3.8
≤ 4 536 3.2
≤ 5 619 2.8
≤ 6 685 3.4
≤ 7 732 3.7
≤ 8 762 3.5
≤ 9 763 3.5

Table 4: Absolute improvement in word accuracy (%)
over the base system (DIRECTL+) of the SVM re-ranker
for various numbers of available transliterations.

which provides some idea of how similar the pre-
dicted pronunciation is to the correct one.

3.5 Effect of multiple transliterations

One motivating factor for the use of SVM re-ranking
was the ability to incorporate multiple transliteration
languages. But how important is it to use more than
one language? To examine this question, we look
particularly at the sets of names having at most k
transliterations available. Table 4 shows the results
with DIRECTL+ as the base system. Note that the
number of names with more than five transliterations
was small. Importantly, we see that the increase in
performance when only one transliteration is avail-
able is so small as to be insignificant. From this, we
can conclude that obtaining improvement on the ba-
sis of a single transliteration is difficult in general.
This corroborates the results of the experiment de-
scribed in Section 3.3, where we used only Hindi
transliterations.

4 Previous work

There are three lines of research that are relevant to
our work: (1) G2P in general; (2) G2P on names; and
(3) combining diverse data sources and/or systems.

The two leading approaches to G2P are repre-
sented by SEQUITUR (Bisani and Ney, 2008) and
DIRECTL+ (Jiampojamarn et al., 2010). Recent
comparisons suggests that the former obtains some-
what higher accuracy, especially when it includes
joint n-gram features (Jiampojamarn et al., 2010).
Systems based on decision trees are far behind. Our
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results confirm this ranking.
Names can present a particular challenge to G2P

systems. Kienappel and Kneser (2001) reported a
higher error rate for German names than for general
words, while on the other hand Black et al. (1998)
report similar accuracy on names as for other types
of English words. Yang et al. (2006) and van den
Heuvel et al. (2007) post-process the output of a
general G2P system with name-specific phoneme-
to-phoneme (P2P) systems. They find significant im-
provement using this method on data sets consisting
of Dutch first names, family names, and geograph-
ical names. However, it is unclear whether such an
approach would be able to improve the performance
of the current state-of-the-art G2P systems. In addi-
tion, the P2P approach works only on single outputs,
whereas our re-ranking approach is designed to han-
dle n-best output lists.

Although our approach is (to the best of our
knowledge) the first to use different tasks (G2P and
transliteration) to inform each other, this is concep-
tually similar to model and system combination ap-
proaches. In statistical machine translation (SMT),
methods that incorporate translations from other lan-
guages (Cohn and Lapata, 2007) have proven effec-
tive in low-resource situations: when phrase trans-
lations are unavailable for a certain language, one
can look at other languages where the translation
is available and then translate from that language.
A similar pivoting approach has also been applied
to machine transliteration (Zhang et al., 2010). No-
tably, the focus of these works have been on cases in
which there are less data available; they also modify
the generation process directly, rather than operating
on existing outputs as we do. Ultimately, a combina-
tion of the two approaches is likely to give the best
results.

Finch and Sumita (2010) combine two very dif-
ferent approaches to transliteration using simple lin-
ear interpolation: they use SEQUITUR’s n-best out-
puts and re-rank them using a linear combination
of the original SEQUITUR score and the score for
that output of a phrased-based SMT system. The lin-
ear weights are hand-tuned. We similarly use linear
combinations, but with many more scores and other
features, necessitating the use of SVMs to determine
the weights. Importantly, we combine different data
types where they combine different systems.

5 Conclusions & future work

In this paper, we explored the application of translit-
erations to G2P. We demonstrated that transliter-
ations have the potential for helping choose be-
tween n-best output lists provided by standard G2P
systems. Simple approaches based solely on sim-
ilarity do not work when tested using a single
transliteration language (Hindi), necessitating the
use of smarter methods that can incorporate mul-
tiple transliteration languages. We apply SVM re-
ranking to this task, enabling us to use a variety
of features based not only on similarity scores but
on n-grams as well. Our method shows impressive
error reductions over the popular FESTIVAL sys-
tem and the generative joint n-gram SEQUITUR sys-
tem. We also find significant error reduction using
the state-of-the-art DIRECTL+ system. Our analy-
sis demonstrated that it is essential to provide the
re-ranking system with transliterations from multi-
ple languages in order to mitigate the differences
between phonological inventories and smooth out
noise in the transliterations.

In the future, we plan to generalize our approach
so that it can be applied to the task of generating
transliterations, and to combine data from distinct
G2P dictionaries. The latter task is related to the no-
tion of domain adaptation. We would also like to ap-
ply our approach to web data; we have shown that it
is possible to use noisy transliteration data, so it may
be possible to leverage the noisy ad hoc pronuncia-
tion data as well. Finally, we plan to investigate ear-
lier integration of such external information into the
G2P process for single systems; while we noted that
re-ranking provides a general approach applicable to
any system that can generate n-best lists, there is a
limit as to what re-ranking can do, as it relies on the
correct output existing in the n-best list. Modifying
existing systems would provide greater potential for
improving results even though the changes would be
necessarily system-specific.
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Abstract

We introduce a discriminatively trained, glob-
ally normalized, log-linear variant of the lex-
ical translation models proposed by Brown
et al. (1993). In our model, arbitrary, non-
independent features may be freely incorpo-
rated, thereby overcoming the inherent limita-
tion of generative models, which require that
features be sensitive to the conditional inde-
pendencies of the generative process. How-
ever, unlike previous work on discriminative
modeling of word alignment (which also per-
mits the use of arbitrary features), the param-
eters in our models are learned from unanno-
tated parallel sentences, rather than from su-
pervised word alignments. Using a variety
of intrinsic and extrinsic measures, including
translation performance, we show our model
yields better alignments than generative base-
lines in a number of language pairs.

1 Introduction

Word alignment is an important subtask in statis-
tical machine translation which is typically solved
in one of two ways. The more common approach
uses a generative translation model that relates bilin-
gual string pairs using a latent alignment variable to
designate which source words (or phrases) generate
which target words. The parameters in these models
can be learned straightforwardly from parallel sen-
tences using EM, and standard inference techniques
can recover most probable alignments (Brown et al.,
1993). This approach is attractive because it only
requires parallel training data. An alternative to the
generative approach uses a discriminatively trained

alignment model to predict word alignments in the
parallel corpus. Discriminative models are attractive
because they can incorporate arbitrary, overlapping
features, meaning that errors observed in the predic-
tions made by the model can be addressed by engi-
neering new and better features. Unfortunately, both
approaches are problematic, but in different ways.

In the case of discriminative alignment mod-
els, manual alignment data is required for train-
ing, which is problematic for at least three reasons.
Manual alignments are notoriously difficult to cre-
ate and are available only for a handful of language
pairs. Second, manual alignments impose a commit-
ment to a particular preprocessing regime; this can
be problematic since the optimal segmentation for
translation often depends on characteristics of the
test set or size of the available training data (Habash
and Sadat, 2006) or may be constrained by require-
ments of other processing components, such parsers.
Third, the “correct” alignment annotation for differ-
ent tasks may vary: for example, relatively denser or
sparser alignments may be optimal for different ap-
proaches to (downstream) translation model induc-
tion (Lopez, 2008; Fraser, 2007).

Generative models have a different limitation: the
joint probability of a particular setting of the ran-
dom variables must factorize according to steps in a
process that successively “generates” the values of
the variables. At each step, the probability of some
value being generated may depend only on the gen-
eration history (or a subset thereof), and the possible
values a variable will take must form a locally nor-
malized conditional probability distribution (CPD).
While these locally normalized CPDs may be pa-
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rameterized so as to make use of multiple, overlap-
ping features (Berg-Kirkpatrick et al., 2010), the re-
quirement that models factorize according to a par-
ticular generative process imposes a considerable re-
striction on the kinds of features that can be incor-
porated. When Brown et al. (1993) wanted to in-
corporate a fertility model to create their Models 3
through 5, the generative process used in Models 1
and 2 (where target words were generated one by
one from source words independently of each other)
had to be abandoned in favor of one in which each
source word had to first decide how many targets it
would generate.1

In this paper, we introduce a discriminatively
trained, globally normalized log-linear model of lex-
ical translation that can incorporate arbitrary, over-
lapping features, and use it to infer word alignments.
Our model enjoys the usual benefits of discrimina-
tive modeling (e.g., parameter regularization, well-
understood learning algorithms), but is trained en-
tirely from parallel sentences without gold-standard
word alignments. Thus, it addresses the two limita-
tions of current word alignment approaches.

This paper is structured as follows. We begin by
introducing our model (§2), and follow this with a
discussion of tractability, parameter estimation, and
inference using finite-state techniques (§3). We then
describe the specific features we used (§4) and pro-
vide experimental evaluation of the model, showing
substantial improvements in three diverse language
pairs (§5). We conclude with an analysis of related
prior work (§6) and a general discussion (§8).

2 Model

In this section, we develop a conditional model
p(t | s) that, given a source language sentence s with
length m = |s|, assigns probabilities to a target sen-
tence t with length n, where each word tj is an el-
ement in the finite target vocabulary Ω. We begin
by using the chain rule to factor this probability into
two components, a translation model and a length
model.

p(t | s) = p(t, n | s) = p(t | s, n)︸ ︷︷ ︸
translation model

× p(n | s)︸ ︷︷ ︸
length model

1Moore (2005) likewise uses this example to motivate the
need for models that support arbitrary, overlapping features.

In the translation model, we then assume that each
word tj is a translation of one source word, or a
special null token. We therefore introduce a latent
alignment variable a = 〈a1, a2, . . . , an〉 ∈ [0,m]n,
where aj = 0 represents a special null token.

p(t | s, n) =
∑

a
p(t, a | s, n)

So far, our model is identical to that of (Brown et
al., 1993); however, we part ways here. Rather than
using the chain rule to further decompose this prob-
ability and motivate opportunities to make indepen-
dence assumptions, we use a log-linear model with
parameters θ ∈ Rk and feature vector function H
that maps each tuple 〈a, s, t, n〉 into Rk to model
p(t, a | s, n) directly:

pθ(t, a | s, n) =
exp θ>H(t, a, s, n)

Zθ(s, n)
, where

Zθ(s, n) =
∑

t′∈Ωn

∑
a′

exp θ>H(t′, a′, s, n)

Under some reasonable assumptions (a finite target
vocabulary Ω and that all θk < ∞), the partition
function Zθ(s, n) will always take on finite values,
guaranteeing that p(t, a | s, n) is a proper probability
distribution.

So far, we have said little about the length model.
Since our intent here is to use the model for align-
ment, where both the target length and target string
are observed, it will not be necessary to commit to
any length model, even during training.

3 Tractability, Learning, and Inference

The model introduced in the previous section is
extremely general, and it can incorporate features
sensitive to any imaginable aspects of a sentence
pair and their alignment, from linguistically in-
spired (e.g., an indicator feature for whether both
the source and target sentences contain a verb), to
the mundane (e.g., the probability of the sentence
pair and alignment under Model 1), to the absurd
(e.g., an indicator if s and t are palindromes of each
other).

However, while our model can make use of arbi-
trary, overlapping features, when designing feature
functions it is necessary to balance expressiveness
and the computational complexity of the inference
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algorithms used to reason under models that incor-
porate these features.2 To understand this tradeoff,
we assume that the random variables being modeled
(t, a) are arranged into an undirected graph G such
that the vertices represent the variables and the edges
are specified so that the feature function H decom-
poses linearly over all the cliques C in G,

H(t, a, s, n) =
∑
C

h(tC , aC , s, n) ,

where tC and aC are the components associated with
subgraph C and h(·) is a local feature vector func-
tion. In general, exact inference is exponential in
the width of tree-decomposition of G, but, given a
fixed width, they can be solved in polynomial time
using dynamic programming. For example, when
the graph has a sequential structure, exact infer-
ence can be carried out using the familiar forward-
backward algorithm (Lafferty et al., 2001). Al-
though our features look at more structure than this,
they are designed to keep treewidth low, meaning
exact inference is still possible with dynamic pro-
gramming. Figure 1 gives a graphical representation
of our model as well as the more familiar genera-
tive (directed) variants. The edge set in the depicted
graph is determined by the features that we use (§4).

3.1 Parameter Learning
To learn the parameters of our model, we select the
θ∗ that minimizes the `1 regularized conditional log-
likelihood of a set of training data T :

L(θ) =−
∑
〈s,t〉∈T

log
∑

a
pθ(t, a | s, n) + β

∑
k

|θk| .

Because of the `1 penalty, this objective is not every-
where differentiable, but the gradient with respect to
the parameters of the log-likelihood term is as fol-
lows.

∂L
∂θ

=
∑
〈s,t〉∈T

Epθ(a|s,t,n)[H(·)]− Epθ(t,a|s,n)[H(·)]

(1)

To optimize L, we employ an online method that
approximates `1 regularization and only depends on

2One way to understand expressiveness is in terms of inde-
pendence assumptions, of course. Research in graphical models
has done much to relate independence assumptions to the com-
plexity of inference algorithms (Koller and Friedman, 2009).

the gradient of the unregularized objective (Tsu-
ruoka et al., 2009). This method is quite attrac-
tive since it is only necessary to represent the active
features, meaning impractically large feature spaces
can be searched provided the regularization strength
is sufficiently high. Additionally, not only has this
technique been shown to be very effective for opti-
mizing convex objectives, but evidence suggests that
the stochasticity of online algorithms often results
in better solutions than batch optimizers for non-
convex objectives (Liang and Klein, 2009). On ac-
count of the latent alignment variable in our model,
L is non-convex (as is the likelihood objective of the
generative variant).

To choose the regularization strength β and the
initial learning rate η0,3 we trained several mod-
els on a 10,000-sentence-pair subset of the French-
English Hansards, and chose values that minimized
the alignment error rate, as evaluated on a 447 sen-
tence set of manually created alignments (Mihalcea
and Pedersen, 2003). For the remainder of the ex-
periments, we use the values we obtained, β = 0.4
and η0 = 0.3.

3.2 Inference with WFSAs
We now describe how to use weighted finite-state
automata (WFSAs) to compute the quantities neces-
sary for training. We begin by describing the ideal
WFSA representing the full translation search space,
which we call the discriminative neighborhood, and
then discuss strategies for reducing its size in the
next section, since the full model is prohibitively
large, even with small data sets.

For each training instance 〈s, t〉, the contribution
to the gradient (Equation 1) is the difference in two
vectors of expectations. The first term is the ex-
pected value of H(·) when observing 〈s, n, t〉 and
letting a range over all possible alignments. The
second is the expectation of the same function, but
observing only 〈s, n〉 and letting t′ and a take on
any possible values (i.e., all possible translations
of length n and all their possible alignments to s).
To compute these expectations, we can construct
a WFSA representing the discriminative neighbor-
hood, the set Ωn×[0,m]n, such that every path from
the start state to goal yields a pair 〈t′, a〉 with weight

3For the other free parameters of the algorithm, we use the
default values recommended by Tsuruoka et al. (2009).
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Vogel et al., 1996; Berg-Kirkpatrick et al., 2010)
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Figure 1: A graphical representation of a conventional generative lexical translation model (left) and our model with
an undirected translation model. For clarity, the observed node s (representing the full source sentence) is drawn in
multiple locations. The dashed lines indicate a dependency on a deterministic mapping of tj (not its complete value).

H(t′, a, s, n). With our feature set (§4), number of
states in this WFSA isO(m×n) since at each target
index j, there is a different state for each possible in-
dex of the source word translated at position j − 1.4

Once the WFSA representing the discriminative
neighborhood is built, we use the forward-backward
algorithm to compute the second expectation term.
We then intersect the WFSA with an unweighted
FSA representing the target sentence t (because of
the restricted structure of our WFSA, this amounts
to removing edges), and finally run the forward-
backward algorithm on the resulting WFSA to com-
pute the first expectation.

3.3 Shrinking the Discriminative
Neighborhood

The WFSA we constructed requires m× |Ω| transi-
tions between all adjacent states, which is impracti-
cally large. We can reduce the number of edges by
restricting the set of words that each source word can
translate into. Thus, the model will not discriminate

4States contain a bit more information than the index of the
previous source word, for example, there is some additional in-
formation about the previous translation decision that is passed
forward. However, the concept of splitting states to guarantee
distinct paths for different values of non-local features is well
understood by NLP and machine translation researchers, and
the necessary state structure should be obvious from the feature
description.

among all candidate target strings in Ωn, but rather
in Ωn

s , where Ωs =
⋃m
i=1 Ωsi , and where Ωs is the

set of target words that s may translate into.5

We consider four different definitions of Ωs: (1)
the baseline of the full target vocabulary, (2) the set
of all target words that co-occur in sentence pairs
containing s, (3) the most probable words under
IBM Model 1 that are above a threshold, and (4) the
same Model 1, except we add a sparse symmetric
Dirichlet prior (α = 0.01) on the translation distri-
butions and use the empirical Bayes (EB) method to
infer a point estimate, using variational inference.

Table 1: Comparison of alternative definitions Ωs (arrows
indicate whether higher or lower is better).

Ωs time (s) ↓
∑

s |Ωs| ↓ AER ↓
= Ω 22.4 86.0M 0.0

co-occ. 8.9 0.68M 0.0
Model 1 0.2 0.38M 6.2

EB-Model 1 1.0 0.15M 2.9

Table 1 compares the average per-sentence time
required to run the inference algorithm described

5Future work will explore alternative formulations of the
discriminative neighborhood with the goal of further improving
inference efficiency. Smith and Eisner (2005) show that good
performance on unsupervised syntax learning is possible even
when learning from very small discriminative neighborhoods,
and we posit that the same holds here.
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above under these four different definitions of Ωs on
a 10,000 sentence subset of the Hansards French-
English corpus that includes manual word align-
ments. While our constructions guarantee that all
references are reachable even in the reduced neigh-
borhoods, not all alignments between source and tar-
get are possible. The last column is the oracle AER.
Although EB variant of Model 1 neighborhood is
slightly more expensive to do inference with than
regular Model 1, we use it because it has a lower
oracle AER.6

During alignment prediction (rather than during
training) for a sentence pair 〈s, t〉, it is possible to
further restrict Ωs to be just the set of words occur-
ring in t, making extremely fast inference possible
(comparable to that of the generative HMM align-
ment model).

4 Features

Feature engineering lets us encode knowledge about
what aspects of a translation derivation are useful in
predicting whether it is good or not. In this section
we discuss the features we used in our model. Many
of these were taken from the discriminative align-
ment modeling literature, but we also note that our
features can be much more fine-grained than those
used in supervised alignment modeling, since we
learn our models from a large amount of parallel
data, rather than a small number of manual align-
ments.

Word association features. Word association fea-
tures are at the heart of all lexical translation models,
whether generative or discriminative. In addition to
fine-grained boolean indicator features 〈saj , tj〉 for
pair types, we have several orthographic features:
identity, prefix identity, and an orthographic simi-
larity measure designed to be informative for pre-
dicting the translation of named entities in languages
that use similar alphabets.7 It has the property that
source-target pairs of long words that are similar are
given a higher score than word pairs that are short
and similar (dissimilar pairs have a score near zero,

6We included all translations whose probability was within
a factor of 10−4 of the highest probability translation.

7In experiments with Urdu, which uses an Arabic-derived
script, the orthographic feature was computed after first ap-
plying a heuristic Romanization, which made the orthographic
forms somewhat comparable.

regardless of length). We also include “global” asso-
ciation scores that are precomputed by looking at the
full training data: Dice’s coefficient (discretized),
which we use to measure association strength be-
tween pairs of source and target word types across
sentence pairs (Dice, 1945), IBM Model 1 forward
and reverse probabilities, and the geometric mean of
the Model 1 forward and reverse probabilities. Fi-
nally, we also cluster the source and target vocab-
ularies (Och, 1999) and include class pair indicator
features, which can learn generalizations that, e.g.,
“nouns tend to translate into nouns but not modal
verbs.”

Positional features. Following Blunsom and
Cohn (2006), we include features indicating
closeness to the alignment matrix diagonal,
h(aj , j,m, n) =

∣∣∣aj

m −
j
n

∣∣∣. We also conjoin this
feature with the source word class type indicator to
enable the model to learn that certain word types
are more or less likely to favor a location on the
diagonal (e.g. Urdu’s sentence-final verbs).

Source features. Some words are functional el-
ements that fulfill purely grammatical roles and
should not be the “source” of a translation. For ex-
ample, Romance languages require a preposition in
the formation of what could be a noun-noun com-
pound in English, thus, it may be useful to learn not
to translate certain words (i.e. they should not par-
ticipate in alignment links), or to have a bias to trans-
late others. To capture this intuition we include an
indicator feature that fires each time a source vocab-
ulary item (and source word class) participates in an
alignment link.

Source path features. One class of particularly
useful features assesses the goodness of the align-
ment ‘path’ through the source sentence (Vogel et
al., 1996). Although assessing the predicted path
requires using nonlocal features, since each aj ∈
[0,m] and m is relatively small, features can be sen-
sitive to a wider context than is often practical.

We use many overlapping source path features,
some of which are sensitive to the distance and di-
rection of the jump between aj−1 and aj , and oth-
ers which are sensitive to the word pair these two
points define, and others that combine all three el-
ements. The features we use include a discretized

413



jump distance, the discretized jump conjoined with
an indicator feature for the target length n, the dis-
cretized jump feature conjoined with the class of saj ,
and the discretized jump feature conjoined with the
class of saj and saj−1 . To discretize the features we
take a log transform (base 1.3) of the jump width and
let an indicator feature fire for the closest integer.
In addition to these distance-dependent features, we
also include indicator features that fire on bigrams
〈saj−1 , saj 〉 and their word classes. Thus, this fea-
ture can capture our intuition that, e.g., adjectives
are more likely to come before or after a noun in
different languages.

Target string features. Features sensitive to mul-
tiple values in the predicted target string or latent
alignment variable must be handled carefully for the
sake of computational tractability. While features
that look at multiple source words can be computed
linearly in the number of source words considered
(since the source string is always observable), fea-
tures that look at multiple target words require ex-
ponential time and space!8 However, by grouping
the tj’s into coarse equivalence classes and looking
at small numbers of variables, it is possible to incor-
porate such features. We include a feature that fires
when a word translates as itself (for example, a name
or a date, which occurs in languages that share the
same alphabet) in position j, but then is translated
again (as something else) in position j − 1 or j + 1.

5 Experiments

We now turn to an empirical assessment of our
model. Using various datasets, we evaluate the
performance of the models’ intrinsic quality and
theirtheir alignments’ contribution to a standard ma-
chine translation system. We make use of parallel
corpora from languages with very different typolo-
gies: a small (0.8M words) Chinese-English corpus
from the tourism and travel domain (Takezawa et al.,
2002), a corpus of Czech-English news commen-
tary (3.1M words),9 and an Urdu-English corpus
(2M words) provided by NIST for the 2009 Open
MT Evaluation. These pairs were selected since
each poses different alignment challenges (word or-

8This is of course what makes history-based language model
integration an inference challenge in translation.

9http://statmt.org/wmt10

der in Chinese and Urdu, morphological complex-
ity in Czech, and a non-alphabetic writing system in
Chinese), and confining ourselves to these relatively
small corpora reduced the engineering overhead of
getting an implementation up and running. Future
work will explore the scalability characteristics and
limits of the model.

5.1 Methodology

For each language pair, we train two log-linear
translation models as described above (§3), once
with English as the source and once with English
as the target language. For a baseline, we use
the Giza++ toolkit (Och and Ney, 2003) to learn
Model 4, again in both directions. We symmetrize
the alignments from both model types using the
grow-diag-final-and heuristic (Koehn et al.,
2003) producing, in total, six alignment sets. We
evaluate them both intrinsically and in terms of their
performance in a translation system.

Since we only have gold alignments for Czech-
English (Bojar and Prokopová, 2006), we can re-
port alignment error rate (AER; Och and Ney, 2003)
only for this pair. However, we offer two further
measures that we believe are suggestive and that
do not require gold alignments. One is the aver-
age alignment “fertility” of source words that occur
only a single time in the training data (so-called ha-
pax legomena). This assesses the impact of a typical
alignment problem observed in generative models
trained to maximize likelihood: infrequent source
words act as “garbage collectors”, with many target
words aligned to them (the word dislike in the Model
4 alignment in Figure 2 is an example). Thus, we ex-
pect lower values of this measure to correlate with
better alignments. The second measure is the num-
ber of rule types learned in the grammar induction
process used for translation that match the transla-
tion test sets.10 While neither a decrease in the aver-
age singleton fertility nor an increase in the number
of rules induced guarantees better alignment quality,
we believe it is reasonable to assume that they are
positively correlated.

For the translation experiments in each language
pair, we make use of the cdec decoder (Dyer et al.,

10This measure does not assess whether the rule types are
good or bad, but it does suggest that the system’s coverage is
greater.

414



2010), inducing a hierarchical phrase based trans-
lation grammar from two sets of symmetrized align-
ments using the method described by Chiang (2007).
Additionally, recent work that has demonstrated that
extracting rules from n-best alignments has value
(Liu et al., 2009; Venugopal et al., 2008). We
therefore define a third condition where rules are
extracted from the corpus under both the Model 4
and discriminative alignments and merged to form
a single grammar. We incorporate a 3-gram lan-
guage model learned from the target side of the
training data as well as 50M supplemental words
of monolingual training data consisting of sentences
randomly sampled from the English Gigaword, ver-
sion 4. In the small Chinese-English travel domain
experiment, we just use the LM estimated from the
bitext. The parameters of the translation model were
tuned using “hypergraph” minimum error rate train-
ing (MERT) to maximize BLEU on a held-out de-
velopment set (Kumar et al., 2009). Results are
reported using case-insensitive BLEU (Papineni et
al., 2002), METEOR11 (Lavie and Denkowski, 2009),
and TER (Snover et al., 2006), with the number of
references varying by task. Since MERT is a non-
deterministic optimization algorithm and results can
vary considerably between runs, we follow Clark et
al. (2011) and report the average score and stan-
dard deviation of 5 independent runs, 30 in the case
of Chinese-English, since observed variance was
higher.

5.2 Experimental Results

Czech-English. Czech-English poses problems
for word alignment models since, unlike English,
Czech words have a complex inflectional morphol-
ogy, and the syntax permits relatively free word or-
der. For this language pair, we evaluate alignment
error rate using the manual alignment corpus de-
scribed by Bojar and Prokopová (2006). Table 2
summarizes the results.

Chinese-English. Chinese-English poses a differ-
ent set of problems for alignment. While Chinese
words have rather simple morphology, the Chinese
writing system renders our orthographic features
useless. Despite these challenges, the Chinese re-

11Meteor 1.0 with exact, stem, synonymy, and paraphrase
modules and HTER parameters.

Table 2: Czech-English experimental results. φ̃sing. is the
average fertility of singleton source words.

AER ↓ φ̃sing. ↓ # rules ↑
Model 4 e | f 24.8 4.1

f | e 33.6 6.6
sym. 23.4 2.7 993,953

Our model e | f 21.9 2.3
f | e 29.3 3.8
sym. 20.5 1.6 1,146,677

Alignment BLEU ↑ METEOR ↑ TER ↓
Model 4 16.3±0.2 46.1±0.1 67.4±0.3

Our model 16.5±0.1 46.8±0.1 67.0±0.2

Both 17.4±0.1 47.7±0.1 66.3±0.5

sults in Table 3 show the same pattern of results as
seen in Czech-English.

Table 3: Chinese-English experimental results.

φ̃sing. ↓ # rules ↑
Model 4 e | f 4.4

f | e 3.9
sym. 3.6 52,323

Our model e | f 3.5
f | e 2.6
sym. 3.1 54,077

Alignment BLEU ↑ METEOR ↑ TER ↓
Model 4 56.5±0.3 73.0±0.4 29.1±0.3

Our model 57.2±0.8 73.8±0.4 29.3±1.1

Both 59.1±0.6 74.8±0.7 27.6±0.5

Urdu-English. Urdu-English is a more challeng-
ing language pair for word alignment than the pre-
vious two we have considered. The parallel data is
drawn from numerous genres, and much of it was ac-
quired automatically, making it quite noisy. So our
models must not only predict good translations, they
must cope with bad ones as well. Second, there has
been no previous work on discriminative modeling
of Urdu, since, to our knowledge, no manual align-
ments have been created. Finally, unlike English,
Urdu is a head-final language: not only does it have
SOV word order, but rather than prepositions, it has
post-positions, which follow the nouns they modify,
meaning its large scale word order is substantially
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different from that of English. Table 4 demonstrates
the same pattern of improving results with our align-
ment model.

Table 4: Urdu-English experimental results.

φ̃sing. ↓ # rules ↑
Model 4 e | f 6.5

f | e 8.0
sym. 3.2 244,570

Our model e | f 4.8
f | e 8.3
sym. 2.3 260,953

Alignment BLEU ↑ METEOR ↑ TER ↓
Model 4 23.3±0.2 49.3±0.2 68.8±0.8

Our model 23.4±0.2 49.7±0.1 67.7±0.2

Both 24.1±0.2 50.6±0.1 66.8±0.5

5.3 Analysis

The quantitative results presented in this section
strongly suggest that our modeling approach pro-
duces better alignments. In this section, we try to
characterize how the model is doing what it does
and what it has learned. Because of the `1 regular-
ization, the number of active (non-zero) features in
the inferred models is small, relative to the number
of features considered during training. The num-
ber of active features ranged from about 300k for
the small Chinese-English corpus to 800k for Urdu-
English, which is less than one tenth of the available
features in both cases. In all models, the coarse fea-
tures (Model 1 probabilities, Dice coefficient, coarse
positional features, etc.) typically received weights
with large magnitudes, but finer features also played
an important role.

Language pair differences manifested themselves
in many ways in the models that were learned.
For example, orthographic features were (unsurpris-
ingly) more valuable in Czech-English, with their
largely overlapping alphabets, than in Chinese or
Urdu. Examining the more fine-grained features is
also illuminating. Table 5 shows the most highly
weighted source path bigram features on the three
models where English was the source language, and
in each, we may observe some interesting character-
istics of the target language. Left-most is English-
Czech. At first it may be surprising that words like

since and that have a highly weighted feature for
transitioning to themselves. However, Czech punc-
tuation rules require that relative clauses and sub-
ordinating conjunctions be preceded by a comma
(which is only optional or outright forbidden in En-
glish), therefore our model translates these words
twice, once to produce the comma, and a second
time to produce the lexical item. The middle col-
umn is the English-Chinese model. In the training
data, many of the sentences are questions directed to
a second person, you. However, Chinese questions
do not invert and the subject remains in the canon-
ical first position, thus the transition from the start
of sentence to you is highly weighted. Finally, Fig-
ure 2 illustrates how Model 4 (left) and our discrimi-
native model (right) align an English-Urdu sentence
pair (the English side is being conditioned on in both
models). A reflex of Urdu’s head-final word order
is seen in the list of most highly weighted bigrams,
where a path through the English source where verbs
that transition to end-of-sentence periods are predic-
tive of good translations into Urdu.

Table 5: The most highly weighted source path bigram
features in the English-Czech, -Chinese, and -Urdu mod-
els.

Bigram θk

. 〈/s〉 3.08
like like 1.19

one of 1.06
” . 0.95

that that 0.92
is but 0.92

since since 0.84
〈s〉 when 0.83

, how 0.83
, not 0.83

Bigram θk

. 〈/s〉 2.67
? ? 2.25

〈s〉 please 2.01
much ? 1.61
〈s〉 if 1.58

thank you 1.47
〈s〉 sorry 1.46
〈s〉 you 1.45

please like 1.24
〈s〉 this 1.19

Bigram θk

. 〈/s〉 1.87
〈s〉 this 1.24

will . 1.17
are . 1.16

is . 1.09
is that 1.00
have . 0.97

has . 0.96
was . 0.91

will 〈/s〉 0.88

6 Related Work

The literature contains numerous descriptions of dis-
criminative approaches to word alignment motivated
by the desire to be able to incorporate multiple,
overlapping knowledge sources (Ayan et al., 2005;
Moore, 2005; Taskar et al., 2005; Blunsom and
Cohn, 2006; Haghighi et al., 2009; Liu et al., 2010;
DeNero and Klein, 2010; Setiawan et al., 2010).
This body of work has been an invaluable source
of useful features. Several authors have dealt with
the problem training log-linear models in an unsu-
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IBM Model 4 alignment Our model's alignment

Figure 2: Example English-Urdu alignment under IBM Model 4 (left) and our discriminative model (right). Model
4 displays two characteristic errors: garbage collection and an overly-strong monotonicity bias. Whereas our model
does not exhibit these problems, and in fact, makes no mistakes in the alignment.

pervised setting. The contrastive estimation tech-
nique proposed by Smith and Eisner (2005) is glob-
ally normalized (and thus capable of dealing with ar-
bitrary features), and closely related to the model we
developed; however, they do not discuss the problem
of word alignment. Berg-Kirkpatrick et al. (2010)
learn locally normalized log-linear models in a gen-
erative setting. Globally normalized discriminative
models with latent variables (Quattoni et al., 2004)
have been used for a number of language processing
problems, including MT (Dyer and Resnik, 2010;
Blunsom et al., 2008a). However, this previous
work relied on translation grammars constructed us-
ing standard generative word alignment processes.

7 Future Work

While we have demonstrated that this model can be
substantially useful, it is limited in some important
ways which are being addressed in ongoing work.
First, training is expensive, and we are exploring al-
ternatives to the conditional likelihood objective that
is currently used, such as contrastive neighborhoods
advocated by (Smith and Eisner, 2005). Addition-
ally, there is much evidence that non-local features
like the source word fertility are (cf. IBM Model 3)
useful for translation and alignment modeling. To be
truly general, it must be possible to utilize such fea-
tures. Unfortunately, features like this that depend
on global properties of the alignment vector, a, make

the inference problem NP-hard, and approximations
are necessary. Fortunately, there is much recent
work on approximate inference techniques for incor-
porating nonlocal features (Blunsom et al., 2008b;
Gimpel and Smith, 2009; Cromières and Kurohashi,
2009; Weiss and Taskar, 2010), suggesting that this
problem too can be solved using established tech-
niques.

8 Conclusion

We have introduced a globally normalized, log-
linear lexical translation model that can be trained
discriminatively using only parallel sentences,
which we apply to the problem of word alignment.
Our approach addresses two important shortcomings
of previous work: (1) that local normalization of
generative models constrains the features that can be
used, and (2) that previous discriminatively trained
word alignment models required supervised align-
ments. According to a variety of measures in a vari-
ety of translation tasks, this model produces superior
alignments to generative approaches. Furthermore,
the features learned by our model reveal interesting
characteristics of the language pairs being modeled.
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Abstract

Unsupervised word alignment is most often
modeled as a Markov process that generates a
sentence f conditioned on its translation e. A
similar model generating e from f will make
different alignment predictions. Statistical
machine translation systems combine the pre-
dictions of two directional models, typically
using heuristic combination procedures like
grow-diag-final. This paper presents a graph-
ical model that embeds two directional align-
ers into a single model. Inference can be per-
formed via dual decomposition, which reuses
the efficient inference algorithms of the direc-
tional models. Our bidirectional model en-
forces a one-to-one phrase constraint while ac-
counting for the uncertainty in the underlying
directional models. The resulting alignments
improve upon baseline combination heuristics
in word-level and phrase-level evaluations.

1 Introduction

Word alignment is the task of identifying corre-
sponding words in sentence pairs. The standard
approach to word alignment employs directional
Markov models that align the words of a sentence
f to those of its translation e, such as IBM Model 4
(Brown et al., 1993) or the HMM-based alignment
model (Vogel et al., 1996).

Machine translation systems typically combine
the predictions of two directional models, one which
aligns f to e and the other e to f (Och et al.,
1999). Combination can reduce errors and relax
the one-to-many structural restriction of directional
models. Common combination methods include the
union or intersection of directional alignments, as

well as heuristic interpolations between the union
and intersection like grow-diag-final (Koehn et al.,
2003). This paper presents a model-based alterna-
tive to aligner combination. Inference in a prob-
abilistic model resolves the conflicting predictions
of two directional models, while taking into account
each model’s uncertainty over its output.

This result is achieved by embedding two direc-
tional HMM-based alignment models into a larger
bidirectional graphical model. The full model struc-
ture and potentials allow the two embedded direc-
tional models to disagree to some extent, but reward
agreement. Moreover, the bidirectional model en-
forces a one-to-one phrase alignment structure, sim-
ilar to the output of phrase alignment models (Marcu
and Wong, 2002; DeNero et al., 2008), unsuper-
vised inversion transduction grammar (ITG) models
(Blunsom et al., 2009), and supervised ITG models
(Haghighi et al., 2009; DeNero and Klein, 2010).

Inference in our combined model is not tractable
because of numerous edge cycles in the model
graph. However, we can employ dual decomposi-
tion as an approximate inference technique (Rush et
al., 2010). In this approach, we iteratively apply the
same efficient sequence algorithms for the underly-
ing directional models, and thereby optimize a dual
bound on the model objective. In cases where our
algorithm converges, we have a certificate of opti-
mality under the full model. Early stopping before
convergence still yields useful outputs.

Our model-based approach to aligner combina-
tion yields improvements in alignment quality and
phrase extraction quality in Chinese-English exper-
iments, relative to typical heuristic combinations
methods applied to the predictions of independent
directional models.
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2 Model Definition

Our bidirectional model G = (V,D) is a globally
normalized, undirected graphical model of the word
alignment for a fixed sentence pair (e,f). Each ver-
tex in the vertex set V corresponds to a model vari-
able Vi, and each undirected edge in the edge set D
corresponds to a pair of variables (Vi, Vj). Each ver-
tex has an associated potential function ωi(vi) that
assigns a real-valued potential to each possible value
vi of Vi.1 Likewise, each edge has an associated po-
tential function µij(vi, vj) that scores pairs of val-
ues. The probability under the model of any full as-
signment v to the model variables, indexed by V ,
factors over vertex and edge potentials.

P(v) ∝
∏
vi∈V

ωi(vi) ·
∏

(vi,vj)∈D

µij(vi, vj)

Our model contains two directional hidden
Markov alignment models, which we review in Sec-
tion 2.1, along with additional structure that that we
introduce in Section 2.2.

2.1 HMM-Based Alignment Model
This section describes the classic hidden Markov
model (HMM) based alignment model (Vogel et al.,
1996). The model generates a sequence of words f
conditioned on a word sequence e. We convention-
ally index the words of e by i and f by j. P(f |e)
is defined in terms of a latent alignment vector a,
where aj = i indicates that word position i of e
aligns to word position j of f .

P(f |e) =
∑
a

P(f ,a|e)

P(f ,a|e) =

|f |∏
j=1

D(aj |aj−1)M(fj |eaj ) . (1)

In Equation 1 above, the emission model M is
a learned multinomial distribution over word types.
The transition model D is a multinomial over tran-
sition distances, which treats null alignments as a
special case.

D(aj = 0|aj−1 = i) = po
D(aj = i′ 6= 0|aj−1 = i) = (1− po) · c(i′ − i) ,

1Potentials in an undirected model play the same role as con-
ditional probabilities in a directed model, but do not need to be
locally normalized.

where c(i′ − i) is a learned distribution over signed
distances, normalized over the possible transitions
from i. The parameters of the conditional multino-
mial M and the transition model c can be learned
from a sentence aligned corpus via the expectation
maximization algorithm. The null parameter po is
typically fixed.2

The highest probability word alignment vector
under the model for a given sentence pair (e,f) can
be computed exactly using the standard Viterbi al-
gorithm for HMMs in O(|e|2 · |f |) time.

An alignment vector a can be converted trivially
into a set of word alignment links A:

Aa = {(i, j) : aj = i, i 6= 0} .

Aa is constrained to be many-to-one from f to e;
many positions j can align to the same i, but each j
appears at most once.

We have defined a directional model that gener-
ates f from e. An identically structured model can
be defined that generates e from f . Let b be a vector
of alignments where bi = j indicates that word po-
sition j of f aligns to word position i of e. Then,
P(e,b|f) is defined similarly to Equation 1, but
with e and f swapped. We can distinguish the tran-
sition and emission distributions of the two models
by subscripting them with their generative direction.

P(e,b|f) =

|e|∏
j=1

Df→e(bi|bi−1)Mf→e(ei|fbi) .

The vector b can be interpreted as a set of align-
ment links that is one-to-many: each value i appears
at most once in the set.

Ab = {(i, j) : bi = j, j 6= 0} .

2.2 A Bidirectional Alignment Model

We can combine two HMM-based directional align-
ment models by embedding them in a larger model

2In experiments, we set po = 10−6. Transitions from a null-
aligned state aj−1 = 0 are also drawn from a fixed distribution,
where D(aj = 0|aj−1 = 0) = 10−4 and for i′ ≥ 1,

D(aj = i′|aj−1 = 0) ∝ 0.8

(
−
∣∣∣i′· |f||e|−j

∣∣∣)
.

With small po, the shape of this distribution has little effect on
the alignment outcome.
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Figure 1: The structure of our graphical model for a sim-
ple sentence pair. The variables a are blue, b are red, and
c are green.

that includes all of the random variables of two di-
rectional models, along with additional structure that
promotes agreement and resolves discrepancies.

The original directional models include observed
word sequences e and f , along with the two latent
alignment vectors a and b defined in Section 2.1.
Because the word types and lengths of e and f are
always fixed by the observed sentence pair, we can
define our model only over a and b, where the edge
potentials between any aj , fj , and e are compiled
into a vertex potential function ω(a)

j on aj , defined
in terms of f and e, and likewise for any bi.

ω
(a)
j (i) = Me→f (fj |ei)

ω
(b)
i (j) = Mf→e(ei|fj)

The edge potentials between a and b encode the
transition model in Equation 1.

µ
(a)
j−1,j(i, i

′) = De→f (aj = i′|aj−1 = i)

µ
(b)
i−1,i(j, j

′) = Df→e(bi = j′|bi−1 = j)

In addition, we include in our model a latent
boolean matrix c that encodes the output of the com-
bined aligners:

c ∈ {0, 1}|e|×|f | .

This matrix encodes the alignment links proposed
by the bidirectional model:

Ac = {(i, j) : cij = 1} .

Each model node for an element cij ∈ {0, 1} is
connected to aj and bi via coherence edges. These
edges allow the model to ensure that the three sets
of variables, a, b, and c, together encode a coher-
ent alignment analysis of the sentence pair. Figure 1
depicts the graph structure of the model.

2.3 Coherence Potentials
The potentials on coherence edges are not learned
and do not express any patterns in the data. Instead,
they are fixed functions that promote consistency be-
tween the integer-valued directional alignment vec-
tors a and b and the boolean-valued matrix c.

Consider the assignment aj = i, where i = 0
indicates that word fj is null-aligned, and i ≥ 1 in-
dicates that fj aligns to ei. The coherence potential
ensures the following relationship between the vari-
able assignment aj = i and the variables ci′j , for
any i′ ∈ [1, |e|].

• If i = 0 (null-aligned), then all ci′j = 0.

• If i > 0, then cij = 1.

• ci′j = 1 only if i′ ∈ {i− 1, i, i+ 1}.

• Assigning ci′j = 1 for i′ 6= i incurs a cost e−α.

Collectively, the list of cases above enforce an intu-
itive correspondence: an alignment aj = i ensures
that cij must be 1, adjacent neighbors may be 1 but
incur a cost, and all other elements are 0.

This pattern of effects can be encoded in a poten-
tial function µ(c) for each coherence edge. These
edge potential functions takes an integer value i for
some variable aj and a binary value k for some ci′j .

µ
(c)
(aj ,ci′j)

(i, k) =



1 i = 0 ∧ k = 0

0 i = 0 ∧ k = 1

1 i = i′ ∧ k = 1

0 i = i′ ∧ k = 0

1 i 6= i′ ∧ k = 0

e−α |i− i′| = 1 ∧ k = 1

0 |i− i′| > 1 ∧ k = 1

(2)

Above, potentials of 0 effectively disallow certain
cases because a full assignment to (a,b, c) is scored
by the product of all model potentials. The poten-
tial function µ(c)

(bi,cij′ )
(j, k) for a coherence edge be-

tween b and c is defined similarly.
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2.4 Model Properties
We interpret c as the final alignment produced by the
model, ignoring a and b. In this way, we relax the
one-to-many constraints of the directional models.
However, all of the information about how words
align is expressed by the vertex and edge potentials
on a and b. The coherence edges and the link ma-
trix c only serve to resolve conflicts between the di-
rectional models and communicate information be-
tween them.

Because directional alignments are preserved in-
tact as components of our model, extensions or
refinements to the underlying directional Markov
alignment model could be integrated cleanly into
our model as well, including lexicalized transition
models (He, 2007), extended conditioning contexts
(Brunning et al., 2009), and external information
(Shindo et al., 2010).

For any assignment to (a,b, c) with non-zero
probability, c must encode a one-to-one phrase
alignment with a maximum phrase length of 3. That
is, any word in either sentence can align to at most
three words in the opposite sentence, and those
words must be contiguous. This restriction is di-
rectly enforced by the edge potential in Equation 2.

3 Model Inference

In general, graphical models admit efficient, exact
inference algorithms if they do not contain cycles.
Unfortunately, our model contains numerous cycles.
For every pair of indices (i, j) and (i′, j′), the fol-
lowing cycle exists in the graph:

cij → bi → cij′ → aj′ →
ci′j′ → bi′ → ci′j → aj → cij

Additional cycles also exist in the graph through
the edges between aj−1 and aj and between bi−1

and bi. The general phrase alignment problem under
an arbitrary model is known to be NP-hard (DeNero
and Klein, 2008).

3.1 Dual Decomposition
While the entire graphical model has loops, there are
two overlapping subgraphs that are cycle-free. One
subgraph Ga includes all of the vertices correspond-
ing to variables a and c. The other subgraph Gb in-
cludes vertices for variables b and c. Every edge in

the graph belongs to exactly one of these two sub-
graphs.

The dual decomposition inference approach al-
lows us to exploit this sub-graph structure (Rush et
al., 2010). In particular, we can iteratively apply
exact inference to the subgraph problems, adjusting
their potentials to reflect the constraints of the full
problem. The technique of dual decomposition has
recently been shown to yield state-of-the-art perfor-
mance in dependency parsing (Koo et al., 2010).

3.2 Dual Problem Formulation
To describe a dual decomposition inference proce-
dure for our model, we first restate the inference
problem under our graphical model in terms of the
two overlapping subgraphs that admit tractable in-
ference. Let c(a) be a copy of c associated with Ga,
and c(b) with Gb. Also, let f(a, c(a)) be the un-
normalized log-probability of an assignment to Ga
and g(b, c(b)) be the unnormalized log-probability
of an assignment to Gb. Finally, let I be the index
set of all (i, j) for c. Then, the maximum likelihood
assignment to our original model can be found by
optimizing

max
a,b,c(a),c(b)

f(a, c(a)) + g(b, c(b)) (3)

such that: c(a)
ij = c

(b)
ij ∀ (i, j) ∈ I .

The Lagrangian relaxation of this optimization
problem is L(a,b, c(a), c(b),u) =

f(a, c(a))+ g(b, c(b))+
∑

(i,j)∈I

u(i, j)(c
(a)
i,j −c

(b)
i,j ) .

Hence, we can rewrite the original problem as

max
a,b,c(a),c(b)

min
u
L(a,b, c(a), c(b),u) .

We can form a dual problem that is an up-
per bound on the original optimization problem by
swapping the order of min and max. In this case,
the dual problem decomposes into two terms that are
each local to an acyclic subgraph.

min
u

max
a,c(a)

f(a, c(a)) +
∑
i,j

u(i, j)c
(a)
ij


+ max

b,c(b)

g(b, c(b))−
∑
i,j

u(i, j)c
(b)
ij

 (4)
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b2
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a2 a3
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a1 a2 a3
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c21(a)

c21(b)
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c11(a)
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c22(a)

a1 a2 a3

c21(a) c23(a)

c13(a)c12(a)c11(a)

Figure 2: Our combined model decomposes into two
acyclic models that each contain a copy of c.

The decomposed model is depicted in Figure 2.
As in previous work, we solve for the dual variable
u by repeatedly performing inference in the two de-
coupled maximization problems.

3.3 Sub-Graph Inference
We now address the problem of evaluating Equa-
tion 4 for fixed u. Consider the first line of Equa-
tion 4, which includes variables a and c(a).

max
a,c(a)

f(a, c(a)) +
∑
i,j

u(i, j)c
(a)
ij

 (5)

Because the graph Ga is tree-structured, Equa-
tion 5 can be evaluated in polynomial time. In fact,
we can make a stronger claim: we can reuse the
Viterbi inference algorithm for linear chain graph-
ical models that applies to the embedded directional
HMM models. That is, we can cast the optimization
of Equation 5 as

max
a

 |f |∏
j=1

De→f (aj |aj−1) ·M′j(aj = i)

 .

In the original HMM-based aligner, the vertex po-
tentials correspond to bilexical probabilities. Those
quantities appear in f(a, c(a)), and therefore will be
a part of M′j(·) above. The additional terms of Equa-
tion 5 can also be factored into the vertex poten-
tials of this linear chain model, because the optimal
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好
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你

好
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a1

c11

b2
b2

c22(a)

c22(b)

a2 a3
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c21 c22 c23

a1 a2 a3
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c21(b)

c23(a)

c23(b)

c13(a)

c13(b)
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c12(b)

c11(a)

c11(b)

c22(a)

a1 a2 a3

c21(a) c23(a)

c13(a)c12(a)c11(a)

Figure 3: The tree-structured subgraph Ga can be mapped
to an equivalent chain-structured model by optimizing
over ci′j for aj = i.

choice of each cij can be determined from aj and the
model parameters. If aj = i, then cij = 1 according
to our edge potential defined in Equation 2. Hence,
setting aj = i requires the inclusion of the corre-
sponding vertex potential ω(a)

j (i), as well as u(i, j).
For i′ 6= i, either ci′j = 0, which contributes noth-
ing to Equation 5, or ci′j = 1, which contributes
u(i′, j)−α, according to our edge potential between
aj and ci′j .

Thus, we can capture the net effect of assigning
aj and then optimally assigning all ci′j in a single
potential M′j(aj = i) =

ω
(a)
j (i) + exp

u(i, j) +
∑

j′:|j′−j|=1

max(0, u(i, j′)− α)


Note that Equation 5 and f are sums of terms in

log space, while Viterbi inference for linear chains
assumes a product of terms in probability space,
which introduces the exponentiation above.

Defining this potential allows us to collapse the
source-side sub-graph inference problem defined
by Equation 5, into a simple linear chain model
that only includes potential functions M′j and µ(a).
Hence, we can use a highly optimized linear chain
inference implementation rather than a solver for
general tree-structured graphical models. Figure 3
depicts this transformation.

An equivalent approach allows us to evaluate the
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Algorithm 1 Dual decomposition inference algo-
rithm for the bidirectional model

for t = 1 to max iterations do
r ← 1

t . Learning rate

c(a) ← arg max f(a, c(a)) +
∑

i,j u(i, j)c
(a)
ij

c(b) ← arg max g(b, c(b))−
∑

i,j u(i, j)c
(b)
ij

if c(a) = c(b) then
return c(a) . Converged

u← u + r · (c(b) − c(a)) . Dual update
return combine(c(a), c(b)) . Stop early

second line of Equation 4 for fixed u:

max
b,c(b)

g(b, c(b)) +
∑
i,j

u(i, j)c
(b)
ij

 . (6)

3.4 Dual Decomposition Algorithm

Now that we have the means to efficiently evalu-
ate Equation 4 for fixed u, we can define the full
dual decomposition algorithm for our model, which
searches for a u that optimizes Equation 4. We can
iteratively search for such a u via sub-gradient de-
scent. We use a learning rate 1

t that decays with the
number of iterations t. The full dual decomposition
optimization procedure appears in Algorithm 1.

If Algorithm 1 converges, then we have found a u
such that the value of c(a) that optimizes Equation 5
is identical to the value of c(b) that optimizes Equa-
tion 6. Hence, it is also a solution to our original
optimization problem: Equation 3. Since the dual
problem is an upper bound on the original problem,
this solution must be optimal for Equation 3.

3.5 Convergence and Early Stopping

Our dual decomposition algorithm provides an infer-
ence method that is exact upon convergence.3 When
Algorithm 1 does not converge, the two alignments
c(a) and c(b) can still be used. While these align-
ments may differ, they will likely be more similar
than the alignments of independent aligners.

These alignments will still need to be combined
procedurally (e.g., taking their union), but because

3This certificate of optimality is not provided by other ap-
proximate inference algorithms, such as belief propagation,
sampling, or simulated annealing.

they are more similar, the importance of the combi-
nation procedure is reduced. We analyze the behav-
ior of early stopping experimentally in Section 5.

3.6 Inference Properties

Because we set a maximum number of iterations
n in the dual decomposition algorithm, and each
iteration only involves optimization in a sequence
model, our entire inference procedure is only a con-
stant multiple n more computationally expensive
than evaluating the original directional aligners.

Moreover, the value of u is specific to a sen-
tence pair. Therefore, our approach does not require
any additional communication overhead relative to
the independent directional models in a distributed
aligner implementation. Memory requirements are
virtually identical to the baseline: only u must be
stored for each sentence pair as it is being processed,
but can then be immediately discarded once align-
ments are inferred.

Other approaches to generating one-to-one phrase
alignments are generally more expensive. In par-
ticular, an ITG model requires O(|e|3 · |f |3) time,
whereas our algorithm requires only

O(n · (|f ||e|2 + |e||f |2)) .

Moreover, our approach allows Markov distortion
potentials, while standard ITG models are restricted
to only hierarchical distortion.

4 Related Work

Alignment combination normally involves selecting
some A from the output of two directional models.
Common approaches include forming the union or
intersection of the directional sets.

A∪ = Aa ∪ Ab

A∩ = Aa ∩ Ab .

More complex combiners, such as the grow-diag-
final heuristic (Koehn et al., 2003), produce align-
ment link sets that include all of A∩ and some sub-
set ofA∪ based on the relationship of multiple links
(Och et al., 1999).

In addition, supervised word alignment models
often use the output of directional unsupervised
aligners as features or pruning signals. In the case
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that a supervised model is restricted to proposing
alignment links that appear in the output of a di-
rectional aligner, these models can be interpreted as
a combination technique (Deng and Zhou, 2009).
Such a model-based approach differs from ours in
that it requires a supervised dataset and treats the di-
rectional aligners’ output as fixed.

Combination is also related to agreement-based
learning (Liang et al., 2006). This approach to
jointly learning two directional alignment mod-
els yields state-of-the-art unsupervised performance.
Our method is complementary to agreement-based
learning, as it applies to Viterbi inference under the
model rather than computing expectations. In fact,
we employ agreement-based training to estimate the
parameters of the directional aligners in our experi-
ments.

A parallel idea that closely relates to our bidi-
rectional model is posterior regularization, which
has also been applied to the word alignment prob-
lem (Graça et al., 2008). One form of posterior
regularization stipulates that the posterior probabil-
ity of alignments from two models must agree, and
enforces this agreement through an iterative proce-
dure similar to Algorithm 1. This approach also
yields state-of-the-art unsupervised alignment per-
formance on some datasets, along with improve-
ments in end-to-end translation quality (Ganchev et
al., 2008).

Our method differs from this posterior regulariza-
tion work in two ways. First, we iterate over Viterbi
predictions rather than posteriors. More importantly,
we have changed the output space of the model to
be a one-to-one phrase alignment via the coherence
edge potential functions.

Another similar line of work applies belief prop-
agation to factor graphs that enforce a one-to-one
word alignment (Cromières and Kurohashi, 2009).
The details of our models differ: we employ
distance-based distortion, while they add structural
correspondence terms based on syntactic parse trees.
Also, our model training is identical to the HMM-
based baseline training, while they employ belief
propagation for both training and Viterbi inference.
Although differing in both model and inference, our
work and theirs both find improvements from defin-
ing graphical models for alignment that do not admit
exact polynomial-time inference algorithms.

Aligner Intersection Union Agreement
Model |A∩| |A∪| |A∩|/|A∪|
Baseline 5,554 10,998 50.5%
Bidirectional 7,620 10,262 74.3%

Table 1: The bidirectional model’s dual decomposition
algorithm substantially increases the overlap between the
predictions of the directional models, measured by the
number of links in their intersection.

5 Experimental Results

We evaluated our bidirectional model by comparing
its output to the annotations of a hand-aligned cor-
pus. In this way, we can show that the bidirectional
model improves alignment quality and enables the
extraction of more correct phrase pairs.

5.1 Data Conditions

We evaluated alignment quality on a hand-aligned
portion of the NIST 2002 Chinese-English test set
(Ayan and Dorr, 2006). We trained the model on a
portion of FBIS data that has been used previously
for alignment model evaluation (Ayan and Dorr,
2006; Haghighi et al., 2009; DeNero and Klein,
2010). We conducted our evaluation on the first 150
sentences of the dataset, following previous work.
This portion of the dataset is commonly used to train
supervised models.

We trained the parameters of the directional mod-
els using the agreement training variant of the expec-
tation maximization algorithm (Liang et al., 2006).
Agreement-trained IBM Model 1 was used to ini-
tialize the parameters of the HMM-based alignment
models (Brown et al., 1993). Both IBM Model 1
and the HMM alignment models were trained for
5 iterations on a 6.2 million word parallel corpus
of FBIS newswire. This training regimen on this
data set has provided state-of-the-art unsupervised
results that outperform IBM Model 4 (Haghighi et
al., 2009).

5.2 Convergence Analysis

With n = 250 maximum iterations, our dual decom-
position inference algorithm only converges 6.2%
of the time, perhaps largely due to the fact that the
two directional models have different one-to-many
structural constraints. However, the dual decompo-
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Model Combiner Prec Rec AER
union 57.6 80.0 33.4

Baseline intersect 86.2 62.7 27.2
grow-diag 60.1 78.8 32.1
union 63.3 81.5 29.1

Bidirectional intersect 77.5 75.1 23.6
grow-diag 65.6 80.6 28.0

Table 2: Alignment error rate results for the bidirectional
model versus the baseline directional models. “grow-
diag” denotes the grow-diag-final heuristic.

Model Combiner Prec Rec F1
union 75.1 33.5 46.3

Baseline intersect 64.3 43.4 51.8
grow-diag 68.3 37.5 48.4
union 63.2 44.9 52.5

Bidirectional intersect 57.1 53.6 55.3
grow-diag 60.2 47.4 53.0

Table 3: Phrase pair extraction accuracy for phrase pairs
up to length 5. “grow-diag” denotes the grow-diag-final
heuristic.

sition algorithm does promote agreement between
the two models. We can measure the agreement
between models as the fraction of alignment links
in the union A∪ that also appear in the intersection
A∩ of the two directional models. Table 1 shows
a 47% relative increase in the fraction of links that
both models agree on by running dual decomposi-
tion (bidirectional), relative to independent direc-
tional inference (baseline). Improving convergence
rates represents an important area of future work.

5.3 Alignment Error Evaluation

To evaluate alignment error of the baseline direc-
tional aligners, we must apply a combination pro-
cedure such as union or intersection to Aa and Ab.
Likewise, in order to evaluate alignment error for
our combined model in cases where the inference
algorithm does not converge, we must apply combi-
nation to c(a) and c(b). In cases where the algorithm
does converge, c(a) = c(b) and so no further combi-
nation is necessary.

We evaluate alignments relative to hand-aligned
data using two metrics. First, we measure align-
ment error rate (AER), which compares the pro-

posed alignment setA to the sure set S and possible
set P in the annotation, where S ⊆ P .

Prec(A,P) =
|A ∩ P|
|A|

Rec(A,S) =
|A ∩ S|
|S|

AER(A,S,P) = 1− |A ∩ S|+ |A ∩ P|
|A|+ |S|

AER results for Chinese-English are reported in
Table 2. The bidirectional model improves both pre-
cision and recall relative to all heuristic combination
techniques, including grow-diag-final (Koehn et al.,
2003). Intersected alignments, which are one-to-one
phrase alignments, achieve the best AER.

Second, we measure phrase extraction accuracy.
Extraction-based evaluations of alignment better co-
incide with the role of word aligners in machine
translation systems (Ayan and Dorr, 2006). Let
R5(S,P) be the set of phrases up to length 5 ex-
tracted from the sure link set S and possible link set
P . Possible links are both included and excluded
from phrase pairs during extraction, as in DeNero
and Klein (2010). Null aligned words are never in-
cluded in phrase pairs for evaluation. Phrase ex-
traction precision, recall, and F1 for R5(A,A) are
reported in Table 3. Correct phrase pair recall in-
creases from 43.4% to 53.6% (a 23.5% relative in-
crease) for the bidirectional model, relative to the
best baseline.

Finally, we evaluated our bidirectional model in a
large-scale end-to-end phrase-based machine trans-
lation system from Chinese to English, based on
the alignment template approach (Och and Ney,
2004). The translation model weights were tuned for
both the baseline and bidirectional alignments using
lattice-based minimum error rate training (Kumar et
al., 2009). In both cases, union alignments outper-
formed other combination heuristics. Bidirectional
alignments yielded a modest improvement of 0.2%
BLEU4 on a single-reference evaluation set of sen-
tences sampled from the web (Papineni et al., 2002).

4BLEU improved from 29.59% to 29.82% after training
IBM Model 1 for 3 iterations and training the HMM-based
alignment model for 3 iterations. During training, link poste-
riors were symmetrized by pointwise linear interpolation.
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As our model only provides small improvements in
alignment precision and recall for the union com-
biner, the magnitude of the BLEU improvement is
not surprising.

6 Conclusion

We have presented a graphical model that combines
two classical HMM-based alignment models. Our
bidirectional model, which requires no additional
learning and no supervised data, can be applied us-
ing dual decomposition with only a constant factor
additional computation relative to independent di-
rectional inference. The resulting predictions im-
prove the precision and recall of both alignment
links and extraced phrase pairs in Chinese-English
experiments. The best results follow from combina-
tion via intersection.

Because our technique is defined declaratively in
terms of a graphical model, it can be extended in a
straightforward manner, for instance with additional
potentials on c or improvements to the component
directional models. We also look forward to dis-
covering the best way to take advantage of these
new alignments in downstream applications like ma-
chine translation, supervised word alignment, bilin-
gual parsing (Burkett et al., 2010), part-of-speech
tag induction (Naseem et al., 2009), or cross-lingual
model projection (Smith and Eisner, 2009; Das and
Petrov, 2011).
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2008. Sampling alignment structure under a Bayesian
translation model. In Proceedings of the Conference
on Empirical Methods in Natural Language Process-
ing.

Yonggang Deng and Bowen Zhou. 2009. Optimizing
word alignment combination for phrase table training.
In Proceedings of the Association for Computational
Linguistics.

Kuzman Ganchev, Joao Graça, and Ben Taskar. 2008.
Better alignments = better translations? In Proceed-
ings of the Association for Computational Linguistics.

Joao Graça, Kuzman Ganchev, and Ben Taskar. 2008.
Expectation maximization and posterior constraints.
In Proceedings of Neural Information Processing Sys-
tems.

Aria Haghighi, John Blitzer, John DeNero, and Dan
Klein. 2009. Better word alignments with supervised
ITG models. In Proceedings of the Association for
Computational Linguistics.

Xiaodong He. 2007. Using word-dependent transition
models in HMM-based word alignment for statistical
machine. In ACL Workshop on Statistical Machine
Translation.

Philipp Koehn, Franz Josef Och, and Daniel Marcu.
2003. Statistical phrase-based translation. In Proceed-
ings of the North American Chapter of the Association
for Computational Linguistics.

Terry Koo, Alexander M. Rush, Michael Collins, Tommi
Jaakkola, and David Sontag. 2010. Dual decomposi-
tion for parsing with non-projective head automata. In
Proceedings of the Conference on Empirical Methods
in Natural Language Processing.

428



Shankar Kumar, Wolfgang Macherey, Chris Dyer, and
Franz Josef Och. 2009. Efficient minimum error rate
training and minimum bayes-risk decoding for trans-
lation hypergraphs and lattices. In Proceedings of the
Association for Computational Linguistics.

Percy Liang, Ben Taskar, and Dan Klein. 2006. Align-
ment by agreement. In Proceedings of the North
American Chapter of the Association for Computa-
tional Linguistics.

Daniel Marcu and William Wong. 2002. A phrase-based,
joint probability model for statistical machine transla-
tion. In Proceedings of the Conference on Empirical
Methods in Natural Language Processing.

Tahira Naseem, Benjamin Snyder, Jacob Eisenstein, and
Regina Barzilay. 2009. Multilingual part-of-speech
tagging: Two unsupervised approaches. Journal of Ar-
tificial Intelligence Research.

Franz Josef Och and Hermann Ney. 2004. The align-
ment template approach to statistical machine transla-
tion. Computational Linguistics.

Franz Josef Och, Christopher Tillman, and Hermann Ney.
1999. Improved alignment models for statistical ma-
chine translation. In Proceedings of the Conference on
Empirical Methods in Natural Language Processing.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: A method for automatic eval-
uation of machine translation. In Proceedings of the
Association for Computational Linguistics.

Alexander M. Rush, David Sontag, Michael Collins, and
Tommi Jaakkola. 2010. On dual decomposition and
linear programming relaxations for natural language
processing. In Proceedings of the Conference on Em-
pirical Methods in Natural Language Processing.

Hiroyuki Shindo, Akinori Fujino, and Masaaki Nagata.
2010. Word alignment with synonym regularization.
In Proceedings of the Association for Computational
Linguistics.

David A. Smith and Jason Eisner. 2009. Parser adapta-
tion and projection with quasi-synchronous grammar
features. In Proceedings of the Conference on Empir-
ical Methods in Natural Language Processing.

Stephan Vogel, Hermann Ney, and Christoph Tillmann.
1996. HMM-based word alignment in statistical trans-
lation. In Proceedings of the Conference on Computa-
tional linguistics.

429



Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics, pages 430–439,
Portland, Oregon, June 19-24, 2011. c©2011 Association for Computational Linguistics

An Algorithm for Unsupervised Transliteration Mining with an Application
to Word Alignment

Hassan Sajjad Alexander Fraser Helmut Schmid
Institute for Natural Language Processing

University of Stuttgart
{sajjad,fraser,schmid}@ims.uni-stuttgart.de

Abstract

We propose a language-independent method
for the automatic extraction of transliteration
pairs from parallel corpora. In contrast to
previous work, our method uses no form of
supervision, and does not require linguisti-
cally informed preprocessing. We conduct
experiments on data sets from the NEWS
2010 shared task on transliteration mining and
achieve an F-measure of up to 92%, out-
performing most of the semi-supervised sys-
tems that were submitted. We also apply our
method to English/Hindi and English/Arabic
parallel corpora and compare the results with
manually built gold standards which mark
transliterated word pairs. Finally, we integrate
the transliteration module into the GIZA++
word aligner and evaluate it on two word
alignment tasks achieving improvements in
both precision and recall measured against
gold standard word alignments.

1 Introduction

Most previous methods for building transliteration
systems were supervised, requiring either hand-
crafted rules or a clean list of transliteration pairs,
both of which are expensive to create. Such re-
sources are also not applicable to other language
pairs.

In this paper, we show that it is possible to ex-
tract transliteration pairs from a parallel corpus us-
ing an unsupervised method. We first align a bilin-
gual corpus at the word level using GIZA++ and
create a list of word pairs containing a mix of non-
transliterations and transliterations. We train a sta-

tistical transliterator on the list of word pairs. We
then filter out a few word pairs (those which have
the lowest transliteration probabilities according to
the trained transliteration system) which are likely
to be non-transliterations. We retrain the translitera-
tor on the filtered data set. This process is iterated,
filtering out more and more non-transliteration pairs
until a nearly clean list of transliteration word pairs
is left. The optimal number of iterations is automat-
ically determined by a novel stopping criterion.

We compare our unsupervised transliteration min-
ing method with the semi-supervised systems pre-
sented at the NEWS 2010 shared task on translit-
eration mining (Kumaran et al., 2010) using four
language pairs. We refer to this task as NEWS10.
These systems used a manually labelled set of data
for initial supervised training, which means that
they are semi-supervised systems. In contrast, our
system is fully unsupervised. We achieve an F-
measure of up to 92% outperforming most of the
semi-supervised systems.

The NEWS10 data sets are extracted Wikipedia
InterLanguage Links (WIL) which consist of par-
allel phrases, whereas a parallel corpus consists of
parallel sentences. Transliteration mining on the
WIL data sets is easier due to a higher percentage
of transliterations than in parallel corpora. We also
do experiments on parallel corpora for two language
pairs. To this end, we created gold standards in
which sampled word pairs are annotated as either
transliterations or non-transliterations. These gold
standards have been submitted with the paper as sup-
plementary material as they are available to the re-
search community.

430



Finally we integrate a transliteration module into
the GIZA++ word aligner and show that it improves
word alignment quality. The transliteration mod-
ule is trained on the transliteration pairs which our
mining method extracts from the parallel corpora.
We evaluate our word alignment system on two lan-
guage pairs using gold standard word alignments
and achieve improvements of 10% and 13.5% in pre-
cision and 3.5% and 13.5% in recall.

The rest of the paper is organized as follows. In
section 2, we describe the filtering model and the
transliteration model. In section 3, we present our
iterative transliteration mining algorithm and an al-
gorithm which computes a stopping criterion for the
mining algorithm. Section 4 describes the evaluation
of our mining method through both gold standard
evaluation and through using it to improve word
alignment quality. In section 5, we present previous
work and we conclude in section 6.

2 Models

Our algorithms use two different models. The first
model is a joint character sequence model which
we apply to transliteration mining. We use the
grapheme-to-phoneme converter g2p to implement
this model. The other model is a standard phrase-
based MT model which we apply to transliteration
(as opposed to transliteration mining). We build it
using the Moses toolkit.

2.1 Joint Sequence Model Using g2p

Here, we briefly describe g2p using notation from
Bisani and Ney (2008). The details of the model,
its parameters and the utilized smoothing techniques
can be found in Bisani and Ney (2008).

The training data is a list of word pairs (a source
word and its presumed transliteration) extracted
from a word-aligned parallel corpus. g2p builds a
joint sequence model on the character sequences of
the word pairs and infers m-to-n alignments between
source and target characters with Expectation Maxi-
mization (EM) training. The m-to-n character align-
ment units are referred to as “multigrams”.

The model built on multigrams consisting of
source and target character sequences greater than
one learns too much noise (non-transliteration infor-
mation) from the training data and performs poorly.

In our experiments, we use multigrams with a maxi-
mum of one character on the source and one charac-
ter on the target side (i.e., 0,1-to-0,1 character align-
ment units).

The N-gram approximation of the joint probabil-
ity can be defined in terms of multigrams qi as:

p(qk
1 ) ≈

k+1∏
j=1

p(qj |qj−1
j−N+1) (1)

where q0, qk+1 are set to a special boundary symbol.
N-gram models of order > 1 did not work well

because these models tended to learn noise (infor-
mation from non-transliteration pairs) in the training
data. For our experiments, we only trained g2p with
the unigram model.

In test mode, we look for the best sequence of
multigrams given a fixed source and target string and
return the probability of this sequence.

For the mining process, we trained g2p on
lists containing both transliteration pairs and non-
transliteration pairs.

2.2 Statistical Machine Transliteration System
We build a phrase-based MT system for translitera-
tion using the Moses toolkit (Koehn et al., 2003). We
also tried using g2p for implementing the translit-
eration decoder but found Moses to perform bet-
ter. Moses has the advantage of using Minimum Er-
ror Rate Training (MERT) which optimizes translit-
eration accuracy rather than the likelihood of the
training data as g2p does. The training data con-
tains more non-transliteration pairs than transliter-
ation pairs. We don’t want to maximize the like-
lihood of the non-transliteration pairs. Instead we
want to optimize the transliteration performance for
test data. Secondly, it is easy to use a large language
model (LM) with Moses. We build the LM on the
target word types in the data to be filtered.

For training Moses as a transliteration system, we
treat each word pair as if it were a parallel sentence,
by putting spaces between the characters of each
word. The model is built with the default settings
of the Moses toolkit. The distortion limit “d“ is set
to zero (no reordering). The LM is implemented as
a five-gram model using the SRILM-Toolkit (Stol-
cke, 2002), with Add-1 smoothing for unigrams and
Kneser-Ney smoothing for higher n-grams.
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3 Extraction of Transliteration Pairs

Training of a supervised transliteration system re-
quires a list of transliteration pairs which is expen-
sive to create. Such lists are usually either built man-
ually or extracted using a classifier trained on man-
ually labelled data and using other language depen-
dent information. In this section, we present an it-
erative method for the extraction of transliteration
pairs from parallel corpora which is fully unsuper-
vised and language pair independent.

Initially, we extract a list of word pairs from a
word-aligned parallel corpus using GIZA++. The
extracted word pairs are either transliterations, other
kinds of translations, or misalignments. In each it-
eration, we first train g2p on the list of word pairs.
Then we delete those 5% of the (remaining) train-
ing data which are least likely to be transliterations
according to g2p.1 We determine the best iteration
according to our stopping criterion and return the fil-
tered data set from this iteration. The stopping crite-
rion uses unlabelled held-out data to predict the opti-
mal stopping point. The following sections describe
the transliteration mining method in detail.

3.1 Methodology

We will first describe the iterative filtering algorithm
(Algorithm 1) and then the algorithm for the stop-
ping criterion (Algorithm 2). In practice, we first
run Algorithm 2 for 100 iterations to determine the
best number of iterations. Then, we run Algorithm 1
for that many iterations.

Initially, the parallel corpus is word-aligned using
GIZA++ (Och and Ney, 2003), and the alignments
are refined using the grow-diag-final-and heuristic
(Koehn et al., 2003). We extract all word pairs which
occur as 1-to-1 alignments in the word-aligned cor-
pus. We ignore non-1-to-1 alignments because they
are less likely to be transliterations for most lan-
guage pairs. The extracted set of word pairs will be
called “list of word pairs” later on. We use the list
of word pairs as the training data for Algorithm 1.

Algorithm 1 builds a joint sequence model using
g2p on the training data and computes the joint prob-
ability of all word pairs according to g2p. We nor-
malize the probabilities by taking the nth square root

1Since we delete 5% from the filtered data, the number of
deleted data items decreases in each iteration.

Algorithm 1 Mining of transliteration pairs
1: training data←list of word pairs
2: I← 0
3: repeat
4: Build a joint source channel model on the training

data using g2p and compute the joint probability
of every word pair.

5: Remove the 5% word pairs with the lowest length-
normalized probability from the training data.
{and repeat the process with the filtered training
data}

6: I← I+1
7: until I = Stopping iteration from Algorithm 2

where n is the average length of the source and the
target string. The training data contains mostly non-
transliteration pairs and a few transliteration pairs.
Therefore the training data is initially very noisy and
the joint sequence model is not very accurate. How-
ever it can successfully be used to eliminate a few
word pairs which are very unlikely to be translitera-
tions.

On the filtered training data, we can train a model
which is slightly better than the previous model. Us-
ing this improved model, we can eliminate further
non-transliterations.

Our results show that at the iteration determined
by our stopping criterion, the filtered set mostly
contains transliterations and only a small number
of transliterations have been mistakenly eliminated
(see section 4.2).

Algorithm 2 automatically determines the best
stopping point of the iterative transliteration min-
ing process. It is an extension of Algorithm 1. It
runs the iterative process of Algorithm 1 on half of
the list of word pairs (training data) for 100 itera-
tions. For every iteration, it builds a transliteration
system on the filtered data. The transliteration sys-
tem is tested on the source side of the other half of
the list of word pairs (held-out). The output of the
transliteration system is matched against the target
side of the held-out data. (These target words are ei-
ther transliterations, translations or misalignments.)
We match the target side of the held-out data under
the assumption that all matches are transliterations.
The iteration where the output of the transliteration
system best matches the held-out data is chosen as
the stopping iteration of Algorithm 1.
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Algorithm 2 Selection of the stopping iteration for
the transliteration mining algorithm

1: Create clusters of word pairs from the list of word
pairs which have a common prefix of length 2 both
on the source and target language side.

2: Randomly add each cluster either to the training data
or to the held-out data.

3: I← 0
4: while I < 100 do
5: Build a joint sequence model on the training

data using g2p and compute the length-normalized
joint probability of every word pair in the training
data.

6: Remove the 5% word pairs with the lowest prob-
ability from the training data. {The training data
will be reduced by 5% of the rest in each iteration}

7: Build a transliteration system on the filtered train-
ing data and test it using the source side of the
held-out and match the output against the target
side of the held-out.

8: I← I+1
9: end while

10: Collect statistics of the matching results and take the
median from 9 consecutive iterations (median9).

11: Choose the iteration with the best median9 score for
the transliteration mining process.

We will now describe Algorithm 2 in detail. Al-
gorithm 2 initially splits the word pairs into training
and held-out data. This could be done randomly, but
it turns out that this does not work well for some
tasks. The reason is that the parallel corpus con-
tains inflectional variants of the same word. If two
variants are distributed over training and held-out
data, then the one in the training data may cause the
transliteration system to produce a correct transla-
tion (but not transliteration) of its variant in the held-
out data. This problem is further discussed in section
4.2.2. Instead of randomly splitting the data, we first
create clusters of word pairs which have a common
prefix of length 2 both on the source and target lan-
guage side. We randomly add each cluster either to
the training data or to the held-out data.

We repeat the mining process (described in Algo-
rithm 1) to eliminate non-transliteration pairs from
the training data. For each iteration of Algorithm 2,
i.e., steps 4 to 9, we build a transliteration system on
the filtered training data and test it on the source side
of the held-out. We collect statistics on how well the
output of the system matches the target side of the

held-out. The matching scores on the held-out data
often make large jumps from iteration to iteration.
We take the median of the results from 9 consecutive
iterations (the 4 iterations before, the current and the
4 iterations after the current iteration) to smooth the
scores. We call this median9. We choose the iter-
ation with the best smoothed score as the stopping
point for the filtering process. In our tests, the me-
dian9 heuristic indicated an iteration close to the op-
timal iteration.

Sometimes several nearby iterations have the
same maximal smoothed score. In that case, we
choose the one with the highest unsmoothed score.
Section 4.2 explains the median9 heuristic in more
detail and presents experimental results showing that
it works well.

4 Experiments

We evaluate our transliteration mining algorithm on
three tasks: transliteration mining from Wikipedia
InterLanguage Links, transliteration mining from
parallel corpora, and word alignment using a word
aligner with a transliteration component. On the
WIL data sets, we compare our fully unsupervised
system with the semi-supervised systems presented
at the NEWS10 (Kumaran et al., 2010). In the eval-
uation on parallel corpora, we compare our min-
ing results with a manually built gold standard in
which each word pair is either marked as a translit-
eration or as a non-transliteration. In the word align-
ment experiment, we integrate a transliteration mod-
ule which is trained on the transliterations pairs ex-
tracted by our method into a word aligner and show
a significant improvement. The following sections
describe the experiments in detail.

4.1 Experiments Using Parallel Phrases of
Wikipedia InterLanguage Links

We conduct transliteration mining experiments on
the English/Arabic, English/Hindi, English/Tamil
and English/Russian Wikipedia InterLanguage
Links (WIL) used in the NEWS10.2 All data sets

2We do not evaluate on the English/Chinese data because
the Chinese data requires word segmentation which is beyond
the scope of our work. Another problem is that our extraction
method was developed for alphabetic languages and probably
needs to be adapted before it is applicable to logographic lan-
guages such as Chinese.
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Our S-Best S-Worst Systems Rank
EA 87.4 91.5 70.2 16 3
ET 90.1 91.4 57.5 14 3
EH 92.2 94.4 71.4 14 3

Table 1: Summary of results on NEWS10 data sets where
“EA” is English/Arabic, “ET” is English/Tamil and “EH”
is English/Hindi. “Our” shows the F-measure of our fil-
tered data against the gold standard using the supplied
evaluation tool, “Systems” is the total number of partic-
ipants in the subtask, and “Rank” is the rank we would
have obtained if our system had participated.

contain training data, seed data and reference data.
We make no use of the seed data since our system is
fully unsupervised. We calculate the F-measure of
our filtered transliteration pairs against the supplied
gold standard using the supplied evaluation tool.

For English/Arabic, English/Hindi and En-
glish/Tamil, our system is better than most of the
semi-supervised systems presented at the NEWS
2010 shared task for transliteration mining. Table 1
summarizes the F-scores on these data sets.

On the English/Russian data set, our system
achieves 76% F-measure which is not good com-
pared with the systems that participated in the shared
task. The English/Russian corpus contains many
cognates which – according to the NEWS10 defi-
nition – are not transliterations of each other. Our
system learns the cognates in the training data and
extracts them as transliterations (see Table 2).

The two best teams on the English/Russian task
presented various extraction methods (Jiampoja-
marn et al., 2010; Darwish, 2010). Their sys-
tems behave differently on English/Russian than on
other language pairs. Their best systems for En-
glish/Russian are only trained on the seed data and
the use of unlabelled data does not help the perfor-
mance. Since our system is fully unsupervised, and
the unlabelled data is not useful, we perform badly.

4.2 Experiments Using Parallel Corpora

The Wikipedia InterLanguage Links shared task
data contains a much larger proportion of translitera-
tions than a parallel corpus. In order to examine how
well our method performs on parallel corpora, we
apply it to parallel corpora of English/Hindi and En-
glish/Arabic, and compare the transliteration mining
results with a gold standard.

Table 2: Cognates from English/Russian corpus extracted
by our system as transliteration pairs. None of them are
correct transliteration pairs according to the gold stan-
dard.

We use the English/Hindi corpus from the shared
task on word alignment, organized as part of the
ACL 2005 Workshop on Building and Using Par-
allel Texts (WA05) (Martin et al., 2005). For En-
glish/Arabic, we use a freely available parallel cor-
pus from the United Nations (UN) (Eisele and Chen,
2010). We randomly take 200,000 parallel sentences
from the UN corpus of the year 2000. We cre-
ate gold standards for both language pairs by ran-
domly selecting a few thousand word pairs from the
lists of word pairs extracted from the two corpora.
We manually tag them as either transliterations or
non-transliterations. The English/Hindi gold stan-
dard contains 180 transliteration pairs and 2084
non-transliteration pairs and the English/Arabic gold
standard contains 288 transliteration pairs and 6639
non-transliteration pairs. We have submitted these
gold standards with the paper. They are available to
the research community.

In the following sections, we describe the me-
dian9 heuristic and the splitting method of Algo-
rithm 2. The splitting method is used to avoid early
peaks in the held-out statistics, and the median9
heuristic smooths the held-out statistics in order to
obtain a single peak.3

4.2.1 Motivation for Median9 Heuristic
Algorithm 2 collects statistics from the held-out data
(step 10) and selects the stopping iteration. Due to
the noise in the held-out data, the transliteration ac-
curacy on the held-out data often jumps from itera-
tion to iteration. The dotted line in figure 1 (right)
shows the held-out prediction accuracy for the En-

3We do not use the seed data in our system. However,
to check the correctness of the stopping point, we tested
the transliteration system on the seed data (available with
NEWS10) for every iteration of Algorithm 2. We verified that
the median9 held-out statistics and accuracy on the seed data
have their peaks at the same iteration.
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glish/Hindi parallel corpus. The curve is very noisy
and has two peaks. It is difficult to see the effect of
the filtering. We take the median of the results from
9 consecutive iterations to smooth the scores. The
solid line in figure 1 (right) shows a smoothed curve
built using the median9 held-out scores. A compari-
son with the gold standard (section 4.2.3) shows that
the stopping point (peak) reached using the median9
heuristic is better than the stopping point obtained
with unsmoothed scores.

4.2.2 Motivation for Splitting Method
Algorithm 2 initially splits the list of word pairs into
training and held-out data. A random split worked
well for the WIL data, but failed on the parallel cor-
pora. The reason is that parallel corpora contain in-
flectional variants of the same word. If these vari-
ants are randomly distributed over training and held-
out data, then a non-transliteration word pair such as
the English-Hindi pair “change – badlao” may end
up in the training data and the related pair “changes
– badlao” in the held-out data. The Moses system
used for transliteration will learn to “transliterate”
(or actually translate) “change” to “badlao”. From
other examples, it will learn that a final “s” can be
dropped. As a consequence, the Moses transliterator
may produce the non-transliteration “badlao” for the
English word “changes” in the held-out data. Such
matching predictions of the transliterator which are
actually translations lead to an overestimate of the
transliteration accuracy and may cause Algorithm 2
to predict a stopping iteration which is too early.

By splitting the list of word pairs in such a way
that inflectional variants of a word are placed either
in the training data, or in the held-out, but not in
both, this problem can be solved.4

The left graph in Figure 1 shows that the median9
held-out statistics obtained after a random data split
of a Hindi/English corpus contains two peaks which
occur too early. These peaks disappear in the right
graph of Figure 1 which shows the results obtained
after a split with the clustering method.

The overall trend of the smoothed curve in fig-
ure 1 (right) is very clear. We start by filtering out
non-transliteration pairs from the data, so the results

4This solution is appropriate for all of the language pairs
used in our experiments, but should be revisited if there is in-
flection realized as prefixes, etc.
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Figure 1: Statistics of held-out prediction of En-
glish/Hindi data using modified Algorithm 2 with random
division of the list of word pairs (left) and using Algo-
rithm 2 (right). The dotted line shows unsmoothed held-
out scores and solid line shows median9 held-out scores

of the transliteration system go up. When no more
non-transliteration pairs are left, we start filtering
out transliteration pairs and the results of the system
go down. We use this stopping criterion for all lan-
guage pairs and achieve consistently good results.

4.2.3 Results on Parallel Corpora
According to the gold standard, the English/Hindi
and English/Arabic data sets contain 8% and 4%
transliteration pairs respectively. We repeat the same
mining procedure – run Algorithm 2 up to 100 itera-
tions and return the stopping iteration. Then, we run
Algorithm 1 up to the stopping iteration returned by
Algorithm 2 and obtain the filtered data.

TP FN TN FP
EH Filtered 170 10 2039 45
EA Filtered 197 91 6580 59

Table 3: Transliteration mining results using the parallel
corpus of English/Hindi (EH) and English/Arabic (EA)
against the gold standard

Table 3 shows the mining results on the En-
glish/Hindi and English/Arabic corpora. The gold
standard is a subset of the data sets. The En-
glish/Hindi gold standard contains 180 translitera-
tion pairs and 2084 non-transliteration pairs. The
English/Arabic gold standard contains 288 translit-
eration pairs and 6639 non-transliteration pairs.
From the English/Hindi data, the mining system has
mined 170 transliteration pairs out of 180 transliter-
ation pairs. The English/Arabic mined data contains
197 transliteration pairs out of 288 transliteration
pairs. The mining system has wrongly identified a
few non-transliteration pairs as transliterations (see
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table 3, last column). Most of these word pairs are
close transliterations and differ by only one or two
characters from perfect transliteration pairs. The
close transliteration pairs provide many valid multi-
grams which may be helpful for the mining system.

4.3 Integration into Word Alignment Model

In the previous section, we presented a method for
the extraction of transliteration pairs from a parallel
corpus. In this section, we will explain how to build
a transliteration module on the extracted transliter-
ation pairs and how to integrate it into MGIZA++
(Gao and Vogel, 2008) by interpolating it with the t-
table probabilities of the IBM models and the HMM
model. MGIZA++ is an extension of GIZA++. It
has the ability to resume training from any model
rather than starting with Model1.

4.3.1 Modified EM Training of the Word
Alignment Models

GIZA++ applies the IBM models (Brown et al.,
1993) and the HMM model (Vogel et al., 1996)
in both directions, i.e., source to target and target
to source. The alignments are refined using the
grow-diag-final-and heuristic (Koehn et al., 2003).
GIZA++ generates a list of translation pairs with
alignment probabilities, which is called the t-table.
In this section, we propose a method to modify the
translation probabilities of the t-table by interpolat-
ing the translation counts with transliteration counts.
The interpolation is done in both directions. In the
following, we will only consider the e-to-f direction.
The transliteration module which is used to calcu-
late the conditional transliteration probability is de-
scribed in Algorithm 3.

We build a transliteration system by training
Moses on the filtered transliteration corpus (using
Algorithm 1) and apply it to the e side of the list
of word pairs. For every source word, we gener-
ate the list of 10-best transliterations nbestTI(e).
Then, we extract every f that cooccurs with e in a
parallel sentence and add it to nbestTI(e) which
gives us the list of candidate transliteration pairs
candidateTI(e). We use the sum of transliteration
probabilities

∑
f ′∈CandidateTI(e) pmoses(f ′, e) as an

approximation for the prior probability pmoses(e) =∑
f ′ pmoses(f ′, e) which is needed to convert the

joint transliteration probability into a conditional

Algorithm 3 Estimation of transliteration probabili-
ties, e-to-f direction

1: unfiltered data←list of word pairs
2: filtered data ←transliteration pairs extracted using

Algorithm 1
3: Train a transliteration system on the filtered data
4: for all e do
5: nbestTI(e) ← 10 best transliterations for e ac-

cording to the transliteration system
6: cooc(e) ← set of all f that cooccur with e in a

parallel sentence
7: candidateTI(e)← cooc(e) ∪ nbestTI(e)
8: end for
9: for all f do

10: pmoses(f, e)← joint transliteration probability of
e and f according to the transliterator

11: pti(f |e)← pmoses(f,e)P
f′∈CandidateT I(e) pmoses(f ′,e)

12: end for

probability. We use the constraint decoding option
of Moses to compute the joint probability of e and f.
It computes the probability by dividing the transla-
tion score of the best target sentence given a source
sentence by the normalization factor.

We combine the transliteration probabilities with
the translation probabilities of the IBM models and
the HMM model. The normal translation probability
pta(f |e) of the word alignment models is computed
with relative frequency estimates.

We smooth the alignment frequencies by adding
the transliteration probabilities weighted by the fac-
tor λ and get the following modified translation
probabilities

p̂(f |e) =
fta(f, e) + λpti(f |e)

fta(e) + λ
(2)

where fta(f, e) = pta(f |e)f(e). pta(f |e) is ob-
tained from the original t-table of the alignment
model. f(e) is the total corpus frequency of e. λ
is the transliteration weight which is optimized for
every language pair (see section 4.3.2). Apart from
the definition of the weight λ, our smoothing method
is equivalent to Witten-Bell smoothing.

We smooth after every iteration of the IBM mod-
els and the HMM model except the last iteration of
each model. Algorithm 4 shows the smoothing for
IBM Model4. IBM Model1 and the HMM model
are smoothed in the same way. We also apply Algo-
rithm 3 and Algorithm 4 in the alignment direction
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Algorithm 4 Interpolation with the IBM Model4, e-
to-f direction

1: {We want to run four iterations of Model4}
2: f(e)← total frequency of e in the corpus
3: Run MGIZA++ for one iteration of Model4
4: I ← 1
5: while I < 4 do
6: Look up pta(f |e) in the t-table of Model4
7: fta(f, e)← pta(f |e)f(e) for all (f, e)
8: p̂(f |e)← fta(f,e)+λpti(f |e)

fta(e)+λ for all (f, e)
9: Resume MGIZA++ training for 1 iteration using

the modified t-table probabilities p̂(f |e)
10: I ← I + 1
11: end while

f to e. The final alignments are generated using the
grow-diag-final-and heuristic (Koehn et al., 2003).

4.3.2 Evaluation
The English/Hindi corpus available from WA05
consists of training, development and test data. As
development and test data for English/Arabic, we
use manually created gold standard word alignments
for 155 sentences extracted from the Hansards cor-
pus released by LDC. We use 50 sentences for de-
velopment and 105 sentences for test.

Baseline: We align the data sets using GIZA++
(Och and Ney, 2003) and refine the alignments us-
ing the grow-diag-final-and heuristic (Koehn et al.,
2003). We obtain the baseline F-measure by com-
paring the alignments of the test corpus with the gold
standard alignments.
Experiments We use GIZA++ with 5 iterations of
Model1, 4 iterations of HMM and 4 iterations of
Model4. We interpolate translation and translitera-
tion probabilities at different iterations (and different
combinations of iterations) of the three models and
always observe an improvement in alignment qual-
ity. For the final experiments, we interpolate at every
iteration of the IBM models and the HMM model
except the last iteration of every model where we
could not interpolate for technical reasons.5 Algo-

5We had problems in resuming MGIZA++ training when
training was supposed to continue from a different model, such
as if we stopped after the 5th iteration of Model1 and then
tried to resume MGIZA++ from the first iteration of the HMM
model. In this case, we ran the 5th iteration of Model1, then the
first iteration of the HMM and only then stopped for interpola-

rithm 4 shows the interpolation of the transliteration
probabilities with IBM Model4. We used the same
procedure with IBM Model1 and the HMM model.

The parameter λ is optimized on development
data for every language pair. The word alignment
system is not very sensitive to λ. Any λ in the
range between 50 and 100 works fine for all lan-
guage pairs. The optimization helps to maximize the
improvement in word alignment quality. For our ex-
periments, we use λ = 80.

On test data, we achieve an improvement of
approximately 10% and 13.5% in precision and
3.5% and 13.5% in recall on English/Hindi and En-
glish/Arabic word alignment, respectively. Table 4
shows the scores of the baseline and our word align-
ment model.

Lang Pb Rb Fb Pti Rti Fti
EH 49.1 48.5 51.2 59.1 52.1 55.4
EA 50.8 49.9 50.4 64.4 63.6 64

Table 4: Word alignment results on the test data of En-
glish/Hindi (EH) and English/Arabic (EA) where Pb is
the precision of baseline GIZA++ and Pti is the precision
of our word alignment system

We compared our word alignment results with the
systems presented at WA05. Three systems, one
limited and two un-limited, participated in the En-
glish/Hindi task. We outperform the limited system
and one un-limited system.

5 Previous Research

Previous work on transliteration mining uses a man-
ually labelled set of training data to extract translit-
eration pairs from a parallel corpus or comparable
corpora. The training data may contain a few hun-
dred randomly selected transliteration pairs from a
transliteration dictionary (Yoon et al., 2007; Sproat
et al., 2006; Lee and Chang, 2003) or just a few
carefully selected transliteration pairs (Sherif and
Kondrak, 2007; Klementiev and Roth, 2006). Our
work is more challenging as we extract translitera-
tion pairs without using transliteration dictionaries
or gold standard transliteration pairs.

Klementiev and Roth (2006) initialize their
transliteration model with a list of 20 transliteration
tion; so we did not interpolate in just those iterations of training
where we were transitioning from one model to the next.
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pairs. Their model makes use of temporal scoring
to rank the candidate transliterations. A lot of work
has been done on discovering and learning translit-
erations from comparable corpora by using temporal
and phonetic information (Tao et al., 2006; Klemen-
tiev and Roth, 2006; Sproat et al., 2006). We do not
have access to this information.

Sherif and Kondrak (2007) train a probabilistic
transducer on 14 manually constructed translitera-
tion pairs of English/Arabic. They iteratively extract
transliteration pairs from the test data and add them
to the training data. Our method is different from the
method of Sherif and Kondrak (2007) as our method
is fully unsupervised, and because in each iteration,
they add the most probable transliteration pairs to
the training data, while we filter out the least proba-
ble transliteration pairs from the training data.

The transliteration mining systems of the four
NEWS10 participants are either based on discrim-
inative or on generative methods. All systems use
manually labelled (seed) data for the initial training.
The system based on the edit distance method sub-
mitted by Jiampojamarn et al. (2010) performs best
for the English/Russian task. Jiampojamarn et al.
(2010) submitted another system based on a stan-
dard n-gram kernel which ranked first for the En-
glish/Hindi and English/Tamil tasks.6 For the En-
glish/Arabic task, the transliteration mining system
of Noeman and Madkour (2010) was best. They
normalize the English and Arabic characters in the
training data which increases the recall.7

Our transliteration extraction method differs in
that we extract transliteration pairs from a paral-
lel corpus without supervision. The results of the
NEWS10 experiments (Kumaran et al., 2010) show
that no single system performs well on all language
pairs. Our unsupervised method seems robust as its
performance is similar to or better than many of the
semi-supervised systems on three language pairs.

We are only aware of one previous work which
uses transliteration information for word alignment.

6They use the seed data as positive examples. In order to
obtain also negative examples, they generate all possible word
pairs from the source and target words in the seed data and ex-
tract the ones which are not transliterations but have a common
substring of some minimal length.

7They use the phrase table of Moses to build a mapping table
between source and target characters. The mapping table is then
used to construct a finite state transducer.

Hermjakob (2009) proposed a linguistically focused
word alignment system which uses many features
including hand-crafted transliteration rules for Ara-
bic/English alignment. His evaluation did not ex-
plicitly examine the effect of transliteration (alone)
on word alignment. We show that the integration
of a transliteration system based on unsupervised
transliteration mining increases the word alignment
quality for the two language pairs we tested.

6 Conclusion

We proposed a method to automatically extract
transliteration pairs from parallel corpora without
supervision or linguistic knowledge. We evaluated
it against the semi-supervised systems of NEWS10
and achieved high F-measure and performed bet-
ter than most of the semi-supervised systems. We
also evaluated our method on parallel corpora and
achieved high F-measure. We integrated the translit-
eration extraction module into the GIZA++ word
aligner and showed gains in alignment quality. We
will release our transliteration mining system and
word alignment system in the near future.
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Abstract

Efficient decoding for syntactic parsing has
become a necessary research area as statisti-
cal grammars grow in accuracy and size and
as more NLP applications leverage syntac-
tic analyses. We review prior methods for
pruning and then present a new framework
that unifies their strengths into a single ap-
proach. Using a log linear model, we learn
the optimal beam-search pruning parameters
for each CYK chart cell, effectively predicting
the most promising areas of the model space
to explore. We demonstrate that our method
is faster than coarse-to-fine pruning, exempli-
fied in both the Charniak and Berkeley parsers,
by empirically comparing our parser to the
Berkeley parser using the same grammar and
under identical operating conditions.

1 Introduction

Statistical constituent parsers have gradually in-
creased in accuracy over the past ten years. This
accuracy increase has opened the door to automati-
cally derived syntactic information within a number
of NLP tasks. Prior work incorporating parse struc-
ture into machine translation (Chiang, 2010) and Se-
mantic Role Labeling (Tsai et al., 2005; Punyakanok
et al., 2008) indicate that such hierarchical structure
can have great benefit over shallow labeling tech-
niques like chunking and part-of-speech tagging.

Although syntax is becoming increasingly impor-
tant for large-scale NLP applications, constituent
parsing is slow — too slow to scale to the size of
many potential consumer applications. The exhaus-
tive CYK algorithm has computational complexity
O(n3|G|) where n is the length of the sentence and

|G| is the number of grammar productions, a non-
negligible constant. Increases in accuracy have pri-
marily been accomplished through an increase in
the size of the grammar, allowing individual gram-
mar rules to be more sensitive to their surround-
ing context, at a considerable cost in efficiency.
Grammar transformation techniques such as linguis-
tically inspired non-terminal annotations (Johnson,
1998; Klein and Manning, 2003b) and latent vari-
able grammars (Matsuzaki et al., 2005; Petrov et al.,
2006) have increased the grammar size |G| from a
few thousand rules to several million in an explic-
itly enumerable grammar, or even more in an im-
plicit grammar. Exhaustive search for the maximum
likelihood parse tree with a state-of-the-art grammar
can require over a minute of processing for a sin-
gle sentence of 25 words, an unacceptable amount
of time for real-time applications or when process-
ing millions of sentences. Deterministic algorithms
for dependency parsing exist that can extract syntac-
tic dependency structure very quickly (Nivre, 2008),
but this approach is often undesirable as constituent
parsers are more accurate and more adaptable to new
domains (Petrov et al., 2010).

The most accurate constituent parsers, e.g., Char-
niak (2000), Petrov and Klein (2007a), make use
of approximate inference, limiting their search to
a fraction of the total search space and achieving
speeds of between one and four newspaper sen-
tences per second. The paradigm for building state-
of-the-art parsing models is to first design a model
structure that can achieve high accuracy and then,
after the model has been built, design effective ap-
proximate inference methods around that particu-
lar model; e.g., coarse-to-fine non-terminal hierar-
chies for a given model, or agenda-based methods
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that are empirically tuned to achieve acceptable ef-
ficiency/accuracy operating points. While both of
the above mentioned papers use the CYK dynamic
programming algorithm to search through possible
solutions, their particular methods of approximate
inference are quite distinct.

In this paper, we examine a general approach to
approximate inference in constituent parsing that
learns cell-specific thresholds for arbitrary gram-
mars. For each cell in the CYK chart, we sort all
potential constituents in a local agenda, ordered by
an estimate of their posterior probability. Given fea-
tures extracted from the chart cell context – e.g.,
span width; POS-tags and words surrounding the
boundary of the cell – we train a log linear model
to predict how many constituents should be popped
from the local agenda and added to the chart. As
a special case of this approach, we simply pre-
dict whether the number to add should be zero or
greater than zero, in which case the method can be
seen as a cell-by-cell generalization of Roark and
Hollingshead’s (2008; 2009) tagger-derived Chart
Constraints. More generally, instead of a binary
classification decision, we can also use this method
to predict the desired cell population directly and
get cell closure for free when the classifier predicts
a beam-width of zero. In addition, we use a non-
symmetric loss function during optimization to ac-
count for the imbalance between over-predicting or
under-predicting the beam-width.

A key feature of our approach is that it does
not rely upon reference syntactic annotations when
learning to search. Rather, the beam-width predic-
tion model is trained to learn the rank of constituents
in the maximum likelihood trees.1 We will illus-
trate this by presenting results using a latent-variable
grammar, for which there is no “true” reference la-
tent variable parse. We simply parse sections 2-21
of the WSJ treebank and train our search models
from the output of these trees, with no prior knowl-
edge of the non-terminal set or other grammar char-
acteristics to guide the process. Hence, this ap-

1Note that we do not call this method “unsupervised” be-
cause all grammars used in this paper are induced from super-
vised data, although our framework can also accommodate un-
supervised grammars. We emphasize that we are learning to
search using only maximum likelihood trees, not that we are
doing unsupervised parsing.

Figure 1: Inside (grey) and outside (white) representations of
an example chart edge Ni,j .

proach is broadly applicable to a wide range of sce-
narios, including tuning the search to new domains
where domain mismatch may yield very different ef-
ficiency/accuracy operating points.

In the next section, we present prior work on
approximate inference in parsing, and discuss how
our method to learn optimal beam-search param-
eters unite many of their strengths into a single
framework. We then explore using our approach to
open or close cells in the chart as an alternative to
Roark and Hollingshead (2008; 2009). Finally, we
present results which combine cell closure and adap-
tive beam-width prediction to achieve the most effi-
cient parser.

2 Background

2.1 Preliminaries and notation

Let S = w1 . . . w|S| represent an input string of
|S| words. Let wi,j denote the substring from word
wi+1 to wj ; i.e., S = w0,|S|. We use the term chart
edge to refer to a non-terminal spanning a specific
substring of the input sentence. Let Ni,j denote the
edge labeled with non-terminalN spanning wi,j , for
example NP3,7. We define an edge’s figure-of-merit
(FOM) as an estimate of the product of its inside
(β) and outside (α) scores, conceptually the relative
merit the edge has to participate in the final parse
tree (see Figure 1). More formally:

α(Ni,j) = P (w0,i, Ni,j , wj,n)

β(Ni,j) = P (wi,j |N)

FOM(Ni,j) = α̂(Ni,j)β̂(Ni,j)
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With bottom-up parsing, the true inside probability
is accumulated and β(Ni,j) does not need to be esti-
mated, improving the FOMs ability to represent the
true inside/outside distribution.

In this paper, we use a modified version of the
Caraballo and Charniak Boundary FOM (1998)
for local edge comparison, which computes α̂(Ni,j)
using POS forward-backward scores and POS-to-
nonterminal constituent boundary transition proba-
bilities. Details can be found in (?).

We also note that in this paper we only use
the FOM scoring function to rank constituents in
a local agenda. Alternative approaches to rank-
ing competitors are also possible, such as Learning
as Search Optimization (Daumé and Marcu, 2005).
The method we present in this paper to learn the op-
timal beam-search parameters is applicable to any
ranking function, and we demonstrate this by com-
puting results with both the Boundary FOM and
only the inside probability in Section 6.

2.2 Agenda-based parsing
Agenda-based parsers maintain a global agenda of
edges, ranked by FOM score. At each iteration, the
highest-scoring edge is popped off of the agenda,
added to the chart, and combined with other edges
already in the chart. The agenda-based approach
includes best-first parsing (Bobrow, 1990) and A*
parsing (Klein and Manning, 2003a), which differ
in whether an admissible FOM estimate α̂(Ni,j) is
required. A* uses an admissible FOM, and thus
guarantees finding the maximum likelihood parse,
whereas an inadmissible heuristic (best-first) may
require less exploration of the search space. Much
work has been pursued in both admissible and in-
admissible heuristics for agenda parsing (Caraballo
and Charniak, 1998; Klein and Manning, 2003a;
Pauls et al., 2010).

In this paper, we also make use of agendas, but
at a local rather than a global level. We maintain an
agenda for each cell, which has two significant ben-
efits: 1) Competing edges can be compared directly,
avoiding the difficulty inherent in agenda-based ap-
proaches of comparing edges of radically differ-
ent span lengths and characteristics; and 2) Since
the agendas are very small, the overhead of agenda
maintenance — a large component of agenda-based
parse time — is minimal.

2.3 Beam-search parsing

CYK parsing with a beam-search is a local pruning
strategy, comparing edges within the same chart cell.
The beam-width can be defined in terms of a thresh-
old in the number of edges allowed, or in terms of
a threshold on the difference in probability relative
to the highest scoring edge (Collins, 1999; Zhang et
al., 2010). For the current paper, we use both kinds
of thresholds, avoiding pathological cases that each
individual criteria is prone to encounter. Further, un-
like most beam-search approaches we will make use
of a FOM estimate of the posterior probability of an
edge, defined above, as our ranking function. Fi-
nally, we will learn log linear models to assign cell-
specific thresholds, rather than relying on a single
search parameter.

2.4 Coarse-to-Fine Parsing

Coarse-to-fine parsing, also known as multiple pass
parsing (Goodman, 1997; Charniak, 2000; Char-
niak and Johnson, 2005), first parses the input sen-
tence with a simplified (coarse) version of the tar-
get (fine) grammar in which multiple non-terminals
are merged into a single state. Since the coarse
grammar is quite small, parsing is much faster than
with the fine grammar, and can quickly yield an es-
timate of the outside probability α(·) for use in sub-
sequent agenda or beam-search parsing with the fine
grammar. This approach can also be used iteratively
with grammars of increasing complexity (Petrov and
Klein, 2007a).

Building a coarse grammar from a fine gram-
mar is a non-trivial problem, and most often ap-
proached with detailed knowledge of the fine gram-
mar being used. For example, Goodman (1997)
suggests using a coarse grammar consisting of reg-
ular non-terminals, such as NP and VP, and then
non-terminals augmented with head-word informa-
tion for the more accurate second-pass grammar.
Such an approach is followed by Charniak (2000) as
well. Petrov and Klein (2007a) derive coarse gram-
mars in a more statistically principled way, although
the technique is closely tied to their latent variable
grammar representation.

To the extent that our cell-specific threshold clas-
sifier predicts that a chart cell should contain zero
edges or more than zero edges, it is making coarse
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predictions about the unlabeled constituent structure
of the target parse tree. This aspect of our work is
can be viewed as a coarse-to-fine process, though
without considering specific grammatical categories
or rule productions.

2.5 Chart Constraints
Roark and Hollingshead (2008; 2009) introduced
a pruning technique that ignores entire chart cells
based on lexical and POS features of the input sen-
tence. They train two finite-state binary taggers:
one that allows multi-word constituents to start at
a word, and one that allows constituents to end at a
word. Given these tags, it is straightforward to com-
pletely skip many chart cells during processing.

In this paper, instead of tagging word positions to
infer valid constituent spans, we classify chart cells
directly. We further generalize this cell classification
to predict the beam-width of the chart cell, where a
beam-width of zero indicates that the cell is com-
pletely closed. We discuss this in detail in the next
section.

3 Open/Closed Cell Classification

3.1 Constituent Closure
We first look at the binary classification of chart cells
as either open or closed to full constituents, and pre-
dict this value from the input sentence alone. This
is the same problem that Roark and Hollingshead
(2008; 2009) solve with Chart Constraints; however,
where they classify lexical items as either beginning
or ending a constituent, we classify individual chart
cells as open or closed, an approach we call Con-
stituent Closure. Although the number of classifi-
cations scales quadratically with our approach, the
total parse time is still dominated by the O(n3|G|)
parsing complexity and we find that the added level
of specificity reduces the search space significantly.

To learn to classify a chart cell spanning words
wi+1 . . . wj of a sentence S as open or closed to full
constituents, we first map cells in the training corpus
to tuples:

Φ(S, i, j) = (x, y) (1)

where x is a feature-vector representation of the
chart cell and y is the target class 1 if the cell con-
tains an edge from the maximum likelihood parse

tree, 0 otherwise. The feature vector x is encoded
with the chart cell’s absolute and relative span width,
as well as unigram and bigram lexical and part-of-
speech tag items from wi−1 . . . wj+2.

Given feature/target tuples (x, y) for every chart
cell in every sentence of a training corpus τ , we train
a weight vector θ using the averaged perceptron al-
gorithm (Collins, 2002) to learn an open/closed bi-
nary decision boundary:

θ̂ = argmin
θ

∑
(x,y)∈Φ(τ)

Lλ(H(θ · x), y) (2)

where H(·) is the unit step function: 1 if the inner
product θ ·x > 0, and 0 otherwise; and Lλ(·, ·) is an
asymmetric loss function, defined below.

When predicting cell closure, all misclassifica-
tions are not equal. If we leave open a cell which
contains no edges in the maximum likelihood (ML)
parse, we incur the cost of additional processing, but
are still able to recover the ML tree. However, if we
close a chart cell which contains an ML edge, search
errors occur. To deal with this imbalance, we intro-
duce an asymmetric loss functionLλ(·, ·) to penalize
false-negatives more severely during training.

Lλ(h, y) =


0 if h = y

1 if h > y

λ if h < y

(3)

We found the value λ = 102 to give the best per-
formance on our development set, and we use this
value in all of our experiments.

Figures 2a and 2b compare the pruned charts of
Chart Constraints and Constituent Closure for a sin-
gle sentence in the development set. Note that both
of these methods are predicting where a complete
constituent may be located in the chart, not partial
constituents headed by factored nonterminals within
a binarized grammar. Depending on the grammar
factorization (right or left) we can infer chart cells
that are restricted to only edges with a factored left-
hand-side non-terminal. In Figure 2 these chart cells
are colored gray. Note that Constituent Closure re-
duces the number of completely open cells consider-
ably vs. Chart Constraints, and the number of cells
open to factored categories somewhat.
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3.2 Complete Closure

Alternatively, we can predict whether a chart cell
contains any edge, either a partial or a full con-
stituent, an approach we call Complete Closure.
This is a more difficult classification problem as par-
tial constituents occur in a variety of contexts. Nev-
ertheless, learning this directly allows us to remove a
large number of internal chart cells from considera-
tion, since no additional cells need to be left open to
partial constituents. The learning algorithm is iden-
tical to Equation 2, but training examples are now
assigned a positive label if the chart cell contains any
edge from the binarized maximum likelihood tree.
Figure 2c gives a visual representation of Complete
Closure for the same sentence; the number of com-
pletely open cells increases somewhat, but the total
number of open cells (including those open to fac-
tored categories) is greatly reduced.

We compare the effectiveness of Constituent Clo-
sure, Complete Closure, and Chart Constraints, by
decreasing the percentage of chart cells closed un-
til accuracy over all sentences in our development
set start to decline. For Constituent and Complete
Closure, we also vary the loss function, adjusting
the relative penalty between a false-negative (clos-
ing off a chart cell that contains a maximum like-
lihood edge) and a false-positive. Results show that
using Chart Constrains as a baseline, we prune (skip)
33% of the total chart cells. Constituent Closure im-
proves on this baseline only slightly (36%), but we
see our biggest gains with Complete Closure, which
prunes 56% of all chart cells in the development set.

All of these open/closed cell classification meth-
ods can improve the efficiency of the exhaustive
CYK algorithm, or any of the approximate infer-
ence methods mentioned in Section 2. We empir-
ically evaluate them when applied to CYK parsing
and beam-search parsing in Section 6.

4 Beam-Width Prediction

The cell-closing approaches discussed in Section 3
make binary decisions to either allow or completely
block all edges in each cell. This all-on/all-off tactic
ignores the characteristics of the local cell popula-
tion, which, given a large statistical grammar, may
contain hundred of edges, even if very improbable.
Retaining all of these partial derivations forces the

(a) Chart Constraints (Roark and Hollingshead, 2009)

(b) Constituent Closure (this paper)

(c) Complete Closure (this paper)

Figure 2: Comparison of Chart Constraints (Roark and
Hollingshead, 2009) to Constituent and Complete Closure for a
single example sentence. Black cells are open to all edges while
grey cells only allow factored edges (incomplete constituents).

search in larger spans to continue down improbable
paths, adversely affecting efficiency. We can further
improve parsing speed in these open cells by lever-
aging local pruning methods, such as beam-search.

When parsing with a beam-search, finding the op-
timal beam-width threshold(s) to balance speed and
accuracy is a necessary step. As mentioned in Sec-
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tion 2.3, two variations of the beam-width are of-
ten considered: a fixed number of allowed edges,
or a relative probability difference from the highest
scoring local edge. For the remainder of this pa-
per we fix the relative probability threshold for all
experiments and focus on adapting the number of
allowed edges per cell. We will refer to this number-
of-allowed-edges value as the beam-width, notated
by b, and leave adaptation of the relative probability
difference to future work.

The standard way to tune the beam-width is a sim-
ple sweep over possible values until accuracy on
a heldout data set starts to decline. The optimal
point will necessarily be very conservative, allowing
outliers (sentences or sub-phrases with above aver-
age ambiguity) to stay within the beam and produce
valid parse trees. The majority of chart cells will
require much fewer than b entries to find the max-
imum likelihood (ML) edge, yet, constrained by a
constant beam-width, the cell will continue to be
filled with unfruitful edges, exponentially increasing
downstream computation.

For example, when parsing with the Berkeley
latent-variable grammar and Boundary FOM, we
find we can reduce the global beam-width b to 15
edges in each cell before accuracy starts to decline.
However we find that 73% of the ML edges are
ranked first in their cell and 96% are ranked in the
top three. Thus, in 24 of every 25 cells, 80% of the
edges are unnecessary (12 of the top 15). Clearly,
it would be advantageous to adapt the beam-width
such that it is restrictive when we are confident in
the FOM ranking and more forgiving in ambiguous
contexts.

To address this problem, we learn the optimal
beam-width for each chart cell directly. We define
Ri,j as the rank of the ML edge in the chart cell
spanning wi+1 . . . wj . If no ML edge exists in the
cell, then Ri,j = 0. Given a global maximum beam-
width b, we train b different binary classifiers, each
using separate mapping functions Φk, where the tar-
get value y produced by Φk is 1 if Ri,j > k and 0
otherwise.

The same asymmetry noted in Section 3 applies
in this task as well. When in doubt, we prefer to
over-predict the beam-width and risk an increase in
processing time opposed to under-predicting at the
expense of accuracy. Thus we use the same loss

function Lλ, this time training several classifiers:

θ̂k = argmin
θ

∑
(x,y)∈Φk(τ)

Lλ(H(θ · x), y) (4)

Note that in Equation 4 when k = 0, we re-
cover the open/closed cell classification of Equa-
tion 2, since a beam width of 0 indicates that the
chart cell is completely closed.

During decoding, we assign the beam-width
for chart cell spanning wi+1 . . . wj given models
θ0, θ1, ...θb−1 by finding the lowest value k such that
the binary classifier θk classifiesRi,j ≤ k. If no such
k exists, R̂i,j is set to the maximum beam-width
value b:

R̂i,j = argmin
k

θk · xi ≤ 0 (5)

In Equation 5 we assume there are b unique clas-
sifiers, one for each possible beam-width value be-
tween 0 and b− 1, but this level of granularity is not
required. Choosing the number of classification bins
to minimize total parsing time is dependent on the
FOM function and how it ranks ML edges. With the
Boundary FOM we use in this paper, 97.8% of ML
edges have a local rank less than five and we find that
the added cost of computing b decision boundaries
for each cell is not worth the added specificity. We
searched over possible classification bins and found
that training four classifiers with beam-width deci-
sion boundaries at 0, 1, 2, and 4 is faster than 15 in-
dividual classifiers and more memory efficient, since
each model θk has over 800,000 parameters. All
beam-width prediction results reported in this paper
use these settings.

Figure 3 is a visual representation of beam-width
prediction on a single sentence of the development
set using the Berkeley latent-variable grammar and
Boundary FOM. In this figure, the gray scale repre-
sents the relative size of the beam-width, black being
the maximum beam-width value, b, and the lightest
gray being a beam-width of size one. We can see
from this figure that very few chart cells are classi-
fied as needing the full 15 edges, apart from span-1
cells which we do not classify.
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Figure 3: Visualization of Beam-Width Prediction for a single example sentence. The grey scale represents the size of the predicted
beam-width: white is 0 (cell is skipped) and black is the maximum value b (b=15 in this example).

5 Experimental Setup

We run all experiments on the WSJ treebank (Mar-
cus et al., 1999) using the standard splits: section
2-21 for training, section 22 for development, and
section 23 for testing. We preprocess the treebank
by removing empty nodes, temporal labels, and spu-
rious unary productions (X→X), as is standard in
published works on syntactic parsing.

The pruning methods we present in this paper can
be used to parse with any grammar. To achieve state-
of-the-art accuracy levels, we parse with the Berke-
ley SM6 latent-variable grammar (Petrov and Klein,
2007b) where the original treebank non-terminals
are automatically split into subclasses to optimize
parsing accuracy. This is an explicit grammar con-
sisting of 4.3 million productions, 2.4 million of
which are lexical productions. Exhaustive CYK
parsing with the grammar takes more than a minute
per sentence.

Accuracy is computed from the 1-best Viterbi
(max) tree extracted from the chart. Alternative de-
coding methods, such as marginalizing over the la-
tent variables in the grammar or MaxRule decod-
ing (Petrov and Klein, 2007a) are certainly possible
in our framework, but it is unknown how effective
these methods will be given the heavily pruned na-

ture of the chart. We leave investigation of this to
future work. We compute the precision and recall
of constituents from the 1-best Viterbi trees using
the standard EVALB script (?), which ignores punc-
tuation and the root symbol. Accuracy results are
reported as F-measure (F1), the harmonic mean be-
tween precision and recall.

We ran all timing tests on an Intel 3.00GHz pro-
cessor with 6MB of cache and 16GB of memory.
Our parser is written in Java and publicly available
at http://nlp.csee.ogi.edu.

6 Results

We empirically demonstrate the advantages of our
pruning methods by comparing the total parse time
of each system, including FOM initialization, chart
cell classification, and beam-width prediction. The
parse times reported for Chart Constraints do not in-
clude tagging times as we were provided with this
pre-tagged data, but tagging all of Section 22 takes
less than three seconds and we choose to ignore this
contribution for simplicity.

Figure 4 contains a timing comparison of the three
components of our final parser: Boundary FOM ini-
tialization (which includes the forward-backward al-
gorithm over ambiguous part-of-speech tags), beam-
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Figure 4: Timing breakdown by sentence length for major
components of our parser.

width prediction, and the final beam-search, includ-
ing 1-best extraction. We bin these relative times
with respect to sentence length to see how each com-
ponent scales with the number of input words. As
expected, theO(n3|G|) beam-search begins to dom-
inate as the sentence length grows, but Boundary
FOM initialization is not cheap, and absorbs, on
average, 20% of the total parse time. Beam-width
prediction, on the other hand, is almost negligible
in terms of processing time even though it scales
quadratically with the length of the sentence.

We compare the accuracy degradation of beam-
width prediction and Chart Constraints in Figure 5
as we incrementally tighten their respective prun-
ing parameters. We also include the baseline beam-
search parser with Boundary FOM in this figure
to demonstrate the accuracy/speed trade-off of ad-
justing a global beam-width alone. In this figure
we see that the knee of the beam-width prediction
curve (Beam-Predict) extends substantially further
to the left before accuracy declines, indicating that
our pruning method is intelligently removing a sig-
nificant portion of the search space that remains un-
pruned with Chart Constraints.

In Table 1 we present the accuracy and parse time
for three baseline parsers on the development set:
exhaustive CYK parsing, beam-search parsing using
only the inside score β(·), and beam-search parsing
using the Boundary FOM. We then apply our two
cell-closing methods, Constituent Closure and Com-
plete Closure, to all three baselines. As expected,
the relative speedup of these methods across the var-
ious baselines is similar since the open/closed cell
classification does not change across parsers. We

Figure 5: Time vs. accuracy curves comparing beam-width
prediction (Beam-Predict) and Chart Constraints.

also see that Complete Closure is between 22% and
31% faster than Constituent Closure, indicating that
the greater number of cells closed translates directly
into a reduction in parse time. We can further apply
beam-width prediction to the two beam-search base-
line parsers in Table 1. Dynamically adjusting the
beam-width for the remaining open cells decreases
parse time by an additional 25% when using the In-
side FOM, and 28% with the boundary FOM.

We apply our best model to the test set and report
results in Table 2. Beam-width prediction, again,
outperforms the baseline of a constant beam-width
by 65% and the open/closed classification of Chart
Constraints by 49%. We also compare beam-width
prediction to the Berkeley Coarse-to-Fine parser.
Both our parser and the Berkeley parser are written
in Java, both are run with Viterbi decoding, and both
parse with the same grammar, so a direct compari-
son of speed and accuracy is fair.2

7 Conclusion and Future Work

We have introduced three new pruning methods, the
best of which unites figure-of-merit estimation from
agenda-based parsing, local pruning from beam-
search parsing, and unlabeled constituent structure

2We run the Berkeley parser with the default search param-
eterization to achieve the fastest possible parsing time. We note
that 3 of 2416 sentences fail to parse under these settings. Using
the ‘-accurate’ option provides a valid parse for all sentences,
but increases parsing time of section 23 to 0.293 seconds per
sentence with no increase in F-score. We assume a back-off
strategy for failed parses could be implemented to parse all sen-
tences with a parsing time close to the default parameterization.
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Parser Sec/Sent F1

CYK 70.383 89.4
CYK + Constituent Closure 47.870 89.3
CYK + Complete Closure 32.619 89.3

Beam + Inside FOM (BI) 3.977 89.2
BI + Constituent Closure 2.033 89.2
BI + Complete Closure 1.575 89.3
BI + Beam-Predict 1.180 89.3

Beam + Boundary FOM (BB) 0.326 89.2
BB + Constituent Closure 0.279 89.2
BB + Complete Closure 0.199 89.3
BB + Beam-Predict 0.143 89.3

Table 1: Section 22 development set results for CYK and
Beam-Search (Beam) parsing using the Berkeley latent-variable
grammar.

prediction from coarse-to-fine parsing and Chart
Constraints. Furthermore, our pruning method is
trained using only maximum likelihood trees, allow-
ing it to be tuned to specific domains without labeled
data. Using this framework, we have shown that we
can decrease parsing time by 65% over a standard
beam-search without any loss in accuracy, and parse
significantly faster than both the Berkeley parser and
Chart Constraints.

We plan to explore a number of remaining ques-
tions in future work. First, we will try combin-
ing our approach with constituent-level Coarse-to-
Fine pruning. The two methods prune the search
space in very different ways and may prove to be
complementary. On the other hand, our parser cur-
rently spends 20% of the total parse time initializing
the FOM, and adding additional preprocessing costs,
such as parsing with a coarse grammar, may not out-
weigh the benefits gained in the final search.

Second, as with Chart Constraints we do not
prune lexical or unary edges in the span-1 chart cells
(i.e., chart cells that span a single word). We ex-
pect pruning entries in these cells would notably re-
duce parse time since they cause exponentially many
chart edges to be built in larger spans. Initial work
constraining span-1 chart cells has promising results
(Bodenstab et al., 2011) and we hope to investigate
its interaction with beam-width prediction even fur-
ther.

Parser Sec/Sent F1

CYK 64.610 88.7
Berkeley CTF MaxRule 0.213 90.2
Berkeley CTF Viterbi 0.208 88.8
Beam + Boundary FOM (BB) 0.334 88.6
BB + Chart Constraints 0.244 88.7
BB + Beam-Predict (this paper) 0.125 88.7

Table 2: Section 23 test set results for multiple parsers using
the Berkeley latent-variable grammar.

Finally, the size and structure of the grammar is
the single largest contributor to parse efficiency. In
contrast to the current paradigm, we plan to inves-
tigate new algorithms that jointly optimize accuracy
and efficiency during grammar induction, leading to
more efficient decoding.
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Abstract

We study the problem of finding the besthead-
driven parsing strategy for Linear Context-
Free Rewriting System productions. A head-
driven strategy must begin with a specified
righthand-side nonterminal (the head) and add
the remaining nonterminals one at a time in
any order. We show that it is NP-hard to find
the best head-driven strategy in terms of either
the time or space complexity of parsing.

1 Introduction

Linear Context-Free Rewriting Systems (LCFRSs)
(Vijay-Shankar et al., 1987) constitute a very general
grammatical formalism which subsumes context-
free grammars (CFGs) and tree adjoining grammars
(TAGs), as well as the synchronous context-free
grammars (SCFGs) and synchronous tree adjoin-
ing grammars (STAGs) used as models in machine
translation.1 LCFRSs retain the fundamental prop-
erty of CFGs that grammar nonterminals rewrite
independently, but allow nonterminals to generate
discontinuous phrases, that is, to generate more
than one span in the string being produced. This
important feature has been recently exploited by
Maier and Søgaard (2008) and Kallmeyer and Maier
(2010) for modeling phrase structure treebanks with
discontinuous constituents, and by Kuhlmann and
Satta (2009) for modeling non-projective depen-
dency treebanks.

The rules of a LCFRS can be analyzed in terms
of the properties ofrank and fan-out. Rank is the

1To be more precise, SCFGs and STAGs generate languages
composed by pair of strings, while LCFRSs generate string lan-
guages. We can abstract away from this difference by assuming
concatenation of components in a string pair.

number of nonterminals on the right-hand side (rhs)
of a rule, while fan-out is the number of spans of
the string generated by the nonterminal in the left-
hand side (lhs) of the rule. CFGs are equivalent to
LCFRSs with fan-out one, while TAGs are one type
of LCFRSs with fan-out two. Rambow and Satta
(1999) show that rank and fan-out induce an infi-
nite, two-dimensional hierarchy in terms of gener-
ative power; while CFGs can always be reduced to
rank two (Chomsky Normal Form), this is not the
case for LCFRSs with any fan-out greater than one.

General algorithms for parsing LCFRSs build a
dynamic programming chart of recognized nonter-
minals bottom-up, in a manner analogous to the
CKY algorithm for CFGs (Hopcroft and Ullman,
1979), but with time and space complexity that are
dependent on the rank and fan-out of the gram-
mar rules. Whenever it is possible, binarization of
LCFRS rules, or reduction of rank to two, is there-
fore important for parsing, as it reduces the time
complexity needed for dynamic programming. This
has lead to a number of binarization algorithms for
LCFRSs, as well asfactorization algorithms that
factor rules into new rules with smaller rank, with-
out necessarily reducing rank all the way to two.
Kuhlmann and Satta (2009) present an algorithm
for binarizing certain LCFRS rules without increas-
ing their fan-out, and Sagot and Satta (2010) show
how to reduce rank to the lowest value possible for
LCFRS rules of fan-out two, again without increas-
ing fan-out. Ǵomez-Rodŕıguez et al. (2010) show
how to factorizewell-nested LCFRS rules of arbi-
trary fan-out for efficient parsing.

In general there may be a trade-off required
between rank and fan-out, and a few recent pa-
pers have investigated this trade-off taking gen-
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eral LCFRS rules as input. Ǵomez-Rodŕıguez et
al. (2009) present an algorithm for binarization of
LCFRSs while keeping fan-out as small as possi-
ble. The algorithm is exponential in the resulting
fan-out, and Ǵomez-Rodŕıguez et al. (2009) mention
as an important open question whether polynomial-
time algorithms to minimize fan-out are possible.
Gildea (2010) presents a related method for bina-
rizing rules while keeping the time complexity of
parsing as small as possible. Binarization turns out
to be possible with no penalty in time complexity,
but, again, the factorization algorithm is exponen-
tial in the resulting time complexity. Gildea (2011)
shows that a polynomial time algorithm for factor-
izing LCFRSs in order to minimize time complexity
would imply an improved approximation algorithm
for the well-studied graph-theoretic property known
as treewidth. However, whether the problem of fac-
torizing LCFRSs in order to minimize time com-
plexity is NP-hard is still an open question in the
above works.

Similar questions have arisen in the context of
machine translation, as the SCFGs used to model
translation are also instances of LCFRSs, as already
mentioned. For SCFG, Satta and Peserico (2005)
showed that the exponent in the time complexity
of parsing algorithms must grow at least as fast as
the square root of the rule rank, and Gildea and
Štefankovǐc (2007) tightened this bound to be lin-
ear in the rank. However, neither paper provides an
algorithm for finding the best parsing strategy, and
Huang et al. (2009) mention that whether finding the
optimal parsing strategy for an SCFG rule is NP-
hard is an important problem for future work.

In this paper, we investigate the problem of rule
binarization for LCFRSs in the context ofhead-
driven parsing strategies. Head-driven strategies be-
gin with one rhs symbol, and add one nontermi-
nal at a time. This rules out any factorization in
which two subsets of nonterminals of size greater
than one are combined in a single step. Head-driven
strategies allow for the techniques of lexicalization
and Markovization that are widely used in (projec-
tive) statistical parsing (Collins, 1997). The statis-
tical LCFRS parser of Kallmeyer and Maier (2010)
binarizes rules head-outward, and therefore adopts
what we refer to as a head-driven strategy. How-
ever, the binarization used by Kallmeyer and Maier

(2010) simply proceeds left to right through the rule,
without considering the impact of the parsing strat-
egy on either time or space complexity. We examine
the question of whether we can efficiently find the
strategy that minimizes either the time complexity
or the space complexity of parsing. While a naive
algorithm can evaluate allr! head-driven strategies
in time O(n · r!), wherer is the rule’s rank andn
is the total length of the rule’s description, we wish
to determine whether a polynomial-time algorithm
is possible.

Since parsing problems can be cast in terms of
logic programming (Shieber et al., 1995), we note
that our problem can be thought of as a type of
query optimization for logic programming. Query
optimization for logic programming is NP-complete
since query optimization for even simple conjunc-
tive database queries is NP-complete (Chandra and
Merlin, 1977). However, the fact that variables in
queries arising from LCFRS rules correspond to the
endpoints of spans in the string to be parsed means
that these queries have certain structural properties
(Gildea, 2011). We wish to determine whether the
structure of LCFRS rules makes efficient factoriza-
tion algorithms possible.

In the following, we show both the the time- and
space-complexity problems to be NP-hard for head-
driven strategies. We provide what is to our knowl-
edge the first NP-hardness result for a grammar fac-
torization problem, which we hope will aid in under-
standing parsing algorithms in general.

2 LCFRSs and parsing complexity

In this section we briefly introduce LCFRSs and de-
fine the problem of optimizing head-driven parsing
complexity for these formalisms. For a positive in-
tegern, we write[n] to denote the set{1, . . . , n}.

As already mentioned in the introduction,
LCFRSs generate tuples of strings over some finite
alphabet. This is done by associating each produc-
tion p of a grammar with a functiong that takes as
input the tuples generated by the nonterminals inp’s
rhs, and rearranges their string components into a
new tuple, possibly adding some alphabet symbols.

Let V be some finite alphabet. We writeV ∗ for
the set of all (finite) strings overV . For natural num-
bersr ≥ 0 andf, f1, . . . , fr ≥ 1, consider a func-
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tion g : (V ∗)f1 × · · · × (V ∗)fr → (V ∗)f defined by
an equation of the form

g(〈x1,1, . . . , x1,f1〉, . . . , 〈xr,1, . . . , xr,fr
〉) = ~α .

Here thexi,j ’s denote variables over strings inV ∗,
and~α = 〈α1, . . . , αf 〉 is anf -tuple of strings over
g’s argument variables and symbols inV . We say
that g is linear, non-erasing if ~α containsexactly
one occurrence of each argument variable. We callr

andf the rank and thefan-out of g, respectively,
and writer(g) andf(g) to denote these quantities.

Example 1 g1(〈x1,1, x1,2〉) = 〈x1,1x1,2〉 takes as
input a tuple with two strings and returns a tuple
with a single string, obtained by concatenating the
components in the input tuple.g2(〈x1,1, x1,2〉) =
〈ax1,1b, cx1,2d〉 takes as input a tuple with two
strings and wraps around these strings with sym-
bolsa, b, c, d ∈ V . Both functions are linear, non-
erasing, and we haver(g1) = r(g2) = 1, f(g1) = 1
andf(g2) = 2. 2

A linear context-free rewriting systemis a tuple
G = (VN , VT , P, S), whereVN andVT are finite,
disjoint alphabets of nonterminal and terminal sym-
bols, respectively. EachA ∈ VN is associated with
a valuef(A), called itsfan-out. The nonterminalS
is the start symbol, withf(S) = 1. Finally, P is a
set of productions of the form

p : A → g(A1, A2, . . . , Ar(g)) , (1)

whereA, A1, . . . , Ar(g) ∈ VN , andg : (V ∗
T )f(A1)

× · · ·× (V ∗
T )f(Ar(g)) → (V ∗

T )f(A) is a linear, non-
erasing function.

Production (1) can be used to transform the
r(g) string tuples generated by the nonterminals
A1, . . . , Ar(g) into a tuple off(A) strings gener-
ated byA. The valuesr(g) andf(g) are called the
rank andfan-out of p, respectively, writtenr(p) and
f(p). Given thatf(S) = 1, S generates a set of
strings, defining the languageL(G).

Example 2 Let g1 andg2 be as in Example 1, and
let g3() = 〈ε, ε〉. Consider the LCFRSG defined by
the productionsp1 : S → g1(A), p2 : A → g2(A)
andp3 : A → g3(). We havef(S) = 1, f(A) =
f(G) = 2, r(p3) = 0 andr(p1) = r(p2) = r(G) =
1. We haveL(G) = {anbncndn |n ≥ 1}. For in-
stance, the stringa3b3c3d3 is generated by means

fan-out strategy
4 ((A1 ⊕A4)⊕A3)

∗ ⊕A2

3 (A1 ⊕A4)
∗ ⊕ (A2 ⊕A3)

3 ((A1 ⊕A2)
∗ ⊕A4)⊕A3

2 ((A∗
2 ⊕A3)⊕A4)⊕A1

Figure 1: Some parsing strategies for productionp in Ex-
ample 3, and the associated maximum value for fan-out.
Symbol⊕ denotes the merging operation, and superscript
∗ marks the first step in the strategy in which the highest
fan-out is realized.

of the following bottom-up process. First, the tuple
〈ε, ε〉 is generated byA throughp3. We then iterate
three times the application ofp2 to 〈ε, ε〉, resulting
in the tuple〈a3b3, c3d3〉. Finally, the tuple (string)
〈a3b3c3d3〉 is generated byS through application of
p1. 2

Existing parsing algorithms for LCFRSs exploit
dynamic programming. These algorithms compute
partial parses of the input stringw, represented by
means of specialized data structures called items.
Each item indexes the boundaries of the segments
of w that are spanned by the partial parse. In the
special case of parsing based on CFGs, an item con-
sists of two indices, while for TAGs four indices are
required.

In the general case of LCFRSs, parsing of a pro-
ductionp as in (1) can be carried out inr(g) − 1
steps, collecting already available parses for nonter-
minalsA1, . . . , Ar(g) one at a time, and ‘merging’
these into intermediate partial parses. We refer to the
order in which nonterminals are merged as a pars-
ing strategy, or, equivalently, a factorization of the
original grammar rule. Any parsing strategy results
in a complete parse ofp, spanningf(p) = f(A)
segments ofw and represented by some item with
2f(A) indices. However, intermediate items ob-
tained in the process might span more thanf(A)
segments. We illustrate this through an example.

Example 3 Consider a linear non-erasing function
g(〈x1,1, x1,2〉, 〈x2,1, x2,2〉, 〈x3,1, x3,2〉, 〈x4,1, x4,2〉)
= 〈x1,1x2,1x3,1x4,1, x3,2x2,2x4,2x1,2〉, and a pro-
ductionp : A → g(A1, A2, A3, A4), where all the
nonterminals involved have fan-out 2. We could
parsep starting fromA1, and then merging withA4,
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Figure 2: Example input graph for our construction of an
LCFRS production.

A3, andA2. In this case, after we have collected the
first three nonterminals, we have obtained a partial
parse having fan-out 4, that is, an item spanning 4
segments of the input string. Alternatively, we could
first mergeA1 andA4, then mergeA2 andA3, and
finally merge the two obtained partial parses. This
strategy is slightly better, resulting in a maximum
fan-out of 3. Other possible strategies can be ex-
plored, displayed in Figure 1. It turns out that the
best parsing strategy leads to fan-out 2. 2

The maximum fan-outf realized by a parsing
strategy determines the space complexity of the
parsing algorithm. For an input stringw, items will
require (in the worst-case)2f indices, each taking
O(|w|) possible values. This results in space com-
plexity of O(|w|2f ). In the special cases of parsing
based on CFGs and TAGs, this provides the well-
known space complexity ofO(|w|2) andO(|w|4),
respectively.

It can also be shown that, if a partial parse hav-
ing fan-outf is obtained by means of the combi-
nation of two partial parses with fan-outf1 andf2,
respectively, the resulting time complexity will be
O(|w|f+f1+f2) (Seki et al., 1991; Gildea, 2010). As
an example, in the case of parsing based on CFGs,
nonterminals as well as partial parses all have fan-
out one, resulting in the standard time complexity of
O(|w|3) of dynamic programming methods. When
parsing with TAGs, we have to manipulate objects
with fan-out two (in the worst case), resulting in time
complexity ofO(|w|6).

We investigate here the case of general LCFRS
productions, whose internal structure is consider-
ably more complex than the context-free or the tree
adjoining case. Optimizing the parsing complexity
for a production means finding a parsing strategy
that results in minimum space or time complexity.

We now turn the above optimization problems
into decision problems. In the MIN SPACE STRAT-

EGY problem one takes as input an LCFRS produc-
tion p and an integerk, and must decide whether
there exists a parsing strategy forp with maximum
fan-out not larger thank. In the MIN TIME STRAT-
EGY problem one is givenp andk as above and must
decide whether there exists a parsing strategy for
p such that, in any of its steps merging two partial
parses with fan-outf1 andf2 and resulting in a par-
tial parse with fan-outf , the relationf +f1+f2 ≤ k

holds.

In this paper we investigate the above problems in
the context of a specific family of linguistically mo-
tivated parsing strategies for LCFRSs, called head-
driven. In ahead-driven strategy, one always starts
parsing a productionp from a fixed nonterminal in
its rhs, called theheadof p, and merges the remain-
ing nonterminals one at a time with the partial parse
containing the head. Thus, under these strategies,
the construction of partial parses that do not include
the head is forbidden, and each parsing step involves
at most one partial parse. In Figure 1, all of the dis-
played strategies but the one in the second line are
head-driven (for different choices of the head).

3 NP-completeness results

For an LCFRS productionp, let H be its head non-
terminal, and letA1, . . . , An be all the non-head
nonterminals inp’s rhs, withn + 1 = r(p). A head-
driven parsing strategy can be represented as a per-
mutationπ over the set[n], prescribing that the non-
head nonterminals inp’s rhs should be merged with
H in the orderAπ(1), Aπ(2), . . . , Aπ(n). Note that
there aren! possible head-driven parsing strategies.

To show that MIN SPACE STRATEGY is NP-
hard under head-driven parsing strategies, we reduce
from the MIN CUT L INEAR ARRANGEMENT prob-
lem, which is a decision problem over (undirected)
graphs. Given a graphM = (V, E) with set of ver-
ticesV and set of edgesE, a linear arrangement
of M is a bijective functionh from V to [n], where
|V | = n. Thecutwidth of M at gapi ∈ [n− 1] and
with respect to a linear arrangementh is the number
of edges crossing the gap between thei-th vertex and
its successor:

cw(M, h, i) = |{(u, v) ∈ E |h(u) ≤ i < h(v)}| .
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p : A → g(H, A1, A2, A3, A4)

g(〈xH,e1 , xH,e2 , xH,e3 , xH,e4〉, 〈xA1,e1,l, xA1,e1,r, xA1,e3,l, xA1,e3,r〉, 〈xA2,e1,l, xA2,e1,r, xA2,e2,l, xA2,e2,r〉,

〈xA3,e2,l, xA3,e2,r, xA3,e3,l, xA3,e3,r, xA3,e4,l, xA3,e4,r〉, 〈xA4,e4,l, xA4,e4,r〉) =

〈 xA1,e1,lxA2,e1,lxH,e1xA1,e1,rxA2,e1,r, xA2,e2,lxA3,e2,lxH,e2xA2,e2,rxA3,e2,r,

xA1,e3,lxA3,e3,lxH,e3xA1,e3,rxA3,e3,r, xA3,e4,lxA4,e4,lxH,e4xA3,e4,rxA4,e4,r 〉

Figure 3: The construction used to prove Theorem 1 builds theLCFRS productionp shown, when given as input the
graph of Figure 2.

The cutwidth ofM is then defined as

cw(M) = min
h

max
i∈[n−1]

cw(M, h, i) .

In the MIN CUT L INEAR ARRANGEMENTproblem,
one is given as input a graphM and an integerk, and
must decide whethercw(M) ≤ k. This problem has
been shown to be NP-complete (Gavril, 1977).

Theorem 1 The M IN SPACE STRATEGY problem
restricted to head-driven parsing strategies is NP-
complete.

PROOF We start with the NP-hardness part. Let
M = (V, E) and k be an input instance for
M IN CUT L INEAR ARRANGEMENT, and letV =
{v1, . . . , vn} and E = {e1, . . . , eq}. We assume
there are no self loops inM , since these loops do not
affect the value of the cutwidth and can therefore be
removed. We construct an LCFRS productionp and
an integerk′ as follows.

Productionp has a head nonterminalH and a non-
head nonterminalAi for each vertexvi ∈ V . We let
H generate tuples with a string component for each
edgeei ∈ E. Thus, we havef(H) = q. Accord-
ingly, we use variablesxH,ei

, for eachei ∈ E, to
denote the string components in tuples generated by
H.

For eachvi ∈ V , let E(vi) ⊆ E be the set of
edges impinging onvi; thus |E(vi)| is the degree
of vi. We let Ai generate a tuple with two string
components for eachej ∈ E(vi). Thus, we have
f(Ai) = 2 · |E(vi)|. Accordingly, we use variables
xAi,ej ,l and xAi,ej ,r , for eachej ∈ E(vi), to de-
note the string components in tuples generated by
Ai (here subscriptsl and r indicate left and right
positions, respectively; see below).

We set r(p) = n + 1 and f(p) = q, and
define p by A → g(H, A1, A2, . . . , An), with

g(tH , tA1 , . . . , tAn
) = 〈α1, . . . , αq〉. HeretH is the

tuple of variables forH and eachtAi
, i ∈ [n], is the

tuple of variables forAi. Each stringαi, i ∈ [q], is
specified as follows. Letvs andvt be the endpoints
of ei, with vs, vt ∈ V ands < t. We define

αi = xAs,ei,lxAt,ei,lxH,ei
xAs,ei,rxAt,ei,r .

Observe that whenever edgeei impinges on vertex
vj , then the left and right strings generated byAj

and associated withei wrap around the string gen-
erated byH and associated with the same edge. Fi-
nally, we setk′ = q + k.

Example 4 Given the input graph of Figure 2, our
reduction constructs the LCFRS production shown
in Figure 3. Figure 4 gives a visualization of how the
spans in this production fit together. For each edge
in the graph of Figure 2, we have a group of five
spans in the production: one for the head nontermi-
nal, and two spans for each of the two nonterminals
corresponding to the edge’s endpoints. 2

Assume now some head-driven parsing strategy
π for p. For eachi ∈ [n], we defineDπ

i to be the
partial parse obtained after stepi in π, consisting
of the merge of nonterminalsH, Aπ(1), . . . , Aπ(i).
Consider some edgeej = (vs, vt). We observe that
for anyDπ

i that includes or excludes both nontermi-
nalsAs andAt, theαj component in the definition
of p is associated with a single string, and therefore
contributes with a single unit to the fan-out of the
partial parse. On the other hand, ifDπ

i includes only
one nonterminal betweenAs andAt, theαj compo-
nent is associated with two strings and contributes
with two units to the fan-out of the partial parse.

We can associate withπ a linear arrangementhπ

of M by letting hπ(vπ(i)) = i, for eachvi ∈ V .
From the above observation on the fan-out ofDπ

i ,
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xA1,e1,lxA2,e1,l xH,e1
xA1,e1,rxA2,e1,r xA2,e2,lxA3,e2,l xH,e2

xA2,e2,rxA3,e2,r xA1,e3,lxA3,e3,l xH,e3
xA1,e3,rxA3,e3,r xA3,e4,lxA4,e4,l xH,e4

xA3,e4,rxA4,e4,r

H

A1

A2

A3

A4

Figure 4: A visualization of how the spans for each nonterminal fit together in the left-to-right order defined by the
production of Figure 3.

we have the following relation, for everyi ∈ [n−1]:

f(Dπ
i ) = q + cw(M, hπ, i) .

We can then conclude thatM, k is a positive instance
of M IN CUT L INEAR ARRANGEMENT if and only
if p, k′ is a positive instance of MIN SPACE STRAT-
EGY. This proves that MIN SPACE STRATEGY is
NP-hard.

To show that MIN SPACE STRATEGY is in NP,
consider a nondeterministic algorithm that, given an
LCFRS productionp and an integerk, guesses a
parsing strategyπ for p, and tests whetherf(Dπ

i ) ≤
k for eachi ∈ [n]. The algorithm accepts or rejects
accordingly. Such an algorithm can clearly be im-
plemented to run in polynomial time. �

We now turn to the MIN TIME STRATEGY prob-
lem, restricted to head-driven parsing strategies. Re-
call that we are now concerned with the quantity
f1 + f2 + f , wheref1 is the fan-out of some partial
parseD, f2 is the fan-out of a nonterminalA, andf

is the fan out of the partial parse resulting from the
merge of the two previous analyses.

We need to introduce the MODIFIED CUTWIDTH

problem, which is a variant of the MIN CUT L IN-
EAR ARRANGEMENT problem. LetM = (V, E) be
some graph with|V | = n, and leth be a linear ar-
rangement forM . Themodified cutwidth of M at
positioni ∈ [n] and with respect toh is the number
of edges crossing over thei-th vertex:

mcw(M, h, i) = |{(u, v) ∈ E |h(u) < i < h(v)}| .

The modified cutwidth ofM is defined as

mcw(M) = min
h

max
i∈[n]

mcw(M, h, i) .

In the MODIFIED CUTWIDTH problem one is given
as input a graphM and an integerk, and must
decide whethermcw(M) ≤ k. The MODIFIED

CUTWIDTH problem has been shown to be NP-
complete by Lengauer (1981). We strengthen this
result below; recall that a cubic graph is a graph
without self loops where each vertex has degree
three.

Lemma 1 The MODIFIED CUTWIDTH problem re-
stricted to cubic graphs is NP-complete.

PROOF The MODIFIED CUTWIDTH problem has
been shown to be NP-complete when restricted to
graphs of maximum degree three by Makedon et al.
(1985), reducing from a graph problem known as
bisection width (see also Monien and Sudborough
(1988)). Specifically, the authors construct a graph
G′ of maximum degree three and an integerk′ from
an input graphG = (V, E) with an even numbern
of vertices and an integerk, such thatmcw(G′) ≤ k′

if and only if thebisection width bw(G) of G is not
greater thank, where

bw(G) = min
A,B⊆V

|{(u, v) ∈ E |u ∈ A ∧ v ∈ B}|

with A ∩B = ∅, A ∪B = V , and|A| = |B|.
The graphG′ has vertices of degree two and three

only, and it is based on a grid-like gadgetR(r, c); see
Figure 5. For each vertex ofG, G′ includes a com-
ponentR(2n4, 8n4+8). Moreover,G′ has a compo-
nent called anH-shaped graph, containing left and
right columnsR(3n4, 12n4 + 12) connected by a
middle barR(2n4, 12n4 + 9); see Figure 6. From
each of then vertex components there is a sheaf of
2n2 edges connecting distinct degree 2 vertices in
the component to2n2 distinct degree 2 vertices in
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Figure 5: TheR(5, 10) component (left), the modification of its degree 2 vertexx (middle), and the corresponding
arrangement (right).

the middle bar of theH-shaped graph. Finally, for
each edge(vi, vj) of G there is an edge inG′ con-
necting a degree 2 vertex in the component corre-
sponding to the vertexvi with a degree 2 vertex in
the component corresponding to the vertexvj . The
integerk′ is set to3n4 + n3 + k − 1.

Makedon et al. (1985) show that the modified
cutwidth of R(r, c) is r − 1 wheneverr ≥ 3 and
c ≥ 4r + 8. They also show that an optimal lin-
ear arrangement forG′ has the form depicted in Fig-
ure 6, where half of the vertex components are to
the left of theH-shaped graph and all the other ver-
tex components are to the right. In this arrangement,
the modified cutwidth is attested by the number of
edges crossing over the vertices in the left and right
columns of the H-shaped graph, which is equal to

3n4 − 1 +
n

2
2n2 + γ = 3n4 + n3 + γ − 1 (2)

whereγ denotes the number of edges connecting
vertices to the left with vertices to the right of the
H-shaped graph. Thus,bw(G) ≤ k if and only if
mcw(G′) ≤ k′.

All we need to show now is how to modify the
components ofG′ in order to make it cubic.

Modifying the vertex components All vertices
x of degree 2 of the components corresponding to
a vertex inG can be transformed into a vertex of
degree 3 by adding five verticesx1, . . . , x5 con-
nected as shown in the middle bar of Figure 5. Ob-
serve that these five vertices can be positioned in
the arrangement immediately afterx in the order
x1, x2, x5, x3, x4 (see the right part of the figure).
The resulting maximum modified cutwidth can in-
crease by2 in correspondence of vertexx5. Since
the vertices of these components, in the optimal
arrangement, have modified cutwidth smaller than

2n4 + n3 + n2, an increase by 2 is still smaller than
the maximum modified cutwidth of the entire graph,
which is3n4 +O(n3).

Modifying the middle bar of the H-shaped graph
The vertices of degree 2 of this part of the graph can
be modified as in the previous paragraph. Indeed, in
the optimal arrangement, these vertices have mod-
ified cutwidth smaller than2n4 + 2n3 + n2, and
an increase by 2 is still smaller than the maximum
cutwidth of the entire graph.

Modifying the left/right columns of the H-shaped
graph We replace the two copies of component
R(3n4, 12n4 + 12) with two copies of the new
componentD(3n4, 24n4 + 16) shown in Figure 7,
which is a cubic graph. In order to prove that rela-
tion (2) still holds, it suffices to show that the modi-
fied cutwidth of the componentD(r, c) is still r − 1
wheneverr ≥ 3 andc = 8r + 16.

We first observe that the linear arrangement ob-
tained by visiting the vertices ofD(r, c) from top to
bottom and from left to right has modified cutwidth
r− 1. Let us now prove that, for any partition of the
vertices into two subsetsV1 andV2 with |V1|, |V2| ≥
4r2, there exist at leastr disjoint paths between ver-
tices ofV1 and vertices ofV2. To this aim, we dis-
tinguish the following three cases.

• Any row has (at least) one vertex inV1 and one
vertex inV2: in this case, it is easy to see there
exist at leastr disjoint paths between vertices
of V1 and vertices ofV2.

• There exist at least3r ‘mixed’ columns, that is,
columns with (at least) one vertex inV1 and one
vertex inV2. Again, it is easy to see that there
exist at leastr disjoint paths between vertices
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Figure 6: The optimal arrangement ofG′.

of V1 and vertices ofV2 (at least one path every
three columns).

• The previous two cases do not apply. Hence,
there exists a row entirely formed by vertices
of V1 (or, equivalently, ofV2). The worst case
is when this row is the smallest one, that is, the
one with (c−3−1)

2 + 1 = 4r + 7 vertices. Since
at most3r − 1 columns are mixed, we have
that at most(3r − 1)(r − 2) = 3r2 − 7r +
2 vertices ofV2 are on these mixed columns.
Since |V2| ≥ 4r2, this implies that at leastr
columns are fully contained inV2. On the other
hand, at least4r+7−(3r−1) = r+8 columns
are fully contained inV1. If the V1-columns
interleave with theV2-columns, then there exist
at least2(r−1) disjoint paths between vertices
of V1 and vertices ofV2. Otherwise, all theV1-
columns precede or follow all theV2-columns
(this corresponds to the optimal arrangement):
in this case, there arer disjoint paths between
vertices ofV1 and vertices ofV2.

Observe now that any linear arrangement partitions
the set of vertices inD(r, c) into the setsV1, consist-
ing of the first4r2 vertices in the arrangement, and
V2, consisting of all the remaining vertices. Since
there arer disjoint paths connectingV1 andV2, there
must be at leastr−1 edges passing over every vertex
in the arrangement which is assigned to a position
between the(4r2 + 1)-th and the position4r2 + 1
from the right end of the arrangement: thus, the
modified cutwidth of any linear arrangement of the
vertices ofD(r, c) is at leastr − 1.

We can then conclude that the original proof
of Makedon et al. (1985) still applies, according to
relation (2). �

Figure 7: TheD(5, 10) component.

We can now reduce from the MODIFIED

CUTWIDTH problem for cubic graphs to the MIN
TIME STRATEGY problem restricted to head-driven
parsing strategies.

Theorem 2 The M IN TIME STRATEGY problem re-
stricted to head-driven parsing strategies is NP-
complete.

PROOF We consider hardness first. LetM and k

be an input instance of the MODIFIED CUTWIDTH

problem restricted to cubic graphs, whereM =
(V, E) and V = {v1, . . . , vn}. We construct an
LCFRS productionp exactly as in the proof of The-
orem 1, with rhs nonterminalsH, A1, . . . , An. We
also setk′ = 2 · k + 2 · |E|+ 9.

Assume now some head-driven parsing strategyπ

for p. After parsing stepi ∈ [n], we have a partial
parseDπ

i consisting of the merge of nonterminals
H, Aπ(1), . . . , Aπ(i). We write tc(p, π, i) to denote
the exponent of the time complexity due to stepi.
As already mentioned, this quantity is defined as the
sum of the fan-out of the two antecedents involved
in the parsing step and the fan-out of its result:

tc(p, π, i) = f(Dπ
i−1) + f(Aπ(i)) + f(Dπ

i ) .

Again, we associate withπ a linear arrangement
hπ of M by lettinghπ(vπ(i)) = i, for eachvi ∈ V .
As in the proof of Theorem 1, the fan-out ofDπ

i

is then related to the cutwidth of the linear arrange-
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menthπ of M at positioni by

f(Dπ
i ) = |E|+ cw(M, hπ, i) .

From the proof of Theorem 1, the fan-out of nonter-
minal Aπ(i) is twice the degree of vertexvπ(i), de-
noted by|E(vπ(i))|. We can then rewrite the above
equation in terms of our graphM :

tc(p, π, i) = 2 · |E|+ cw(M, hπ, i− 1) +

+ 2 · |E(vπ(i))|+ cw(M, hπ, i) .

The following general relation between cutwidth
and modified cutwidth is rather intuitive:

mcw(M, hπ, i) =
1

2
· [cw(M, hπ, i− 1) +

− |E(vπ(i))|+ cw(M, hπ, i)] .

Combining the two equations above we obtain:

tc(p, π, i) = 2 · |E|+ 3 · |E(vπ(i))|+

+ 2 ·mcw(M, hπ, i) .

Because we are restrictingM to the class of cubic
graphs, we can write:

tc(p, π, i) = 2 · |E|+ 9 + 2 ·mcw(M, hπ, i) .

We can thus conclude that there exists a head-driven
parsing strategy forp with time complexity not
greater than2 · |E| + 9 + 2 · k = k′ if and only
if mcw(M) ≤ k.

The membership of MODIFIED CUTWIDTH in NP
follows from an argument similar to the one in the
proof of Theorem 1. �

We have established the NP-completeness of both
the MIN SPACE STRATEGY and the MIN TIME

STRATEGY decision problems. It is now easy to see
that the problem of finding a space- or time-optimal
parsing strategy for a LCFRS production is NP-hard
as well, and thus cannot be solved in polynomial (de-
terministic) time unless P = NP.

4 Concluding remarks

Head-driven strategies are important in parsing
based on LCFRSs, both in order to allow statistical
modeling of head-modifier dependencies and in or-
der to generalize the Markovization of CFG parsers

to parsers with discontinuous spans. However, there
aren! possible head-driven strategies for an LCFRS
production with a head andn modifiers. Choosing
among these possible strategies affects both the time
and the space complexity of parsing. In this paper
we have shown that optimizing the choice according
to either metric is NP-hard. To our knowledge, our
results are the first NP-hardness results for a gram-
mar factorization problem.

SCFGs and STAGs are specific instances of
LCFRSs. Grammar factorization for synchronous
models is an important component of current ma-
chine translation systems (Zhang et al., 2006), and
algorithms for factorization have been studied by
Gildea et al. (2006) for SCFGs and by Nesson et al.
(2008) for STAGs. These algorithms do not result
in what we refer as head-driven strategies, although,
as machine translation systems improve, lexicalized
rules may become important in this setting as well.
However, the results we have presented in this pa-
per do not carry over to the above mentioned syn-
chronous models, since the fan-out of these models
is bounded by two, while in our reductions in Sec-
tion 3 we freely use unbounded values for this pa-
rameter. Thus the computational complexity of opti-
mizing the choice of the parsing strategy for SCFGs
is still an open problem.

Finally, our results for LCFRSs only apply when
we restrict ourselves to head-driven strategies. This
is in contrast to the findings of Gildea (2011), which
show that, for unrestricted parsing strategies, a poly-
nomial time algorithm for minimizing parsing com-
plexity would imply an improved approximation al-
gorithm for finding the treewidth of general graphs.
Our result is stronger, in that it shows strict NP-
hardness, but also weaker, in that it applies only to
head-driven strategies. Whether NP-hardness can be
shown for unrestricted parsing strategies is an im-
portant question for future work.
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synchronous grammar rules. InProc. 2007 Meeting
of the North American chapter of the Association for
Computational Linguistics (NAACL-07), pages 147–
154, Rochester, NY.

Daniel Gildea, Giorgio Satta, and Hao Zhang. 2006.
Factoring synchronous grammars by sorting. In
Proc. International Conference on Computational
Linguistics/Association for Computational Linguistics
(COLING/ACL-06) Poster Session, pages 279–286.

Daniel Gildea. 2010. Optimal parsing strategies for Lin-
ear Context-Free Rewriting Systems. InProc. 2010
Meeting of the North American chapter of the Associa-
tion for Computational Linguistics (NAACL-10), pages
769–776.

Daniel Gildea. 2011. Grammar factorization by tree de-
composition. Computational Linguistics, 37(1):231–
248.
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Carlos Ǵomez-Rodŕıguez, Marco Kuhlmann, and Gior-
gio Satta. 2010. Efficient parsing of well-nested linear
context-free rewriting systems. InProc. 2010 Meeting
of the North American chapter of the Association for
Computational Linguistics (NAACL-10), pages 276–
284, Los Angeles, California.

John E. Hopcroft and Jeffrey D. Ullman. 1979.Intro-
duction to Automata Theory, Languages, and Compu-
tation. Addison-Wesley, Reading, MA.

Liang Huang, Hao Zhang, Daniel Gildea, and Kevin
Knight. 2009. Binarization of synchronous
context-free grammars.Computational Linguistics,
35(4):559–595.

Laura Kallmeyer and Wolfgang Maier. 2010. Data-
driven parsing with probabilistic linear context-free
rewriting systems. InProc. 23rd International Con-
ference on Computational Linguistics (Coling 2010),
pages 537–545.

Marco Kuhlmann and Giorgio Satta. 2009. Treebank
grammar techniques for non-projective dependency
parsing. InProc. 12th Conference of the European
Chapter of the ACL (EACL-09), pages 478–486.

Thomas Lengauer. 1981. Black-white pebbles and graph
separation.Acta Informatica, 16:465–475.

Wolfgang Maier and Anders Søgaard. 2008. Treebanks
and mild context-sensitivity. In Philippe de Groote,
editor, Proc. 13th Conference on Formal Grammar
(FG-2008), pages 61–76, Hamburg, Germany. CSLI
Publications.

F. S. Makedon, C. H. Papadimitriou, and I. H. Sudbor-
ough. 1985. Topological bandwidth.SIAM J. Alg.
Disc. Meth., 6(3):418–444.

B. Monien and I.H. Sudborough. 1988. Min cut is NP-
complete for edge weighted trees.Theor. Comput.
Sci., 58:209–229.

Rebecca Nesson, Giorgio Satta, and Stuart M. Shieber.
2008. Optimalk-arization of synchronous tree adjoin-
ing grammar. InProc. 46th Annual Meeting of the
Association for Computational Linguistics (ACL-08),
pages 604–612.

Owen Rambow and Giorgio Satta. 1999. Independent
parallelism in finite copying parallel rewriting sys-
tems.Theor. Comput. Sci., 223(1-2):87–120.
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Abstract

We present a method for the computation of
prefix probabilities for synchronous context-
free grammars. Our framework is fairly gen-
eral and relies on the combination of a sim-
ple, novel grammar transformation and stan-
dard techniques to bring grammars into nor-
mal forms.

1 Introduction

Within the area of statistical machine translation,
there has been a growing interest in so-called syntax-
based translation models, that is, models that de-
fine mappings between languages through hierar-
chical sentence structures. Several such statistical
models that have been investigated in the literature
are based on synchronous rewriting or tree transduc-
tion. Probabilistic synchronous context-free gram-
mars (PSCFGs) are one among the most popular ex-
amples of such models. PSCFGs subsume several
syntax-based statistical translation models, as for in-
stance the stochastic inversion transduction gram-
mars of Wu (1997), the statistical model used by the
Hiero system of Chiang (2007), and systems which
extract rules from parsed text, as in Galley et al.
(2004).

Despite the widespread usage of models related to
PSCFGs, our theoretical understanding of this class
is quite limited. In contrast to the closely related
class of probabilistic context-free grammars, a syn-
tax model for which several interesting mathemati-
cal and statistical properties have been investigated,
as for instance by Chi (1999), many theoretical prob-
lems are still unsolved for the class of PSCFGs.

This paper considers a parsing problem that is
well understood for probabilistic context-free gram-
mars but that has never been investigated in the con-
text of PSCFGs, viz. the computation of prefix prob-
abilities. In the case of a probabilistic context-free
grammar, this problem is defined as follows. We
are asked to compute the probability that a sentence
generated by our model starts with a prefix string v
given as input. This quantity is defined as the (pos-
sibly infinite) sum of the probabilities of all strings
of the form vw, for any string w over the alphabet
of the model. This problem has been studied by
Jelinek and Lafferty (1991) and by Stolcke (1995).
Prefix probabilities can be used to compute probabil-
ity distributions for the next word or part-of-speech.
This has applications in incremental processing of
text or speech from left to right; see again (Jelinek
and Lafferty, 1991). Prefix probabilities can also be
exploited in speech understanding systems to score
partial hypotheses in beam search (Corazza et al.,
1991).

This paper investigates the problem of computing
prefix probabilities for PSCFGs. In this context, a
pair of strings v1 and v2 is given as input, and we are
asked to compute the probability that any string in
the source language starting with prefix v1 is trans-
lated into any string in the target language starting
with prefix v2. This probability is more precisely
defined as the sum of the probabilities of translation
pairs of the form [v1w1, v2w2], for any strings w1

and w2.
A special case of prefix probability for PSCFGs

is the right prefix probability. This is defined as the
probability that some (complete) input string w in
the source language is translated into a string in the
target language starting with an input prefix v.
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Prefix probabilities and right prefix probabilities
for PSCFGs can be exploited to compute probabil-
ity distributions for the next word or part-of-speech
in left-to-right incremental translation, essentially in
the same way as described by Jelinek and Lafferty
(1991) for probabilistic context-free grammars, as
discussed later in this paper.

Our solution to the problem of computing prefix
probabilities is formulated in quite different terms
from the solutions by Jelinek and Lafferty (1991)
and by Stolcke (1995) for probabilistic context-free
grammars. In this paper we reduce the computation
of prefix probabilities for PSCFGs to the computa-
tion of inside probabilities under the same model.
Computation of inside probabilities for PSCFGs is
a well-known problem that can be solved using off-
the-shelf algorithms that extend basic parsing algo-
rithms. Our reduction is a novel grammar trans-
formation, and the proof of correctness proceeds
by fairly conventional techniques from formal lan-
guage theory, relying on the correctness of standard
methods for the computation of inside probabilities
for PSCFG. This contrasts with the techniques pro-
posed by Jelinek and Lafferty (1991) and by Stolcke
(1995), which are extensions of parsing algorithms
for probabilistic context-free grammars, and require
considerably more involved proofs of correctness.

Our method for computing the prefix probabili-
ties for PSCFGs runs in exponential time, since that
is the running time of existing methods for comput-
ing the inside probabilities for PSCFGs. It is un-
likely this can be improved, because the recogni-
tion problem for PSCFG is NP-complete, as estab-
lished by Satta and Peserico (2005), and there is a
straightforward reduction from the recognition prob-
lem for PSCFGs to the problem of computing the
prefix probabilities for PSCFGs.

2 Definitions

In this section we introduce basic definitions re-
lated to synchronous context-free grammars and
their probabilistic extension; our notation follows
Satta and Peserico (2005).

Let N and Σ be sets of nonterminal and terminal
symbols, respectively. In what follows we need to
represent bijections between the occurrences of non-
terminals in two strings over N ∪Σ. This is realized

by annotating nonterminals with indices from an in-
finite set. We define I(N) = {A t | A ∈ N, t ∈
N} and VI = I(N) ∪ Σ. For a string γ ∈ V ∗

I , we
write index(γ) to denote the set of all indices that
appear in symbols in γ.

Two strings γ1, γ2 ∈ V ∗
I are synchronous if each

index from N occurs at most once in γ1 and at most
once in γ2, and index(γ1) = index(γ2). Therefore
γ1, γ2 have the general form:

γ1 = u10A
t1

11 u11A
t2

12 u12 · · ·u1r−1A
tr

1r u1r

γ2 = u20A
tπ(1)

21 u21A
tπ(2)

22 u22 · · ·u2r−1A
tπ(r)

2r u2r

where r ≥ 0, u1i, u2i ∈ Σ∗, A
ti

1i , A
tπ(i)

2i ∈ I(N),
ti 6= tj for i 6= j, and π is a permutation of the set
{1, . . . , r}.

A synchronous context-free grammar (SCFG)
is a tuple G = (N,Σ,P, S), where N and Σ are fi-
nite, disjoint sets of nonterminal and terminal sym-
bols, respectively, S ∈ N is the start symbol and
P is a finite set of synchronous rules. Each syn-
chronous rule has the form s : [A1 → α1, A2 →
α2], where A1, A2 ∈ N and where α1, α2 ∈ V ∗

I are
synchronous strings. The symbol s is the label of
the rule, and each rule is uniquely identified by its
label. For technical reasons, we allow the existence
of multiple rules that are identical apart from their
labels. We refer to A1 → α1 and A2 → α2, respec-
tively, as the left and right components of rule s.

Example 1 The following synchronous rules im-
plicitly define a SCFG:

s1 : [S → A 1 B 2 , S → B 2 A 1 ]
s2 : [A → aA 1 b, A → bA 1 a]
s3 : [A → ab, A → ba]
s4 : [B → cB 1 d, B → dB 1 c]
s5 : [B → cd, B → dc] 2

In each step of the derivation process of a SCFG
G, two nonterminals with the same index in a pair of
synchronous strings are rewritten by a synchronous
rule. This is done in such a way that the result is once
more a pair of synchronous strings. An auxiliary
notion is that of reindexing, which is an injective
function f from N to N. We extend f to VI by letting
f(A t ) = A f(t) for A t ∈ I(N) and f(a) = a
for a ∈ Σ. We also extend f to strings in V ∗

I by
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letting f(ε) = ε and f(Xγ) = f(X)f(γ), for each
X ∈ VI and γ ∈ V ∗

I .
Let γ1, γ2 be synchronous strings in V ∗

I . The de-
rive relation [γ1, γ2] ⇒G [δ1, δ2] holds whenever
there exist an index t in index(γ1) = index(γ2), a
synchronous rule s : [A1 → α1, A2 → α2] in P
and some reindexing f such that:

(i) index(f(α1)) ∩ (index(γ1) \ {t}) = ∅;

(ii) γ1 = γ′1A
t

1 γ′′1 , γ2 = γ′2A
t

2 γ′′2 ; and

(iii) δ1 = γ′1f(α1)γ′′1 , δ2 = γ′2f(α2)γ′′2 .

We also write [γ1, γ2] ⇒s
G [δ1, δ2] to explicitly

indicate that the derive relation holds through rule s.
Note that δ1, δ2 above are guaranteed to be syn-

chronous strings, because α1 and α2 are syn-
chronous strings and because of (i) above. Note
also that, for a given pair [γ1, γ2] of synchronous
strings, an index t and a rule s, there may be in-
finitely many choices of reindexing f such that the
above constraints are satisfied. In this paper we will
not further specify the choice of f .

We say the pair [A1, A2] of nonterminals is linked
(in G) if there is a rule of the form s : [A1 →
α1, A2 → α2]. The set of linked nonterminal pairs
is denoted by N [2].

A derivation is a sequence σ = s1s2 · · · sd of syn-
chronous rules si ∈ P with d ≥ 0 (σ = ε for
d = 0) such that [γ1i−1, γ2i−1] ⇒si

G [γ1i, γ2i] for
every i with 1 ≤ i ≤ d and synchronous strings
[γ1i, γ2i] with 0 ≤ i ≤ d. Throughout this paper,
we always implicitly assume some canonical form
for derivations in G, by demanding for instance that
each step rewrites a pair of nonterminal occurrences
of which the first is leftmost in the left component.
When we want to focus on the specific synchronous
strings being derived, we also write derivations in
the form [γ10, γ20] ⇒σ

G [γ1d, γ2d], and we write
[γ10, γ20] ⇒∗

G [γ1d, γ2d] when σ is not further
specified. The translation generated by a SCFG G
is defined as:

T (G) = {[w1, w2] | [S 1
, S

1 ] ⇒∗
G [w1, w2],

w1, w2 ∈ Σ∗}

For w1, w2 ∈ Σ∗, we write D(G, [w1, w2]) to de-
note the set of all (canonical) derivations σ such that
[S 1 , S 1 ] ⇒σ

G [w1, w2].

Analogously to standard terminology for context-
free grammars, we call a SCFG reduced if ev-
ery rule occurs in at least one derivation σ ∈
D(G, [w1, w2]), for some w1, w2 ∈ Σ∗. We as-
sume without loss of generality that the start sym-
bol S does not occur in the right-hand side of either
component of any rule.

Example 2 Consider the SCFG G from example 1.
The following is a canonical derivation in G, since it
is always the leftmost nonterminal occurrence in the
left component that is involved in a derivation step:

[S 1
, S

1 ] ⇒G [A 1
B

2
, B

2
A

1 ]

⇒G [aA
3
bB

2
, B

2
bA

3
a]

⇒G [aaA
4
bbB

2
, B

2
bbA

4
aa]

⇒G [aaabbbB
2
, B

2
bbbaaa]

⇒G [aaabbbcB
5
d, dB

5
cbbbaaa]

⇒G [aaabbbccdd, ddccbbbaaa]

It is not difficult to see that the generated translation
is T (G) = {[apbpcqdq, dqcqbpap] | p, q ≥ 1}. 2

The size of a synchronous rule s : [A1 → α1,
A2 → α2], is defined as |s| = |A1α1A2α2|. The
size of G is defined as |G| =

∑
s∈P |s|.

A probabilistic SCFG (PSCFG) is a pair G =
(G, pG) where G = (N,Σ,P, S) is a SCFG and pG

is a function from P to real numbers in [0, 1]. We
say that G is proper if for each pair [A1, A2] ∈ N [2]

we have: ∑
s:[A1→α1, A2→α2]

pG(s) = 1

Intuitively, properness ensures that where a pair
of nonterminals in two synchronous strings can be
rewritten, there is a probability distribution over the
applicable rules.

For a (canonical) derivation σ = s1s2 · · · sd, we
define pG(σ) =

∏d
i=1 pG(si). For w1, w2 ∈ Σ∗,

we also define:

pG([w1, w2]) =
∑

σ∈D(G,[w1,w2])

pG(σ) (1)

We say a PSCFG is consistent if pG defines a prob-
ability distribution over the translation, or formally:∑

w1,w2

pG([w1, w2]) = 1
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If the grammar is reduced, proper and consistent,
then also: ∑

w1,w2∈Σ∗, σ∈P ∗

s.t. [A 1
1 , A

1
2 ]⇒σ

G[w1, w2]

pG(σ) = 1

for every pair [A1, A2] ∈ N [2]. The proof is identi-
cal to that of the corresponding fact for probabilistic
context-free grammars.

3 Effective PSCFG parsing

If w = a1 · · · an then the expression w[i, j], with
0 ≤ i ≤ j ≤ n, denotes the substring ai+1 · · · aj (if
i = j then w[i, j] = ε). In this section, we assume
the input is the pair [w1, w2] of terminal strings.
The task of a recognizer for SCFG G is to decide
whether [w1, w2] ∈ T (G).

We present a general algorithm for solving the
above problem in terms of the specification of a de-
duction system, following Shieber et al. (1995). The
items that are constructed by the system have the
form [m1, A1,m

′
1; m2, A2,m

′
2], where [A1, A2] ∈

N [2] and where m1, m′
1, m2, m′

2 are non-negative
integers such that 0 ≤ m1 ≤ m′

1 ≤ |w1| and
0 ≤ m2 ≤ m′

2 ≤ |w2|. Such an item can be de-
rived by the deduction system if and only if:

[A 1
1 , A

1
2 ] ⇒∗

G [w1[m1,m
′
1], w2[m2,m

′
2]]

The deduction system has one inference rule,
shown in figure 1. One of its side conditions has
a synchronous rule in P of the form:

s : [A1 → u10A
t1

11 u11 · · ·u1r−1A
tr

1r u1r,

A2 → u20A
tπ(1)

21 u21 · · ·u2r−1A
tπ(r)

2r u2r] (2)

Observe that, in the right-hand side of the two rule
components above, nonterminals A1i and A2π−1(i),
1 ≤ i ≤ r, have both the same index. More pre-
cisely, A1i has index ti and A2π−1(i) has index ti′

with i′ = π(π−1(i)) = i. Thus the nonterminals in
each antecedent item in figure 1 form a linked pair.

We now turn to a computational analysis of the
above algorithm. In the inference rule in figure 1
there are 2(r + 1) variables that can be bound to
positions in w1, and as many that can be bound to
positions in w2. However, the side conditions imply

m′
ij = mij + |uij |, for i ∈ {1, 2} and 0 ≤ j ≤ r,

and therefore the number of free variables is only
r + 1 for each component. By standard complex-
ity analysis of deduction systems, for example fol-
lowing McAllester (2002), the time complexity of
a straightforward implementation of the recogni-
tion algorithm is O(|P | · |w1|rmax+1 · |w2|rmax+1),
where rmax is the maximum number of right-hand
side nonterminals in either component of a syn-
chronous rule. The algorithm therefore runs in ex-
ponential time, when the grammar G is considered
as part of the input. Such computational behavior
seems unavoidable, since the recognition problem
for SCFG is NP-complete, as reported by Satta and
Peserico (2005). See also Gildea and Stefankovic
(2007) and Hopkins and Langmead (2010) for fur-
ther analysis of the upper bound above.

The recognition algorithm above can easily be
turned into a parsing algorithm by letting an imple-
mentation keep track of which items were derived
from which other items, as instantiations of the con-
sequent and the antecedents, respectively, of the in-
ference rule in figure 1.

A probabilistic parsing algorithm that computes
pG([w1, w2]), defined in (1), can also be obtained
from the recognition algorithm above, by associat-
ing each item with a probability. To explain the ba-
sic idea, let us first assume that each item can be
inferred in finitely many ways by the inference rule
in figure 1. Each instantiation of the inference rule
should be associated with a term that is computed
by multiplying the probability of the involved rule
s and the product of all probabilities previously as-
sociated with the instantiations of the antecedents.
The probability associated with an item is then
computed as the sum of each term resulting from
some instantiation of an inference rule deriving that
item. This is a generalization to PSCFG of the in-
side algorithm defined for probabilistic context-free
grammars (Manning and Schütze, 1999), and we
can show that the probability associated with item
[0, S, |w1| ; 0, S, |w2|] provides the desired value
pG([w1, w2]). We refer to the procedure sketched
above as the inside algorithm for PSCFGs.

However, this simple procedure fails if there are
cyclic dependencies, whereby the derivation of an
item involves a proper subderivation of the same
item. Cyclic dependencies can be excluded if it can
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[m′
10, A11,m11; m′

2π−1(1)−1, A2π−1(1),m2π−1(1)]
...

[m′
1r−1, A1r,m1r; m′

2π−1(r)−1, A2π−1(r),m2π−1(r)]

[m10, A1,m
′
1r; m20, A2,m

′
2r]



s:[A1 → u10A
t1

11 u11 · · ·u1r−1A
tr

1r u1r,

A2 → u20A
tπ(1)

21 u21 · · ·u2r−1A
tπ(r)

2r u2r] ∈ P,
w1[m10,m

′
10] = u10,

...
w1[m1r,m

′
1r] = u1r,

w2[m20,m
′
20] = u20,

...
w2[m2r,m

′
2r] = u2r

Figure 1: SCFG recognition, by a deduction system consisting of a single inference rule.

be guaranteed that, in figure 1, m′
1r −m10 is greater

than m1j − m′
1j−1 for each j (1 ≤ j ≤ r), or

m′
2r − m20 is greater than m2j − m′

2j−1 for each
j (1 ≤ j ≤ r).

Consider again a synchronous rule s of the form
in (2). We say s is an epsilon rule if r = 0 and
u10 = u20 = ε. We say s is a unit rule if r = 1
and u10 = u11 = u20 = u21 = ε. Similarly to
context-free grammars, absence of epsilon rules and
unit rules guarantees that there are no cyclic depen-
dencies between items and in this case the inside al-
gorithm correctly computes pG([w1, w2]).

Epsilon rules can be eliminated from PSCFGs
by a grammar transformation that is very similar
to the transformation eliminating epsilon rules from
a probabilistic context-free grammar (Abney et al.,
1999). This is sketched in what follows. We first
compute the set of all nullable linked pairs of non-
terminals of the underlying SCFG, that is, the set of
all [A1, A2] ∈ N [2] such that [A 1

1 , A 1
2 ] ⇒∗

G [ε, ε].
This can be done in linear time O(|G|) using essen-
tially the same algorithm that identifies nullable non-
terminals in a context-free grammar, as presented for
instance by Sippu and Soisalon-Soininen (1988).

Next, we identify all occurrences of nullable pairs
[A1, A2] in the right-hand side components of a rule
s, such that A1 and A2 have the same index. For
every possible choice of a subset U of these occur-
rences, we add to our grammar a new rule sU con-
structed by omitting all of the nullable occurrences
in U . The probability of sU is computed as the prob-
ability of s multiplied by terms of the form:∑

σ s.t. [A
1
1 ,A

1
2 ]⇒σ

G[ε, ε]

pG(σ) (3)

for every pair [A1, A2] in U . After adding these extra
rules, which in effect circumvents the use of epsilon-

generating subderivations, we can safely remove all
epsilon rules, with the only exception of a possible
rule of the form [S → ε, S → ε]. The translation and
the associated probability distribution in the result-
ing grammar will be the same as those in the source
grammar.

One problem with the above construction is that
we have to create new synchronous rules sU for each
possible choice of subset U . In the worst case, this
may result in an exponential blow-up of the source
grammar. In the case of context-free grammars, this
is usually circumvented by casting the rules in bi-
nary form prior to epsilon rule elimination. How-
ever, this is not possible in our case, since SCFGs
do not allow normal forms with a constant bound
on the length of the right-hand side of each compo-
nent. This follows from a result due to Aho and Ull-
man (1969) for a formalism called syntax directed
translation schemata, which is a syntactic variant of
SCFGs.

An additional complication with our construction
is that finding any of the values in (3) may involve
solving a system of non-linear equations, similarly
to the case of probabilistic context-free grammars;
see again Abney et al. (1999), and Stolcke (1995).
Approximate solution of such systems might take
exponential time, as pointed out by Kiefer et al.
(2007).

Notwithstanding the worst cases mentioned
above, there is a special case that can be easily dealt
with. Assume that, for each nullable pair [A1, A2] in
G we have that [A 1

1 , A 1
2 ] ⇒∗

G [w1, w2] does not
hold for any w1 and w2 with w1 6= ε or w2 6= ε.
Then each of the values in (3) is guaranteed to be 1,
and furthermore we can remove the instances of the
nullable pairs in the source rule s all at the same
time. This means that the overall construction of
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elimination of nullable rules from G can be imple-
mented in linear time |G|. It is this special case that
we will encounter in section 4.

After elimination of epsilon rules, one can elimi-
nate unit rules. We define Cunit([A1, A2], [B1, B2])
as the sum of the probabilities of all derivations de-
riving [B1, B2] from [A1, A2] with arbitrary indices,
or more precisely: ∑

σ∈P ∗ s.t. ∃t∈N,

[A
1
1 , A

1
2 ]⇒σ

G[B
t

1 , B
t

2 ]

pG(σ)

Note that [A1, A2] may be equal to [B1, B2] and σ
may be ε, in which case Cunit([A1, A2], [B1, B2]) is
at least 1, but it may be larger if there are unit rules.
Therefore Cunit([A1, A2], [B1, B2]) should not be
seen as a probability.

Consider a pair [A1, A2] ∈ N [2] and let all unit
rules with left-hand sides A1 and A2 be:

s1 : [A1, A2] → [A t1

11 , A
t1

21 ]
...

sm : [A1, A2] → [A tm

1m , A
tm

2m ]

The values of Cunit(·, ·) are related by the following:

Cunit([A1, A2], [B1, B2]) =
δ([A1, A2] = [B1, B2]) +∑

i

pG(si) · Cunit([A1i, A2i], [B1, B2])

where δ([A1, A2] = [B1, B2]) is defined to be 1 if
[A1, A2] = [B1, B2] and 0 otherwise. This forms a
system of linear equations in the unknown variables
Cunit(·, ·). Such a system can be solved in polyno-
mial time in the number of variables, for example
using Gaussian elimination.

The elimination of unit rules starts with adding
a rule s′ : [A1 → α1, A2 → α2] for each non-
unit rule s : [B1 → α1, B2 → α2] and pair
[A1, A2] such that Cunit([A1, A2], [B1, B2]) > 0.
We assign to the new rule s′ the probability pG(s) ·
Cunit([A1, A2], [B1, B2]). The unit rules can now
be removed from the grammar. Again, in the re-
sulting grammar the translation and the associated
probability distribution will be the same as those in
the source grammar. The new grammar has size

O(|G|2), where G is the input grammar. The time
complexity is dominated by the computation of the
solution of the linear system of equations. This com-
putation takes cubic time in the number of variables.
The number of variables in this case is O(|G|2),
which makes the running time O(|G|6).

4 Prefix probabilities

The joint prefix probability pprefix
G ([v1, v2]) of a

pair [v1, v2] of terminal strings is the sum of the
probabilities of all pairs of strings that have v1 and
v2, respectively, as their prefixes. Formally:

pprefix
G ([v1, v2]) =

∑
w1,w2∈Σ∗

pG([v1w1, v2w2])

At first sight, it is not clear this quantity can be ef-
fectively computed, as it involves a sum over in-
finitely many choices of w1 and w2. However, anal-
ogously to the case of context-free prefix probabili-
ties (Jelinek and Lafferty, 1991), we can isolate two
parts in the computation. One part involves infinite
sums, which are independent of the input strings v1

and v2, and can be precomputed by solving a sys-
tem of linear equations. The second part does rely
on v1 and v2, and involves the actual evaluation of
pprefix

G ([v1, v2]). This second part can be realized
effectively, on the basis of the precomputed values
from the first part.

In order to keep the presentation simple, and
to allow for simple proofs of correctness, we
solve the problem in a modular fashion. First,
we present a transformation from a PSCFG
G = (G, pG), with G = (N,Σ,P, S), to a
PSCFG Gprefix = (Gprefix, pGprefix

), with Gprefix =
(Nprefix, Σ, Pprefix, S

↓). The latter grammar derives
all possible pairs [v1, v2] such that [v1w1, v2w2] can
be derived from G, for some w1 and w2. Moreover,
pGprefix

([v1, v2]) = pprefix
G ([v1, v2]), as will be veri-

fied later.
Computing pGprefix

([v1, v2]) directly using a
generic probabilistic parsing algorithm for PSCFGs
is difficult, due to the presence of epsilon rules and
unit rules. The next step will be to transform Gprefix

into a third grammar G′prefix by eliminating epsilon
rules and unit rules from the underlying SCFG,
and preserving the probability distribution over pairs
of strings. Using G′prefix one can then effectively
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apply generic probabilistic parsing algorithms for
PSCFGs, such as the inside algorithm discussed in
section 3, in order to compute the desired prefix
probabilities for the source PSCFG G.

For each nonterminal A in the source SCFG G,
the grammar Gprefix contains three nonterminals,
namely A itself, A↓ and Aε. The meaning of A re-
mains unchanged, whereas A↓ is intended to gen-
erate a string that is a suffix of a known prefix v1 or
v2. Nonterminals Aε generate only the empty string,
and are used to simulate the generation by G of in-
fixes of the unknown suffix w1 or w2. The two left-
hand sides of a synchronous rule in Gprefix can con-
tain different combinations of nonterminals of the
forms A, A↓, or Aε. The start symbol of Gprefix is
S↓. The structure of the rules from the source gram-
mar is largely retained, except that some terminal
symbols are omitted in order to obtain the intended
interpretation of A↓ and Aε.

In more detail, let us consider a synchronous rule
s : [A1 → α1, A2 → α2] from the source gram-
mar, where for i ∈ {1, 2} we have:

αi = ui0A
ti1

i1 ui1 · · ·uir−1A
tir

ir uir

The transformed grammar then contains a large
number of rules, each of which is of the form s′ :
[B1 → β1, B2 → β2], where Bi → βi is of
one of three forms, namely Ai → αi, A↓

i → α↓i
or Aε

i → αε
i , where α↓i and αε

i are explained below.
The choices for i = 1 and for i = 2 are independent,
so that we can have 3 ∗ 3 = 9 kinds of synchronous
rules, to be further subdivided in what follows. A
unique label s′ is produced for each new rule, and
the probability of each new rule equals that of s.

The right-hand side αε
i is constructed by omitting

all terminals and propagating downwards the ε su-
perscript, resulting in:

αε
i = Aε ti1

i1 · · ·Aε tir

ir

It is more difficult to define α↓i . In fact, there can
be a number of choices for α↓i and, for each choice,
the transformed grammar contains an instance of the
synchronous rule s′ : [B1 → β1, B2 → β2] as de-
fined above. The reason why different choices need
to be considered is because the boundary between
the known prefix vi and the unknown suffix wi can

occur at different positions, either within a terminal
string uij or else further down in a subderivation in-
volving Aij . In the first case, we have for some j
(0 ≤ j ≤ r):

α↓i = ui0A
ti1

i1 ui1A
ti2

i2 · · ·

uij−1A
tij

ij u′ijA
ε tij+1

ij+1 A
ε tij+2

ij+2 · · ·Aε tir

ir

where u′ij is a choice of a prefix of uij . In words,
the known prefix ends after u′ij and, thereafter, no
more terminals are generated. We demand that u′ij
must not be the empty string, unless Ai = S and
j = 0. The reason for this restriction is that we want
to avoid an overlap with the second case. In this
second case, we have for some j (1 ≤ j ≤ r):

α↓i = ui0A
ti1

i1 ui1A
ti2

i2 · · ·

uij−1A
↓ tij

ij A
ε tij+1

ij+1 A
ε tij+2

ij+2 · · ·Aε tir

ir

Here the known prefix of the input ends within a sub-
derivation involving Aij , and further to the right no
more terminals are generated.
Example 3 Consider the synchronous rule s :
[A → aB 1 bc C 2 d, D → ef E 2 F 1 ]. The first
component of a synchronous rule derived from this
can be one of the following eight:

Aε → Bε 1
Cε 2

A↓ → aBε 1
Cε 2

A↓ → aB↓ 1
Cε 2

A↓ → aB
1 b Cε 2

A↓ → aB
1 bc Cε 2

A↓ → aB
1 bc C↓ 2

A↓ → aB
1 bc C

2
d

A → aB
1 bc C

2
d

The second component can be one of the following
six:

Dε → Eε 2
F ε 1

D↓ → eEε 2
F ε 1

D↓ → ef Eε 2
F ε 1

D↓ → ef E↓ 2
F ε 1

D↓ → ef E
2
F ↓ 1

D → ef E
2
F

1
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In total, the transformed grammar will contain 8 ∗
6 = 48 synchronous rules derived from s. 2

For each synchronous rule s, the above gram-
mar transformation produces O(|s|) left rule com-
ponents and as many right rule components. This
means the number of new synchronous rules is
O(|s|2), and the size of each such rule is O(|s|). If
we sum O(|s|3) for every rule s we obtain a time
and space complexity of O(|G|3).

We now investigate formal properties of our
grammar transformation, in order to relate it to pre-
fix probabilities. We define the relation ` between P
and Pprefix such that s ` s′ if and only if s′ was ob-
tained from s by the transformation described above.
This is extended in a natural way to derivations, such
that s1 · · · sd ` s′1 · · · s′d′ if and only if d = d′ and
si ` s′i for each i (1 ≤ i ≤ d).

The formal relation between G and Gprefix is re-
vealed by the following two lemmas.

Lemma 1 For each v1, v2, w1, w2 ∈ Σ∗ and
σ ∈ P ∗ such that [S, S] ⇒σ

G [v1w1, v2w2], there
is a unique σ′ ∈ P ∗

prefix such that [S↓, S↓] ⇒σ′
Gprefix

[v1, v2] and σ ` σ′. 2

Lemma 2 For each v1, v2 ∈ Σ∗ and derivation
σ′ ∈ P ∗

prefix such that [S↓, S↓] ⇒σ′
Gprefix

[v1, v2],
there is a unique σ ∈ P ∗ and unique w1, w2 ∈ Σ∗

such that [S, S] ⇒σ
G [v1w1, v2w2] and σ ` σ′. 2

The only non-trivial issue in the proof of Lemma 1
is the uniqueness of σ′. This follows from the obser-
vation that the length of v1 in v1w1 uniquely deter-
mines how occurrences of left components of rules
in P found in σ are mapped to occurrences of left
components of rules in Pprefix found in σ′. The same
applies to the length of v2 in v2w2 and the right com-
ponents.

Lemma 2 is easy to prove as the structure of the
transformation ensures that the terminals that are in
rules from P but not in the corresponding rules from
Pprefix occur at the end of a string v1 (and v2) to form
the longer string v1w1 (and v2w2, respectively).

The transformation also ensures that s ` s′ im-
plies pG(s) = pGprefix

(s′). Therefore σ ` σ′ implies
pG(σ) = pGprefix

(σ′). By this and Lemmas 1 and 2
we may conclude:

Theorem 1 pGprefix
([v1, v2]) = pprefix

G ([v1, v2]). 2

Because of the introduction of rules with left-hand
sides of the form Aε in both the left and right compo-
nents of synchronous rules, it is not straightforward
to do effective probabilistic parsing with the gram-
mar Gprefix. We can however apply the transforma-
tions from section 3 to eliminate epsilon rules and
thereafter eliminate unit rules, in a way that leaves
the derived string pairs and their probabilities un-
changed.

The simplest case is when the source grammar G
is reduced, proper and consistent, and has no epsilon
rules. The only nullable pairs of nonterminals in
Gprefix will then be of the form [Aε

1, A
ε
2]. Consider

such a pair [Aε
1, A

ε
2]. Because of reduction, proper-

ness and consistency of G we have:∑
w1,w2∈Σ∗, σ∈P ∗ s.t.

[A
1
1 , A

1
2 ]⇒σ

G[w1, w2]

pG(σ) = 1

Because of the structure of the grammar transforma-
tion by which Gprefix was obtained from G, we also
have: ∑

σ∈P ∗ s.t.

[Aε 1
1 , Aε 1

2 ]⇒σ
Gprefix

[ε, ε]

pGprefix
(σ) = 1

Therefore pairs of occurrences of Aε
1 and Aε

2 with
the same index in synchronous rules of Gprefix

can be systematically removed without affecting the
probability of the resulting rule, as outlined in sec-
tion 3. Thereafter, unit rules can be removed to allow
parsing by the inside algorithm for PSCFGs.

Following the computational analyses for all of
the constructions presented in section 3, and for the
grammar transformation discussed in this section,
we can conclude that the running time of the pro-
posed algorithm for the computation of prefix prob-
abilities is dominated by the running time of the in-
side algorithm, which in the worst case is exponen-
tial in |G|. This result is not unexpected, as already
pointed out in the introduction, since the recogni-
tion problem for PSCFGs is NP-complete, as estab-
lished by Satta and Peserico (2005), and there is a
straightforward reduction from the recognition prob-
lem for PSCFGs to the problem of computing the
prefix probabilities for PSCFGs.

467



One should add that, in real world machine trans-
lation applications, it has been observed that recog-
nition (and computation of inside probabilities) for
SCFGs can typically be carried out in low-degree
polynomial time, and the worst cases mentioned
above are not observed with real data. Further dis-
cussion on this issue is due to Zhang et al. (2006).

5 Discussion

We have shown that the computation of joint prefix
probabilities for PSCFGs can be reduced to the com-
putation of inside probabilities for the same model.
Our reduction relies on a novel grammar transfor-
mation, followed by elimination of epsilon rules and
unit rules.

Next to the joint prefix probability, we can also
consider the right prefix probability, which is de-
fined by:

pr−prefix
G ([v1, v2]) =

∑
w

pG([v1, v2w])

In words, the entire left string is given, along with a
prefix of the right string, and the task is to sum the
probabilities of all string pairs for different suffixes
following the given right prefix. This can be com-
puted as a special case of the joint prefix probability.
Concretely, one can extend the input and the gram-
mar by introducing an end-of-sentence marker $.
Let G′ be the underlying SCFG grammar after the
extension. Then:

pr−prefix
G ([v1, v2]) = pprefix

G′ ([v1$, v2])

Prefix probabilities and right prefix probabilities
for PSCFGs can be exploited to compute probability
distributions for the next word or part-of-speech in
left-to-right incremental translation of speech, or al-
ternatively as a predictive tool in applications of in-
teractive machine translation, of the kind described
by Foster et al. (2002). We provide some technical
details here, generalizing to PSCFGs the approach
by Jelinek and Lafferty (1991).

Let G = (G, pG) be a PSCFG, with Σ the alpha-
bet of terminal symbols. We are interested in the
probability that the next terminal in the target trans-
lation is a ∈ Σ, after having processed a prefix v1 of
the source sentence and having produced a prefix v2

of the target translation. This can be computed as:

pr−word
G (a | [v1, v2]) =

pprefix
G ([v1, v2a])

pprefix
G ([v1, v2])

Two considerations are relevant when applying
the above formula in practice. First, the computa-
tion of pprefix

G ([v1, v2a]) need not be computed from
scratch if pprefix

G ([v1, v2]) has been computed al-
ready. Because of the tabular nature of the inside al-
gorithm, one can extend the table for pprefix

G ([v1, v2])
by adding new entries to obtain the table for
pprefix

G ([v1, v2a]). The same holds for the compu-
tation of pprefix

G ([v1b, v2]).

Secondly, the computation of pprefix
G ([v1, v2a]) for

all possible a ∈ Σ may be impractical. However,
one may also compute the probability that the next
part-of-speech in the target translation is A. This can
be realised by adding a rule s′ : [B → b, A → cA]
for each rule s : [B → b, A → a] from the source
grammar, where A is a nonterminal representing a
part-of-speech and cA is a (pre-)terminal specific to
A. The probability of s′ is the same as that of s. If
G′ is the underlying SCFG after adding such rules,
then the required value is pprefix

G′ ([v1, v2 cA]).
One variant of the definitions presented in this pa-

per is the notion of infix probability, which is use-
ful in island-driven speech translation. Here we are
interested in the probability that any string in the
source language with infix v1 is translated into any
string in the target language with infix v2. However,
just as infix probabilities are difficult to compute
for probabilistic context-free grammars (Corazza et
al., 1991; Nederhof and Satta, 2008) so (joint) infix
probabilities are difficult to compute for PSCFGs.
The problem lies in the possibility that a given in-
fix may occur more than once in a string in the lan-
guage. The computation of infix probabilities can
be reduced to that of solving non-linear systems of
equations, which can be approximated using for in-
stance Newton’s algorithm. However, such a system
of equations is built from the input strings, which en-
tails that the computational effort of solving the sys-
tem primarily affects parse time rather than parser-
generation time.
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Abstract

Via an oracle experiment, we show that the

upper bound on accuracy of a CCG parser

is significantly lowered when its search space

is pruned using a supertagger, though the su-

pertagger also prunes many bad parses. In-

spired by this analysis, we design a single

model with both supertagging and parsing fea-

tures, rather than separating them into dis-

tinct models chained together in a pipeline.

To overcome the resulting increase in com-

plexity, we experiment with both belief prop-

agation and dual decomposition approaches to

inference, the first empirical comparison of

these algorithms that we are aware of on a

structured natural language processing prob-

lem. On CCGbank we achieve a labelled de-

pendency F-measure of 88.8% on gold POS

tags, and 86.7% on automatic part-of-speeoch

tags, the best reported results for this task.

1 Introduction

Accurate and efficient parsing of Combinatorial Cat-

egorial Grammar (CCG; Steedman, 2000) is a long-

standing problem in computational linguistics, due

to the complexities associated its mild context sen-

sitivity. Even for practical CCG that are strongly

context-free (Fowler and Penn, 2010), parsing is

much harder than with Penn Treebank-style context-

free grammars, with vast numbers of nonterminal

categories leading to increased grammar constants.

Where a typical Penn Treebank grammar may have

fewer than 100 nonterminals (Hockenmaier and

Steedman, 2002), we found that a CCG grammar

derived from CCGbank contained over 1500. The

same grammar assigns an average of 22 lexical cate-

gories per word (Clark and Curran, 2004a), resulting

in an enormous space of possible derivations.

The most successful approach to CCG parsing is

based on a pipeline strategy (§2). First, we tag (or

multitag) each word of the sentence with a lexical

category using a supertagger, a sequence model over

these categories (Bangalore and Joshi, 1999; Clark,

2002). Second, we parse the sentence under the

requirement that the lexical categories are fixed to

those preferred by the supertagger. Variations on

this approach drive the widely-used, broad coverage

C&C parser (Clark and Curran, 2004a; Clark and

Curran, 2007; Kummerfeld et al., 2010). However,

it fails when the supertagger makes errors. We show

experimentally that this pipeline significantly lowers

the upper bound on parsing accuracy (§3).

The same experiment shows that the supertag-

ger prunes many bad parses. So, while we want to

avoid the error propagation inherent to a pipeline,

ideally we still want to benefit from the key insight

of supertagging: that a sequence model over lexi-

cal categories can be quite accurate. Our solution

is to combine the features of both the supertagger

and the parser into a single, less aggressively pruned

model. The challenge with this model is its pro-

hibitive complexity, which we address with approx-

imate methods: dual decomposition and belief prop-

agation (§4). We present the first side-by-side com-

parison of these algorithms on an NLP task of this

complexity, measuring accuracy, convergence be-

havior, and runtime. In both cases our model signifi-

cantly outperforms the pipeline approach, leading to

the best published results in CCG parsing (§5).
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2 CCG and Supertagging

CCG is a lexicalized grammar formalism encoding

for each word lexical categories that are either ba-

sic (eg. NN, JJ) or complex. Complex lexical cat-

egories specify the number and directionality of ar-

guments. For example, one lexical category for the

verb like is (S\NP )/NP , specifying the first argu-

ment as an NP to the right and the second as an NP

to the left; there are over 100 lexical categories for

like in our lexicon. In parsing, adjacent spans are

combined using a small number of binary combina-

tory rules like forward application or composition

(Steedman, 2000; Fowler and Penn, 2010). In the

first derivation below, (S\NP )/NP and NP com-

bine to form the spanning category S\NP , which

only requires an NP to its left to form a complete

sentence-spanning S. The second derivation uses

type-raising to change the category type of I.
I like tea

NP (S\NP)/NP NP
>

S\NP
<

S

I like tea

NP (S\NP)/NP NP
>T

S/(S\NP)
>B

S/NP
>

S

As can be inferred from even this small example,

a key difficulty in parsing CCG is that the number

of categories quickly becomes extremely large, and

there are typically many ways to analyze every span

of a sentence.

Supertagging (Bangalore and Joshi, 1999; Clark,

2002) treats the assignment of lexical categories (or

supertags) as a sequence tagging problem. Because

they do this with high accuracy, they are often ex-

ploited to prune the parser’s search space: the parser

only considers lexical categories with high posterior

probability (or other figure of merit) under the su-

pertagging model (Clark and Curran, 2004a). The

posterior probabilities are then discarded; it is the

extensive pruning of lexical categories that leads to

substantially faster parsing times.

Pruning the categories in advance this way has a

specific failure mode: sometimes it is not possible

to produce a sentence-spanning derivation from the

tag sequences preferred by the supertagger, since it

does not enforce grammaticality. A workaround for

this problem is the adaptive supertagging (AST) ap-

proach of Clark and Curran (2004a). It is based on

a step function over supertagger beam widths, re-

laxing the pruning threshold for lexical categories

only if the parser fails to find an analysis. The pro-

cess either succeeds and returns a parse after some

iteration or gives up after a predefined number of it-

erations. As Clark and Curran (2004a) show, most

sentences can be parsed with a very small number of

supertags per word. However, the technique is inher-

ently approximate: it will return a lower probability

parse under the parsing model if a higher probabil-

ity parse can only be constructed from a supertag

sequence returned by a subsequent iteration. In this

way it prioritizes speed over exactness, although the

tradeoff can be modified by adjusting the beam step

function. Regardless, the effect of the approxima-

tion is unbounded.

We will also explore reverse adaptive supertag-

ging, a much less aggressive pruning method that

seeks only to make sentences parseable when they

otherwise would not be due to an impractically large

search space. Reverse AST starts with a wide beam,

narrowing it at each iteration only if a maximum

chart size is exceeded. In this way it prioritizes ex-

actness over speed.

3 Oracle Parsing

What is the effect of these approximations? To

answer this question we computed oracle best and

worst values for labelled dependency F-score using

the algorithm of Huang (2008) on the hybrid model

of Clark and Curran (2007), the best model of their

C&C parser. We computed the oracle on our devel-

opment data, Section 00 of CCGbank (Hockenmaier

and Steedman, 2007), using both AST and Reverse

AST beams settings shown in Table 1.

The results (Table 2) show that the oracle best

accuracy for reverse AST is more than 3% higher

than the aggressive AST pruning.1 In fact, it is al-

most as high as the upper bound oracle accuracy of

97.73% obtained using perfect supertags—in other

words, the search space for reverse AST is theoreti-

cally near-optimal.2 We also observe that the oracle

1The numbers reported here and in later sections differ slightly

from those in a previously circulated draft of this paper, for

two reasons: we evaluate only on sentences for which a parse

was returned instead of all parses, to enable direct comparison

with Clark and Curran (2007); and we use their hybrid model

instead of their normal-form model, except where noted. De-

spite these changes our main findings remained unchanged.
2This idealized oracle reproduces a result from Clark and Cur-
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Condition Parameter Iteration 1 2 3 4 5

AST
β (beam width) 0.075 0.03 0.01 0.005 0.001

k (dictionary cutoff) 20 20 20 20 150

Reverse
β 0.001 0.005 0.01 0.03 0.075

k 150 20 20 20 20

Table 1: Beam step function used for standard (AST) and less aggressive (Reverse) AST throughout our experiments.

Parameter β is a beam threshold while k bounds the use of a part-of-speech tag dictionary, which is used for words

seen less than k times.

Viterbi F-score Oracle Max F-score Oracle Min F-score

LF LP LR LF LP LR LF LP LR cat/word

AST 87.38 87.83 86.93 94.35 95.24 93.49 54.31 54.81 53.83 1.3-3.6

Reverse 87.36 87.55 87.17 97.65 98.21 97.09 18.09 17.75 18.43 3.6-1.3

Table 2: Comparison of adaptive supertagging (AST) and a less restrictive setting (Reverse) with Viterbi and oracle

F-scores on CCGbank Section 00. The table shows the labelled F-score (LF), precision (LP) and recall (LR) and the

the number of lexical categories per word used (from first to last parsing attempt).
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Figure 1: Comparison between model score and Viterbi F-score (left); and between model score and oracle F-score

(right) for different supertagger beams on a subset of CCGbank Section 00.

worst accuracy is much lower in the reverse setting.

It is clear that the supertagger pipeline has two ef-

fects: while it beneficially prunes many bad parses,

it harmfully prunes some very good parses. We can

also see from the scores of the Viterbi parses that

while the reverse condition has access to much better

parses, the model doesn’t actually find them. This

mirrors the result of Clark and Curran (2007) that

they use to justify AST.

Digging deeper, we compared parser model score

against Viterbi F-score and oracle F-score at a va-

ran (2004b). The reason that using the gold-standard supertags

doesn’t result in 100% oracle parsing accuracy is that some

of the development set parses cannot be constructed by the

learned grammar.

riety of fixed beam settings (Figure 1), considering

only the subset of our development set which could

be parsed with all beam settings. The inverse re-

lationship between model score and F-score shows

that the supertagger restricts the parser to mostly

good parses (under F-measure) that the model would

otherwise disprefer. Exactly this effect is exploited

in the pipeline model. However, when the supertag-

ger makes a mistake, the parser cannot recover.

4 Integrated Supertagging and Parsing

The supertagger obviously has good but not perfect

predictive features. An obvious way to exploit this

without being bound by its decisions is to incorpo-

rate these features directly into the parsing model.
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In our case both the parser and the supertagger are

feature-based models, so from the perspective of a

single parse tree, the change is simple: the tree is

simply scored by the weights corresponding to all

of its active features. However, since the features of

the supertagger are all Markov features on adjacent

supertags, the change has serious implications for

search. If we think of the supertagger as defining a

weighted regular language consisting of all supertag

sequences, and the parser as defining a weighted

mildly context-sensitive language consisting of only

a subset of these sequences, then the search prob-

lem is equivalent to finding the optimal derivation

in the weighted intersection of a regular and mildly

context-sensitive language. Even allowing for the

observation of Fowler and Penn (2010) that our prac-

tical CCG is context-free, this problem still reduces

to the construction of Bar-Hillel et al. (1964), mak-

ing search very expensive. Therefore we need ap-

proximations.

Fortunately, recent literature has introduced two

relevant approximations to the NLP community:

loopy belief propagation (Pearl, 1988), applied to

dependency parsing by Smith and Eisner (2008);

and dual decomposition (Dantzig and Wolfe, 1960;

Komodakis et al., 2007; Sontag et al., 2010, inter

alia), applied to dependency parsing by Koo et al.

(2010) and lexicalized CFG parsing by Rush et al.

(2010). We apply both techniques to our integrated

supertagging and parsing model.

4.1 Loopy Belief Propagation

Belief propagation (BP) is an algorithm for com-

puting marginals (i.e. expectations) on structured

models. These marginals can be used for decoding

(parsing) in a minimum-risk framework (Smith and

Eisner, 2008); or for training using a variety of al-

gorithms (Sutton and McCallum, 2010). We experi-

ment with both uses in §5. Many researchers in NLP

are familiar with two special cases of belief prop-

agation: the forward-backward and inside-outside

algorithms, used for computing expectations in se-

quence models and context-free grammars, respec-

tively.3 Our use of belief propagation builds directly

on these two familiar algorithms.

3Forward-backward and inside-outside are formally shown to

be special cases of belief propagation by Smyth et al. (1997)

and Sato (2007), respectively.

f(T1) f(T2)

b(T0) b(T1)

t1T0 T1 t2 T2

e0 e1 e2

Figure 2: Supertagging factor graph with messages. Cir-

cles are variables and filled squares are factors.

BP is usually understood as an algorithm on bi-

partite factor graphs, which structure a global func-

tion into local functions over subsets of variables

(Kschischang et al., 1998). Variables maintain a be-

lief (expectation) over a distribution of values and

BP passes messages about these beliefs between

variables and factors. The idea is to iteratively up-

date each variable’s beliefs based on the beliefs of

neighboring variables (through a shared factor), us-

ing the sum-product rule.

This results in the following equation for a mes-

sage mx→f (x) from a variable x to a factor f

mx→f (x) =
∏

h∈n(x)\f

mh→x(x) (1)

where n(x) is the set of all neighbours of x. The

message mf→x from a factor to a variable is

mf→x(x) =
∑
∼{x}

f(X)
∏

y∈n(f)\x

my→f (y) (2)

where ∼ {x} represents all variables other than x,

X = n(f) and f(X) is the set of arguments of the

factor function f .

Making this concrete, our supertagger defines a

distribution over tags T0...TI , based on emission

factors e0...eI and transition factors t1...tI (Fig-

ure 2). The message fi a variable Ti receives from its

neighbor to the left corresponds to the forward prob-

ability, while messages from the right correspond to

backward probability bi.

fi(Ti) =
∑
Ti−1

fi−1(Ti−1)ei−1(Ti−1)ti(Ti−1, Ti) (3)

bi(Ti) =
∑
Ti+1

bi+1(Ti+1)ei+1(Ti+1)ti+1(Ti, Ti+1) (4)
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Figure 3: Factor graph for the combined parsing and su-

pertagging model.

The current belief Bx(x) for variable x can be com-

puted by taking the normalized product of all its in-

coming messages.

Bx(x) =
1
Z

∏
h∈n(x)

mh→x(x) (5)

In the supertagger model, this is just:

p(Ti) =
1
Z
fi(Ti)bi(Ti)ei(Ti) (6)

Our parsing model is also a distribution over vari-

ables Ti, along with an additional quadratic number

of span(i, j) variables. Though difficult to represent

pictorially, a distribution over parses is captured by

an extension to graphical models called case-factor

diagrams (McAllester et al., 2008). We add this

complex distribution to our model as a single fac-

tor (Figure 3). This is a natural extension to the use

of complex factors described by Smith and Eisner

(2008) and Dreyer and Eisner (2009).

When a factor graph is a tree as in Figure 2, BP

converges in a single iteration to the exact marginals.

However, when the model contains cycles, as in Fig-

ure 3, we can iterate message passing. Under certain

assumptions this loopy BP it will converge to ap-

proximate marginals that are bounded under an in-

terpretation from statistical physics (Yedidia et al.,

2001; Sutton and McCallum, 2010).

The TREE factor exchanges inside ni and outside

oi messages with the tag and span variables, tak-

ing into account beliefs from the sequence model.

We will omit the unchanged outside recursion for

brevity, but inside messages n(Ci,j) for category

Ci,j in span(i, j) are computed using rule probabil-

ities r as follows:

n(Ci,j) =


fi(Ci,j)bi(Ci,j)ei(Ci,j) if j=i+1∑
k,X,Y

n(Xi,k)n(Yk,j)r(Ci,j , Xi,k, Yk,j)

(7)

Note that the only difference from the classic in-

side algorithm is that the recursive base case of a cat-

egory spanning a single word has been replaced by

a message from the supertag that contains both for-

ward and backward factors, along with a unary emis-

sion factor, which doubles as a unary rule factor and

thus contains the only shared features of the original

models. This difference is also mirrored in the for-

ward and backward messages, which are identical to

Equations 3 and 4, except that they also incorporate

outside messages from the tree factor.

Once all forward-backward and inside-outside

probabilities have been calculated the belief of su-

pertag Ti can be computed as the product of all in-

coming messages. The only difference from Equa-

tion 6 is the addition of the outside message.

p(Ti) =
1
Z
fi(Ti)bi(Ti)ei(Ti)oi(Ti) (8)

The algorithm repeatedly runs forward-backward

and inside-outside, passing their messages back and

forth, until these quantities converge.

4.2 Dual Decomposition

Dual decomposition (Rush et al., 2010; Koo et al.,

2010) is a decoding (i.e. search) algorithm for prob-

lems that can be decomposed into exactly solvable

subproblems: in our case, supertagging and parsing.

Formally, given Y as the set of valid parses, Z as the

set of valid supertag sequences, and T as the set of

supertags, we want to solve the following optimiza-

tion for parser f(y) and supertagger g(z).

arg max
y∈Y,z∈Z

f(y) + g(z) (9)

such that y(i, t) = z(i, t) for all (i, t) ∈ I (10)

Here y(i, t) is a binary function indicating whether

word i is assigned supertag t by the parser, for the
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set I = {(i, t) : i ∈ 1 . . . n, t ∈ T} denoting

the set of permitted supertags for each word; sim-

ilarly z(i, t) for the supertagger. To enforce the con-

straint that the parser and supertagger agree on a

tag sequence we introduce Lagrangian multipliers

u = {u(i, t) : (i, t) ∈ I} and construct a dual ob-

jective over variables u(i, t).

L(u) = max
y∈Y

(f(y)−
∑
i,t

u(i, t)y(i, t)) (11)

+ max
z∈Z

(f(z) +
∑
i,t

u(i, t)z(i, t))

This objective is an upper bound that we want to

make as tight as possible by solving for minu L(u).
We optimize the values of the u(i, t) variables using

the same algorithm as Rush et al. (2010) for their

tagging and parsing problem (essentially a percep-

tron update).4 An advantages of DD is that, on con-

vergence, it recovers exact solutions to the combined

problem. However, if it does not converge or we stop

early, an approximation must be returned: following

Rush et al. (2010) we used the highest scoring output

of the parsing submodel over all iterations.

5 Experiments

Parser. We use the C&C parser (Clark and Curran,

2007) and its supertagger (Clark, 2002). Our base-

line is the hybrid model of Clark and Curran (2007);

our integrated model simply adds the supertagger

features to this model. The parser relies solely on the

supertagger for pruning, using CKY for search over

the pruned space. Training requires repeated calcu-

lation of feature expectations over packed charts of

derivations. For training, we limited the number of

items in this chart to 0.3 million, and for testing, 1

million. We also used a more permissive training

supertagger beam (Table 3) than in previous work

(Clark and Curran, 2007). Models were trained with

the parser’s L-BFGS trainer.

Evaluation. We evaluated on CCGbank (Hocken-

maier and Steedman, 2007), a right-most normal-

form CCG version of the Penn Treebank. We

use sections 02-21 (39603 sentences) for training,

4The u terms can be interpreted as the messages from factors

to variables (Sontag et al., 2010) and the resulting message

passing algorithms are similar to the max-product algorithm, a

sister algorithm to BP.

section 00 (1913 sentences) for development and

section 23 (2407 sentences) for testing. We sup-

ply gold-standard part-of-speech tags to the parsers.

Evaluation is based on labelled and unlabelled pred-

icate argument structure recovery and supertag ac-

curacy. We only evaluate on sentences for which an

analysis was returned; the coverage for all parsers is

99.22% on section 00, and 99.63% on section 23.

Model combination. We combine the parser and

the supertagger over the search space defined by the

set of supertags within the supertagger beam (see Ta-

ble 1); this avoids having to perform inference over

the prohibitively large set of parses spanned by all

supertags. Hence at each beam setting, the model

operates over the same search space as the baseline;

the difference is that we search with our integrated

model.

5.1 Parsing Accuracy

We first experiment with the separately trained su-

pertagger and parser, which are then combined us-

ing belief propagation (BP) and dual decomposition

(DD). We run the algorithms for many iterations,

and irrespective of convergence, for BP we compute

the minimum risk parse from the current marginals,

and for DD we choose the highest-scoring parse

seen over all iterations. We measured the evolving

accuracy of the models on the development set (Fig-

ure 4). In line with our oracle experiment, these re-

sults demonstrate that we can coax more accurate

parses from the larger search space provided by the

reverse setting; the influence of the supertagger fea-

tures allow us to exploit this advantage.

One behavior we observe in the graph is that the

DD results tend to incrementally improve in accu-

racy while the BP results quickly stabilize, mirroring

the result of Smith and Eisner (2008). This occurs

because DD continues to find higher scoring parses

at each iteration, and hence the results change. How-

ever for BP, even if the marginals have not con-

verged, the minimum risk solution turns out to be

fairly stable across successive iterations.

We next compare the algorithms against the base-

line on our test set (Table 4). We find that the early

stability of BP’s performance generalises to the test

set as does DD’s improvement over several itera-

tions. More importantly, we find that the applying
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Parameter Iteration 1 2 3 4 5 6 7

Training
β 0.001 0.001 0.0045 0.0055 0.01 0.05 0.1

k 150 20 20 20 20 20 20

Table 3: Beam step function used for training (cf. Table 1).

section 00 (dev) section 23 (test)

AST Reverse AST Reverse

LF UF ST LF UF ST LF UF ST LF UF ST

Baseline 87.38 93.08 94.21 87.36 93.13 93.99 87.73 93.09 94.33 87.65 93.06 94.01

C&C ’07 87.24 93.00 94.16 - - - 87.64 93.00 94.32 - - -

BPk=1 87.70 93.28 94.44 88.35 93.69 94.73 88.20 93.28 94.60 88.78 93.66 94.81

BPk=25 87.70 93.31 94.44 88.33 93.72 94.71 88.19 93.27 94.59 88.80 93.68 94.81

DDk=1 87.40 93.09 94.23 87.38 93.15 94.03 87.74 93.10 94.33 87.67 93.07 94.02

DDk=25 87.71 93.32 94.44 88.29 93.71 94.67 88.14 93.24 94.59 88.80 93.68 94.82

Table 4: Results for individually-trained submodels combined using dual decomposition (DD) or belief propagation

(BP) for k iterations, evaluated by labelled and unlabelled F-score (LF/UF) and supertag accuracy (ST). We compare

against the previous best result of Clark and Curran (2007); our baseline is their model with wider training beams (cf.

Table 3).
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Figure 4: Labelled F-score of baseline (BL), belief prop-

agation (BP), and dual decomposition (DD) on section

00.

our combined model using either algorithm consis-

tently outperforms the baseline after only a few iter-

ations. Overall, we improve the labelled F-measure

by almost 1.1% and unlabelled F-measure by 0.6%

over the baseline. To the best of our knowledge,

the results obtained with BP and DD are the best

reported results on this task using gold POS tags.

Next, we evaluate performance when using au-

tomatic part-of-speech tags as input to our parser

and supertagger (Table 5). This enables us to com-

pare against the results of Fowler and Penn (2010),

who trained the Petrov parser (Petrov et al., 2006)

on CCGbank. We outperform them on all criteria.

Hence our combined model represents the best CCG

parsing results under any setting.

Finally, we revisit the oracle experiment of §3 us-

ing our combined models (Figure 5). Both show an

improved relationship between model score and F-

measure.

5.2 Algorithmic Convergence

Figure 4 shows that parse accuracy converges af-

ter a few iterations. Do the algorithms converge?

BP converges when the marginals do not change be-

tween iterations, and DD converges when both sub-

models agree on all supertags. We measured the

convergence of each algorithm under these criteria

over 1000 iterations (Figure 6). DD converges much

faster, while BP in the reverse condition converges

quite slowly. This is interesting when contrasted

with its behavior on parse accuracy—its rate of con-

vergence after one iteration is 1.5%, but its accu-

racy is already the highest at this point. Over the

entire 1000 iterations, most sentences converge: all

but 3 for BP (both in AST and reverse) and all but
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section 00 (dev) section 23 (test)

LF LP LR UF UP UR LF LP LR UF UP UR

Baseline 85.53 85.73 85.33 91.99 92.20 91.77 85.74 85.90 85.58 91.92 92.09 91.75

Petrov I-5 85.79 86.09 85.50 92.44 92.76 92.13 86.01 86.29 85.74 92.34 92.64 92.04

BPk=1 86.44 86.74 86.14 92.54 92.86 92.23 86.73 86.95 86.50 92.45 92.69 92.21

DDk=25 86.35 86.65 86.05 92.52 92.85 92.20 86.68 86.90 86.46 92.44 92.67 92.21

Table 5: Results on automatically assigned POS tags. Petrov I-5 is based on the parser output of Fowler and Penn

(2010); we evaluate on sentences for which all parsers returned an analysis (2323 sentences for section 23 and 1834

sentences for section 00).
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Figure 5: Comparison between model score and Viterbi F-score for the integrated model using belief propagation (left)

and dual decomposition (right); the results are based on the same data as Figure 1.
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Figure 6: Rate of convergence for belief propagation (BP)

and dual decomposition (DD) with maximum k = 1000.

41 (2.6%) for DD in reverse (6 in AST).

5.3 Parsing Speed

Because the C&C parser with AST is very fast, we

wondered about the effect on speed for our model.

We measured the runtime of the algorithms under

the condition that we stopped at a particular iteration

(Table 6). Although our models improve substan-

tially over C&C, there is a significant cost in speed

for the best result.

5.4 Training the Integrated Model

In the experiments reported so far, the parsing and

supertagging models were trained separately, and

only combined at test time. Although the outcome

of these experiments was successful, we wondered

if we could obtain further improvements by training

the model parameters together.

Since the gradients produced by (loopy) BP

are approximate, for these experiments we used a

stochastic gradient descent (SGD) trainer (Bottou,

2003). We found that the SGD parameters described

by Finkel et al. (2008) worked equally well for our

models, and, on the baseline, produced similar re-

sults to L-BFGS. Curiously, however, we found that

the combined model does not perform as well when
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AST Reverse

sent/sec LF sent/sec LF

Baseline 65.8 87.38 5.9 87.36

BPk=1 60.8 87.70 5.8 88.35

BPk=5 46.7 87.70 4.7 88.34

BPk=25 35.3 87.70 3.5 88.33

DDk=1 64.6 87.40 5.9 87.38

DDk=5 41.9 87.65 3.1 88.09

DDk=25 32.5 87.71 1.9 88.29

Table 6: Parsing time in seconds per sentence (vs. F-

measure) on section 00.

AST Reverse

LF UF ST LF UF ST

Baseline 86.7 92.7 94.0 86.7 92.7 93.9

BP inf 86.8 92.8 94.1 87.2 93.1 94.2

BP train 86.3 92.5 93.8 85.6 92.1 93.2

Table 7: Results of training with SGD on approximate

gradients from LPB on section 00. We test LBP in both

inference and training (train) as well as in inference only

(inf); a maximum number of 10 iterations is used.

the parameters are trained together (Table 7). A pos-

sible reason for this is that we used a stricter su-

pertagger beam setting during training (Clark and

Curran, 2007) to make training on a single machine

practical. This leads to lower performance, particu-

larly in the Reverse condition. Training a model us-

ing DD would require a different optimization algo-

rithm based on Viterbi results (e.g. the perceptron)

which we will pursue in future work.

6 Conclusion and Future Work

Our approach of combining models to avoid the

pipeline problem (Felzenszwalb and McAllester,

2007) is very much in line with much recent work

in NLP. Such diverse topics as machine transla-

tion (Dyer et al., 2008; Dyer and Resnik, 2010;

Mi et al., 2008), part-of-speech tagging (Jiang et

al., 2008), named entity recognition (Finkel and

Manning, 2009) semantic role labelling (Sutton and

McCallum, 2005; Finkel et al., 2006), and oth-

ers have also been improved by combined models.

Our empirical comparison of BP and DD also com-

plements the theoretically-oriented comparison of

marginal- and margin-based variational approxima-

tions for parsing described by Martins et al. (2010).

We have shown that the aggressive pruning used

in adaptive supertagging significantly harms the or-

acle performance of the parser, though it mostly

prunes bad parses. Based on these findings, we com-

bined parser and supertagger features into a single

model. Using belief propagation and dual decom-

position, we obtained more principled—and more

accurate—approximations than a pipeline. Mod-

els combined using belief propagation achieve very

good performance immediately, despite an initial

convergence rate just over 1%, while dual decompo-

sition produces comparable results after several iter-

ations, and algorithmically converges more quickly.

Our best result of 88.8% represents the state-of-the

art in CCG parsing accuracy.

In future work we plan to integrate the POS tag-

ger, which is crucial to parsing accuracy (Clark and

Curran, 2004b). We also plan to revisit the idea

of combined training. Though we have focused on

CCG in this work we expect these methods to be

equally useful for other linguistically motivated but

computationally complex formalisms such as lexi-

calized tree adjoining grammar.
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Post, David Smith, David Sontag, Mark Steed-

man, and Charles Sutton for helpful discussion re-

lated to this work and comments on previous drafts,

and the anonymous reviewers for helpful comments.

We also acknowledge funding from EPSRC grant

EP/P504171/1 (Auli); the EuroMatrixPlus project

funded by the European Commission, 7th Frame-

work Programme (Lopez); and the resources pro-

vided by the Edinburgh Compute and Data Fa-

cility (http://www.ecdf.ed.ac.uk). The

ECDF is partially supported by the eDIKT initiative

(http://www.edikt.org.uk).

References

S. Bangalore and A. K. Joshi. 1999. Supertagging: An

Approach to Almost Parsing. Computational Linguis-

478



tics, 25(2):238–265, June.

Y. Bar-Hillel, M. Perles, and E. Shamir. 1964. On formal

properties of simple phrase structure grammars. In

Language and Information: Selected Essays on their

Theory and Application, pages 116–150.

L. Bottou. 2003. Stochastic learning. In Advanced Lec-

tures in Machine Learning, pages 146–168.

S. Clark and J. R. Curran. 2004a. The importance of su-

pertagging for wide-coverage CCG parsing. In COL-

ING, Morristown, NJ, USA.

S. Clark and J. R. Curran. 2004b. Parsing the WSJ using

CCG and log-linear models. In Proc. of ACL, pages

104–111, Barcelona, Spain.

S. Clark and J. R. Curran. 2007. Wide-Coverage Ef-

ficient Statistical Parsing with CCG and Log-Linear

Models. Computational Linguistics, 33(4):493–552.

S. Clark. 2002. Supertagging for Combinatory Catego-

rial Grammar. In TAG+6.

G. B. Dantzig and P. Wolfe. 1960. Decomposition

principle for linear programs. Operations Research,

8(1):101–111.

M. Dreyer and J. Eisner. 2009. Graphical models over

multiple strings. In Proc. of EMNLP.

C. Dyer and P. Resnik. 2010. Context-free reordering,

finite-state translation. In Proc. of HLT-NAACL.

C. J. Dyer, S. Muresan, and P. Resnik. 2008. Generaliz-

ing word lattice translation. In Proc. of ACL.

P. F. Felzenszwalb and D. McAllester. 2007. The Gener-

alized A* Architecture. In Journal of Artificial Intelli-

gence Research, volume 29, pages 153–190.

J. R. Finkel and C. D. Manning. 2009. Joint parsing and

named entity recognition. In Proc. of NAACL. Associ-

ation for Computational Linguistics.

J. R. Finkel, C. D. Manning, and A. Y. Ng. 2006. Solv-

ing the problem of cascading errors: Approximate

Bayesian inference for linguistic annotation pipelines.

In Proc. of EMNLP.

J. R. Finkel, A. Kleeman, and C. D. Manning. 2008.

Feature-based, conditional random field parsing. In

Proceedings of ACL-HLT.

T. A. D. Fowler and G. Penn. 2010. Accurate context-

free parsing with combinatory categorial grammar. In

Proc. of ACL.

J. Hockenmaier and M. Steedman. 2002. Generative

models for statistical parsing with Combinatory Cat-

egorial Grammar. In Proc. of ACL.

J. Hockenmaier and M. Steedman. 2007. CCGbank:

A corpus of CCG derivations and dependency struc-

tures extracted from the Penn Treebank. Computa-

tional Linguistics, 33(3):355–396.

L. Huang. 2008. Forest Reranking: Discriminative pars-

ing with Non-Local Features. In Proceedings of ACL-

08: HLT.

W. Jiang, L. Huang, Q. Liu, and Y. Lü. 2008. A cas-
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Abstract

We learn a joint model of sentence extraction
and compression for multi-document summa-
rization. Our model scores candidate sum-
maries according to a combined linear model
whose features factor over (1) the n-gram
types in the summary and (2) the compres-
sions used. We train the model using a margin-
based objective whose loss captures end sum-
mary quality. Because of the exponentially
large set of candidate summaries, we use a
cutting-plane algorithm to incrementally de-
tect and add active constraints efficiently. In-
ference in our model can be cast as an ILP
and thereby solved in reasonable time; we also
present a fast approximation scheme which
achieves similar performance. Our jointly
extracted and compressed summaries outper-
form both unlearned baselines and our learned
extraction-only system on both ROUGE and
Pyramid, without a drop in judged linguis-
tic quality. We achieve the highest published
ROUGE results to date on the TAC 2008 data
set.

1 Introduction

Applications of machine learning to automatic sum-
marization have met with limited success, and, as a
result, many top-performing systems remain largely
ad-hoc. One reason learning may have provided lim-
ited gains is that typical models do not learn to opti-
mize end summary quality directly, but rather learn
intermediate quantities in isolation. For example,
many models learn to score each input sentence in-
dependently (Teufel and Moens, 1997; Shen et al.,
2007; Schilder and Kondadadi, 2008), and then as-
semble extractive summaries from the top-ranked
sentences in a way not incorporated into the learn-
ing process. This extraction is often done in the

presence of a heuristic that limits redundancy. As
another example, Yih et al. (2007) learn predictors
of individual words’ appearance in the references,
but in isolation from the sentence selection proce-
dure. Exceptions are Li et al. (2009) who take a
max-margin approach to learning sentence values
jointly, but still have ad hoc constraints to handle
redundancy. One main contribution of the current
paper is the direct optimization of summary quality
in a single model; we find that our learned systems
substantially outperform unlearned counterparts on
both automatic and manual metrics.

While pure extraction is certainly simple and does
guarantee some minimal readability, Lin (2003)
showed that sentence compression (Knight and
Marcu, 2001; McDonald, 2006; Clarke and Lap-
ata, 2008) has the potential to improve the resulting
summaries. However, attempts to incorporate com-
pression into a summarization system have largely
failed to realize large gains. For example, Zajic et
al (2006) use a pipeline approach, pre-processing
to yield additional candidates for extraction by ap-
plying heuristic sentence compressions, but their
system does not outperform state-of-the-art purely
extractive systems. Similarly, Gillick and Favre
(2009), though not learning weights, do a limited
form of compression jointly with extraction. They
report a marginal increase in the automatic word-
overlap metric ROUGE (Lin, 2004), but a decline in
manual Pyramid (Nenkova and Passonneau, 2004).

A second contribution of the current work is to
show a system for jointly learning to jointly com-
press and extract that exhibits gains in both ROUGE
and content metrics over purely extractive systems.
Both Martins and Smith (2009) and Woodsend and
Lapata (2010) build models that jointly extract and
compress, but learn scores for sentences (or phrases)
using independent classifiers. Daumé III (2006)
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learns parameters for compression and extraction
jointly using an approximate training procedure, but
his results are not competitive with state-of-the-art
extractive systems, and he does not report improve-
ments on manual content or quality metrics.

In our approach, we define a linear model that
scores candidate summaries according to features
that factor over the n-gram types that appear in the
summary and the structural compressions used to
create the sentences in the summary. We train these
parameters jointly using a margin-based objective
whose loss captures end summary quality through
the ROUGE metric. Because of the exponentially
large set of candidate summaries, we use a cutting
plane algorithm to incrementally detect and add ac-
tive constraints efficiently. To make joint learning
possible we introduce a new, manually-annotated
data set of extracted, compressed sentences. Infer-
ence in our model can be cast as an integer linear
program (ILP) and solved in reasonable time using
a generic ILP solver; we also introduce a fast ap-
proximation scheme which achieves similar perfor-
mance. Our jointly extracted and compressed sum-
maries outperform both unlearned baselines and our
learned extraction-only system on both ROUGE and
Pyramid, without a drop in judged linguistic quality.
We achieve the highest published comparable results
(ROUGE) to date on our test set.

2 Joint Model

We focus on the task of multi-document summariza-
tion. The input is a collection of documents, each
consisting of multiple sentences. The output is a
summary of length no greater than Lmax. Let x be
the input document set, and let y be a representation
of a summary as a vector. For an extractive sum-
mary, y is as a vector of indicators y = (ys : s ∈ x),
one indicator ys for each sentence s in x. A sentence
s is present in the summary if and only if its indica-
tor ys = 1 (see Figure 1a). Let Y (x) be the set of
valid summaries of document set x with length no
greater than Lmax.

While past extractive methods have assigned
value to individual sentences and then explicitly rep-
resented the notion of redundancy (Carbonell and
Goldstein, 1998), recent methods show greater suc-
cess by using a simpler notion of coverage: bigrams

Figure 1: Diagram of (a) extractive and (b) joint extrac-
tive and compressive summarization models. Variables
ys indicate the presence of sentences in the summary.
Variables yn indicate the presence of parse tree nodes.
Note that there is intentionally a bigram missing from (a).

contribute content, and redundancy is implicitly en-
coded in the fact that redundant sentences cover
fewer bigrams (Nenkova and Vanderwende, 2005;
Gillick and Favre, 2009). This later approach is as-
sociated with the following objective function:

max
y∈Y (x)

∑
b∈B(y)

vb (1)

Here, vb is the value of bigram b, andB(y) is the set
of bigrams present in the summary encoded by y.
Gillick and Favre (2009) produced a state-of-the-art
system1 by directly optimizing this objective. They
let the value vb of each bigram be given by the num-
ber of input documents the bigram appears in. Our
implementation of their system will serve as a base-
line, referred to as EXTRACTIVE BASELINE.

We extend objective 1 so that it assigns value not
just to the bigrams that appear in the summary, but
also to the choices made in the creation of the sum-
mary. In our complete model, which jointly extracts
and compresses sentences, we choose whether or not
to cut individual subtrees in the constituency parses

1See Text Analysis Conference results in 2008 and 2009.
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of each sentence. This is in contrast to the extractive
case where choices are made on full sentences.

max
y∈Y (x)

∑
b∈B(y)

vb +
∑

c∈C(y)

vc (2)

C(y) is the set of cut choices made in y, and vc
assigns value to each.

Next, we present details of our representation of
compressive summaries. Assume a constituency
parse ts for every sentence s. We represent a com-
pressive summary as a vector y = (yn : n ∈ ts, s ∈
x) of indicators, one for each non-terminal node in
each parse tree of the sentences in the document set
x. A word is present in the output summary if and
only if its parent parse tree node n has yn = 1 (see
Figure 1b). In addition to the length constraint on
the members of Y (x), we require that each node
n may have yn = 1 only if its parent π(n) has
yπ(n) = 1. This ensures that only subtrees may
be deleted. While we use constituency parses rather
than dependency parses, this model has similarities
with the vine-growth model of Daumé III (2006).

For the compressive model we define the set of
cut choices C(y) for a summary y to be the set of
edges in each parse that are broken in order to delete
a subtree (see Figure 1b). We require that each sub-
tree has a non-terminal node for a root, and say that
an edge (n, π(n)) between a node and its parent is
broken if the parent has yπ(n) = 1 but the child has
yn = 0. Notice that breaking a single edge deletes
an entire subtree.

2.1 Parameterization
Before learning weights in Section 3, we parameter-
ize objectives 1 and 2 using features. This entails to
parameterizing each bigram score vb and each sub-
tree deletion score vc. For weights w ∈ Rd and
feature functions g(b, x) ∈ Rd and h(c, x) ∈ Rd we
let:

vb = wTg(b, x)

vc = wTh(c, x)

For example, g(b, x) might include a feature the
counts the number of documents in x that b appears
in, and h(c, x) might include a feature that indicates
whether the deleted subtree is an SBAR modifying
a noun.

This parameterization allows us to cast summa-
rization as structured prediction. We can define a
feature function f(y, x) ∈ Rd which factors over
summaries y through B(y) and C(y):

f(y, x) =
∑

b∈B(y)

g(b, x) +
∑

c∈C(y)

h(c, x)

Using this characterization of summaries as feature
vectors we can define a linear predictor for summa-
rization:

d(x;w) = arg max
y∈Y (x)

wTf(y, x) (3)

= arg max
y∈Y (x)

∑
b∈B(y)

vb +
∑

c∈C(y)

vc

The arg max in Equation 3 optimizes Objective 2.
Learning weights for Objective 1 where Y (x) is

the set of extractive summaries gives our LEARNED

EXTRACTIVE system. Learning weights for Objec-
tive 2 where Y (x) is the set of compressive sum-
maries, and C(y) the set of broken edges that pro-
duce subtree deletions, gives our LEARNED COM-
PRESSIVE system, which is our joint model of ex-
traction and compression.

3 Structured Learning

Discriminative training attempts to minimize the
loss incurred during prediction by optimizing an ob-
jective on the training set. We will perform discrim-
inative training using a loss function that directly
measures end-to-end summarization quality.

In Section 4 we show that finding summaries that
optimize Objective 2, Viterbi prediction, is efficient.
Online learning algorithms like perceptron or the
margin-infused relaxed algorithm (MIRA) (Cram-
mer and Singer, 2003) are frequently used for struc-
tured problems where Viterbi inference is available.
However, we find that such methods are unstable on
our problem. We instead turn to an approach that
optimizes a batch objective which is sensitive to all
constraints on all instances, but is efficient by adding
these constraints incrementally.

3.1 Max-margin objective
For our problem the data set consists of pairs of doc-
ument sets and label summaries, D = {(xi,y∗i ) :
i ∈ 1, . . . , N}. Note that the label summaries
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can be expressed as vectors y∗ because our training
summaries are variously extractive or extractive and
compressive (see Section 5). We use a soft-margin
support vector machine (SVM) (Vapnik, 1998) ob-
jective over the full structured output space (Taskar
et al., 2003; Tsochantaridis et al., 2004) of extractive
and compressive summaries:

min
w

1

2
‖w‖2 +

C

N

N∑
i=1

ξi (4)

s.t. ∀i,∀y ∈ Y (xi) (5)

wT
(
f(y∗i , xi)− f(y, xi)

)
≥ `(y,y∗i )− ξi

The constraints in Equation 5 require that the differ-
ence in model score between each possible summary
y and the gold summary y∗i be no smaller than the
loss `(y,y∗i ), padded by a per-instance slack of ξi.
We use bigram recall as our loss function (see Sec-
tion 3.3). C is the regularization constant. When the
output space Y (xi) is small these constraints can be
explicitly enumerated. In this case it is standard to
solve the dual, which is a quadratic program. Un-
fortunately, the size of the output space of extractive
summaries is exponential in the number of sentences
in the input document set.

3.2 Cutting-plane algorithm
The cutting-plane algorithm deals with the expo-
nential number of constraints in Equation 5 by per-
forming constraint induction (Tsochantaridis et al.,
2004). It alternates between solving Objective 4
with a reduced set of currently active constraints,
and adding newly active constraints to the set. In
our application, this approach efficiently solves the
structured SVM training problem up to some speci-
fied tolerance ε.

Suppose ŵ and ξ̂ optimize Objective 4 under the
currently active constraints on a given iteration. No-
tice that the ŷi satisfying

ŷi = arg max
y∈Y (xi)

[
ŵTf(y, xi) + `(y,y∗i )

]
(6)

corresponds to the constraint in the fully constrained
problem, for training instance (xi,y

∗
i ), most vio-

lated by ŵ and ξ̂. On each round of constraint induc-
tion the cutting-plane algorithm computes the arg
max in Equation 6 for a training instance, which is

referred to as loss-augmented prediction, and adds
the corresponding constraint to the active set.

The constraints from Equation (5) are equivalent
to: ∀i wTf(y∗i , xi) ≥ maxy∈Y (xi)

[
wTf(y, xi) +

`(y,y∗i )
]
− ξi. Thus, if loss-augmented prediction

turns up no new constraints on a given iteration, the
current solution to the reduced problem, ŵ and ξ̂,
is the solution to the full SVM training problem. In
practice, constraints are only added if the right hand
side of Equation (5) exceeds the left hand side by at
least ε. Tsochantaridis et al. (2004) prove that only
O(Nε ) constraints are added before constraint induc-
tion finds a Cε-optimal solution.

Loss-augmented prediction is not always
tractable. Luckily, our choice of loss function,
bigram recall, factors over bigrams. Thus, we can
easily perform loss-augmented prediction using
the same procedure we use to perform Viterbi
prediction (described in Section 4). We simply
modify each bigram value vb to include bigram
b’s contribution to the total loss. We solve the
intermediate partially-constrained max-margin
problems using the factored sequential minimal
optimization (SMO) algorithm (Platt, 1999; Taskar
et al., 2004). In practice, for ε = 10−4, the
cutting-plane algorithm converges after only three
passes through the training set when applied to our
summarization task.

3.3 Loss function

In the simplest case, 0-1 loss, the system only re-
ceives credit for exactly identifying the label sum-
mary. Since there are many reasonable summaries
we are less interested in exactly matching any spe-
cific training instance, and more interested in the de-
gree to which a predicted summary deviates from a
label.

The standard method for automatically evaluating
a summary against a reference is ROUGE, which we
simplify slightly to bigram recall. With an extractive
reference denoted by y∗, our loss function is:

`(y,y∗) =
|B(y)

⋂
B(y∗)|

|B(y∗)|

We verified that bigram recall correlates well with
ROUGE and with manual metrics.
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4 Efficient Prediction

We show how to perform prediction with the extrac-
tive and compressive models by solving ILPs. For
many instances, a generic ILP solver can find exact
solutions to the prediction problems in a matter of
seconds. For difficult instances, we present a fast
approximate algorithm.

4.1 ILP for extraction
Gillick and Favre (2009) express the optimization of
Objective 1 for extractive summarization as an ILP.
We begin here with their algorithm. Let each input
sentence s have length ls. Let the presence of each
bigram b inB(y) be indicated by the binary variable
zb. LetQsb be an indicator of the presence of bigram
b in sentence s. They specify the following ILP over
binary variables y and z:

max
y,z

∑
b

vbzb

s.t.
∑
s

lsys ≤ Lmax

∀b
∑
s

Qsb ≤ zb (7)

∀s, b ysQsb ≥ zb (8)

Constraints 7 and 8 ensure consistency between sen-
tences and bigrams. Notice that the Constraint 7 re-
quires that selecting a sentence entails selecting all
its bigrams, and Constraint 8 requires that selecting
a bigram entails selecting at least one sentence that
contains it. Solving the ILP is fast in practice. Us-
ing the GNU Linear Programming Kit (GLPK) on
a 3.2GHz Intel machine, decoding took less than a
second on most instances.

4.2 ILP for joint compression and extraction
We can extend the ILP formulation of extraction
to solve the compressive problem. Let ln be the
number of words node n has as children. With
this notation we can write the length restriction as∑

n lnyn ≤ Lmax. Let the presence of each cut c in
C(y) be indicated by the binary variable zc, which
is active if and only if yn = 0 but yπ(n) = 1, where
node π(n) is the parent of node n. The constraints
on zc are diagrammed in Figure 2.

While it is possible to let B(y) contain all bi-
grams present in the compressive summary, the re-

Figure 2: Diagram of ILP for joint extraction and com-
pression. Variables zb indicate the presence of bigrams
in the summary. Variables zc indicate edges in the parse
tree that have been cut in order to remove subtrees. The
figure suppresses bigram variables zstopped,in and zfrance,he
to reduce clutter. Note that the edit shown is intentionally
bad. It demonstrates a loss of bigram coverage.

duction of B(y) makes the ILP formulation effi-
cient. We omit fromB(y) bigrams that are the result
of deleted intermediate words. As a result the re-
quired number of variables zb is linear in the length
of a sentence. The constraints on zb are given in
Figure 2. They can be expressed in terms of the vari-
ables yn.

By solving the following ILP we can compute the
arg max required for prediction in the joint model:

max
y,z

∑
b

vbzb +
∑
c

vczc

s.t.
∑
n

lnyn ≤ Lmax

∀n yn ≤ yπ(n) (9)

∀b zb = 1
[
b ∈ B(y)

]
(10)

∀c zc = 1
[
c ∈ C(y)

]
(11)
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Constraint 9 encodes the requirement that only full
subtrees may be deleted. For simplicity, we have
written Constraints 10 and 11 in implicit form.
These constraints can be encoded explicitly using
O(N) linear constraints, where N is the number
of words in the document set x. The reduction of
B(y) to include only bigrams not resulting from
deleted intermediate words avoids O(N2) required
constraints.

In practice, solving this ILP for joint extraction
and compression is, on average, an order of magni-
tude slower than solving the ILP for pure extraction,
and for certain instances finding the exact solution is
prohibitively slow.

4.3 Fast approximate prediction
One common way to quickly approximate an ILP
is to solve its LP relaxation (and round the results).
We found that, while very fast, the LP relaxation of
the joint ILP gave poor results, finding unacceptably
suboptimal solutions. This appears possibly to have
been problematic for Martins and Smith (2009) as
well. We developed an alternative fast approximate
joint extractive and compressive solver that gives
better results in terms of both objective value and
bigram recall of resulting solutions.

The approximate joint solver first extracts a sub-
set of the sentences in the document set that total no
more than M words. In a second step, we apply the
exact joint extractive and compressive summarizer
(see Section 4.2) to the resulting extraction. The ob-
jective we maximize in performing the initial extrac-
tion is different from the one used in extractive sum-
marization. Specifically, we pick an extraction that
maximizes

∑
s∈y
∑

b∈s vb. This objective rewards
redundant bigrams, and thus is likely to give the joint
solver multiple options for including the same piece
of relevant content.
M is a parameter that trades-off between approx-

imation quality and problem difficulty. When M
is the size of the document set x, the approximate
solver solves the exact joint problem. In Figure 3
we plot the trade-off between approximation quality
and computation time, comparing to the exact joint
solver, an exact solver that is limited to extractive
solutions, and the LP relaxation solver. The results
show that the approximate joint solver yields sub-
stantial improvements over the LP relaxation, and

Figure 3: Plot of objective value, bigram recall, and
elapsed time for the approximate joint extractive and
compressive solver against size of intermediate extraction
set. Also shown are values for an LP relaxation approx-
imate solver, a solver that is restricted to extractive so-
lutions, and finally the exact compressive solver. These
solvers do not use an intermediate extraction. Results are
for 44 document sets, averaging about 5000 words per
document set.

can achieve results comparable to those produced by
the exact solver with a 5-fold reduction in compu-
tation time. On particularly difficult instances the
parameter M can be decreased, ensuring that all in-
stances are solved in a reasonable time period.

5 Data

We use the data from the Text Analysis Conference
(TAC) evaluations from 2008 and 2009, a total of
92 multi-document summarization problems. Each
problem asks for a 100-word-limited summary of
10 related input documents and provides a set of
four abstracts written by experts. These are the non-
update portions of the TAC 2008 and 2009 tasks.

To train the extractive system described in Sec-
tion 2, we use as our labels y∗ the extractions with
the largest bigram recall values relative to the sets
of references. While these extractions are inferior
to the abstracts, they are attainable by our model, a
quality found to be advantageous in discriminative
training for machine translation (Liang et al., 2006;
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COUNT: 1(docCount(b) = ·) where docCount(b) is the
number of documents containing b.

STOP: 1(isStop(b1) = ·, isStop(b2) = ·) where
isStop(w) indicates a stop word.

POSITION: 1(docPosition(b) = ·) where docPosition(b) is
the earliest position in a document of any sen-
tence containing b, buckets earliest positions≥ 4.

CONJ: All two- and three-way conjunctions of COUNT,
STOP, and POSITION features.

BIAS: Bias feature, active on all bigrams.

Table 1: Bigram features: component feature functions
in g(b, x) that we use to characterize the bigram b in both
the extractive and compressive models.

Chiang et al., 2008).

Previous work has referred to the lack of ex-
tracted, compressed data sets as an obstacle to joint
learning for summarizaiton (Daumé III, 2006; Mar-
tins and Smith, 2009). We collected joint data via
a Mechanical Turk task. To make the joint anno-
tation task more feasible, we adopted an approx-
imate approach that closely matches our fast ap-
proximate prediction procedure. Annotators were
shown a 150-word maximum bigram recall extrac-
tions from the full document set and instructed to
form a compressed summary by deleting words un-
til 100 or fewer words remained. Each task was per-
formed by two annotators. We chose the summary
we judged to be of highest quality from each pair
to add to our corpus. This gave one gold compres-
sive summary y∗ for each of the 44 problems in the
TAC 2009 set. We used these labels to train our joint
extractive and compressive system described in Sec-
tion 2. Of the 288 total sentences presented to anno-
tators, 38 were unedited, 45 were deleted, and 205
were compressed by an average of 7.5 words.

6 Features

Here we describe the features used to parameterize
our model. Relative to some NLP tasks, our fea-
ture sets are small: roughly two hundred features
on bigrams and thirteen features on subtree dele-
tions. This is because our data set is small; with
only 48 training documents we do not have the sta-
tistical support to learn weights for more features.
For larger training sets one could imagine lexical-
ized versions of the features we describe.

COORD: Indicates phrase involved in coordination. Four
versions of this feature: NP, VP, S, SBAR.

S-ADJUNCT: Indicates a child of an S, adjunct to and left of
the matrix verb. Four version of this feature:
CC, PP, ADVP, SBAR.

REL-C: Indicates a relative clause, SBAR modifying a
noun.

ATTR-C: Indicates a sentence-final attribution clause,
e.g. ‘the senator announced Friday.’

ATTR-PP: Indicates a PP attribution, e.g. ‘according to the
senator.’

TEMP-PP: Indicates a temporal PP, e.g. ‘on Friday.’
TEMP-NP: Indicates a temporal NP, e.g. ‘Friday.’
BIAS: Bias feature, active on all subtree deletions.

Table 2: Subtree deletion features: component feature
functions in h(c, x) that we use to characterize the sub-
tree deleted by cutting edge c = (n, π(n)) in the joint
extractive and compressive model.

6.1 Bigram features

Our bigram features include document counts, the
earliest position in a document of a sentence that
contains the bigram, and membership of each word
in a standard set of stopwords. We also include all
possible two- and three-way conjuctions of these
features. Table 1 describes the features in detail.
We use stemmed bigrams and prune bigrams that
appear in fewer than three input documents.

6.2 Subtree deletion features

Table 2 gives a description of our subtree tree dele-
tion features. Of course, by training to optimize a
metric like ROUGE, the system benefits from re-
strictions on the syntactic variety of edits; the learn-
ing is therefore more about deciding when an edit
is worth the coverage trade-offs rather than fine-
grained decisions about grammaticality.

We constrain the model to only allow subtree
deletions where one of the features in Table 2 (aside
from BIAS) is active. The root, and thus the entire
sentence, may always be cut. We choose this par-
ticular set of allowed deletions by looking at human
annotated data and taking note of the most common
types of edits. Edits which are made rarely by hu-
mans should be avoided in most scenarios, and we
simply don’t have enough data to learn when to do
them safely.
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System BR R-2 R-SU4 Pyr LQ
LAST DOCUMENT 4.00 5.85 9.39 23.5 7.2
EXT. BASELINE 6.85 10.05 13.00 35.0 6.2
LEARNED EXT. 7.43 11.05 13.86 38.4 6.6
LEARNED COMP. 7.75 11.70 14.38 41.3 6.5

Table 3: Bigram Recall (BR), ROUGE (R-2 and R-SU4)
and Pyramid (Pyr) scores are multiplied by 100; Linguis-
tic Quality (LQ) is scored on a 1 (very poor) to 10 (very
good) scale.

7 Experiments

7.1 Experimental setup

We set aside the TAC 2008 data set (48 problems)
for testing and use the TAC 2009 data set (44 prob-
lems) for training, with hyper-parameters set to max-
imize six-fold cross-validation bigram recall on the
training set. We run the factored SMO algorithm
until convergence, and run the cutting-plane algo-
rithm until convergence for ε = 10−4. We used
GLPK to solve all ILPs. We solved extractive ILPs
exactly, and joint extractive and compressive ILPs
approximately using an intermediate extraction size
of 1000. Constituency parses were produced using
the Berkeley parser (Petrov and Klein, 2007). We
show results for three systems, EXTRACTIVE BASE-
LINE, LEARNED EXTRACTIVE, LEARNED COM-
PRESSIVE, and the standard baseline that extracts
the first 100 words in the the most recent document,
LAST DOCUMENT.

7.2 Results

Our evaluation results are shown in Table 3.
ROUGE-2 (based on bigrams) and ROUGE-SU4
(based on both unigrams and skip-bigrams, sepa-
rated by up to four words) are given by the offi-
cial ROUGE toolkit with the standard options (Lin,
2004).

Pyramid (Nenkova and Passonneau, 2004) is a
manually evaluated measure of recall on facts or
Semantic Content Units appearing in the reference
summaries. It is designed to help annotators dis-
tinguish information content from linguistic qual-
ity. Two annotators performed the entire evaluation
without overlap by splitting the set of problems in
half.

To evaluate linguistic quality, we sent all the sum-
maries to Mechanical Turk (with two times redun-

System Sents Words/Sent Word Types
LAST DOCUMENT 4.0 25.0 36.5
EXT. BASELINE 5.0 20.8 36.3
LEARNED EXT. 4.8 21.8 37.1
LEARNED COMP. 4.5 22.9 38.8

Table 4: Summary statistics for the summaries gener-
ated by each system: Average number of sentences per
summary, average number of words per summary sen-
tence, and average number of non-stopword word types
per summary.

dancy), using the template and instructions designed
by Gillick and Liu (2010). They report that Turk-
ers can faithfully reproduce experts’ rankings of av-
erage system linguistic quality (though their judge-
ments of content are poorer). The table shows aver-
age linguistic quality.

All the content-based metrics show substantial
improvement for learned systems over unlearned
ones, and we see an extremely large improvement
for the learned joint extractive and compressive sys-
tem over the previous state-of-the-art EXTRACTIVE

BASELINE. The ROUGE scores for the learned
joint system, LEARNED COMPRESSIVE, are, to our
knowledge, the highest reported on this task. We
cannot compare Pyramid scores to other reported
scores because of annotator difference. As expected,
the LAST DOCUMENT baseline outperforms other
systems in terms of linguistic quality. But, impor-
tantly, the gains achieved by the joint extractive and
compressive system in content-based metrics do not
come at the cost of linguistic quality when compared
to purely extractive systems.

Table 4 shows statistics on the outputs of the sys-
tems we evaluated. The joint extractive and com-
pressive system fits more word types into a sum-
mary than the extractive systems, but also produces
longer sentences on average. Reading the output
summaries more carefully suggests that by learning
to extract and compress jointly, our joint system has
the flexibility to use or create reasonable, medium-
length sentences, whereas the extractive systems are
stuck with a few valuable long sentences, but several
less productive shorter sentences. Example sum-
maries produced by the joint system are given in Fig-
ure 4 along with reference summaries produced by
humans.
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LEARNED COMPRESSIVE: The country’s work safety authority will
release the list of the first batch of coal mines to be closed down said
Wang Xianzheng, deputy director of the National Bureau of Produc-
tion Safety Supervision and Administration. With its coal mining
safety a hot issue, attracting wide attention from both home and over-
seas, China is seeking solutions from the world to improve its coal
mining safety system. Despite government promises to stem the car-
nage the death toll in China’s disaster-plagued coal mine industry is
rising according to the latest statistics released by the government Fri-
day. Fatal coal mine accidents in China rose 8.5 percent in the first
eight months of this year with thousands dying despite stepped-up ef-
forts to make the industry safer state media said Wednesday.

REFERENCE: China’s accident-plagued coal mines cause thousands
of deaths and injuries annually. 2004 saw over 6,000 mine deaths.
January through August 2005, deaths rose 8.5% over the same period
in 2004. Most accidents are gas explosions, but fires, floods, and cave-
ins also occur. Ignored safety procedures, outdated equipment, and
corrupted officials exacerbate the problem. Official responses include
shutting down thousands of ill-managed and illegally-run mines, pun-
ishing errant owners, issuing new safety regulations and measures,
and outlawing local officials from investing in mines. China also
sought solutions at the Conference on South African Coal Mining
Safety Technology and Equipment held in Beijing.

LEARNED COMPRESSIVE: Karl Rove the White House deputy chief
of staff told President George W. Bush and others that he never en-
gaged in an effort to disclose a CIA operative’s identity to discredit
her husband’s criticism of the administration’s Iraq policy according
to people with knowledge of Rove’s account in the investigation. In a
potentially damaging sign for the Bush administration special counsel
Patrick Fitzgerald said that although his investigation is nearly com-
plete it’s not over. Lewis Scooter Libby Vice President Dick Cheney’s
chief of staff and a key architect of the Iraq war was indicted Friday on
felony charges of perjury making false statements to FBI agents and
obstruction of justice for impeding the federal grand jury investigating
the CIA leak case.

REFERENCE: Special Prosecutor Patrick Fitzgerald is investigating
who leaked to the press that Valerie Plame, wife of former Ambas-
sador Joseph Wilson, was an undercover CIA agent. Wilson was a
critic of the Bush administration. Administration staffers Karl Rove
and I. Lewis Libby are the focus of the investigation. NY Times cor-
respondent Judith Miller was jailed for 85 days for refusing to testify
about Libby. Libby was eventually indicted on five counts: 2 false
statements, 1 obstruction of justice, 2 perjury. Libby resigned imme-
diately. He faces 30 years in prison and a fine of $1.25 million if
convicted. Libby pleaded not guilty.

Figure 4: Example summaries produced by our learned
joint model of extraction and compression. These are
each 100-word-limited summaries of a collection of ten
documents from the TAC 2008 data set. Constituents that
have been removed via subtree deletion are grayed out.
References summaries produced by humans are provided
for comparison.

8 Conclusion

Jointly learning to extract and compress within a
unified model outperforms learning pure extraction,
which in turn outperforms a state-of-the-art extrac-
tive baseline. Our system gives substantial increases
in both automatic and manual content metrics, while
maintaining high linguistic quality scores.
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Abstract

Extractive methods for multi-document sum-
marization are mainly governed by informa-
tion overlap, coherence, and content con-
straints. We present an unsupervised proba-
bilistic approach to model the hidden abstract
concepts across documents as well as the cor-
relation between these concepts, to generate
topically coherent and non-redundant sum-
maries. Based on human evaluations our mod-
els generate summaries with higher linguistic
quality in terms of coherence, readability, and
redundancy compared to benchmark systems.
Although our system is unsupervised and opti-
mized for topical coherence, we achieve a 44.1
ROUGE on the DUC-07 test set, roughly in the
range of state-of-the-art supervised models.

1 Introduction

A query-focused multi-document summarization
model produces a short-summary text of a set of
documents, which are retrieved based on a user’s
query. An ideal generated summary text should con-
tain the shared relevant content among set of doc-
uments only once, plus other unique information
from individual documents that are directly related
to the user’s query addressing different levels of de-
tail. Recent approaches to the summarization task
has somewhat focused on the redundancy and co-
herence issues. In this paper, we introduce a series
of new generative models for multiple-documents,
based on a discovery of hierarchical topics and their
correlations to extract topically coherent sentences.

Prior research has demonstrated the usefulness
of sentence extraction for generating summary text

taking advantage of surface level features such as
word repetition, position in text, cue phrases, etc,
(Radev, 2004; Nenkova and Vanderwende, 2005a;
Wan and Yang, 2006; Nenkova et al., 2006). Be-
cause documents have pre-defined structures (e.g.,
sections, paragraphs, sentences) for different levels
of concepts in a hierarchy, most recent summariza-
tion work has focused on structured probabilistic
models to represent the corpus concepts (Barzilay
et al., 1999; Daumé-III and Marcu, 2006; Eisenstein
and Barzilay, 2008; Tang et al., 2009; Chen et al.,
2000; Wang et al., 2009). In particular (Haghighi
and Vanderwende, 2009; Celikyilmaz and Hakkani-
Tur, 2010) build hierarchical topic models to iden-
tify salient sentences that contain abstract concepts
rather than specific concepts. Nonetheless, all these
systems crucially rely on extracting various levels of
generality from documents, focusing little on redun-
dancy and coherence issues in model building. A
model than can focus on both issues is deemed to be
more beneficial for a summarization task.

Topical coherence in text involves identifying key
concepts, the relationships between these concepts,
and linking these relationships into a hierarchy. In
this paper, we present a novel, fully generative
Bayesian model of document corpus, which can dis-
cover topically coherent sentences that contain key
shared information with as little detail and redun-
dancy as possible. Our model can discover hierar-
chical latent structure of multi-documents, in which
some words are governed by low-level topics (T)
and others by high-level topics (H). The main con-
tributions of this work are:
− construction of a novel bayesian framework to
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capture higher level topics (concepts) related to sum-
mary text discussed in §3,
− representation of a linguistic system as a sequence
of increasingly enriched models, which use posterior
topic correlation probabilities in sentences to design
a novel sentence ranking method in §4 and 5,
− application of the new hierarchical learning
method for generation of less redundant summaries
discussed in §6. Our models achieve compara-
ble qualitative results on summarization of multiple
newswire documents. Human evaluations of gener-
ated summaries confirm that our model can generate
non-redundant and topically coherent summaries.

2 Multi-Document Summarization Models

Prior research has demonstrated the usefulness of
sentence extraction for summarization based on lex-
ical, semantic, and discourse constraints. Such
models often rely on different approaches includ-
ing: identifying important keywords (Nenkova et al.,
2006); topic signatures based on user queries (Lin
and Hovy, 2002; Conroy et al., 2006; Harabagiu
et al., 2007); high frequency content word feature
based learning (Nenkova and Vanderwende, 2005a;
Nenkova and Vanderwende, 2005b), to name a few.

Recent research focusing on the extraction of la-
tent concepts from document clusters are close in
spirit to our work (Barzilay and Lee, 2004; Daumé-
III and Marcu, 2006; Eisenstein and Barzilay, 2008;
Tang et al., 2009; Wang et al., 2009). Some of these
work (Haghighi and Vanderwende, 2009; Celikyil-
maz and Hakkani-Tur, 2010) focus on the discov-
ery of hierarchical concepts from documents (from
abstract to specific) using extensions of hierarchal
topic models (Blei et al., 2004) and reflect this hier-
archy on the sentences. Hierarchical concept learn-
ing models help to discover, for instance, that ”base-
ball” and ”football” are both contained in a general
class ”sports”, so that the summaries reference terms
related to more abstract concepts like ”sports”.

Although successful, the issue with concept learn-
ing methods for summarization is that the extracted
sentences usually contain correlated concepts. We
need a model that can identify salient sentences re-
ferring to general concepts of documents and there
should be minimum correlation between them.

Our approach differs from the early work, in that,

we utilize the advantages of previous topic models
and build an unsupervised generative model that can
associate each word in each document with three
random variables: a sentence S, a higher-level topic
H, and a lower-level topic T, in an analogical way
to PAM models (Li and McCallum, 2006), i.e., a di-
rected acyclic graph (DAG) representing mixtures of
hierarchical structure, where super-topics are multi-
nomials over sub-topics at lower levels in the DAG.
We define a tiered-topic clustering in which the up-
per nodes in the DAG are higher-level topics H, rep-
resenting common co-occurence patterns (correla-
tions) between lower-level topics T in documents.
This has not been the focus in prior work on genera-
tive approaches for summarization task. Mainly, our
model can discover correlated topics to eliminate re-
dundant sentences in summary text.

Rather than representing sentences as a layer in
hierarchical models, e.g., (Haghighi and Vander-
wende, 2009; Celikyilmaz and Hakkani-Tur, 2010),
we model sentences as meta-variables. This is sim-
ilar to author-topic models (Rosen-Zvi et al., 2004),
in which words are generated by first selecting an
author uniformly from an observed author list and
then selecting a topic from a distribution over topics
that is specific to that author. In our model, words
are generated from different topics of documents by
first selecting a sentence containing the word and
then topics that are specific to that sentence. This
way we can directly extract from documents the
summary related sentences that contain high-level
topics. In addition in (Celikyilmaz and Hakkani-Tur,
2010), the sentences can only share topics if the sen-
tences are represented on the same path of captured
topic hierarchy, restricting topic sharing across sen-
tences on different paths. Our DAG identifies tiered
topics distributed over document clusters that can be
shared by each sentence.

3 Topic Coherence for Summarization

In this section we discuss the main contribution,
our two hierarchical mixture models, which improve
summary generation performance through the use of
tiered topic models. Our models can identify lower-
level topics T (concepts) defined as distributions
over words or higher-level topics H, which represent
correlations between these lower level topics given
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sentences. We present our synthetic experiment for
model development to evaluate extracted summaries
on redundancy measure. In §6, we demonstrate the
performance of our models on coherence and infor-
mativeness of generated summaries by qualitative
and intrinsic evaluations.

For model development we use the DUC 2005
dataset1, which consists of 45 document clusters,
each of which include 1-4 set of human gener-
ated summaries (10-15 sentences each). Each doc-
ument cluster consists ∼ 25 documents (25-30 sen-
tences/document) retrieved based on a user query.
We consider each document cluster as a corpus and
build 45 separate models.

For the synthetic experiments, we include the pro-
vided human generated summaries of each corpus
as additional documents. The sentences in human
summaries include general concepts mentioned in
the corpus, the salient sentences of documents. Con-
trary to usual qualitative evaluations of summariza-
tion tasks, our aim during development is to measure
the percentage of sentences in a human summary
that our model can identify as salient among all other
document cluster sentences. Because human pro-
duced summaries generally contain non-redundant
sentences, we use total number of top-ranked hu-
man summary sentences as a qualitative redundancy
measure in our synthetic experiments.

In each model, a document d is a vector of Nd

words wd, where each wid is chosen from a vocabu-
lary of size V , and a vector of sentences S, represent-
ing all sentences in a corpus of size SD. We identify
sentences as meta-variables of document clusters,
which the generative process models both sentences
and documents using tiered topics. A sentence’s re-
latedness to summary text is tied to the document
cluster’s user query. The idea is that a lexical word
present or related to a query should increase its sen-
tence’s probability of relatedness.

4 Two-Tiered Topic Model - TTM

Our base model, the two-tiered topic model (TTM),
is inspired by the hierarchical topic model, PAM,
proposed by Li and McCallum (2006). PAM struc-
tures documents to represent and learn arbitrary,
nested, and possibly sparse topic correlations using

1www-nlpir.nist.gov/projects/duc/data.html
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Figure 1: Graphical model depiction of two-tiered topic model
(TTM) described in section §4. S are sentences si=1..SD in doc-
ument clusters. The high-level topics (Hk1=1...K1 ), represent-
ing topic correlations, are modeled as distributions over low-
level-topics (Tk2=1...K2 ). Shaded nodes indicate observed vari-
ables. Hyper-parameters for φ, θH , θT , θ are omitted.

a directed acyclic graph. Our goals are not so dif-
ferent: we aim to discover concepts from documents
that would attribute for the general topics related to a
user query, however, we want to relate this informa-
tion to sentences. We represent sentences S by dis-
covery of general (more general) to specific topics
(Fig.1). Similarly, we represent summary unrelated
(document specific) sentences as corpus specific dis-
tributions θ over background words wB, (functional
words like prepositions, etc.).

Our two-tiered topic model for salient sentence
discovery can be generated for each word in the doc-
ument (Algorithm 1) as follows: For a word wid in
document d, a random variable xid is drawn, which
determines if wid is query related, i.e., wid either ex-
ists in the query or is related to the query2. Oth-
erwise, wid is unrelated to the user query. Then
sentence si is chosen uniformly at random (ysi∼
Uniform(si)) from sentences in the document con-
taining wid (deterministic if there is only one sen-
tence containing wid). We assume that if a word is
related to a query, it is likely to be summary-related

2We measure relatedness to a query if a word exists in the
query or it is synonymous based on information extracted from
WordNet (Miller, 1995).
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(so as the sampled sentence si). We keep track of
the frequency of si’s in a vector, DS ∈ ZSD . Ev-
ery time an si is sampled for a query related wid, we
increment its count, a degree of sentence saliency.

Given that wid is related to a query, it is as-
sociated with two-tiered multinomial distributions:
high-level H topics and low-level T topics. A high-
level topic Hki

is chosen first from a distribution
over low-level topics T specific to that si and one
low-level topic Tkj

is chosen from a distribution
over words, and wid is generated from the sampled
low-level topic. If wid is not query-related, it is gen-
erated as a background word wB .

The resulting tiered model is shown as a graph
and plate diagrams in Fig.1 & 2. A sentence sampled
from a query related word is associated with a dis-
tribution over K1 number of high-level topics Hki

,
each of which are also associated with K2 number
of low-level topics Tkj

, a multinomial over lexical
words of a corpus. In Fig.2 the most confident words
of four low-level topics is shown. The bolded links
between Hki

and Tkj
represent the strength of cor-

Algorithm 1 Two-Tiered Topic Model Generation
1: Sample: si = 1..SD: Ψ ∼ Beta(η),
2: k1 = 1...K1: θH ∼ Dirichlet(αH),
3: k2 = 1...K1 ×K2: θT ∼ Dirichlet(αT ),
4: and k = 1..K2: φ ∼ Dirichlet(β).
5: for documents d← 1, ..., D do
6: for words wid, i← 1, ..., Nd do
7: - Draw a discrete x ∼ Binomial(Ψwid

)?

8: - If x = 1, wid is summary related;
9: · conditioned on S draw a sentence

10: ysi
∼ Uniform(si) containing wi,

11: · sample a high-level topicHk1 ∼ θH
k1

(αH),
12: and a low-level topic Tk2 ∼ θT

k2
(αT ),

13: · sample a word wik1k2 ∼ φHk1Tk2
(α),

14: - If x = 0, the word is unrelated ??

15: sample a word wB ∼ θ(α),
16: corpus specific distribution.
17: end for
18: end for
? if wid exists or related to the the query then x = 1 deterministic,
otherwise it is stochastically assigned x ∼ Bin(Ψ).
?? wid is a background word.

relation between Tkj
’s, e.g., the topic ”acquisition”

is found to be more correlated with ”retail” than the
”network” topic given H1. This information is used
to rank sentences based on the correlated topics.

4.1 Learning and Inference for TTM

Our learning procedure involves finding parame-
ters, which likely integrates out model’s posterior
distribution P (H,T|Wd,S), d∈D. EM algorithms
might face problems with local maxima in topic
models (Blei et al., 2003) suggesting implementa-
tion of approximate methods in which some of the
parameters, e.g., θH , θT , ψ, and θ, can be integrated
out, resulting in standard Dirichlet-multinomial as
well as binomial distributions. We use Gibbs sam-
pling which allows a combination of estimates from
several local maxima of the posterior distribution.

For each word, xid is sampled from a sentence
specific binomial ψ which in turn has a smooth-
ing prior η to determine if the sampled word wid is
(query) summary-related or document-specific. De-
pending on xid, we either sample a sentence along
with a high/low-level topic pair or just sample back-
ground words wB . The probability distribution over
sentence assignments, P (ysi = s|S) si ∈ S, is as-
sumed to be uniform over the elements of S, and de-
terministic if there is only one sentence in the docu-
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ment containing the corresponding word. The opti-
mum hyper-parameters are set based on the training
dataset model performance via cross-validation 3.

For each word we sample a high-level Hki
and

a low-level Tkj
topic if the word is query related

(xid = 1). The sampling distribution for TTM
for a word given the remaining topics and hyper-
parameters αH , αT , α, β, η is:

pTTM(Hk1 , Tk2 , x = 1|w,H−k1 ,T−k2) ∝
αH + nk1d∑
H′ α

H′ + nd
∗

αT + nk1k2d∑
T ′ α

T ′ + ndH
∗

η + nk1k2x

2η + nk1k2
∗

βw + nwk1k2x∑
w′ βw′ + nk1k2x

and when x = 0 (a corpus specific word),

pTTM(x = 0|w, zH−k, zt−k) ∝
η + nxk1k2
2η + nk1k2

∗ αw + nw∑
w′ αw′ + n

The nk1d is the number of occurrences of high-level
topic k1 in document d, and nk1k2d is the number of
times the low-level topic k2 is sampled together with
high-level topic k1 in d, nwk1k2x is the number of oc-
currences of word w sampled from path H-T given
that the word is query related. Note that the number
of tiered topics in the model is fixed to K1 and K2,
which is optimized with validation experiments. It
is also possible to construct extended models of TTM
using non-parametric priors, e.g., hierarchal Dirich-
let processes (Li et al., 2007) (left for future work).

4.2 Summary Generation with TTM
We can observe the frequency of draws of every sen-
tence in a document cluster S, given it’s words are
related, through DS ∈ ZSD . We obtain DS during
Gibbs sampling (in §4.1), which indicates a saliency
score of each sentence sj ∈ S, j = 1..SD:

scoreTTM(sj) ∝ # [wid ∈ sj , xid = 1] /nwj (1)

where wid indicates a word in a document d that ex-
ists in sj and is sampled as summary related based
on random indicator variable xid. nwj is the num-
ber of words in sj and normalizes the score favoring

3An alternative way would be to use Dirichlet priors (Blei et
al., 2003) which we opted for due to computational reasons but
will be investigated as future research.

sentences with many related words. We rank sen-
tences based on (1). We compare TTM results on
synthetic experiments against PAM (Li and McCal-
lum, 2006) a similar topic model that clusters topics
in a hierarchical structure, where super-topics are
distributions over sub-topics. We obtain sentence
scores for PAM models by calculating the sub-topic
significance (TS) based on super-topic correlations,
and discover topic correlations over the entire docu-
ment space (corpus wide). Hence; we calculate the
TS of a given sub-topic, k = 1, ..,K2 by:

TS(zk) =
1
D

∑
d∈D

1
K1

K1∑
k1

p(zksub|zk1sup) (2)

where zksub is a sub-topic k = 1..K2 and zk1sup is a
super-topic k1. The conditional probability of a sub-
topic k given a super-topic k1, p(zksub|zk1sup), explains
the variation of that sub-topic in relation to other
sub-topics. The higher the variation over the entire
corpus, the better it represents the general theme of
the documents. So, sentences including such topics
will have higher saliency scores, which we quantify
by imposing topic’s significance on vocabulary:

scorePAM(si) =
1
K2

K2∑
k

∏
w∈si

p(w|zksub) ∗ TS(zk)

(3)
Fig. 4 illustrates the average salience sentence se-

lection performance of TTM and PAM models (for
45 models). The x-axis represents the percentage of
sentences selected by the model among all sentences
in the DUC2005 corpus. 100% means all sentences
in the corpus included in the summary text. The
y-axis is the % of selected human sentences over
all sentences. The higher the human summary sen-
tences are ranked, the better the model is in select-
ing the salient sentences. Hence, the system which
peaks sooner indicates a better model.

In Fig.4 TTM is significantly better in identifying
human sentences as salient in comparison to PAM.
The statistical significance is measured based on the
area under the curve averaged over 45 models.

5 Enriched Two-Tiered Topic Model

Our model can discover words that are related to
summary text using posteriors P̂ (θH) and P̂ (θT ),
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as well as words wB specific to documents (via
P̂ (θ)) (Fig.1). TTM can discover topic correlations,
but cannot differentiate if a word in a sentence is
more general or specific given a query. Sentences
with general words would be more suitable to in-
clude in summary text compared to sentences con-
taining specific words. For instance for a given sen-
tence: ”Starbucks Coffee has attempted to expand
and diversify through joint ventures, and acquisi-
tions.”, ”starbucks” and ”coffee” are more gen-
eral words given the document clusters compared
to ”joint” and ”ventures” (see Fig.2), because they
appear more frequently in document clusters. How-
ever, TTM has no way of knowing that ”starbucks”
and ”coffee” are common terms given the context.
We would like to associate general words with high-
level topics, and context specific words with low-
level topics. Sentence containing words that are
sampled from high-level topics would be a bet-
ter candidate for summary text. Thus; we present
enriched TTM (ETTM) generative process (Fig.3),
which samples words not only from low-level top-
ics but also from high-level topics as well.
ETTM discovers three separate distributions over

words: (i) high-level topics H as distributions over
corpus general words WH, (ii) low-level topics T
as distributions over corpus specific words WL, and

Level Generation for Enriched TTM
Fetch ζk ∼ Beta(γ); k = 1...K1 ×K2.
For wid, i = 1, ..., Nd, d = 1, ..D:

If x = 1, sentence si is summary related;
- sample Hk1 and Tk2

- sample a level L from Bin(ζk1k2)
- If L = 1 (general word); wid ∼ φHki

- else if L = 2 (context specific); wid ∼ φHk1Tk2

else if x = 0, do Step 14-16 in Alg. 1.

(iii) background word distributions, i.e,. document
specific WB (less confidence for summary text).
Similar to TTM’s generative process, if wid is re-
lated to a given query, then x = 1 is determin-
istic, otherwise x ∈ {0, 1} is stochastically deter-
mined if wid should be sampled as a background
word (wB) or through hierarchical path, i.e., H-T
pairs. We first sample a sentence si for wid uni-
formly at random from the sentences containing the
word ysi∼Uniform(si)). At this stage we sample a
level Lwid

∈ {1, 2} for wid to determine if it is a
high-level word, e.g., more general to context like
”starbucks” or ”coffee” or more specific to related
context such as ”subsidiary”, ”frappucino”. Each
path through the DAG, defined by a H-T pair (total
of K1K2 pairs), has a binomial ζK1K2 over which
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sentences in corpus.

level of the path outputs sampled word. If the word
is a specific type, x = 0, then it is sampled from the
background word distribution θ, a document specific
multinomial. Once the level and conditional path is
drawn (see level generation for ETTM above) the rest
of the generative model is same as TTM.

5.1 Learning and Inference for ETTM
For each word, x is sampled from a sentence spe-
cific binomial ψ, just like TTM. If the word is related
to the query x = 1, we sample a high and low-level
topic pair H − T as well as an additional level L is
sampled to determine which level of topics the word
should be sampled from. L is a corpus specific bi-
nomial one for all H − T pairs. If L = 1, the word
is one of corpus general words and sampled from
the high-level topic, otherwise (L = 2) the word
is corpus specific and sampled from a the low-level
topic. The optimum hyper-parameters are set based
on training performance via cross validation.

The conditional probabilities are similar to TTM,
but with additional random variables, which deter-
mine the level of generality of words as follows:

pETTM(Tk1 , Tk2 , L|w,T−k1 ,T−k2 , L) ∝

pTTM(Tk1 , Tk2 , x = 1|.) ∗
γ+NL

k1k2
2γ+nk1k2

5.2 Summary Generation with ETTM
For ETTM models, we extend the TTM sentence
score to be able to include the effect of the general
words in sentences (as word sequences in language

models) using probabilities of K1 high-level topic
distributions, φwHk=1..K1

, as:

scoreETTM(si) ∝ # [wid ∈ sj , xid = 1] /nwj ∗
1
K1

∑
k=1..K1

∏
w∈si

p(w|Tk)

where p(w|Tk) is the probability of a word in si
being generated from high-level topic Hk. Using
this score, we re-rank the sentences in documents
of the synthetic experiment. We compare the re-
sults of ETTM to a structurally similar probabilis-
tic model, entitled hierarchical PAM (Mimno et al.,
2007), which is designed to capture topics on a hi-
erarchy of two layers, i.e., super topics and sub-
topics, where super-topics are distributions over ab-
stract words. In Fig. 4 out of 45 models ETTM has
the best performance in ranking the human gener-
ated sentences at the top, better than the TTM model.
Thus; ETTM is capable of capturing focused sen-
tences with general words related to the main con-
cepts of the documents and much less redundant
sentences containing concepts specific to user query.

6 Final Experiments

In this section, we qualitatively compare our models
against state-of-the art models and later apply an in-
trinsic evaluation of generated summaries on topical
coherence and informativeness.

For a qualitative comparison with the previous
state-of-the models, we use the standard summariza-
tion datasets on this task. We train our models on the
datasets provided by DUC2005 task and validate the
results on DUC 2006 task, which consist of a total
of 100 document clusters. We evaluate the perfor-
mance of our models on DUC2007 datasets, which
comprise of 45 document clusters, each containing
25 news articles. The task is to create max. 250
word long summary for each document cluster.

6.1. ROUGE Evaluations: We train each docu-
ment cluster as a separate corpus to find the optimum
parameters of each model and evaluate on test docu-
ment clusters. ROUGE is a commonly used measure,
a standard DUC evaluation metric, which computes
recall over various n-grams statistics from a model
generated summary against a set of human generated
summaries. We report results in R-1 (recall against
unigrams), R-2 (recall against bigrams), and R-SU4
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ROUGE w/o stop words w/ stop words
R-1 R-2 R-4 R-1 R-2 R-4

PYTHY 35.7 8.9 12.1 42.6 11.9 16.8
HIERSUM 33.8 9.3 11.6 42.4 11.8 16.7
HybHSum 35.1 8.3 11.8 45.6 11.4 17.2
PAM 32.1 7.1 11.0 41.7 9.1 15.3
hPAM 31.9 7.0 11.1 41.2 8.9 15.2
TTM∗ 34.0 8.7 11.5 44.7 10.7 16.5
ETTM∗ 32.4 8.3 11.2 44.1 10.4 16.4

Table 1: ROUGE results of the best systems on DUC2007
dataset (best results are bolded.) ∗ indicate our models.

(recall against skip-4 bigrams) ROUGE scores w/ and
w/o stop words included.

For our models, we ran Gibbs samplers for 2000
iterations for each configuration throwing out first
500 samples as burn-in. We iterated different values
for hyperparameters and measured the performance
on validation dataset to capture the optimum values.

The following models are used as benchmark:
(i) PYTHY (Toutanova et al., 2007): Utilizes hu-
man generated summaries to train a sentence rank-
ing system using a classifier model; (ii) HIERSUM
(Haghighi and Vanderwende, 2009): Based on hier-
archical topic models. Using an approximation for
inference, sentences are greedily added to a sum-
mary so long as they decrease KL-divergence of the
generated summary concept distributions from doc-
ument word-frequency distributions. (iii) HybHSum
(Celikyilmaz and Hakkani-Tur, 2010): A semi-
supervised model, which builds a hierarchial LDA to
probabilistically score sentences in training dataset
as summary or non-summary sentences. Using these
probabilities as output variables, it learns a discrim-
inative classifier model to infer the scores of new
sentences in testing dataset. (iv) PAM (Li and Mc-
Callum, 2006) and hPAM (Mimno et al., 2007): Two
hierarchical topic models to discover high and low-
level concepts from documents, baselines for syn-
thetic experiments in §4 & §5.

Results of our experiments are illustrated in Table
6. Our unsupervised TTM and ETTM systems yield a
44.1 R-1 (w/ stop-words) outperforming the rest of
the models, except HybHSum. Because HybHSum
uses the human generated summaries as supervision
during model development and our systems do not,

our performance is quite promising considering the
generation is completely unsupervised without see-
ing any human generated summaries during train-
ing. However, the R-2 evaluation (as well as R-4) w/
stop-words does not outperform other models. This
is because R-2 is a measure of bi-gram recall and
neither of our models represent bi-grams whereas,
for instance, PHTHY includes several bi-gram and
higher order n-gram statistics. For topic models bi-
grams tend to degenerate due to generating inconsis-
tent bag of bi-grams (Wallach, 2006).

6.2. Manual Evaluations: A common DUC
task is to manually evaluate models on the qual-
ity of generated summaries. We compare our best
model ETTM to the results of PAM, our benchmark
model in synthetic experiments, as well as hybrid
hierarchical summarization model, hLDA (Celiky-
ilmaz and Hakkani-Tur, 2010). Human annotators
are given two sets of summary text for each docu-
ment set, generated from either one of the two ap-
proaches: best ETTM and PAM or best ETTM and
HybHSum models. The annotators are asked to
mark the better summary according to five criteria:
non-redundancy (which summary is less redundant),
coherence (which summary is more coherent), fo-
cus and readability (content and no unnecessary de-
tails), responsiveness and overall performance.

We asked 3 annotators to rate DUC2007 predicted
summaries (45 summary pairs per annotator). A to-
tal of 42 pairs are judged for ETTM vs. PAM mod-
els and 49 pairs for ETTM vs. HybHSum models.
The evaluation results in frequencies are shown in
Table 6. The participants rated ETTM generated
summaries more coherent and focused compared to
PAM, where the results are statistically significant
(based on t-test on 95% confidence level) indicat-
ing that ETTM summaries are rated significantly bet-
ter. The results of ETTM are slightly better than
HybHSum. We consider our results promising be-
cause, being unsupervised, ETTM does not utilize
human summaries for model development.

7 Conclusion

We introduce two new models for extracting topi-
cally coherent sentences from documents, an impor-
tant property in extractive multi-document summa-
rization systems. Our models combine approaches
from the hierarchical topic models. We empha-
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PAM ETTM Tie HybHSum ETTM Tie

Non-Redundancy 13 26 3 12 18 19

Coherence 13 26 3 15 18 16

Focus 14 24 4 14 17 18

Responsiveness 15 24 3 19 12 18

Overall 15 25 2 17 22 10

Table 2: Frequency results of manual evaluations. Tie in-
dicates evaluations where two summaries are rated equal.

size capturing correlated semantic concepts in docu-
ments as well as characterizing general and specific
words, in order to identify topically coherent sen-
tences in documents. We showed empirically that a
fully unsupervised model for extracting general sen-
tences performs well at summarization task using
datasets that were originally used in building auto-
matic summarization system challenges. The suc-
cess of our model can be traced to its capability
of directly capturing coherent topics in documents,
which makes it able to identify salient sentences.
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Abstract

In citation-based summarization, text written
by several researchers is leveraged to identify
the important aspects of a target paper. Previ-
ous work on this problem focused almost ex-
clusively on its extraction aspect (i.e. selecting
a representative set of citation sentences that
highlight the contribution of the target paper).
Meanwhile, the fluency of the produced sum-
maries has been mostly ignored. For exam-
ple, diversity, readability, cohesion, and order-
ing of the sentences included in the summary
have not been thoroughly considered. This re-
sulted in noisy and confusing summaries. In
this work, we present an approach for produc-
ing readable and cohesive citation-based sum-
maries. Our experiments show that the pro-
posed approach outperforms several baselines
in terms of both extraction quality and fluency.

1 Introduction

Scientific research is a cumulative activity. The
work of downstream researchers depends on access
to upstream discoveries. The footnotes, end notes,
or reference lists within research articles make this
accumulation possible. When a reference appears in
a scientific paper, it is often accompanied by a span
of text describing the work being cited.

We name the sentence that contains an explicit
reference to another paper citation sentence. Cita-
tion sentences usually highlight the most important
aspects of the cited paper such as the research prob-
lem it addresses, the method it proposes, the good
results it reports, and even its drawbacks and limita-
tions.

By aggregating all the citation sentences that cite
a paper, we have a rich source of information about

it. This information is valuable because human ex-
perts have put their efforts to read the paper and sum-
marize its important contributions.

One way to make use of these sentences is creat-
ing a summary of the target paper. This summary
is different from the abstract or a summary gener-
ated from the paper itself. While the abstract rep-
resents the author’s point of view, the citation sum-
mary is the summation of multiple scholars’ view-
points. The task of summarizing a scientific paper
using its set of citation sentences is called citation-
based summarization.

There has been previous work done on citation-
based summarization (Nanba et al., 2000; Elkiss et
al., 2008; Qazvinian and Radev, 2008; Mei and Zhai,
2008; Mohammad et al., 2009). Previous work fo-
cused on the extraction aspect; i.e. analyzing the
collection of citation sentences and selecting a rep-
resentative subset that covers the main aspects of the
paper. The cohesion and the readability of the pro-
duced summaries have been mostly ignored. This
resulted in noisy and confusing summaries.

In this work, we focus on the coherence and read-
ability aspects of the problem. Our approach pro-
duces citation-based summaries in three stages: pre-
processing, extraction, and postprocessing. Our ex-
periments show that our approach produces better
summaries than several baseline summarization sys-
tems.

The rest of this paper is organized as follows. Af-
ter we examine previous work in Section 2, we out-
line the motivation of our approach in Section 3.
Section 4 describes the three stages of our summa-
rization system. The evaluation and the results are
presented in Section 5. Section 6 concludes the pa-
per.
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2 Related Work

The idea of analyzing and utilizing citation informa-
tion is far from new. The motivation for using in-
formation latent in citations has been explored tens
of years back (Garfield et al., 1984; Hodges, 1972).
Since then, there has been a large body of research
done on citations.

Nanba and Okumura (2000) analyzed citation
sentences and automatically categorized citations
into three groups using 160 pre-defined phrase-
based rules. They also used citation categoriza-
tion to support a system for writing surveys (Nanba
and Okumura, 1999). Newman (2001) analyzed
the structure of the citation networks. Teufel et
al. (2006) addressed the problem of classifying ci-
tations based on their function.

Siddharthan and Teufel (2007) proposed a method
for determining the scientific attribution of an arti-
cle by analyzing citation sentences. Teufel (2007)
described a rhetorical classification task, in which
sentences are labeled as one of Own, Other, Back-
ground, Textual, Aim, Basis, or Contrast according
to their role in the authors argument. In parts of our
approach, we were inspired by this work.

Elkiss et al. (2008) performed a study on citation
summaries and their importance. They concluded
that citation summaries are more focused and con-
tain more information than abstracts. Mohammad
et al. (2009) suggested using citation information to
generate surveys of scientific paradigms.

Qazvinian and Radev (2008) proposed a method
for summarizing scientific articles by building a sim-
ilarity network of the citation sentences that cite
the target paper, and then applying network analy-
sis techniques to find a set of sentences that covers
as much of the summarized paper facts as possible.
We use this method as one of the baselines when we
evaluate our approach. Qazvinian et al. (2010) pro-
posed a citation-based summarization method that
first extracts a number of important keyphrases from
the set of citation sentences, and then finds the best
subset of sentences that covers as many keyphrases
as possible. Qazvinian and Radev (2010) addressed
the problem of identifying the non-explicit citing
sentences to aid citation-based summarization.

3 Motivation

The coherence and readability of citation-based
summaries are impeded by several factors. First,
many citation sentences cite multiple papers besides
the target. For example, the following is a citation
sentence that appeared in the NLP literature and
talked about Resnik’s (1999) work.

(1) Grefenstette and Nioche (2000) and Jones
and Ghani (2000) use the web to generate cor-
pora for languages where electronic resources are
scarce, while Resnik (1999) describes a method
for mining the web for bilingual texts.

The first fragment of this sentence describes dif-
ferent work other than Resnik’s. The contribution
of Resnik is mentioned in the underlined fragment.
Including the irrelevant fragments in the summary
causes several problems. First, the aim of the sum-
marization task is to summarize the contribution of
the target paper using minimal text. These frag-
ments take space in the summary while being irrel-
evant and less important. Second, including these
fragments in the summary breaks the context and,
hence, degrades the readability and confuses the
reader. Third, the existence of irrelevant fragments
in a sentence makes the ranking algorithm assign a
low weight to it although the relevant fragment may
cover an aspect of the paper that no other sentence
covers.

A second factor has to do with the ordering of the
sentences included in the summary. For example,
the following are two other citation sentences for
Resnik (1999).

(2) Mining the Web for bilingual text (Resnik, 1999) is
not likely to provide sufficient quantities of high quality
data.

(3) Resnik (1999) addressed the issue of language
identification for finding Web pages in the languages of
interest.

If these two sentences are to be included in the
summary, the reasonable ordering would be to put
the second sentence first.

Thirdly, in some instances of citation sentences,
the reference is not a syntactic constituent in the sen-
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tence. It is added just to indicate the existence of
citation. For example, in sentence (2) above, the ref-
erence could be safely removed from the sentence
without hurting its grammaticality.

In other instances (e.g. sentence (3) above), the
reference is a syntactic constituent of the sentence
and removing it makes the sentence ungrammatical.
However, in certain cases, the reference could be re-
placed with a suitable pronoun (i.e. he, she or they).
This helps avoid the redundancy that results from re-
peating the author name(s) in every sentence.

Finally, a significant number of citation sentences
are not suitable for summarization (Teufel et al.,
2006) and should be filtered out. The following
sentences are two examples.

(4) The two algorithms we employed in our depen-
dency parsing model are the Eisner parsing (Eisner,
1996) and Chu-Lius algorithm (Chu and Liu, 1965).

(5) This type of model has been used by, among others,
Eisner (1996).

Sentence (4) appeared in a paper by Nguyen et al
(2007). It does not describe any aspect of Eisner’s
work, rather it informs the reader that Nguyen et al.
used Eisner’s algorithm in their model. There is no
value in adding this sentence to the summary of Eis-
ner’s paper. Teufel (2007) reported that a significant
number of citation sentences (67% of the sentences
in her dataset) were of this type.

Likewise, the comprehension of sentence (5) de-
pends on knowing its context (i.e. its surrounding
sentences). This sentence alone does not provide
any valuable information about Eisner’s paper and
should not be added to the summary unless its con-
text is extracted and included in the summary as
well.

In our approach, we address these issues to
achieve the goal of improving the coherence and the
readability of citation-based summaries.

4 Approach

In this section we describe a system that takes a sci-
entific paper and a set of citation sentences that cite
it as input, and outputs a citation summary of the
paper. Our system produces the summaries in three
stages. In the first stage, the citation sentences are

preprocessed to rule out the unsuitable sentences and
the irrelevant fragments of sentences. In the sec-
ond stage, a number of citation sentences that cover
the various aspects of the paper are selected. In the
last stage, the selected sentences are post-processed
to enhance the readability of the summary. We de-
scribe the stages in the following three subsections.

4.1 Preprocessing

The aim of this stage is to determine which pieces of
text (sentences or fragments of sentences) should be
considered for selection in the next stage and which
ones should be excluded. This stage involves three
tasks: reference tagging, reference scope identifica-
tion, and sentence filtering.

4.1.1 Reference Tagging

A citation sentence contains one or more references.
At least one of these references corresponds to the
target paper. When writing scientific articles, au-
thors usually use standard patterns to include point-
ers to their references within the text. We use pattern
matching to tag such references. The reference to
the target is given a different tag than the references
to other papers.

The following example shows a citation sentence
with all the references tagged and the target refer-
ence given a different tag.

In <TREF>Resnik (1999)</TREF>, <REF>Nie,
Simard, and Foster (2001)</REF>, <REF>Ma and
Liberman (1999)</REF>, and <REF>Resnik and
Smith (2002)</REF>, the Web is harvested in search of
pages that are available in two languages.

4.1.2 Identifying the Reference Scope

In the previous section, we showed the importance
of identifying the scope of the target reference; i.e.
the fragment of the citation sentence that corre-
sponds to the target paper. We define the scope of
a reference as the shortest fragment of the citation
sentence that contains the reference and could form
a grammatical sentence if the rest of the sentence
was removed.

To find such a fragment, we use a simple yet ade-
quate heuristic. We start by parsing the sentence us-
ing the link grammar parser (Sleator and Temperley,
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1991). Since the parser is not trained on citation sen-
tences, we replace the references with placeholders
before passing the sentence to the parser. Figure 1
shows a portion of the parse tree for Sentence (1)
(from Section 1).

Figure 1: An example showing the scope of a target ref-
erence

We extract the scope of the reference from the
parse tree as follows. We find the smallest subtree
rooted at an S node (sentence clause node) and con-
tains the target reference node. We extract the text
that corresponds to this subtree if it is grammati-
cal. Otherwise, we find the second smallest subtree
rooted at an S node and so on. For example, the
parse tree shown in Figure 1 suggests that the scope
of the reference is:
Resnik (1999) describes a method for mining the web for
bilingual texts.

4.1.3 Sentence Filtering

The task in this step is to detect and filter out unsuit-
able sentences; i.e., sentences that depend on their
context (e.g. Sentence (5) above) or describe the
own work of their authors, not the contribution of
the target paper (e.g Sentence (4) above). Formally,
we classify the citation sentences into two classes:
suitable and unsuitable sentences. We use a ma-
chine learning technique for this purpose. We ex-
tract a number of features from each sentence and
train a classification model using these features. The

trained model is then used to classify the sentences.
We use Support Vector Machines (SVM) with linear
kernel as our classifier. The features that we use in
this step and their descriptions are shown in Table 1.

4.2 Extraction

In the first stage, the sentences and sentence frag-
ments that are not useful for our summarization task
are ruled out. The input to this stage is a set of cita-
tion sentences that are believed to be suitable for the
summary. From these sentences, we need to select
a representative subset. The sentences are selected
based on these three main properties:

First, they should cover diverse aspects of the pa-
per. Second, the sentences that cover the same as-
pect should not contain redundant information. For
example, if two sentences talk about the drawbacks
of the target paper, one sentence can mention the
computation inefficiency, while the other criticize
the assumptions the paper makes. Third, the sen-
tences should cover as many important facts about
the target paper as possible using minimal text.

In this stage, the summary sentences are selected
in three steps. In the first step, the sentences are clas-
sified into five functional categories: Background,
Problem Statement, Method, Results, and Limita-
tions. In the second step, we cluster the sen-
tences within each category into clusters of simi-
lar sentences. In the third step, we compute the
LexRank (Erkan and Radev, 2004) values for the
sentences within each cluster. The summary sen-
tences are selected based on the classification, the
clustering, and the LexRank values.

4.2.1 Functional Category Classification

We classify the citation sentences into the five cat-
egories mentioned above using a machine learning
technique. A classification model is trained on a
number of features (Table 2) extracted from a la-
beled set of citation sentences. We use SVM with
linear kernel as our classifier.

4.2.2 Sentence Clustering

In the previous step we determined the category
of each citation sentence. It is very likely that
sentences from the same category contain similar or
overlapping information. For example, Sentences
(6), (7), and (8) below appear in the set of citation
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Feature Description

Similarity to the target paper The value of the cosine similarity (using TF-IDF vectors) between the citation sentence and the target paper.

Headlines The section in which the citation sentence appeared in the citing paper. We recognize 10 section types such
as Introduction, Related Work, Approach, etc.

Relative position The relative position of the sentence in the section and the paragraph in which it appears

First person pronouns This feature takes a value of 1 if the sentence contains a first person pronoun (I, we, our, us, etc.), and 0
otherwise.

Tense of the first verb A sentence that contains a past tense verb near its beginning is more likely to be describing previous work.

Determiners Demonstrative Determiners (this, that, these, those, and which) and Alternative Determiners (another, other).
The value of this feature is the relative position of the first determiner (if one exists) in the sentence.

Table 1: The features used for sentence filtering

Feature Description

Similarity to the sections of the target paper The sections of the target paper are categorized into five categories: 1) Introduction, Moti-
vation, Problem Statement. 2) Background, Prior Work, Previous Work, and Related Work.
3) Experiments, Results, and Evaluation. 4) Discussion, Conclusion, and Future work. 5)
All other headlines. The value of this feature is the cosine similarity (using TF-IDF vectors)
between the sentence and the text of the sections of each of the five section categories.

Headlines This is the same feature that we used for sentence filtering in Section 4.1.3.

Number of references in the sentence Sentences that contain multiple references are more likely to be Background sentences.

Verbs We use all the verbs that their lemmatized form appears in at least three sentences that belong
to the same category in the training set. Auxiliary verbs are excluded. In our annotated dataset,
for example, the verb propose appeared in 67 sentences from the Methodology category, while
the verbs outperform and achieve appeared in 33 Result sentences.

Table 2: The features used for sentence classification

sentences that cite Goldwater and Griffiths’ (2007).
These sentences belong to the same category (i.e
Method). Both Sentences (6) and (7) convey the
same information about Goldwater and Griffiths
(2007) contribution. Sentence (8), however, de-
scribes a different aspect of the paper methodology.

(6) Goldwater and Griffiths (2007) proposed an
information-theoretic measure known as the Variation of
Information (VI)

(7) Goldwater and Griffiths (2007) propose using the
Variation of Information (VI) metric

(8) A fully-Bayesian approach to unsupervised POS
tagging has been developed by Goldwater and Griffiths
(2007) as a viable alternative to the traditional maximum
likelihood-based HMM approach.

Clustering divides the sentences of each cate-
gory into groups of similar sentences. Following
Qazvinian and Radev (2008), we build a cosine sim-
ilarity graph out of the sentences of each category.
This is an undirected graph in which nodes are sen-

tences and edges represent similarity relations. Each
edge is weighted by the value of the cosine similarity
(using TF-IDF vectors) between the two sentences
the edge connects. Once we have the similarity net-
work constructed, we partition it into clusters using
a community finding technique. We use the Clauset
algorithm (Clauset et al., 2004), a hierarchical ag-
glomerative community finding algorithm that runs
in linear time.
4.2.3 Ranking

Although the sentences that belong to the same clus-
ter are similar, they are not necessarily equally im-
portant. We rank the sentences within each clus-
ter by computing their LexRank (Erkan and Radev,
2004). Sentences with higher rank are more impor-
tant.
4.2.4 Sentence Selection

At this point we have determined (Figure 2), for each
sentence, its category, its cluster, and its relative im-
portance. Sentences are added to the summary in
order based on their category, the size of their clus-
ters, then their LexRank values. The categories are
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Figure 2: Example illustrating sentence selection

ordered as Background, Problem, Method, Results,
then Limitations. Clusters within each category are
ordered by the number of sentences in them whereas
the sentences of each cluster are ordered by their
LexRank values.

In the example shown in Figure 2, we have three
categories. Each category contains several clusters.
Each cluster contains several sentences with differ-
ent LexRank values (illustrated by the sizes of the
dots in the figure.) If the desired length of the sum-
mary is 3 sentences, the selected sentences will be
in order S1, S12, then S18. If the desired length is 5,
the selected sentences will be S1, S5, S12, S15, then
S18.

4.3 Postprocessing

In this stage, we refine the sentences that we ex-
tracted in the previous stage. Each citation sentence
will have the target reference (the author’s names
and the publication year) mentioned at least once.
The reference could be either syntactically and se-
mantically part of the sentence (e.g. Sentence (3)
above) or not (e.g. Sentence (2)). The aim of this
refinement step is to avoid repeating the author’s
names and the publication year in every sentence.
We keep the author’s names and the publication year
only in the first sentence of the summary. In the
following sentences, we either replace the reference
with a suitable personal pronoun or remove it. The
reference is replaced with a pronoun if it is part of
the sentence and this replacement does not make the
sentence ungrammatical. The reference is removed
if it is not part of the sentence. If the sentence con-

tains references for other papers, they are removed if
this doesn’t hurt the grammaticality of the sentence.

To determine whether a reference is part of the
sentence or not, we again use a machine learning
approach. We train a model on a set of labeled sen-
tences. The features used in this step are listed in
Table 3. The trained model is then used to classify
the references that appear in a sentence into three
classes: keep, remove, replace. If a reference is to
be replaced, and the paper has one author, we use
”he/she” (we do not know if the author is male or
female). If the paper has two or more authors, we
use ”they”.

5 Evaluation

We provide three levels of evaluation. First, we eval-
uate each of the components in our system sepa-
rately. Then we evaluate the summaries that our
system generate in terms of extraction quality. Fi-
nally, we evaluate the coherence and readability of
the summaries.

5.1 Data

We use the ACL Anthology Network (AAN) (Radev
et al., 2009) in our evaluation. AAN is a collection
of more than 16000 papers from the Computational
Linguistics journal, and the proceedings of the ACL
conferences and workshops. AAN provides all cita-
tion information from within the network including
the citation network, the citation sentences, and the
citation context for each paper.

We used 55 papers from AAN as our data. The
papers have a variable number of citation sentences,
ranging from 15 to 348. The total number of cita-
tion sentences in the dataset is 4,335. We split the
data randomly into two different sets; one for evalu-
ating the components of the system, and the other for
evaluating the extraction quality and the readability
of the generated summaries. The first set (dataset1,
henceforth) contained 2,284 sentences coming from
25 papers. We asked humans with good background
in NLP (the area of the annotated papers) to provide
two annotations for each sentence in this set: 1) label
the sentence as Background, Problem, Method, Re-
sult, Limitation, or Unsuitable, 2) for each reference
in the sentence, determine whether it could be re-
placed with a pronoun, removed, or should be kept.
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Feature Description

Part-of-speech (POS) tag We consider the POS tags of the reference, the word before, and the word after. Before passing the
sentence to the POS tagger, all the references in the sentence are replaced by placeholders.

Style of the reference It is common practice in writing scientific papers to put the whole citation between parenthesis
when the authors are not a constitutive part of the enclosing sentence, and to enclose just the year
between parenthesis when the author’s name is a syntactic constituent in the sentence.

Relative position of the reference This feature takes one of three values: first, last, and inside.

Grammaticality Grammaticality of the sentence if the reference is removed/replaced. Again, we use the Link
Grammar parser (Sleator and Temperley, 1991) to check the grammaticality

Table 3: The features used for author name replacement

Each sentence was given to 3 different annotators.
We used the majority vote labels.

We use Kappa coefficient (Krippendorff, 2003) to
measure the inter-annotator agreement. Kappa coef-
ficient is defined as:

Kappa =
P (A)− P (E)

1− P (E)
(1)

where P (A) is the relative observed agreement
among raters and P (E) is the hypothetical proba-
bility of chance agreement.

The agreement among the three annotators on dis-
tinguishing the unsuitable sentences from the other
five categories is 0.85. On Landis and Kochs(1977)
scale, this value indicates an almost perfect agree-
ment. The agreement on classifying the sentences
into the five functional categories is 0.68. On the
same scale this value indicates substantial agree-
ment.

The second set (dataset2, henceforth) contained
30 papers (2051 sentences). We asked humans with
a good background in NLP (the papers topic) to gen-
erate a readable, coherent summary for each paper in
the set using its citation sentences as the source text.
We asked them to fix the length of the summaries
to 5 sentences. Each paper was assigned to two hu-
mans to summarize.

5.2 Component Evaluation

Reference Tagging and Reference Scope Iden-
tification Evaluation: We ran our reference tag-
ging and scope identification components on the
2,284 sentences in dataset1. Then, we went through
the tagged sentences and the extracted scopes, and
counted the number of correctly/incorrectly tagged
(extracted)/missed references (scopes). Our tagging

- Bkgrnd Prob Method Results Limit.

Precision 64.62% 60.01% 88.66% 76.05% 33.53%

Recall 72.47% 59.30% 75.03% 82.29% 59.36%

F1 68.32% 59.65% 81.27% 79.04% 42.85%

Table 4: Precision and recall results achieved by our cita-
tion sentence classifier

component achieved 98.2% precision and 94.4% re-
call. The reference to the target paper was tagged
correctly in all the sentences.

Our scope identification component extracted the
scope of target references with good precision
(86.4%) but low recall (35.2%). In fact, extracting
a useful scope for a reference requires more than
just finding a grammatical substring. In future work,
we plan to employ text regeneration techniques to
improve the recall by generating grammatical sen-
tences from ungrammatical fragments.

Sentence Filtering Evaluation: We used Sup-
port Vector Machines (SVM) with linear kernel as
our classifier. We performed 10-fold cross validation
on the labeled sentences (unsuitable vs all other cat-
egories) in dataset1. Our classifier achieved 80.3%
accuracy.

Sentence Classification Evaluation: We used
SVM in this step as well. We also performed 10-
fold cross validation on the labeled sentences (the
five functional categories). This classifier achieved
70.1% accuracy. The precision and recall for each
category are given in Table 4

Author Name Replacement Evaluation: The
classifier used in this task is also SVM. We per-
formed 10-fold cross validation on the labeled sen-
tences of dataset1. Our classifier achieved 77.41%
accuracy.
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Produced using our system
There has been a large number of studies in tagging and morphological disambiguation using various techniques such as statistical tech-
niques, e.g. constraint-based techniques and transformation-based techniques. A thorough removal of ambiguity requires a syntactic
process. A rule-based tagger described in Voutilainen (1995) was equipped with a set of guessing rules that had been hand-crafted using
knowledge of English morphology and intuitions. The precision of rule-based taggers may exceed that of the probabilistic ones. The
construction of a linguistic rule-based tagger, however, has been considered a difficult and time-consuming task.

Produced using Qazvinian and Radev (2008) system
Another approach is the rule-based or constraint-based approach, recently most prominently exemplified by the Constraint Grammar work
(Karlsson et al. , 1995; Voutilainen, 1995b; Voutilainen et al. , 1992; Voutilainen and Tapanainen, 1993), where a large number of
hand-crafted linguistic constraints are used to eliminate impossible tags or morphological parses for a given word in a given context.
Some systems even perform the POS tagging as part of a syntactic analysis process (Voutilainen, 1995). A rule-based tagger described
in (Voutilainen, 1995) is equipped with a set of guessing rules which has been hand-crafted using knowledge of English morphology
and intuition. Older versions of EngCG (using about 1,150 constraints) are reported ( butilainen et al. 1992; Voutilainen and HeikkiUi
1994; Tapanainen and Voutilainen 1994; Voutilainen 1995) to assign a correct analysis to about 99.7% of all words while each word in
the output retains 1.04-1.09 alternative analyses on an average, i.e. some of the ambiguities remait unresolved. We evaluate the resulting
disambiguated text by a number of metrics defined as follows (Voutilainen, 1995a).

Table 5: Sample Output

5.3 Extraction Evaluation

To evaluate the extraction quality, we use dataset2
(that has never been used for training or tuning any
of the system components). We use our system to
generate summaries for each of the 30 papers in
dataset2. We also generate summaries for the pa-
pers using a number of baseline systems (described
in Section 5.3.1). All the generated summaries were
5 sentences long. We use the Recall-Oriented Un-
derstudy for Gisting Evaluation (ROUGE) based on
the longest common substrings (ROUGE-L) as our
evaluation metric.
5.3.1 Baselines

We evaluate the extraction quality of our system
(FL) against 7 different baselines. In the first base-
line, the sentences are selected randomly from the
set of citation sentences and added to the sum-
mary. The second baseline is the MEAD summa-
rizer (Radev et al., 2004) with all its settings set
to default. The third baseline is LexRank (Erkan
and Radev, 2004) run on the entire set of citation
sentences of the target paper. The forth baseline is
Qazvinian and Radev (2008) citation-based summa-
rizer (QR08) in which the citation sentences are first
clustered then the sentences within each cluster are
ranked using LexRank. The remaining baselines are
variations of our system produced by removing one
component from the pipeline at a time. In one vari-
ation (FL-1), we remove the sentence filtering com-
ponent. In another variation (FL-2), we remove the
sentence classification component; so, all the sen-

tences are assumed to come from one category in the
subsequent components. In a third variation (FL-3),
the clustering component is removed. To make the
comparison of the extraction quality to those base-
lines fair, we remove the author name replacement
component from our system and all its variations.

5.3.2 Results

Table 6 shows the average ROUGE-L scores (with
95% confidence interval) for the summaries of the
30 papers in dataset2 generated using our system
and the different baselines. The two human sum-
maries were used as models for comparison. The
Human score reported in the table is the result of
comparing the two human summaries to each others.
Statistical significance was tested using a 2-tailed
paired t-test. The results are statistically significant
at the 0.05 level.

The results show that our approach outperforms
all the baseline techniques. It achieves higher
ROUGE-L score for most of the papers in our test-
ing set. Comparing the score of FL-1 to the score
of FL shows that sentence filtering has a significant
impact on the results. It also shows that the classifi-
cation and clustering components both improve the
extraction quality.

5.4 Coherence and Readability Evaluation

We asked human judges (not including the authors)
to rate the coherence and readability of a number
of summaries for each of dataset2 papers. For
each paper we evaluated 3 summaries. The sum-
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- Human Random MEAD LexRank QR08
ROUGE-L 0.733 0.398 0.410 0.408 0.435

- FL-1 FL-2 FL-3 FL -
ROUGE-L 0.475 0.511 0.525 0.539 -

Table 6: Extraction Evaluation

Average Coherence Rating
Number of summaries

Human FL QV08

1≤ coherence <2 0 9 17

2≤ coherence <3 3 11 12

3≤ coherence <4 16 9 1

4≤ coherence ≤5 11 1 0

Table 7: Coherence Evaluation

mary that our system produced, the human sum-
mary, and a summary produced by Qazvinian and
Radev (2008) summarizer (the best baseline - after
our system and its variations - in terms of extrac-
tion quality as shown in the previous subsection.)
The summaries were randomized and given to the
judges without telling them how each summary was
produced. The judges were not given access to the
source text. They were asked to use a five point-
scale to rate how coherent and readable the sum-
maries are, where 1 means that the summary is to-
tally incoherent and needs significant modifications
to improve its readability, and 5 means that the sum-
mary is coherent and no modifications are needed to
improve its readability. We gave each summary to 5
different judges and took the average of their ratings
for each summary. We used Weighted Kappa with
linear weights (Cohen, 1968) to measure the inter-
rater agreement. The Weighted Kappa measure be-
tween the five groups of ratings was 0.72.

Table 7 shows the number of summaries in each
rating range. The results show that our approach sig-
nificantly improves the coherence of citation-based
summarization. Table 5 shows two sample sum-
maries (each 5 sentences long) for the Voutilainen
(1995) paper. One summary was produced using our
system and the other was produced using Qazvinian
and Radev (2008) system.

6 Conclusions

In this paper, we presented a new approach for
citation-based summarization of scientific papers

that produces readable summaries. Our approach in-
volves three stages. The first stage preprocesses the
set of citation sentences to filter out the irrelevant
sentences or fragments of sentences. In the second
stage, a representative set of sentences are extracted
and added to the summary in a reasonable order. In
the last stage, the summary sentences are refined to
improve their readability. The results of our exper-
iments confirmed that our system outperforms sev-
eral baseline systems.
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David States, and Dragomir Radev. 2008. Blind men
and elephants: What do citation summaries tell us
about a research article? J. Am. Soc. Inf. Sci. Tech-
nol., 59(1):51–62.

Gunes Erkan and Dragomir R. Radev. 2004. Lexrank:
graph-based lexical centrality as salience in text sum-
marization. J. Artif. Int. Res., 22(1):457–479.

E. Garfield, Irving H. Sher, and R. J. Torpie. 1984. The
Use of Citation Data in Writing the History of Science.
Institute for Scientific Information Inc., Philadelphia,
Pennsylvania, USA.

T. L. Hodges. 1972. Citation indexing-its theory
and application in science, technology, and humani-
ties. Ph.D. thesis, University of California at Berke-
ley.Ph.D. thesis, University of California at Berkeley.

508



Klaus H. Krippendorff. 2003. Content Analysis: An In-
troduction to Its Methodology. Sage Publications, Inc,
2nd edition, December.

J. Richard Landis and Gary G. Koch. 1977. The Mea-
surement of Observer Agreement for Categorical Data.
Biometrics, 33(1):159–174, March.

Qiaozhu Mei and ChengXiang Zhai. 2008. Generating
impact-based summaries for scientific literature. In
Proceedings of ACL-08: HLT, pages 816–824, Colum-
bus, Ohio, June. Association for Computational Lin-
guistics.

Saif Mohammad, Bonnie Dorr, Melissa Egan, Ahmed
Hassan, Pradeep Muthukrishan, Vahed Qazvinian,
Dragomir Radev, and David Zajic. 2009. Using ci-
tations to generate surveys of scientific paradigms. In
Proceedings of Human Language Technologies: The
2009 Annual Conference of the North American Chap-
ter of the Association for Computational Linguistics,
pages 584–592, Boulder, Colorado, June. Association
for Computational Linguistics.

Hidetsugu Nanba and Manabu Okumura. 1999. To-
wards multi-paper summarization using reference in-
formation. In IJCAI ’99: Proceedings of the Six-
teenth International Joint Conference on Artificial In-
telligence, pages 926–931, San Francisco, CA, USA.
Morgan Kaufmann Publishers Inc.

Hidetsugu Nanba, Noriko Kando, Manabu Okumura, and
Of Information Science. 2000. Classification of re-
search papers using citation links and citation types:
Towards automatic review article generation.

M. E. J. Newman. 2001. The structure of scientific
collaboration networks. Proceedings of the National
Academy of Sciences of the United States of America,
98(2):404–409, January.

Vahed Qazvinian and Dragomir R. Radev. 2008. Scien-
tific paper summarization using citation summary net-
works. In Proceedings of the 22nd International Con-
ference on Computational Linguistics (Coling 2008),
pages 689–696, Manchester, UK, August.

Vahed Qazvinian and Dragomir R. Radev. 2010. Identi-
fying non-explicit citing sentences for citation-based
summarization. In Proceedings of the 48th Annual
Meeting of the Association for Computational Linguis-
tics, pages 555–564, Uppsala, Sweden, July. Associa-
tion for Computational Linguistics.

Vahed Qazvinian, Dragomir R. Radev, and Arzucan
Ozgur. 2010. Citation summarization through
keyphrase extraction. In Proceedings of the 23rd In-
ternational Conference on Computational Linguistics
(Coling 2010), pages 895–903, Beijing, China, Au-
gust. Coling 2010 Organizing Committee.

Dragomir Radev, Timothy Allison, Sasha Blair-
Goldensohn, John Blitzer, Arda Çelebi, Stanko

Dimitrov, Elliott Drabek, Ali Hakim, Wai Lam,
Danyu Liu, Jahna Otterbacher, Hong Qi, Horacio
Saggion, Simone Teufel, Michael Topper, Adam
Winkel, and Zhu Zhang. 2004. MEAD - a platform
for multidocument multilingual text summarization.
In LREC 2004, Lisbon, Portugal, May.

Dragomir R. Radev, Pradeep Muthukrishnan, and Vahed
Qazvinian. 2009. The acl anthology network corpus.
In NLPIR4DL ’09: Proceedings of the 2009 Workshop
on Text and Citation Analysis for Scholarly Digital Li-
braries, pages 54–61, Morristown, NJ, USA. Associa-
tion for Computational Linguistics.

Advaith Siddharthan and Simone Teufel. 2007. Whose
idea was this, and why does it matter? attributing
scientific work to citations. In In Proceedings of
NAACL/HLT-07.

Daniel D. K. Sleator and Davy Temperley. 1991. Parsing
english with a link grammar. In In Third International
Workshop on Parsing Technologies.

Simone Teufel, Advaith Siddharthan, and Dan Tidhar.
2006. Automatic classification of citation function. In
In Proc. of EMNLP-06.

Simone Teufel. 2007. Argumentative zoning for im-
proved citation indexing. computing attitude and affect
in text. In Theory and Applications, pages 159170.

509



Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics, pages 510–520,
Portland, Oregon, June 19-24, 2011. c©2011 Association for Computational Linguistics

A Class of Submodular Functions for Document Summarization

Hui Lin
Dept. of Electrical Engineering

University of Washington
Seattle, WA 98195, USA

hlin@ee.washington.edu

Jeff Bilmes
Dept. of Electrical Engineering

University of Washington
Seattle, WA 98195, USA

bilmes@ee.washington.edu

Abstract

We design a class of submodular functions
meant for document summarization tasks.
These functions each combine two terms,
one which encourages the summary to be
representative of the corpus, and the other
which positively rewards diversity. Critically,
our functions are monotone nondecreasing
and submodular, which means that an efficient
scalable greedy optimization scheme has
a constant factor guarantee of optimality.
When evaluated on DUC 2004-2007 corpora,
we obtain better than existing state-of-art
results in both generic and query-focused
document summarization. Lastly, we show
that several well-established methods for
document summarization correspond, in fact,
to submodular function optimization, adding
further evidence that submodular functions are
a natural fit for document summarization.

1 Introduction

In this paper, we address the problem of generic and
query-based extractive summarization from collec-
tions of related documents, a task commonly known
as multi-document summarization. We treat this task
as monotone submodular function maximization (to
be defined in Section 2). This has a number of criti-
cal benefits. On the one hand, there exists a simple
greedy algorithm for monotone submodular func-
tion maximization where the summary solution ob-
tained (say Ŝ) is guaranteed to be almost as good
as the best possible solution (say Sopt) according to
an objective F . More precisely, the greedy algo-
rithm is a constant factor approximation to the car-
dinality constrained version of the problem, so that

F(Ŝ) ≥ (1 − 1/e)F(Sopt) ≈ 0.632F(Sopt). This
is particularly attractive since the quality of the so-
lution does not depend on the size of the problem,
so even very large size problems do well. It is also
important to note that this is a worst case bound, and
in most cases the quality of the solution obtained will
be much better than this bound suggests.

Of course, none of this is useful if the objective
function F is inappropriate for the summarization
task. In this paper, we argue that monotone nonde-
creasing submodular functionsF are an ideal class of
functions to investigate for document summarization.
We show, in fact, that many well-established methods
for summarization (Carbonell and Goldstein, 1998;
Filatova and Hatzivassiloglou, 2004; Takamura and
Okumura, 2009; Riedhammer et al., 2010; Shen and
Li, 2010) correspond to submodular function opti-
mization, a property not explicitly mentioned in these
publications. We take this fact, however, as testament
to the value of submodular functions for summariza-
tion: if summarization algorithms are repeatedly de-
veloped that, by chance, happen to be an instance of a
submodular function optimization, this suggests that
submodular functions are a natural fit. On the other
hand, other authors have started realizing explicitly
the value of submodular functions for summarization
(Lin and Bilmes, 2010; Qazvinian et al., 2010).

Submodular functions share many properties in
common with convex functions, one of which is that
they are closed under a number of common combi-
nation operations (summation, certain compositions,
restrictions, and so on). These operations give us the
tools necessary to design a powerful submodular ob-
jective for submodular document summarization that
extends beyond any previous work. We demonstrate
this by carefully crafting a class of submodular func-
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tions we feel are ideal for extractive summarization
tasks, both generic and query-focused. In doing so,
we demonstrate better than existing state-of-the-art
performance on a number of standard summarization
evaluation tasks, namely DUC-04 through to DUC-
07. We believe our work, moreover, might act as a
springboard for researchers in summarization to con-
sider the problem of “how to design a submodular
function” for the summarization task.

In Section 2, we provide a brief background on sub-
modular functions and their optimization. Section 3
describes how the task of extractive summarization
can be viewed as a problem of submodular function
maximization. We also in this section show that many
standard methods for summarization are, in fact, al-
ready performing submodular function optimization.
In Section 4, we present our own submodular func-
tions. Section 5 presents results on both generic and
query-focused summarization tasks, showing as far
as we know the best known ROUGE results for DUC-
04 through DUC-06, and the best known precision
results for DUC-07, and the best recall DUC-07 re-
sults among those that do not use a web search engine.
Section 6 discusses implications for future work.

2 Background on Submodularity

We are given a set of objects V = {v1, . . . , vn} and a
functionF : 2V → R that returns a real value for any
subset S ⊆ V . We are interested in finding the subset
of bounded size |S| ≤ k that maximizes the function,
e.g., argmaxS⊆V F(S). In general, this operation
is hopelessly intractable, an unfortunate fact since
the optimization coincides with many important ap-
plications. For example, F might correspond to the
value or coverage of a set of sensor locations in an
environment, and the goal is to find the best locations
for a fixed number of sensors (Krause et al., 2008).

If the function F is monotone submodular then the
maximization is still NP complete, but it was shown
in (Nemhauser et al., 1978) that a greedy algorithm
finds an approximate solution guaranteed to be within
e−1
e ∼ 0.63 of the optimal solution, as mentioned

in Section 1. A version of this algorithm (Minoux,
1978), moreover, scales to very large data sets. Sub-
modular functions are those that satisfy the property
of diminishing returns: for anyA ⊆ B ⊆ V \v, a sub-
modular functionF must satisfyF(A+v)−F(A) ≥

F(B + v)−F(B). That is, the incremental “value”
of v decreases as the context in which v is considered
grows from A to B. An equivalent definition, useful
mathematically, is that for any A,B ⊆ V , we must
have that F(A) +F(B) ≥ F(A ∪B) +F(A ∩B).
If this is satisfied everywhere with equality, then
the function F is called modular, and in such case
F(A) = c +

∑
a∈A

~fa for a sized |V | vector ~f of
real values and constant c. A set function F is mono-
tone nondecreasing if ∀A ⊆ B, F(A) ≤ F(B). As
shorthand, in this paper, monotone nondecreasing
submodular functions will simply be referred to as
monotone submodular.

Historically, submodular functions have their roots
in economics, game theory, combinatorial optimiza-
tion, and operations research. More recently, submod-
ular functions have started receiving attention in the
machine learning and computer vision community
(Kempe et al., 2003; Narasimhan and Bilmes, 2005;
Krause and Guestrin, 2005; Narasimhan and Bilmes,
2007; Krause et al., 2008; Kolmogorov and Zabin,
2004) and have recently been introduced to natural
language processing for the tasks of document sum-
marization (Lin and Bilmes, 2010) and word align-
ment (Lin and Bilmes, 2011).

Submodular functions share a number of proper-
ties in common with convex and concave functions
(Lovász, 1983), including their wide applicability,
their generality, their multiple options for their repre-
sentation, and their closure under a number of com-
mon operators (including mixtures, truncation, com-
plementation, and certain convolutions). For exam-
ple, if a collection of functions {Fi}i is submodular,
then so is their weighted sum F =

∑
i αiFi where

αi are nonnegative weights. It is not hard to show
that submodular functions also have the following
composition property with concave functions:

Theorem 1. Given functions F : 2V → R and
f : R→ R, the composition F ′ = f ◦ F : 2V → R
(i.e., F ′(S) = f(F(S))) is nondecreasing sub-
modular, if f is non-decreasing concave and F is
nondecreasing submodular.

This property will be quite useful when defining sub-
modular functions for document summarization.
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3 Submodularity in Summarization

3.1 Summarization with knapsack constraint
Let the ground set V represents all the sentences
(or other linguistic units) in a document (or docu-
ment collection, in the multi-document summariza-
tion case). The task of extractive document sum-
marization is to select a subset S ⊆ V to represent
the entirety (ground set V ). There are typically con-
straints on S, however. Obviously, we should have
|S| < |V | = N as it is a summary and should
be small. In standard summarization tasks (e.g.,
DUC evaluations), the summary is usually required
to be length-limited. Therefore, constraints on S
can naturally be modeled as knapsack constraints:∑

i∈S ci ≤ b, where ci is the non-negative cost of
selecting unit i (e.g., the number of words in the sen-
tence) and b is our budget. If we use a set function
F : 2V → R to measure the quality of the summary
set S, the summarization problem can then be for-
malized as the following combinatorial optimization
problem:

Problem 1. Find

S∗ ∈ argmax
S⊆V

F(S) subject to:
∑
i∈S

ci ≤ b.

Since this is a generalization of the cardinality
constraint (where ci = 1,∀i), this also constitutes
a (well-known) NP-hard problem. In this case as
well, however, a modified greedy algorithm with par-
tial enumeration can solve Problem 1 near-optimally
with (1−1/e)-approximation factor ifF is monotone
submodular (Sviridenko, 2004). The partial enumer-
ation, however, is too computationally expensive for
real world applications. In (Lin and Bilmes, 2010),
we generalize the work by Khuller et al. (1999) on
the budgeted maximum cover problem to the gen-
eral submodular framework, and show a practical
greedy algorithm with a (1− 1/

√
e)-approximation

factor, where each greedy step adds the unit with the
largest ratio of objective function gain to scaled cost,
while not violating the budget constraint (see (Lin
and Bilmes, 2010) for details). Note that in all cases,
submodularity and monotonicity are two necessary
ingredients to guarantee that the greedy algorithm
gives near-optimal solutions.

In fact, greedy-like algorithms have been widely
used in summarization. One of the more popular

approaches is maximum marginal relevance (MMR)
(Carbonell and Goldstein, 1998), where a greedy
algorithm selects the most relevant sentences, and
at the same time avoids redundancy by removing
sentences that are too similar to ones already selected.
Interestingly, the gain function defined in the original
MMR paper (Carbonell and Goldstein, 1998) satisfies
diminishing returns, a fact apparently unnoticed until
now. In particular, Carbonell and Goldstein (1998)
define an objective function gain of adding element
k to set S (k /∈ S) as:

λSim1(sk, q)− (1− λ) max
i∈S

Sim2(si, sk), (1)

where Sim1(sk, q) measures the similarity between
unit sk to a query q, Sim2(si, sk) measures the simi-
larity between unit si and unit sk, and 0 ≤ λ ≤ 1 is
a trade-off coefficient. We have:

Theorem 2. Given an expression forFMMR such that
FMMR(S ∪{k})−FMMR(S) is equal to Eq. 1, FMMR

is non-monotone submodular.

Obviously, diminishing-returns hold since

max
i∈S

Sim2(si, sk) ≤ max
i∈R

Sim2(si, sk)

for all S ⊆ R, and therefore FMMR is submodular.
On the other hand,FMMR, would not be monotone, so
the greedy algorithm’s constant-factor approximation
guarantee does not apply in this case.

When scoring a summary at the sub-sentence
level, submodularity naturally arises. Concept-based
summarization (Filatova and Hatzivassiloglou, 2004;
Takamura and Okumura, 2009; Riedhammer et al.,
2010; Qazvinian et al., 2010) usually maximizes the
weighted credit of concepts covered by the summary.
Although the authors may not have noticed, their ob-
jective functions are also submodular, adding more
evidence suggesting that submodularity is natural for
summarization tasks. Indeed, let S be a subset of
sentences in the document and denote Γ(S) as the
set of concepts contained in S. The total credit of the
concepts covered by S is then

Fconcept(S) ,
∑
i∈Γ(S)

ci,

where ci is the credit of concept i. This function is
known to be submodular (Narayanan, 1997).
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Similar to the MMR approach, in (Lin and Bilmes,
2010), a submodular graph based objective function
is proposed where a graph cut function, measuring
the similarity of the summary to the rest of document,
is combined with a subtracted redundancy penalty
function. The objective function is submodular but
again, non-monotone. We theoretically justify that
the performance guarantee of the greedy algorithm
holds for this objective function with high probability
(Lin and Bilmes, 2010). Our justification, however,
is shown to be applicable only to certain particular
non-monotone submodular functions, under certain
reasonable assumptions about the probability distri-
bution over weights of the graph.

3.2 Summarization with covering constraint
Another perspective is to treat the summarization
problem as finding a low-cost subset of the document
under the constraint that a summary should cover
all (or a sufficient amount of) the information in the
document. Formally, this can be expressed as

Problem 2. Find

S∗ ∈ argmin
S⊆V

∑
i∈S

ci subject to: F(S) ≥ α,

where ci are the element costs, and set function F(S)
measure the information covered by S. When F
is submodular, the constraint F(S) ≥ α is called
a submodular cover constraint. When F is mono-
tone submodular, a greedy algorithm that iteratively
selects k with minimum ck/(F(S ∪ {k}) − F(S))
has approximation guarantees (Wolsey, 1982). Re-
cent work (Shen and Li, 2010) proposes to model
document summarization as finding a minimum dom-
inating set and a greedy algorithm is used to solve
the problem. The dominating set constraint is also
a submodular cover constraint. Define δ(S) be the
set of elements that is either in S or is adjacent to
some element in S. Then S is a dominating set if
|δ(S)| = |V |. Note that

Fdom(S) , |δ(S)|

is monotone submodular. The dominating set
constraint is then also a submodular cover constraint,
and therefore the approaches in (Shen and Li, 2010)
are special cases of Problem 2. The solutions found
in this framework, however, do not necessarily

satisfy a summary’s budget constraint. Consequently,
a subset of the solution found by solving Problem 2
has to be constructed as the final summary, and the
near-optimality is no longer guaranteed. Therefore,
solving Problem 1 for document summarization
appears to be a better framework regarding global
optimality. In the present paper, our framework is
that of Problem 1.

3.3 Automatic summarization evaluation
Automatic evaluation of summary quality is impor-
tant for the research of document summarization as
it avoids the labor-intensive and potentially inconsis-
tent human evaluation. ROUGE (Lin, 2004) is widely
used for summarization evaluation and it has been
shown that ROUGE-N scores are highly correlated
with human evaluation (Lin, 2004). Interestingly,
ROUGE-N is monotone submodular, adding further
evidence that monotone submodular functions are
natural for document summarization.

Theorem 3. ROUGE-N is monotone submodular.

Proof. By definition (Lin, 2004), ROUGE-N is the
n-gram recall between a candidate summary and a
set of reference summaries. Precisely, let S be the
candidate summary (a set of sentences extracted from
the ground set V ), ce : 2V → Z+ be the number of
times n-gram e occurs in summary S, and Ri be the
set of n-grams contained in the reference summary i
(suppose we have K reference summaries, i.e., i =
1, · · · ,K). Then ROUGE-N can be written as the
following set function:

FROUGE-N(S) ,

∑K
i=1

∑
e∈Ri min(ce(S), re,i)∑K
i=1

∑
e∈Ri re,i

,

where re,i is the number of times n-gram e occurs
in reference summary i. Since ce(S) is monotone
modular and min(x, a) is a concave non-decreasing
function of x, min(ce(S), re,i) is monotone sub-
modular by Theorem 1. Since summation preserves
submodularity, and the denominator is constant, we
see that FROUGE-N is monotone submodular.

Since the reference summaries are unknown, it is
of course impossible to optimize FROUGE-N directly.
Therefore, some approaches (Filatova and Hatzivas-
siloglou, 2004; Takamura and Okumura, 2009; Ried-
hammer et al., 2010) instead define “concepts”. Alter-
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natively, we herein propose a class of monotone sub-
modular functions that naturally models the quality of
a summary while not depending on an explicit notion
of concepts, as we will see in the following section.

4 Monotone Submodular Objectives

Two properties of a good summary are relevance and
non-redundancy. Objective functions for extractive
summarization usually measure these two separately
and then mix them together trading off encouraging
relevance and penalizing redundancy. The redun-
dancy penalty usually violates the monotonicity of
the objective functions (Carbonell and Goldstein,
1998; Lin and Bilmes, 2010). We therefore propose
to positively reward diversity instead of negatively
penalizing redundancy. In particular, we model the
summary quality as

F(S) = L(S) + λR(S), (2)

where L(S) measures the coverage, or “fidelity”,
of summary set S to the document, R(S) rewards
diversity in S, and λ ≥ 0 is a trade-off coefficient.
Note that the above is analogous to the objectives
widely used in machine learning, where a loss
function that measures the training set error (we
measure the coverage of summary to a document),
is combined with a regularization term encouraging
certain desirable (e.g., sparsity) properties (in
our case, we “regularize” the solution to be more
diverse). In the following, we discuss how both L(S)
andR(S) are naturally monotone submodular.

4.1 Coverage function
L(S) can be interpreted either as a set function that
measures the similarity of summary set S to the docu-
ment to be summarized, or as a function representing
some form of “coverage” of V by S. Most naturally,
L(S) should be monotone, as coverage improves
with a larger summary. L(S) should also be submod-
ular: consider adding a new sentence into two sum-
mary sets, one a subset of the other. Intuitively, the
increment when adding a new sentence to the small
summary set should be larger than the increment
when adding it to the larger set, as the information
carried by the new sentence might have already been
covered by those sentences that are in the larger sum-
mary but not in the smaller summary. This is exactly

the property of diminishing returns. Indeed, Shan-
non entropy, as the measurement of information, is
another well-known monotone submodular function.

There are several ways to define L(S) in our
context. For instance, we could use L(S) =∑

i∈V,j∈S wi,j where wi,j represents the similarity
between i and j. L(S) could also be facility
location objective, i.e., L(S) =

∑
i∈V maxj∈S wi,j ,

as used in (Lin et al., 2009). We could also use
L(S) =

∑
i∈Γ(S) ci as used in concept-based

summarization, where the definition of “concept”
and the mechanism to extract these concepts become
important. All of these are monotone submodular.

Alternatively, in this paper we propose the follow-
ing objective that does not reply on concepts. Let

L(S) =
∑
i∈V

min {Ci(S), α Ci(V )} , (3)

where Ci : 2V → R is a monotone submodular func-
tion and 0 ≤ α ≤ 1 is a threshold co-efficient. Firstly,
L(S) as defined in Eqn. 3 is a monotone submodular
function. The monotonicity is immediate. To see that
L(S) is submodular, consider the fact that f(x) =
min(x, a) where a ≥ 0 is a concave non-decreasing
function, and by Theorem 1, each summand in Eqn. 3
is a submodular function, and as summation pre-
serves submodularity, L(S) is submodular.

Next, we explain the intuition behind Eqn. 3. Basi-
cally, Ci(S) measures how similar S is to element i,
or how much of i is “covered” by S. Then Ci(V ) is
just the largest value that Ci(S) can achieve. We call
i “saturated” by S when min{Ci(S), αCi(V )} =
αCi(V ). When i is already saturated in this way,
any new sentence j can not further improve the
coverage of i even if it is very similar to i (i.e.,
Ci(S ∪ {j}) − Ci(S) is large). This will give other
sentences that are not yet saturated a higher chance
of being better covered, and therefore the resulting
summary tends to better cover the entire document.

One simple way to define Ci(S) is just to use

Ci(S) =
∑
j∈S

wi,j (4)

where wi,j ≥ 0 measures the similarity between i
and j. In this case, when α = 1, Eqn. 3 reduces
to the case where L(S) =

∑
i∈V,j∈S wi,j . As we

will see in Section 5, having an α that is less than
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1 significantly improves the performance compared
to the case when α = 1, which coincides with our
intuition that using a truncation threshold improves
the final summary’s coverage.

4.2 Diversity reward function

Instead of penalizing redundancy by subtracting from
the objective, we propose to reward diversity by
adding the following to the objective:

R(S) =
K∑
i=1

√ ∑
j∈Pi∩S

rj . (5)

where Pi, i = 1, · · ·K is a partition of the ground
set V (i.e.,

⋃
i Pi = V and the Pis are disjoint) into

separate clusters, and ri ≥ 0 indicates the singleton
reward of i (i.e., the reward of adding i into the empty
set). The value ri estimates the importance of i to
the summary. The functionR(S) rewards diversity
in that there is usually more benefit to selecting a
sentence from a cluster not yet having one of its
elements already chosen. As soon as an element
is selected from a cluster, other elements from the
same cluster start having diminishing gain, thanks
to the square root function. For instance, consider
the case where k1, k2 ∈ P1, k3 ∈ P2, and rk1 = 4,
rk2 = 9, and rk3 = 4. Assume k1 is already in the
summary set S. Greedily selecting the next element
will choose k3 rather than k2 since

√
13 < 2 + 2. In

other words, adding k3 achieves a greater reward as it
increases the diversity of the summary (by choosing
from a different cluster). Note,R(S) is distinct from
L(S) in that R(S) might wish to include certain
outlier material that L(S) could ignore.

It is easy to show that R(S) is submodular by
using the composition rule from Theorem 1. The
square root is non-decreasing concave function.
Inside each square root lies a modular function
with non-negative weights (and thus is monotone).
Applying the square root to such a monotone sub-
modular function yields a submodular function, and
summing them all together retains submodularity, as
mentioned in Section 2. The monotonicity ofR(S)
is straightforward. Note, the form of Eqn. 5 is similar
to structured group norms (e.g., (Zhao et al., 2009)),
recently shown to be related to submodularity (Bach,
2010; Jegelka and Bilmes, 2011).

Several extensions to Eqn. 5 are discussed
next: First, instead of using a ground set partition,
intersecting clusters can be used. Second, the
square root function in Eqn. 5 can be replaced with
any other non-decreasing concave functions (e.g.,
f(x) = log(1 + x)) while preserving the desired
property ofR(S), and the curvature of the concave
function then determines the rate that the reward
diminishes. Last, multi-resolution clustering (or
partitions) with different sizes (K) can be used, i.e.,
we can use a mixture of components, each of which
has the structure of Eqn. 5. A mixture can better
represent the core structure of the ground set (e.g.,
the hierarchical structure in the documents (Celiky-
ilmaz and Hakkani-tür, 2010)). All such extensions
preserve both monotonicity and submodularity.

5 Experiments

The document understanding conference (DUC)
(http://duc.nist.org) was the main forum
providing benchmarks for researchers working
on document summarization. The tasks in DUC
evolved from single-document summarization to
multi-document summarization, and from generic
summarization (2001–2004) to query-focused sum-
marization (2005–2007). As ROUGE (Lin, 2004)
has been officially adopted for DUC evaluations
since 2004, we also take it as our main evaluation
criterion. We evaluated our approaches on DUC
data 2003-2007, and demonstrate results on both
generic and query-focused summarization. In all
experiments, the modified greedy algorithm (Lin and
Bilmes, 2010) was used for summary generation.

5.1 Generic summarization

Summarization tasks in DUC-03 and DUC-04 are
multi-document summarization on English news
articles. In each task, 50 document clusters are
given, each of which consists of 10 documents.
For each document cluster, the system generated
summary may not be longer than 665 bytes including
spaces and punctuation. We used DUC-03 as
our development set, and tested on DUC-04 data.
We show ROUGE-1 scores1 as it was the main
evaluation criterion for DUC-03, 04 evaluations.

1ROUGE version 1.5.5 with options: -a -c 95 -b 665 -m -n 4
-w 1.2
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Documents were pre-processed by segmenting sen-
tences and stemming words using the Porter Stemmer.
Each sentence was represented using a bag-of-terms
vector, where we used context terms up to bi-grams.
Similarity between sentence i and sentence j, i.e.,
wi,j , was computed using cosine similarity:

wi,j =

∑
w∈si tfw,i × tfw,j × idf2

w√∑
w∈si tf2

w,si idf2
w

√∑
w∈sj tf2

w,j idf2
w

,

where tfw,i and tfw,j are the numbers of times that
w appears in si and sentence sj respectively, and
idfw is the inverse document frequency (IDF) of
term w (up to bigram), which was calculated as the
logarithm of the ratio of the number of articles that
w appears over the total number of all articles in the
document cluster.

Table 1: ROUGE-1 recall (R) and F-measure (F) results
(%) on DUC-04. DUC-03 was used as development set.

DUC-04 R FP
i∈V

P
j∈S wi,j 33.59 32.44

L1(S) 39.03 38.65
R1(S) 38.23 37.81

L1(S) + λR1(S) 39.35 38.90
Takamura and Okumura (2009) 38.50 -

Wang et al. (2009) 39.07 -
Lin and Bilmes (2010) - 38.39

Best system in DUC-04 (peer 65) 38.28 37.94

We first tested our coverage and diversity re-
ward objectives separately. For coverage, we use a
modular Ci(S) =

∑
j∈S wi,j for each sentence i, i.e.,

L1(S) =
∑
i∈V

min

∑
j∈S

wi,j , α
∑
k∈V

wi,k

 . (6)

When α = 1, L1(S) reduces to
∑

i∈V,j∈S wi,j ,
which measures the overall similarity of summary
set S to ground set V . As mentioned in Section 4.1,
using such similarity measurement could possibly
over-concentrate on a small portion of the document
and result in a poor coverage of the whole document.
As shown in Table 1, optimizing this objective
function gives a ROUGE-1 F-measure score 32.44%.
On the other hand, when using L1(S) with an α < 1
(the value of α was determined on DUC-03 using
a grid search), a ROUGE-1 F-measure score 38.65%
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Figure 1: ROUGE-1 F-measure scores on DUC-03 when
α and K vary in objective function L1(S) + λR1(S),
where λ = 6 and α = a

N .

is achieved, which is already better than the best
performing system in DUC-04.

As for the diversity reward objective, we define
the singleton reward as ri = 1

N

∑
j wi,j , which is

the average similarity of sentence i to the rest of the
document. It basically states that the more similar to
the whole document a sentence is, the more reward
there will be by adding this sentence to an empty
summary set. By using this singleton reward, we
have the following diversity reward function:

R1(S) =
K∑
k=1

√ ∑
j∈S∩Pk

1
N

∑
i∈V

wi,j . (7)

In order to generate Pk, k = 1, · · ·K, we used
CLUTO2 to cluster the sentences, where the IDF-
weighted term vector was used as feature vector, and
a direct K-mean clustering algorithm was used. In
this experiment, we set K = 0.2N . In other words,
there are 5 sentences in each cluster on average.
And as we can see in Table 1, optimizing the
diversity reward function alone achieves comparable
performance to the DUC-04 best system.

Combining L1(S) and R1(S), our system outper-
forms the best system in DUC-04 significantly, and
it also outperforms several recent systems, including
a concept-based summarization approach (Takamura
and Okumura, 2009), a sentence topic model based
system (Wang et al., 2009), and our MMR-styled
submodular system (Lin and Bilmes, 2010). Figure 1
illustrates how ROUGE-1 scores change when α and
K vary on the development set (DUC-03).

2http://glaros.dtc.umn.edu/gkhome/cluto/cluto/overview
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Table 2: ROUGE-2 recall (R) and F-measure (F) results
(%) on DUC-05, where DUC-05 was used as training set.

DUC-05 R F
L1(S) + λRQ(S) 8.38 8.31

Daumé III and Marcu (2006) 7.62 -
Extr, Daumé et al. (2009) 7.67 -
Vine, Daumé et al. (2009) 8.24 -

Table 3: ROUGE-2 recall (R) and F-measure (F) results
on DUC-05 (%). We used DUC-06 as training set.

DUC-05 R F
L1(S) + λRQ(S) 7.82 7.72

Daumé III and Marcu (2006) 6.98 -
Best system in DUC-05 (peer 15) 7.44 7.43

5.2 Query-focused summarization

We evaluated our approach on the task of query-
focused summarization using DUC 05-07 data. In
DUC-05 and DUC-06, participants were given 50
document clusters, where each cluster contains 25
news articles related to the same topic. Participants
were asked to generate summaries of at most 250
words for each cluster. For each cluster, a title and
a narrative describing a user’s information need are
provided. The narrative is usually composed of a
set of questions or a multi-sentence task description.
The main task in DUC-07 is the same as in DUC-06.

In DUC 05-07, ROUGE-2 was the primary
criterion for evaluation, and thus we also report
ROUGE-23 (both recall R, and precision F). Docu-
ments were processed as in Section 5.1. We used both
the title and the narrative as query, where stop words,
including some function words (e.g., “describe”) that
appear frequently in the query, were removed. All
queries were then stemmed using the Porter Stemmer.

Note that there are several ways to incorporate
query-focused information into both the coverage
and diversity reward objectives. For instance, Ci(S)
could be query-dependent in how it measures how
much query-dependent information in i is covered
by S. Also, the coefficient α could be query and sen-
tence dependent, where it takes larger value when a
sentence is more relevant to query (i.e., a larger value
of α means later truncation, and therefore more pos-
sible coverage). Similarly, sentence clustering and
singleton rewards in the diversity function can also

3ROUGE version 1.5.5 was used with option -n 2 -x -m -2 4
-u -c 95 -r 1000 -f A -p 0.5 -t 0 -d -l 250

Table 4: ROUGE-2 recall (R) and F-measure (F) results
(%) on DUC-06, where DUC-05 was used as training set.

DUC-06 R F
L1(S) + λRQ(S) 9.75 9.77

Celikyilmaz and Hakkani-tür (2010) 9.10 -
Shen and Li (2010) 9.30 -

Best system in DUC-06 (peer 24) 9.51 9.51

Table 5: ROUGE-2 recall (R) and F-measure (F) re-
sults (%) on DUC-07. DUC-05 was used as training
set for objective L1(S) + λRQ(S). DUC-05 and DUC-
06 were used as training sets for objective L1(S) +∑
κ λκRQ,κ(S).

DUC-07 R F
L1(S) + λRQ(S) 12.18 12.13

L1(S) +
P3
κ=1 λκRQ,κ(S) 12.38 12.33

Toutanova et al. (2007) 11.89 11.89
Haghighi and Vanderwende (2009) 11.80 -

Celikyilmaz and Hakkani-tür (2010) 11.40 -
Best system in DUC-07 (peer 15) 12.45 12.29

be query-dependent. In this experiment, we explore
an objective with a query-independent coverage func-
tion (R1(S)), indicating prior importance, combined
with a query-dependent diversity reward function,
where the latter is defined as:

RQ(S) =
K∑
k=1

√√√√ ∑
j∈S∩Pk

(
β

N

∑
i∈V

wi,j + (1− β)rj,Q

)
,

where 0 ≤ β ≤ 1, and rj,Q represents the rel-
evance between sentence j to query Q. This
query-dependent reward function is derived by
using a singleton reward that is expressed as a
convex combination of the query-independent score
( 1
N

∑
i∈V wi,j) and the query-dependent score (rj,Q)

of a sentence. We simply used the number of
terms (up to a bi-gram) that sentence j overlaps the
query Q as rj,Q, where the IDF weighting is not
used (i.e., every term in the query, after stop word
removal, was treated as equally important). Both
query-independent and query-dependent scores were
then normalized by their largest value respectively
such that they had roughly the same dynamic range.

To better estimate of the relevance between query
and sentences, we further expanded sentences with
synonyms and hypernyms of its constituent words. In
particular, part-of-speech tags were obtained for each
sentence using the maximum entropy part-of-speech
tagger (Ratnaparkhi, 1996), and all nouns were then
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expanded with their synonyms and hypernyms using
WordNet (Fellbaum, 1998). Note that these expanded
documents were only used in the estimation rj,Q, and
we plan to further explore whether there is benefit to
use the expanded documents either in sentence sim-
ilarity estimation or in sentence clustering in our fu-
ture work. We also tried to expand the query with syn-
onyms and observed a performance decrease, presum-
ably due to noisy information in a query expression.

While it is possible to use an approach that is
similar to (Toutanova et al., 2007) to learn the
coefficients in our objective function, we trained all
coefficients to maximize ROUGE-2 F-measure score
using the Nelder-Mead (derivative-free) method.
Using L1(S)+λRQ(S) as the objective and with the
same sentence clustering algorithm as in the generic
summarization experiment (K = 0.2N ), our system,
when both trained and tested on DUC-05 (results in
Table 2), outperforms the Bayesian query-focused
summarization approach and the search-based
structured prediction approach, which were also
trained and tested on DUC-05 (Daumé et al., 2009).
Note that the system in (Daumé et al., 2009) that
achieves its best performance (8.24% in ROUGE-2
recall) is a so called “vine-growth” system, which
can be seen as an abstractive approach, whereas our
system is purely an extractive system. Comparing
to the extractive system in (Daumé et al., 2009), our
system performs much better (8.38% v.s. 7.67%).
More importantly, when trained only on DUC-06 and
tested on DUC-05 (results in Table 3), our approach
outperforms the best system in DUC-05 significantly.

We further tested the system trained on DUC-05
on both DUC-06 and DUC-07. The results on
DUC-06 are shown in Table. 4. Our system outper-
forms the best system in DUC-06, as well as two
recent approaches (Shen and Li, 2010; Celikyilmaz
and Hakkani-tür, 2010). On DUC-07, in terms of
ROUGE-2 score, our system outperforms PYTHY
(Toutanova et al., 2007), a state-of-the-art supervised
summarization system, as well as two recent systems
including a generative summarization system based
on topic models (Haghighi and Vanderwende,
2009), and a hybrid hierarchical summarization
system (Celikyilmaz and Hakkani-tür, 2010). It
also achieves comparable performance to the best
DUC-07 system. Note that in the best DUC-07
system (Pingali et al., 2007; Jagarlamudi et al., 2006),

an external web search engine (Yahoo!) was used
to estimate a language model for query relevance. In
our system, no such web search expansion was used.

To further improve the performance of our system,
we used both DUC-05 and DUC-06 as a training
set, and introduced three diversity reward terms
into the objective where three different sentence
clusterings with different resolutions were produced
(with sizes 0.3N, 0.15N and 0.05N ). Denoting
a diversity reward corresponding to clustering κ
as RQ,κ(S), we model the summary quality as
L1(S) +

∑3
κ=1 λκRQ,κ(S). As shown in Table 5,

using this objective function with multi-resolution
diversity rewards improves our results further, and
outperforms the best system in DUC-07 in terms of
ROUGE-2 F-measure score.

6 Conclusion and discussion

In this paper, we show that submodularity naturally
arises in document summarization. Not only do
many existing automatic summarization methods cor-
respond to submodular function optimization, but
also the widely used ROUGE evaluation is closely
related to submodular functions. As the correspond-
ing submodular optimization problem can be solved
efficiently and effectively, the remaining question
is then how to design a submodular objective that
best models the task. To address this problem, we
introduce a powerful class of monotone submodular
functions that are well suited to document summariza-
tion by modeling two important properties of a sum-
mary, fidelity and diversity. While more advanced
NLP techniques could be easily incorporated into our
functions (e.g., language models could define a better
Ci(S), more advanced relevance estimations for the
singleton rewards ri, and better and/or overlapping
clustering algorithms for our diversity reward), we
already show top results on standard benchmark eval-
uations using fairly basic NLP methods (e.g., term
weighting and WordNet expansion), all, we believe,
thanks to the power and generality of submodular
functions. As information retrieval and web search
are closely related to query-focused summarization,
our approach might be beneficial in those areas as
well.

518



References

F. Bach. 2010. Structured sparsity-inducing norms
through submodular functions. Advances in Neural
Information Processing Systems.

J. Carbonell and J. Goldstein. 1998. The use of MMR,
diversity-based reranking for reordering documents and
producing summaries. In Proc. of SIGIR.

A. Celikyilmaz and D. Hakkani-tür. 2010. A hybrid hier-
archical model for multi-document summarization. In
Proceedings of the 48th Annual Meeting of the Associ-
ation for Computational Linguistics, pages 815–824,
Uppsala, Sweden, July. Association for Computational
Linguistics.
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Abstract 

We present a simple semi-supervised 

relation extraction system with large-scale 
word clustering. We focus on 

systematically exploring the effectiveness 

of different cluster-based features. We also 

propose several statistical methods for 
selecting clusters at an appropriate level of 

granularity. When training on different 

sizes of data, our semi-supervised approach 
consistently outperformed a state-of-the-art 

supervised baseline system. 

1 Introduction 

Relation extraction is an important information 

extraction task in natural language processing 
(NLP), with many practical applications. The goal 

of relation extraction is to detect and characterize 

semantic relations between pairs of entities in text. 
For example, a relation extraction system needs to 

be able to extract an Employment relation between 

the entities US soldier and US in the phrase US 
soldier.  

Current supervised approaches for tackling this 

problem, in general, fall into two categories: 
feature based and kernel based. Given an entity 

pair and a sentence containing the pair, both 

approaches usually start with multiple level 
analyses of the sentence such as tokenization, 

partial or full syntactic parsing, and dependency 

parsing. Then the feature based method explicitly 
extracts a variety of lexical, syntactic and semantic 

features for statistical learning, either generative or 

discriminative (Miller et al., 2000; Kambhatla, 

2004; Boschee et al., 2005; Grishman et al., 2005; 
Zhou et al., 2005; Jiang and Zhai, 2007). In 

contrast, the kernel based method does not 

explicitly extract features; it designs kernel 
functions over the structured sentence 

representations (sequence, dependency or parse 

tree) to capture the similarities between different 
relation instances (Zelenko et al., 2003; Bunescu 

and Mooney, 2005a; Bunescu and Mooney, 2005b; 

Zhao and Grishman, 2005; Zhang et al., 2006; 
Zhou et al., 2007; Qian et al., 2008). Both lines of 

work depend on effective features, either explicitly 

or implicitly.  
The performance of a supervised relation 

extraction system is usually degraded by the 

sparsity of lexical features. For example, unless the 
example US soldier has previously been seen in the 

training data, it would be difficult for both the 

feature based and the kernel based systems to 
detect whether there is an Employment relation or 

not. Because the syntactic feature of the phrase US 

soldier is simply a noun-noun compound which is 
quite general, the words in it are crucial for 

extracting the relation. 

This motivates our work to use word clusters as 
additional features for relation extraction. The 

assumption is that even if the word soldier may 

never have been seen in the annotated Employment 
relation instances, other words which share the 

same cluster membership with soldier such as 

president and ambassador may have been 
observed in the Employment instances. The 

absence of lexical features can be compensated by 

521



the cluster features. Moreover, word clusters may 

implicitly correspond to different relation classes. 
For example, the cluster of president may be 

related to the Employment relation as in US 

president while the cluster of businessman may be 
related to the Affiliation relation as in US 

businessman.   

The main contributions of this paper are: we 
explore the cluster-based features in a systematic 

way and propose several statistical methods for 

selecting effective clusters.  We study the impact 
of the size of training data on cluster features and 

analyze the performance improvements through an 

extensive experimental study. 
The rest of this paper is organized as follows: 

Section 2 presents related work and Section 3 

provides the background of the relation extraction 
task and the word clustering algorithm. Section 4 

describes in detail a state-of-the-art supervised 

baseline system. Section 5 describes the cluster-
based features and the cluster selection methods. 

We present experimental results in Section 6 and 

conclude in Section 7.  

2 Related Work 

The idea of using word clusters as features in 
discriminative learning was pioneered by Miller et 

al. (2004), who augmented name tagging training 

data with hierarchical word clusters generated by 
the Brown clustering algorithm (Brown et al., 1992) 

from a large unlabeled corpus. They used different 

thresholds to cut the word hierarchy to obtain 
clusters of various granularities for feature 

decoding. Ratinov and Roth (2009) and Turian et 

al. (2010) also explored this approach for name 
tagging. Though all of them used the same 

hierarchical word clustering algorithm for the task 

of name tagging and reported improvements, we 
noticed that the clusters used by Miller et al. (2004) 

were quite different from that of Ratinov and Roth 

(2009) and Turian et al. (2010). To our knowledge, 
there has not been work on selecting clusters in a 

principled way. We move a step further to explore 

several methods in choosing effective clusters. A 
second difference between this work and the above 

ones is that we utilize word clusters in the task of 

relation extraction which is very different from 
sequence labeling tasks such as name tagging and 

chunking. 

Though Boschee et al. (2005) and Chan and 

Roth (2010) used word clusters in relation 
extraction, they shared the same limitation as the 

above approaches in choosing clusters. For 

example, Boschee et al. (2005) chose clusters of 
different granularities and Chan and Roth (2010) 

simply used a single threshold for cutting the word 

hierarchy.  Moreover, Boschee et al. (2005) only 
augmented the predicate (typically a verb or a 

noun of the most importance in a relation in their 

definition) with word clusters while Chan and Roth 
(2010) performed this for any lexical feature 

consisting of a single word. In this paper, we 

systematically explore the effectiveness of adding 
word clusters to different lexical features.  

3 Background  

3.1 Relation Extraction 

One of the well defined relation extraction tasks is 
the Automatic Content Extraction

1
 (ACE) program 

sponsored by the U.S. government. ACE 2004 

defined 7 major entity types: PER (Person), ORG 
(Organization), FAC (Facility), GPE (Geo-Political 

Entity: countries, cities, etc.), LOC (Location), 

WEA (Weapon) and VEH (Vehicle). An entity has 
three types of mention: NAM (proper name), NOM 

(nominal) or PRO (pronoun). A relation was 

defined over a pair of entity mentions within a 
single sentence. The 7 major relation types with 

examples are shown in Table 1. ACE 2004 also 

defined 23 relation subtypes. Following most of 
the previous work, this paper only focuses on 

relation extraction of major types. 
Given a relation instance ( , , )i jx s m m , where 

im  and jm  are a pair of mentions and s  is the 
sentence containing the pair, the goal is to learn a 
function which maps the instance x to a type c, 
where c is one of the 7 defined relation types or the 
type Nil (no relation exists). There are two 
commonly used learning paradigms for relation 
extraction: 

Flat: This strategy performs relation detection 
and classification at the same time. One multi-class 
classifier is trained to discriminate among the 7 
relation types plus the Nil type. 

Hierarchical: This one separates relation 
detection from relation classification. One binary 

                                                        
1 Task definition: http://www.itl.nist.gov/iad/894.01/tests/ace/ 
ACE guidelines: http://projects.ldc.upenn.edu/ace/ 
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classifier is trained first to distinguish between 
relation instances and non-relation instances. This 
can be done by grouping all the instances of the 7 
relation types into a positive class and the instances 
of Nil into a negative class. Then the thresholded 
output of this binary classifier is used as training 
data for learning a multi-class classifier for the 7 
relation types (Bunescu and Mooney, 2005b). 
 

Type Example 

EMP-ORG US president 

PHYS a military base in Germany 

GPE-AFF U.S. businessman 

PER-SOC a spokesman for the senator 

DISC each of whom 

ART US helicopters 

OTHER-AFF Cuban-American people 

 
Table 1:  ACE relation types and examples from the 

annotation guideline 2 . The heads of the two entity 

mentions are marked. Types are listed in decreasing 
order of frequency of occurrence in the ACE corpus. 

3.2 Brown Word Clustering 

The Brown algorithm is a hierarchical clustering 

algorithm which initially assigns each word to its 

own cluster and then repeatedly merges the two 
clusters which cause the least loss in average 

mutual information between adjacent clusters 

based on bigram statistics.  By tracing the pairwise 
merging steps, one can obtain a word hierarchy 

which can be represented as a binary tree. A word 

can be compactly represented as a bit string by 
following the path from the root to itself in the tree, 

assigning a 0 for each left branch, and a 1 for each 

right branch. A cluster is just a branch of that tree. 
A high branch may correspond to more general 

concepts while the lower branches it includes 

might correspond to more specific ones.  
Brown et al. (1992) described an efficient 

implementation based on a greedy algorithm which 

initially assigned only the most frequent words into 
distinct clusters. It is worth pointing out that in this 

implementation each word occupies a leaf in the 

hierarchy, but each leaf might contain more than 
one word as can be seen from Table 2. The lengths 

of the bit strings also vary among different words. 
 
 

                                                        
2 http://projects.ldc.upenn.edu/ace/docs/EnglishRDCV4-3-
2.PDF 

Bit string Examples 

111011011100 US … 

1110110111011 U.S. … 

1110110110000 American … 

1110110111110110 Cuban, Pakistani, Russian …  

11111110010111 Germany, Poland, Greece …  

110111110100 businessman, journalist, reporter 

1101111101111 president, governor, premier…  

1101111101100    senator, soldier, ambassador … 

11011101110 spokesman, spokeswoman, … 

11001100 people, persons, miners, Haitians 

110110111011111 base, compound, camps, camp … 

110010111 helicopters, tanks, Marines … 

 
Table 2: An example of words and their bit string 

representations obtained in this paper. Words in bold are 

head words that appeared in Table 1. 

4 Feature Based Relation Extraction 

Given a pair of entity mentions ,i jm m  and the 
sentence containing the pair, a feature based 
system extracts a feature vector v  which contains 
diverse lexical, syntactic and semantic features. 
The goal is to learn a function which can estimate 
the conditional probability ( | )p c v , the probability 
of a relation type c given the feature vector v . The 
type with the highest probability will be output as 
the class label for the mention pair.  

We now describe a supervised baseline system 

with a very large set of features and its learning 

strategy.  

4.1 Baseline Feature Set 

We first adopted the full feature set from Zhou et 

al. (2005), a state-of-the-art feature based relation 

extraction system. For space reasons, we only 
show the lexical features as in Table 3 and refer the 

reader to the paper for the rest of the features.  

At the lexical level, a relation instance can be 
seen as a sequence of tokens which form a five 

tuple <Before, M1, Between, M2, After>. Tokens 

of the five members and the interaction between 
the heads of the two mentions can be extracted as 

features as shown in Table 3. 

In addition, we cherry-picked the following 
features which were not included in Zhou et al. 

(2005) but were shown to be quite effective for 

relation extraction. 
Bigram of the words between the two mentions: 

This was extracted by both Zhao and Grishman 

(2005) and Jiang and Zhai (2007), aiming to 
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provide more order information of the tokens 

between the two mentions. 
Patterns:  There are three types of patterns: 1) 

the sequence of the tokens between the two 

mentions as used in Boschee et al. (2005); 2) the 
sequence of the heads of the constituents between 

the two mentions as used by Grishman et al. (2005); 

3) the shortest dependency path between the two 
mentions in a dependency tree as adopted by 

Bunescu and Mooney (2005a). These patterns can 

provide more structured information of how the 
two mentions are connected.  

Title list: This is tailored for the EMP-ORG type 

of relations as the head of one of the mentions is 
usually a title. The features are decoded in a way 

similar to that of Sun (2009).  
 

Position Feature Description 

Before BM1F first word before M1 

BM1L second word before M1 

M1 WM1 bag-of-words in M1 

HM1 head3 word of M1 

Between WBNULL when no word in between 

WBFL the only word in between when 

only one word in between 

WBF first word in between when at 

least two words in between 

WBL last word in between when at 

least two words in between 

WBO other words in between except 

first and last words when at 

least three words in between 

M2 WM2 bag-of-words in M2 

HM2 head word of M2 

M12 HM12 combination of HM1 and HM2 

After AM2F  first word after M2 

AM2L  second word after M2 

 

Table 3: Lexical features for relation extraction. 

4.2 Baseline Learning Strategy 

We employ a simple learning framework that is 

similar to the hierarchical learning strategy as 
described in Section 3.1. Specifically, we first train 

a binary classifier to distinguish between relation 

instances and non-relation instances. Then rather 
than using the thresholded output of this binary 

classifier as training data, we use only the 

annotated relation instances to train a multi-class 
classifier for the 7 relation types. In the test phase, 
                                                        
3 The head word of a mention is normally set as the last word 
of the mention as in Zhou et al. (2005). 

given a test instance x , we first apply the binary 

classifier to it for relation detection; if it is detected 

as a relation instance we then apply the multi-class 

relation classifier to classify it
4
. 

5 Cluster Feature Selection 

The selection of cluster features aims to answer the 
following two questions: which lexical features 

should be augmented with word clusters to 

improve generalization accuracy? How to select 
clusters at an appropriate level of granularity? We 

will describe our solutions in Section 5.1 and 5.2. 

5.1 Cluster Feature Decoding 

While each one of the lexical features in Table 3 
used by the baseline can potentially be augmented 

with word clusters, we believe the effectiveness of 

a lexical feature with augmentation of word 
clusters should be tested either individually or 

incrementally according to a rank of its importance 

as shown in Table 4. We will show the 
effectiveness of each cluster feature in the 

experiment section. 
 

Impor- 

tance 

Lexical 

Feature 

Description of 

lexical feature 

Cluster Feature 

1 HM HM1, HM2 and 

HM12 

HM1_WC, 

HM2_WC, 

HM12_WC 

2 BagWM WM1 and WM2 BagWM_WC 

3 HC a head5 of a chunk 

in context 

HC_WC 

4 BagWC word of context BagWC_WC 

 

Table 4: Cluster features ordered by importance. 

 

The importance is based on linguistic intuitions 

and observations of the contributions of different 

lexical features from various feature based systems. 
Table 4 simplifies a relation instance as a three 

tuple <Context, M1, M2> where the Context 

includes the Before, Between and After from the 

                                                        
4 Both the binary and multi-class classifiers output normalized 
probabilities in the range [0,1]. When the binary classifier’s 
prediction probability is greater than 0.5, we take the 
prediction with the highest probability of the multi-class 
classifier as the final class label. When it is in the range 

[0.3,0.5], we only consider as the final class label the 
prediction of the multi-class classifier with a probability which 
is greater than 0.9. All other cases are taken as non-relation 
instances. 
5 The head of a chunk is defined as the last word in the chunk. 
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five tuple representation. As a relation in ACE is 

usually short, the words of the two entity mentions 
can provide more critical indications for relation 

classification than the words from the context. 

Within the two entity mentions, the head word of 
each mention is usually more important than other 

words of the mention; the conjunction of the two 

heads can provide an additional clue. And in 
general words other than the chunk head in the 

context do not contribute to establishing a 

relationship between the two entity mentions. 
The cluster based semi-supervised system works 

by adding an additional layer of lexical features 

that incorporate word clusters as shown in column 
4 of Table 4. Take the US soldier as an example, if 

we decide to use a length of 10 as a threshold to 

cut the Brown word hierarchy to generate word 
clusters, we will extract a cluster feature 

HM1_WC10=1101111101 in addition to the 

lexical feature HM1=soldier given that the full bit 
string of soldier is  1101111101100 in Table 2. 

(Note that the cluster feature is a nominal feature, 

not to be confused with an integer feature.) 

5.2 Selection of Clusters 

Given the bit string representations of all the words 

in a vocabulary, researchers usually use prefixes of 
different lengths of the bit strings to produce word 

clusters of various granularities. However, how to 

choose the set of prefix lengths in a principled way? 
This has not been answered by prior work. 

Our main idea is to learn the best set of prefix 

lengths, perhaps through the validation of their 
effectiveness on a development set of data. To our 

knowledge, previous research simply uses ad-hoc 

prefix lengths and lacks this training procedure. 
The training procedure can be extremely slow for 

reasons to be explained below. 
Formally, let l  be the set of available prefix 

lengths ranging from 1 bit to the length of the 
longest bit string in the Brown word hierarchy and 
let m  be the set of prefix lengths we want to use in 
decoding cluster features, then the problem of 
selecting effective clusters transforms to finding a 
| |m -combination of the set l which maximizes 
system performance. The training procedure can be 
extremely time consuming if we enumerate every 
possible | |m -combination of l , given that | |m  
can range from 1 to the size of l and the size of 
l equals the length of the longest bit string which is 

usually 20 when inducing 1,000 clusters using the 
Brown algorithm.                                  

One way to achieve better efficiency is to 
consider only a subset of l instead of the full set. In 
addition, we limit ourselves to use sizes 3 and 4 for 
m  for matching prior work. This keeps the cluster 
features to a manageable size considering that 
every word in your vocabulary could contribute to 
a lexical feature. For picking a subset of l , we 
propose below two statistical measures for 
computing the importance of a certain prefix 
length. 

Information Gain (IG): IG measures the 

quality or importance of a feature f by computing 
the difference between the prior entropy of classes 

C and the posterior entropy, given values V of the 

feature f (Hunt et al., 1966; Quinlan, 1986). For 
our purpose, C is the set of relation types, f is a 

cluster-based feature with a certain prefix length 

such as HM1_WC* where * means the prefix 
length and a value v is the prefix of the bit string 

representation of HM1. More formally, the IG of f 

is computed as follows: 

( ) ( ) log ( )

( ( ) ( | ) log ( | ))

c C

v V c C

IG f p c p c

p v p c v p c v



 

  

 



 
        (1) 

where the first and second terms refer to the prior 

and posterior entropies respectively. 

For each prefix length in the set l , we can 

compute its IG for a type of cluster feature and 
then rank the prefix lengths based on their IGs for 

that cluster feature. For simplicity, we rank the 

prefix lengths for a group of cluster features (a 
group is a row from column 4 in Table 4) by 

collapsing the individual cluster features into a 

single cluster feature. For example, we collapse the 
3 types: HM1_WC, HM2_WC and HM12_WC into 

a single type HM_WC for computing the IG.  

Prefix Coverage (PC): If we use a short prefix 
then the clusters produced correspond to the high 

branches in the word hierarchy and would be very 

general. The cluster features may not provide more 
informative information than the words themselves. 

Similarly, if we use a long prefix such as the length 

of the longest bit string, then maybe only a few of 
the lexical features can be covered by clusters. To 

capture this intuition, we define the PC of a prefix 

length i as below: 

525



( )
( )

( )

ic

l

count f
PC i

count f
                         (2) 

where lf  stands for a lexical feature such as HM1 
and

icf  a cluster feature with prefix length i such as 
HM1_WCi, (*)count  is the number of 
occurrences of that feature in training data. 

Similar to IG, we compute PC for a group of 

cluster features, not for each individual feature. 
In our experiments, the top 10 ranked prefix 

lengths based on IG and prefix lengths with PC 

values in the range [0.4, 0.9] were used. 
In addition to the above two statistical measures, 

for comparison, we introduce another two simple 

but extreme measures for the selection of clusters. 
Use All Prefixes (UA): UA produces a cluster 

feature at every available bit length with the hope 

that the underlying supervised system can learn 
proper weights of different cluster features during 

training. For example, if the full bit representation 

of “Apple” is “000”, UA would produce three 
cluster features: prefix1=0, prefix2=00 and 

prefix3=000. Because this method does not need 

validation on the development set, it is the laziest 
but the fastest method for selecting clusters.  

Exhaustive Search (ES): ES works by trying 

every possible combination of the set l and picking 

the one that works the best for the development set. 
This is the most cautious and the slowest method 

for selecting clusters. 

6 Experiments 

In this section, we first present details of our 

unsupervised word clusters, the relation extraction 
data set and its preprocessing. We then present a 

series of experiments coupled with result analyses. 

We used the English portion of the TDT5 
corpora (LDC2006T18) as our unlabeled data for 

inducing word clusters. It contains roughly 83 

million words in 3.4 million sentences with a 
vocabulary size of 450K. We left case intact in the 

corpora. Following previous work, we used 

Liang’s implementation of the Brown clustering 
algorithm (Liang, 2005).  We induced 1,000 word 

clusters for words that appeared at least twice in 

the corpora. The reduced vocabulary contains 
255K unique words. The clusters are available at 

http://www.cs.nyu.edu/~asun/data/TDT5_BrownW

C.tar.gz. 
For relation extraction, we used the benchmark 

ACE 2004 training data. Following most of the 

previous research, we used in experiments the 

nwire (newswire) and bnews (broadcast news) 
genres of the data containing 348 documents and 

4374 relation instances. We extracted an instance 

for every pair of mentions in the same sentence 
which were separated by no more than two other 

mentions. The non-relation instances generated 

were about 8 times more than the relation instances.  
Preprocessing of the ACE documents: We used 

the Stanford parser
6
 for syntactic and dependency 

parsing. We used chunklink
7
 to derive chunking 

information from the Stanford parsing. Because 

some bnews documents are in lower case, we 

recover the case for the head of a mention if its 
type is NAM by making the first character into its 

upper case. This is for better matching between the 

words in ACE and the words in the unsupervised 
word clusters. 

We used the OpenNLP
8

 maximum entropy 

(maxent) package as our machine learning tool. 
We choose to work with maxent because the 

training is fast and it has a good support for multi-

class classification. 

6.1 Baseline Performance 

Following previous work, we did 5-fold cross-

validation on the 348 documents with hand-
annotated entity mentions. Our results are shown in 

Table 5 which also lists the results of another three 

state-of-the-art feature based systems. For this and 
the following experiments, all the results were 

computed at the relation mention level. 

 
System P(%) R(%) F(%) 

Zhou et al. (2007)9 78.2 63.4 70.1 

Zhao and Grishman (2005)10 69.2 71.5 70.4 

Our Baseline 73.4 67.7 70.4 

Jiang and Zhai (2007) 11 72.4 70.2 71.3 
 
Table 5: Performance comparison on the ACE 2004 
data over the 7 relation types. 

                                                        
6 http://nlp.stanford.edu/software/lex-parser.shtml 
7 http://ilk.uvt.nl/team/sabine/chunklink/README.html 
8 http://opennlp.sourceforge.net/ 
9 Zhou et al. (2005) tested their system on the ACE 2003 data; 
Zhou et al. (2007) tested their system on the ACE 2004 data. 

10  The paper gives a recall value of 70.5, which is not 
consistent with the given values of P and F. An examination of 

the correspondence in preparing this paper indicates that the 
correct recall value is 71.5. 
11 The result is from using the All features in Jiang and Zhai 
(2007). It is not quite clear from the paper that whether they 
used the 348 documents or the whole 2004 training data. 
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Note that although all the 4 systems did 5-fold 

cross-validation on the ACE 2004 data, the 
detailed data partition might be different. Also, we 

were doing cross-validation at the document level 

which we believe was more natural than the 
instance level. Nonetheless, we believe our 

baseline system has achieved very competitive 

performance. 

6.2 The Effectiveness of Cluster Selection 

Methods 

We investigated the tradeoff between performance 

and training time of each proposed method in 
selecting clusters. In this experiment, we randomly 

selected 70 documents from the 348 documents as 
test data which roughly equaled the size of 1 fold 

in the baseline in Section 6.1. For the baseline in 

this section, all the rest of the documents were used 
as training data. For the semi-supervised system, 

70 percent of the rest of the documents were 

randomly selected as training data and 30 percent 
as development data. The set of prefix lengths that 

worked the best for the development set was 

chosen to select clusters. We only used the cluster 
feature HM_WC in this experiment.  
 

System F △ Training  Time (in minute) 

Baseline 70.70  1 

UA 71.19 +0.49 1.5 

PC3 71.65 +0.95 30 

PC4 71.72 +1.02 46 

IG3 71.65 +0.95 45 

IG4 71.68 +0.98 78 

ES3 71.66 +0.96 465 

ES4 71.60 +0.90 1678 

 

Table 6: The tradeoff between performance and training 

time of each method in selecting clusters. PC3 means 

using 3 prefixes with the PC method. △ in this paper 

means the difference between a system and the baseline. 

 
Table 6 shows that all the 4 proposed methods 

improved baseline performance, with UA as the 

fastest and ES as the slowest. It was interesting that 
ES did not always outperform the two statistical 

methods which might be because of its overfitting 

to the development set. In general, both PC and IG 
had good balances between performance and 

training time. There was no dramatic difference in 

performance between using 3 and 4 prefix lengths.  

For the rest of this paper, we will only use PC4 

as our method in selecting clusters. 

6.3 The Effectiveness of Cluster Features 

The baseline here is the same one used in Section 

6.1. For the semi-supervised system, each test fold 

was the same one used in the baseline and the other 
4 folds were further split into a training set and a 

development set in a ratio of 7:3 for selecting 

clusters. We first added the cluster features 
individually into the baseline and then added them 

incrementally according to the order specified in 

Table 4. 
 
System F △ 

1 Baseline 70.4  

2 1 + HM_WC 71.5 + 1.1 

3 1 + BagWM_WC 71.0 + 0.6 

4 1 + HC_WC 69.6 - 0.8 

5 1 + BagWC_WC 46.1 - 24.3 

6 2 + BagWM_WC 71.0 + 0.6 

7 6 + HC_WC 70.6 + 0.2 

8 7+ BagWC_WC 50.3 - 20.1 

 

Table 7: Performance 12  of the baseline and using 

different cluster features with PC4 over the 7 types.  
 

We found that adding clusters to the heads of the 

two mentions was the most effective way of 

introducing cluster features. Adding clusters to the 
words of the mentions can also help, though not as 

good as the heads. We were surprised that the 

heads of chunks in context did not help. This might 
be because ACE relations are usually short and the 

limited number of long relations is not sufficient in 

generalizing cluster features. Adding clusters to 
every word in context hurt the performance a lot. 

Because of the behavior of each individual feature, 

it was not surprising that adding them 
incrementally did not give more performance gain.  

For the rest of this paper, we will only use 

HM_WC as cluster features. 

6.4 The Impact of Training Size 

We studied the impact of training data size on 

cluster features as shown in Table 8. The test data 
was always the same as the 5-fold used in the 

baseline in Section 6.1. no matter the size of the 

training data. The training documents for the  
                                                        
12  All the improvements of F in Table 7, 8 and 9 were 
significant at confidence levels >= 95%. 
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# docs F of Relation Classification F of Relation Detection 

Baseline PC4 (△) Prefix10(△) Baseline PC4(△) Prefix10(△) 

50 62.9 63.8(+ 0.9) 63.7(+0.8) 71.4 71.9(+ 0.5) 71.6(+0.2) 

75 62.8 64.6(+ 1.8) 63.9(+1.1) 71.5 72.3(+ 0.8) 72.5(+1.0) 

125 66.1 68.1(+ 2.0) 67.5(+1.4) 74.5 74.8(+ 0.3) 74.3(-0.2) 

175 67.8 69.7(+ 1.9) 69.5(+1.7) 75.2 75.5(+ 0.3) 75.2(0.0) 

225 68.9 70.1(+ 1.2) 69.6(+0.7) 75.6 75.9(+ 0.3) 75.3(-0.3) 

≈280 70.4 71.5(+ 1.1) 70.7(+0.3) 76.4 76.9(+ 0.5) 76.3(-0.1) 

 

Table 8: Performance over the 7 relation types with different sizes of training data. Prefix10 uses the single prefix 

length 10 to generate word clusters as used by Chan and Roth (2010). 

 

Type P R F 

Baseline PC4 (△) Baseline PC4 (△) Baseline PC4 (△) 

EMP-ORG 75.4 77.2(+1.8) 79.8 81.5(+1.7) 77.6 79.3(+1.7) 

PHYS 73.2 71.2(-2.0) 61.6 60.2(-1.4) 66.9 65.3(-1.7) 

GPE-AFF 67.1 69.0(+1.9) 60.0 63.2(+3.2) 63.3 65.9(+2.6) 

PER-SOC 88.2 83.9(-4.3) 58.4 61.0(+2.6) 70.3 70.7(+0.4) 

DISC 79.4 80.6(+1.2) 42.9 46.0(+3.2) 55.7 58.6(+2.9) 

ART 87.9 96.9(+9.0) 63.0 67.4(+4.4) 73.4 79.3(+5.9) 

OTHER-AFF 70.6 80.0(+9.4) 41.4 41.4(0.0) 52.2 54.6(+2.4) 

 
Table 9: Performance of each individual relation type based on 5-fold cross-validation. 

 

current size setup were randomly selected and 

added to the previous size setup (if applicable). For 
example, we randomly selected another 25 

documents and added them to the previous 50 

documents to get 75 documents. We made sure 
that every document participated in this experiment. 

The training documents for each size setup were 

split into a real training set and a development set 
in a ratio of 7:3 for selecting clusters.  

There are some clear trends in Table 8. Under 

each training size, PC4 consistently outperformed 
the baseline and the system Prefix10 for relation 

classification. For PC4, the gain for classification 

was more pronounced than detection. The mixed 
detection results of Prefix10 indicated that only 

using a single prefix may not be stable.   

We did not observe the same trend in the 
reduction of annotation need with cluster-based 

features as in Koo et al. (2008) for dependency 

parsing. PC4 with sizes 50, 125, 175 outperformed 
the baseline with sizes 75, 175, 225 respectively. 

But this was not the case when PC4 was tested 

with sizes 75 and 225.  This might due to the 
complexity of the relation extraction task. 

6.5 Analysis 

There were on average 69 cross-type errors in the 

baseline in Section 6.1 which were reduced to 56 

by using PC4. Table 9 showed that most of the 

improvements involved EMP-ORG, GPE-AFF, 
DISC, ART and OTHER-AFF. The performance 

gain for PER-SOC was not as pronounced as the 

other five types. The five types of relations are 
ambiguous as they share the same entity type GPE 

while the PER-SOC relation only holds between 

PER and PER. This reflects that word clusters can 
help to distinguish between ambiguous relation 

types. 

As mentioned earlier the gain of relation 
detection was not as pronounced as classification 

as shown in Table 8. The unbalanced distribution 

of relation instances and non-relation instances 
remains as an obstacle for pushing the performance 

of relation extraction to the next level. 

7 Conclusion and Future Work 

We have described a semi-supervised relation 

extraction system with large-scale word clustering. 

We have systematically explored the effectiveness 
of different cluster-based features. We have also 

demonstrated that the two proposed statistical 

methods are both effective and efficient in 
selecting clusters at an appropriate level of 

granularity through an extensive experimental 

study. 
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Based on the experimental results, we plan to 

investigate additional ways to improve the 
performance of relation detection. Moreover, 

extending word clustering to phrase clustering (Lin 

and Wu, 2009) and pattern clustering (Sun and 
Grishman, 2010) is worth future investigation for 

relation extraction. 
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Abstract

We present a novel approach to discovering re-
lations and their instantiations from a collec-
tion of documents in a single domain. Our
approach learns relation types by exploiting
meta-constraints that characterize the general
qualities of a good relation in any domain.
These constraints state that instances of a
single relation should exhibit regularities at
multiple levels of linguistic structure, includ-
ing lexicography, syntax, and document-level
context. We capture these regularities via the
structure of our probabilistic model as well
as a set of declaratively-specified constraints
enforced during posterior inference. Across
two domains our approach successfully recov-
ers hidden relation structure, comparable to
or outperforming previous state-of-the-art ap-
proaches. Furthermore, we find that a small
set of constraints is applicable across the do-
mains, and that using domain-specific con-
straints can further improve performance. 1

1 Introduction

In this paper, we introduce a novel approach for the
unsupervised learning of relations and their instan-
tiations from a set of in-domain documents. Given
a collection of news articles about earthquakes, for
example, our method discovers relations such as the
earthquake’s location and resulting damage, and ex-
tracts phrases representing the relations’ instantia-
tions. Clusters of similar in-domain documents are

1The source code for this work is available at:
http://groups.csail.mit.edu/rbg/code/relation extraction/

A strong earthquake rocked the Philippine island of Min-
doro early Tuesday, [destroying]ind [some homes]arg ...

A strong earthquake hit the China-Burma border early
Wednesday ... The official Xinhua News Agency said
[some houses]arg were [damaged]ind ...

A strong earthquake with a preliminary magnitude of 6.6
shook northwestern Greece on Saturday, ... [destroying]ind

[hundreds of old houses]arg ...

Figure 1: Excerpts from newswire articles about earth-
quakes. The indicator and argument words for the dam-
age relation are highlighted.

increasingly available in forms such as Wikipedia ar-
ticle categories, financial reports, and biographies.

In contrast to previous work, our approach learns
from domain-independent meta-constraints on rela-
tion expression, rather than supervision specific to
particular relations and their instances. In particular,
we leverage the linguistic intuition that documents
in a single domain exhibit regularities in how they
express their relations. These regularities occur both
in the relations’ lexical and syntactic realizations as
well as at the level of document structure. For in-
stance, consider the damage relation excerpted from
earthquake articles in Figure 1. Lexically, we ob-
serve similar words in the instances and their con-
texts, such as “destroying” and “houses.” Syntacti-
cally, in two instances the relation instantiation is the
dependency child of the word “destroying.” On the
discourse level, these instances appear toward the
beginning of their respective documents. In general,
valid relations in many domains are characterized by
these coherence properties.

We capture these regularities using a Bayesian
model where the underlying relations are repre-
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sented as latent variables. The model takes as in-
put a constituent-parsed corpus and explains how the
constituents arise from the latent variables. Each re-
lation instantiation is encoded by the variables as
a relation-evoking indicator word (e.g., “destroy-
ing”) and corresponding argument constituent (e.g.,
“some homes”).2 Our approach capitalizes on rela-
tion regularity in two ways. First, the model’s gen-
erative process encourages coherence in the local
features and placement of relation instances. Sec-
ond, we apply posterior regularization (Graça et
al., 2007) during inference to enforce higher-level
declarative constraints, such as requiring indicators
and arguments to be syntactically linked.

We evaluate our approach on two domains pre-
viously studied for high-level document structure
analysis, news articles about earthquakes and finan-
cial markets. Our results demonstrate that we can
successfully identify domain-relevant relations. We
also study the importance and effectiveness of the
declaratively-specified constraints. In particular, we
find that a small set of declarative constraints are
effective across domains, while additional domain-
specific constraints yield further benefits.

2 Related Work

Extraction with Reduced Supervision Recent
research in information extraction has taken large
steps toward reducing the need for labeled data. Ex-
amples include using bootstrapping to amplify small
seed sets of example outputs (Agichtein and Gra-
vano, 2000; Yangarber et al., 2000; Bunescu and
Mooney, 2007; Zhu et al., 2009), leveraging ex-
isting databases that overlap with the text (Mintz
et al., 2009; Yao et al., 2010), and learning gen-
eral domain-independent knowledge bases by ex-
ploiting redundancies in large web and news cor-
pora (Hasegawa et al., 2004; Shinyama and Sekine,
2006; Banko et al., 2007; Yates and Etzioni, 2009).

Our approach is distinct in both the supervision
and data we operate over. First, in contrast to boot-
strapping and database matching approaches, we
learn from meta-qualities, such as low variability in
syntactic patterns, that characterize a good relation.

2We do not use the word “argument” in the syntactic sense—
a relation’s argument may or may not be the syntactic depen-
dency argument of its indicator.

We hypothesize that these properties hold across re-
lations in different domains. Second, in contrast to
work that builds general relation databases from het-
erogeneous corpora, our focus is on learning the re-
lations salient in a single domain. Our setup is more
germane to specialized domains expressing informa-
tion not broadly available on the web.

Earlier work in unsupervised information extrac-
tion has also leveraged meta-knowledge indepen-
dent of specific relation types, such as declaratively-
specified syntactic patterns (Riloff, 1996), frequent
dependency subtree patterns (Sudo et al., 2003), and
automatic clusterings of syntactic patterns (Lin and
Pantel, 2001; Zhang et al., 2005) and contexts (Chen
et al., 2005; Rosenfeld and Feldman, 2007). Our ap-
proach incorporates a broader range of constraints
and balances constraints with underlying patterns
learned from the data, thereby requiring more so-
phisticated machinery for modeling and inference.

Extraction with Constraints Previous work has
recognized the appeal of applying declarative con-
straints to extraction. In a supervised setting, Roth
and Yih (2004) induce relations by using linear pro-
gramming to impose global declarative constraints
on the output from a set of classifiers trained on lo-
cal features. Chang et al. (2007) propose an objec-
tive function for semi-supervised extraction that bal-
ances likelihood of labeled instances and constraint
violation on unlabeled instances. Recent work has
also explored how certain kinds of supervision can
be formulated as constraints on model posteriors.
Such constraints are not declarative, but instead
based on annotations of words’ majority relation la-
bels (Mann and McCallum, 2008) and pre-existing
databases with the desired output schema (Bellare
and McCallum, 2009). In contrast to previous work,
our approach explores a different class of constraints
that does not rely on supervision that is specific to
particular relation types and their instances.

3 Model

Our work performs in-domain relation discovery by
leveraging regularities in relation expression at the
lexical, syntactic, and discourse levels. These regu-
larities are captured via two components: a proba-
bilistic model that explains how documents are gen-
erated from latent relation variables and a technique
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is_verb 0 1 0
earthquake 1 0 0
hit 0 1 0

       

has_proper 0 0 1
has_number 0 0 0
depth 1 3 2

Figure 2: Words w and constituents x of syntactic parses
are represented with indicator features φi and argument
features φa respectively. A single relation instantiation is
a pair of indicator w and argument x; we filter w to be
nouns and verbs and x to be noun phrases and adjectives.

for biasing inference to adhere to declaratively-
specified constraints on relation expression. This
section describes the generative process, while Sec-
tions 4 and 5 discuss declarative constraints.

3.1 Problem Formulation

Our input is a corpus of constituent-parsed docu-
ments and a number K of relation types. The output
is K clusters of semantically related relation instan-
tiations. We represent these instantiations as a pair
of indicator word and argument sequence from the
same sentence. The indicator’s role is to anchor a
relation and identify its type. We only allow nouns
or verbs to be indicators. For instance, in the earth-
quake domain a likely indicator for damage would
be “destroyed.” The argument is the actual rela-
tion value, e.g., “some homes,” and corresponds to
a noun phrase or adjective.3

Along with the document parse trees, we utilize
a set of features φi(w) and φa(x) describing each
potential indicator word w and argument constituent
x, respectively. An example feature representation
is shown in Figure 2. These features can encode
words, part-of-speech tags, context, and so on. Indi-
cator and argument feature definitions need not be
the same (e.g., has number is important for argu-

3In this paper we focus on unary relations; binary relations
can be modeled with extensions of the hidden variables and con-
straints.

ments but irrelevant for indicators).4

3.2 Generative Process
Our model associates each relation type k with a set
of feature distributions θk and a location distribution
λk. Each instantiation’s indicator and argument, and
its position within a document, are drawn from these
distributions. By sharing distributions within each
relation, the model places high probability mass on
clusters of instantiations that are coherent in features
and position. Furthermore, we allow at most one in-
stantiation per document and relation, so as to target
relations that are relevant to the entire document.

There are three steps to the generative process.
First, we draw feature and location distributions for
each relation. Second, an instantiation is selected
for every pair of document d and relation k. Third,
the indicator features of each word and argument
features of each constituent are generated based on
the relation parameters and instantiations. Figure 3
presents a reference for the generative process.

Generating Relation Parameters Each relation k
is associated with four feature distribution param-
eter vectors: θi

k for indicator words, θbi
k for non-

indicator words, θa
k for argument constituents, and

θba
k for non-argument constituents. Each of these is

a set of multinomial parameters per feature drawn
from a symmetric Dirichlet prior. A likely indica-
tor word should have features that are highly proba-
ble according to θi

k, and likewise for arguments and
θa
k. Parameters θbi

k and θba
k represent background dis-

tributions for non-relation words and constituents,
similar in spirit to other uses of background distri-
butions that filter out irrelevant words (Che, 2006).5

By drawing each instance from these distributions,
we encourage the relation to be coherent in local lex-
ical and syntactic properties.

Each relation type k is also associated with a pa-
rameter vector λk over document segments drawn
from a symmetric Dirichlet prior. Documents are
divided into L equal-length segments; λk states how
likely relation k is for each segment, with one null
outcome for the relation not occurring in the doc-
ument. Because λk is shared within a relation, its

4We consider only categorical features here, though the ex-
tension to continuous or ordinal features is straightforward.

5We use separate background distributions for each relation
to make inference more tractable.
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For each relation type k:

• For each indicator feature φi draw feature distri-
butions θi

k,φi , θ
bi
k,φi ∼ Dir(θ0)

• For each argument feature φa draw feature dis-
tributions θa

k,φa , θba
k,φa ∼ Dir(θ0)

• Draw location distribution λk ∼ Dir(λ0)

For each relation type k and document d:

• Select document segment sd,k ∼ Mult(λk)

• Select sentence zd,k uniformly from segment
sd,k, and indicator id,k and argument ad,k uni-
formly from sentence zd,k

For each word w in every document d:

• Draw each indicator feature φi(w) ∼
Mult

(
1
Z

∏K
k=1 θk,φi

)
, where θk,φi is θi

k,φi

if id,k = w and θbi
k,φi otherwise

For each constituent x in every document d:

• Draw each argument feature φa(x) ∼
Mult

(
1
Z

∏K
k=1 θk,φa

)
, where θk,φa is θa

k,φa

if ad,k = x and θba
k,φa otherwise

Figure 3: The generative process for model parameters
and features. In the above Dir and Mult refer respectively
to the Dirichlet distribution and multinomial distribution.
Fixed hyperparameters are subscripted with zero.

instances will tend to occur in the same relative po-
sitions across documents. The model can learn, for
example, that a particular relation typically occurs in
the first quarter of a document (if L = 4).

Generating Relation Instantiations For every rela-
tion type k and document d, we first choose which
portion of the document (if any) contains the instan-
tiation by drawing a document segment sd,k from
λk. Our model only draws one instantiation per pair
of k and d, so each discovered instantiation within a
document is a separate relation. We then choose the
specific sentence zd,k uniformly from within the seg-
ment, and the indicator word id,k and argument con-
stituent ad,k uniformly from within that sentence.

Generating Text Finally, we draw the feature val-
ues. We make a Naı̈ve Bayes assumption between
features, drawing each independently conditioned
on relation structure. For a word w, we want all re-
lations to be able to influence its generation. Toward

this end, we compute the element-wise product of
feature parameters across relations k = 1, . . . ,K,
using indicator parameters θi

k if relation k selected
w as an indicator word (if id,k = w) and background
parameters θbi

k otherwise. The result is then normal-
ized to form a valid multinomial that produces word
w’s features. Constituents are drawn similarly from
every relations’ argument distributions.

4 Inference with Constraints

The model presented above leverages relation reg-
ularities in local features and document placement.
However, it is unable to specify global syntactic
preferences about relation expression, such as indi-
cators and arguments being in the same clause. An-
other issue with this model is that different relations
could overlap in their indicators and arguments.6

To overcome these obstacles, we apply declara-
tive constraints by imposing inequality constraints
on expectations of the posterior during inference
using posterior regularization (Graça et al., 2007).
In this section we present the technical details
of the approach; Section 5 explains the specific
linguistically-motivated constraints we consider.

4.1 Inference with Posterior Regularization
We first review how posterior regularization impacts
the variational inference procedure in general. Let
θ, z, and x denote the parameters, hidden struc-
ture, and observations of an arbitrary model. We
are interested in estimating the posterior distribution
p(θ, z | x) by finding a distribution q(θ, z) ∈ Q that
is minimal in KL-divergence to the true posterior:

KL(q(θ, z) ‖ p(θ, z | x))

=
∫
q(θ, z) log

q(θ, z)
p(θ, z, x)

dθdz + log p(x). (1)

For tractability, variational inference typically
makes a mean-field assumption that restricts the set
Q to distributions where θ and z are independent,
i.e., q(θ, z) = q(θ)q(z). We then optimize equa-
tion 1 by coordinate-wise descent on q(θ) and q(z).

To incorporate constraints into inference, we fur-
ther restrict Q to distributions that satisfy a given

6In fact, a true maximum a posteriori estimate of the model
parameters would find the same most salient relation over and
over again for every k, rather than finding K different relations.
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set of inequality constraints, each of the form
Eq[f(z)] ≤ b. Here, f(z) is a deterministic func-
tion of z and b is a user-specified threshold. Inequal-
ities in the opposite direction simply require negat-
ing f(z) and b. For example, we could apply a syn-
tactic constraint of the form Eq[f(z)] ≥ b, where
f(z) counts the number of indicator/argument pairs
that are syntactically connected in a pre-specified
manner (e.g., the indicator and argument modify the
same verb), and b is a fixed threshold.

Given a set C of constraints with functions fc(z)
and thresholds bc, the updates for q(θ) and q(z) from
equation 1 are as follows:

q(θ) = argmin
q(θ)

KL
(
q(θ) ‖ q′(θ)

)
, (2)

where q′(θ) ∝ exp Eq(z)[log p(θ, z, x)], and

q(z) = argmin
q(z)

KL
(
q(z) ‖ q′(z)

)
s.t. Eq(z)[fc(z)] ≤ bc, ∀c ∈ C, (3)

where q′(z) ∝ exp Eq(θ)[log p(θ, z, x)]. Equation 2
is not affected by the posterior constraints and is up-
dated by setting q(θ) to q′(θ). We solve equation 3
in its dual form (Graça et al., 2007):

argmin
κ

∑
c∈C

κcbc + log
∑
z

q′(z)e−
P

c∈C κcfc(z)

s.t. κc ≥ 0, ∀c ∈ C. (4)

With the box constraints of equation 4, a numerical
optimization procedure such as L-BFGS-B (Byrd
et al., 1995) can be used to find optimal dual pa-
rameters κ∗. The original q(z) is then updated to
q′(z) exp

(
−
∑

c∈C κ
∗
cfc(z)

)
and renormalized.

4.2 Updates for our Model
Our model uses this mean-field factorization:

q(θ, λ, z, a, i)

=
K∏
k=1

q(λk; λ̂k)q(θi
k; θ̂

i
k)q(θ

bi
k ; θ̂bi

k )q(θa
k; θ̂

a
k)q(θ

ba
k ; θ̂ba

k )

×
∏
d

q(zd,k, ad,k, id,k; ĉd,k) (5)

In the above, λ̂ and θ̂ are Dirichlet distribution pa-
rameters, and ĉ are multinomial parameters. Note

that we do not factorize the distribution of z, i, and
a for a single document and relation, instead repre-
senting their joint distribution with a single set of
variational parameters ĉ. This is tractable because a
single relation occurs only once per document, re-
ducing the joint search space of z, i, and a. The
factors in equation 5 are updated one at a time while
holding the other factors fixed.

Updating θ̂ Due to the Naı̈ve Bayes assumption
between features, each feature’s q(θ) distributions
can be updated separately. However, the product
between feature parameters of different relations in-
troduces a nonconjugacy in the model, precluding
a closed form update. Instead we numerically opti-
mize equation 1 with respect to each θ̂, similarly to
previous work (Boyd-Graber and Blei, 2008). For
instance, θ̂i

k,φ of relation k and feature φ is updated
by finding the gradient of equation 1 with respect to
θ̂i
k,φ and applying L-BFGS. Parameters θ̂bi, θ̂a, and
θ̂ba are updated analogously.

Updating λ̂ This update follows the standard
closed form for Dirichlet parameters:

λ̂k,` = λ0 + Eq(z,a,i)[C`(z, a, i)], (6)

whereC` counts the number of times z falls into seg-
ment ` of a document.

Updating ĉ Parameters ĉ are updated by first com-
puting an unconstrained update q′(z, a, i; ĉ′):

ĉ′d,k,(z,a,i) ∝ exp

Eq(λk)[log p(z, a, i | λk)]

+ Eq(θi
k)[log p(i | θi

k)] +
∑
w 6=i

Eq(θbi
k )[log p(w | θbi

k )]

+ Eq(θa
k)[log p(a | θa

k)] +
∑
x 6=a

Eq(θba
k )[log p(x | θba

k )]


We then perform the minimization on the dual in
equation 4 under the provided constraints to derive a
final update to the constrained ĉ.

Simplifying Approximation The update for θ̂ re-
quires numerical optimization due to the nonconju-
gacy introduced by the point-wise product in fea-
ture generation. If instead we have every relation
type separately generate a copy of the corpus, the θ̂
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Quantity f(z, a, i) ≤ or ≥ b
Syntax ∀k Counts i, a of relation k that match a pattern (see text) ≥ 0.8D
Prevalence ∀k Counts instantiations of relation k ≥ 0.8D
Separation (ind) ∀w Counts times w selected as i ≤ 2
Separation (arg) ∀w Counts times w selected as part of a ≤ 1

Table 1: Each constraint takes the form Eq[f(z, a, i)] ≤ b or Eq[f(z, a, i)] ≥ b; D denotes the number of corpus
documents, ∀k means one constraint per relation type, and ∀w means one constraint per token in the corpus.

updates becomes closed-form expressions similar to
equation 6. This approximation yields similar pa-
rameter estimates as the true updates while vastly
improving speed, so we use it in our experiments.

5 Declarative Constraints

We now have the machinery to incorporate a va-
riety of declarative constraints during inference.
The classes of domain-independent constraints we
study are summarized in Table 1. For the propor-
tion constraints we arbitrarily select a threshold of
80% without any tuning, in the spirit of building a
domain-independent approach.

Syntax As previous work has observed, most rela-
tions are expressed using a limited number of com-
mon syntactic patterns (Riloff, 1996; Banko and Et-
zioni, 2008). Our syntactic constraint captures this
insight by requiring that a certain proportion of the
induced instantiations for each relation match one of
these syntactic patterns:

• The indicator is a verb and the argument’s
headword is either the child or grandchild of
the indicator word in the dependency tree.

• The indicator is a noun and the argument is a
modifier or complement.

• The indicator is a noun in a verb’s subject and
the argument is in the corresponding object.

Prevalence For a relation to be domain-relevant, it
should occur in numerous documents across the cor-
pus, so we institute a constraint on the number of
times a relation is instantiated. Note that the effect
of this constraint could also be achieved by tuning
the prior probability of a relation not occurring in a
document. However, this prior would need to be ad-
justed every time the number of documents or fea-
ture selection changes; using a constraint is an ap-
pealing alternative that is portable across domains.

Separation The separation constraint encourages

diversity in the discovered relation types by restrict-
ing the number of times a single word can serve as
either an indicator or part of the argument of a re-
lation instance. Specifically, we require that every
token of the corpus occurs at most once as a word
in a relation’s argument in expectation. On the other
hand, a single word can sometimes be evocative of
multiple relations (e.g., “occurred” signals both date
and time in “occurred on Friday at 3pm”). Thus, we
allow each word to serve as an indicator more than
once, arbitrarily fixing the limit at two.

6 Experimental Setup

Datasets and Metrics We evaluate on two datasets,
financial market reports and newswire articles about
earthquakes, previously used in work on high-level
content analysis (Barzilay and Lee, 2004; Lap-
ata, 2006). Finance articles chronicle daily mar-
ket movements of currencies and stock indexes, and
earthquake articles document specific earthquakes.
Constituent parses are obtained automatically us-
ing the Stanford parser (Klein and Manning, 2003)
and then converted to dependency parses using the
PennConvertor tool (Johansson and Nugues, 2007).
We manually annotated relations for both corpora,
selecting relation types that occurred frequently in
each domain. We found 15 types for finance and
9 for earthquake. Corpus statistics are summarized
below, and example relation types are shown in Ta-
ble 2.

Docs Sent/Doc Tok/Doc Vocab
Finance 100 12.1 262.9 2918
Earthquake 200 9.3 210.3 3155

In our task, annotation conventions for desired
output relations can greatly impact token-level per-
formance, and the model cannot learn to fit a par-
ticular convention by looking at example data. For
example, earthquakes times are frequently reported
in both local and GMT, and either may be arbitrar-
ily chosen as correct. Moreover, the baseline we
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Fi
na

nc
e Bond 104.58 yen, 98.37 yen

Dollar Change up 0.52 yen, down 0.01 yen

Tokyo Index Change down 5.38 points or 0.41 percent, up 0.16 points, insignificant in percentage terms
E

ar
th

qu
ak

e Damage about 10000 homes, some buildings, no information

Epicenter
Patuca about 185 miles (300 kilometers) south of Quito, 110 kilometers (65 miles)
from shore under the surface of the Flores sea in the Indonesian archipelago

Magnitude 5.7, 6, magnitude-4

Table 2: Example relation types identified in the finance and earthquake datasets with example instance arguments.

compare against produces lambda calculus formulas
rather than spans of text as output, so a token-level
comparison requires transforming its output.

For these reasons, we evaluate on both sentence-
level and token-level precision, recall, and F-score.
Precision is measured by mapping every induced re-
lation cluster to its closest gold relation and comput-
ing the proportion of predicted sentences or words
that are correct. Conversely, for recall we map ev-
ery gold relation to its closest predicted relation and
find the proportion of gold sentences or words that
are predicted. This mapping technique is based on
the many-to-one scheme used for evaluating unsu-
pervised part-of-speech induction (Johnson, 2007).
Note that sentence-level scores are always at least as
high as token-level scores, since it is possible to se-
lect a sentence correctly but none of its true relation
tokens while the opposite is not possible.
Domain-specific Constraints On top of the cross-
domain constraints from Section 5, we study
whether imposing basic domain-specific constraints
can be beneficial. The finance dataset is heav-
ily quantitative, so we consider applying a single
domain-specific constraint stating that most rela-
tion arguments should include a number. Likewise,
earthquake articles are typically written with a ma-
jority of the relevant information toward the begin-
ning of the document, so its domain-specific con-
straint is that most relations should occur in the
first two sentences of a document. Note that these
domain-specific constraints are not specific to in-
dividual relations or instances, but rather encode a
preference across all relation types. In both cases,
we again use an 80% threshold without tuning.
Features For indicators, we use the word, part of
speech, and word stem. For arguments, we use the
word, syntactic constituent label, the head word of
the parent constituent, and the dependency label of

the argument to its parent.
Baselines We compare against three alternative un-
supervised approaches. Note that the first two only
identify relation-bearing sentences, not the specific
words that participate in the relation.

Clustering (CLUTO): A straightforward way of
identifying sentences bearing the same relation is
to simply cluster them. We implement a cluster-
ing baseline using the CLUTO toolkit with word and
part-of-speech features. As with our model, we set
the number of clusters K to the true number of rela-
tion types.

Mallows Topic Model (MTM): Another technique
for grouping similar sentences is the Mallows-based
topic model of Chen et al. (2009). The datasets we
consider here exhibit high-level regularities in con-
tent organization, so we expect that a topic model
with global constraints could identify plausible clus-
ters of relation-bearing sentences. Again, K is set to
the true number of relation types.

Unsupervised Semantic Parsing (USP): Our fi-
nal unsupervised comparison is to USP, an unsuper-
vised deep semantic parser introduced by Poon and
Domingos (2009). USP induces a lambda calculus
representation of an entire corpus and was shown to
be competitive with open information extraction ap-
proaches (Lin and Pantel, 2001; Banko et al., 2007).
We give USP the required Stanford dependency for-
mat as input (de Marneffe and Manning, 2008). We
find that the results are sensitive to the cluster granu-
larity prior, so we tune this parameter and report the
best-performing runs.

We recognize that USP targets a different out-
put representation than ours: a hierarchical semantic
structure over the entirety of a dependency-parsed
text. In contrast, we focus on discovering a limited
numberK of domain-relevant relations expressed as
constituent phrases. Despite these differences, both
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methods ultimately aim to capture domain-specific
relations expressed with varying verbalizations, and
both operate over in-domain input corpora supple-
mented with syntactic information. For these rea-
sons, USP provides a clear and valuable point of
comparison. For this comparison, we transform
USP’s lambda calculus formulas to relation spans as
follows. First, we group lambda forms by a combi-
nation of core form, argument form, and the parent’s
core form.7 We then filter to the K relations that
appear in the most documents. For token-level eval-
uation we take the dependency tree fragment corre-
sponding to the lambda form. For example, in the
sentence “a strong earthquake rocked the Philippines
island of Mindoro early Tuesday,” USP learns that
the word “Tuesday” has a core form corresponding
to words {Tuesday, Wednesday, Saturday}, a parent
form corresponding to words {shook, rock, hit, jolt},
and an argument form of TMOD; all phrases with
this same combination are grouped as a relation.
Training Regimes and Hyperparameters For each
run of our model we perform three random restarts
to convergence and select the posterior with lowest
final free energy. We fix K to the true number of
annotated relation types for both our model and USP
and L (the number of document segments) to five.
Dirichlet hyperparameters are set to 0.1.

7 Results

Table 3’s first two sections present the results of our
main evaluation. For earthquake, the far more diffi-
cult domain, our base model with only the domain-
independent constraints strongly outperforms all
three baselines across both metrics. For finance,
the CLUTO and USP baselines achieve performance
comparable to or slightly better than our base model.
Our approach, however, has the advantage of provid-
ing a formalism for seamlessly incorporating addi-
tional arbitrary domain-specific constraints. When
we add such constraints (denoted as model+DSC),
we achieve consistently higher performance than all
baselines across both datasets and metrics, demon-
strating that this approach provides a simple and ef-
fective framework for injecting domain knowledge
into relation discovery.

7This grouping mechanism yields better results than only
grouping by core form.

The first two baselines correspond to a setup
where the number of sentence clusters K is set to
the true number of relation types. This has the effect
of lowering precision because each sentence must be
assigned a cluster. To mitigate this impact, we exper-
imented with using K+N clusters, with N ranging
from 1 to 30. In each case, we then keep only the K
largest clusters. For the earthquake dataset, increas-
ing N improves performance until some point, after
which performance degrades. However, the best F-
Score corresponding to the optimal number of clus-
ters is 42.2, still far below our model’s 66.0 F-score.
For the finance domain, increasing the number of
clusters hurts performance.

Our results show a large gap in F-score between
the sentence and token-level evaluations for both the
USP baseline and our model. A qualitative analysis
of the results indicates that our model often picks up
on regularities that are difficult to distinguish with-
out relation-specific supervision. For earthquake, a
location may be annotated as “the Philippine island
of Mindoro” while we predict just the word “Min-
doro.” For finance, an index change can be anno-
tated as “30 points, or 0.8 percent,” while our model
identifies “30 points” and “0.8 percent” as separate
relations. In practice, these outputs are all plausi-
ble discoveries, and a practitioner desiring specific
outputs could impose additional constraints to guide
relation discovery toward them.

The Impact of Constraints To understand the im-
pact of the declarative constraints, we perform an
ablation analysis on the constraint sets. We con-
sider removing the constraints on syntactic patterns
(no-syn) and the constraints disallowing relations to
overlap (no-sep) from the full domain-independent
model.8 We also try a version with hard syntac-
tic constraints (hard-syn), which requires that every
extraction match one of the three syntactic patterns
specified by the syntactic constraint.

Table 3’s bottom section presents the results of
this evaluation. The model’s performance degrades
when either of the two constraint sets are removed,
demonstrating that the constraints are in fact benefi-
cial for relation discovery. Additionally, in the hard-
syn case, performance drops dramatically for finance

8Prevalence constraints are always enforced, as otherwise
the prior on not instantiating a relation would need to be tuned.
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Finance Earthquake
Sentence-level Token-level Sentence-level Token-level

Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1
Model 82.1 59.7 69.2 42.2 23.9 30.5 54.2 68.1 60.4 20.2 16.8 18.3
Model+DSC 87.3 81.6 84.4 51.8 30.0 38.0 66.4 65.6 66.0 22.6 23.1 22.8
CLUTO 56.3 92.7 70.0 — — — 19.8 58.0 29.5 — — —
MTM 40.4 99.3 57.5 — — — 18.6 74.6 29.7 — — —
USP 91.3 66.1 76.7 28.5 32.6 30.4 61.2 43.5 50.8 9.9 32.3 15.1
No-sep 97.8 35.4 52.0 86.1 8.7 15.9 42.2 21.9 28.8 16.1 4.6 7.1
No-syn 83.3 46.1 59.3 20.8 9.9 13.4 53.8 60.9 57.1 14.0 13.8 13.9
Hard-syn 47.7 39.0 42.9 11.6 7.0 8.7 55.0 66.2 60.1 20.1 17.3 18.6

Table 3: Top section: our model, with and without domain-specific constraints (DSC). Middle section: The three
baselines. Bottom section: ablation analysis of constraint sets for our model. For all scores, higher is better.

while remaining almost unchanged for earthquake.
This suggests that formulating constraints as soft in-
equalities on posterior expectations gives our model
the flexibility to accommodate both the underlying
signal in the data and the declarative constraints.

Comparison against Supervised CRF Our final
set of experiments compares a semi-supervised ver-
sion of our model against a conditional random field
(CRF) model. The CRF model was trained using
the same features as our model’s argument features.
To incorporate training examples in our model, we
simply treat annotated relation instances as observed
variables. For both the baselines and our model,
we experiment with using up to 10 annotated docu-
ments. At each of those levels of supervision, we av-
erage results over 10 randomly drawn training sets.

At the sentence level, our model compares very
favorably to the supervised CRF. For finance, it takes
at least 10 annotated documents (corresponding to
roughly 130 annotated relation instances) for the
CRF to match the semi-supervised model’s perfor-
mance. For earthquake, using even 10 annotated
documents (about 71 relation instances) is not suf-
ficient to match our model’s performance.

At the token level, the supervised CRF base-
line is far more competitive. Using a single la-
beled document (13 relation instances) yields su-
perior performance to either of our model variants
for finance, while four labeled documents (29 re-
lation instances) do the same for earthquake. This
result is not surprising—our model makes strong
domain-independent assumptions about how under-
lying patterns of regularities in the text connect to
relation expression. Without domain-specific super-
vision such assumptions are necessary, but they can

prevent the model from fully utilizing available la-
beled instances. Moreover, being able to annotate
even a single document requires a broad understand-
ing of every relation type germane to the domain,
which can be infeasible when there are many unfa-
miliar, complex domains to process.

In light of our strong sentence-level performance,
this suggests a possible human-assisted application:
use our model to identify promising relation-bearing
sentences in a new domain, then have a human an-
notate those sentences for use by a supervised ap-
proach to achieve optimal token-level extraction.

8 Conclusions
This paper has presented a constraint-based ap-
proach to in-domain relation discovery. We have
shown that a generative model augmented with
declarative constraints on the model posterior can
successfully identify domain-relevant relations and
their instantiations. Furthermore, we found that a
single set of constraints can be used across divergent
domains, and that tailoring constraints specific to a
domain can yield further performance benefits.
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Abstract

Information extraction (IE) holds the promise
of generating a large-scale knowledge
base from the Web’s natural language text.
Knowledge-based weak supervision, using
structured data to heuristically label a training
corpus, works towards this goal by enabling
the automated learning of a potentially
unbounded number of relation extractors.
Recently, researchers have developed multi-
instance learning algorithms to combat the
noisy training data that can come from
heuristic labeling, but their models assume
relations are disjoint — for example they
cannot extract the pair Founded(Jobs,
Apple) and CEO-of(Jobs, Apple).

This paper presents a novel approach for
multi-instance learning with overlapping re-
lations that combines a sentence-level extrac-
tion model with a simple, corpus-level compo-
nent for aggregating the individual facts. We
apply our model to learn extractors for NY
Times text using weak supervision from Free-
base. Experiments show that the approach
runs quickly and yields surprising gains in
accuracy, at both the aggregate and sentence
level.

1 Introduction

Information-extraction (IE), the process of generat-
ing relational data from natural-language text, con-
tinues to gain attention. Many researchers dream of
creating a large repository of high-quality extracted
tuples, arguing that such a knowledge base could
benefit many important tasks such as question an-
swering and summarization. Most approaches to IE

use supervised learning of relation-specific exam-
ples, which can achieve high precision and recall.
Unfortunately, however, fully supervised methods
are limited by the availability of training data and are
unlikely to scale to the thousands of relations found
on the Web.

A more promising approach, often called “weak”
or “distant” supervision, creates its own training
data by heuristically matching the contents of a
database to corresponding text (Craven and Kum-
lien, 1999). For example, suppose that r(e1, e2) =
Founded(Jobs,Apple) is a ground tuple in the
database and s =“Steve Jobs founded Apple, Inc.”
is a sentence containing synonyms for both e1 =
Jobs and e2 = Apple, then s may be a natural
language expression of the fact that r(e1, e2) holds
and could be a useful training example.

While weak supervision works well when the tex-
tual corpus is tightly aligned to the database con-
tents (e.g., matching Wikipedia infoboxes to as-
sociated articles (Hoffmann et al., 2010)), Riedel
et al. (2010) observe that the heuristic leads to
noisy data and poor extraction performance when
the method is applied more broadly (e.g., matching
Freebase records to NY Times articles). To fix
this problem they cast weak supervision as a form of
multi-instance learning, assuming only that at least
one of the sentences containing e1 and e2 are ex-
pressing r(e1, e2), and their method yields a sub-
stantial improvement in extraction performance.

However, Riedel et al.’s model (like that of
previous systems (Mintz et al., 2009)) assumes
that relations do not overlap — there cannot
exist two facts r(e1, e2) and q(e1, e2) that are
both true for any pair of entities, e1 and e2.
Unfortunately, this assumption is often violated;
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for example both Founded(Jobs, Apple) and
CEO-of(Jobs, Apple) are clearly true. In-
deed, 18.3% of the weak supervision facts in Free-
base that match sentences in the NY Times 2007 cor-
pus have overlapping relations.

This paper presents MULTIR, a novel model of
weak supervision that makes the following contri-
butions:

• MULTIR introduces a probabilistic, graphical
model of multi-instance learning which handles
overlapping relations.

• MULTIR also produces accurate sentence-level
predictions, decoding individual sentences as
well as making corpus-level extractions.

• MULTIR is computationally tractable. Inference
reduces to weighted set cover, for which it uses
a greedy approximation with worst case running
time O(|R| · |S|) where R is the set of possi-
ble relations and S is largest set of sentences for
any entity pair. In practice, MULTIR runs very
quickly.

• We present experiments showing that MULTIR
outperforms a reimplementation of Riedel
et al. (2010)’s approach on both aggregate (cor-
pus as a whole) and sentential extractions.
Additional experiments characterize aspects of
MULTIR’s performance.

2 Weak Supervision from a Database

Given a corpus of text, we seek to extract facts about
entities, such as the company Apple or the city
Boston. A ground fact (or relation instance), is
an expression r(e) where r is a relation name, for
example Founded or CEO-of, and e = e1, . . . , en
is a list of entities.

An entity mention is a contiguous sequence of tex-
tual tokens denoting an entity. In this paper we as-
sume that there is an oracle which can identify all
entity mentions in a corpus, but the oracle doesn’t
normalize or disambiguate these mentions. We use
ei ∈ E to denote both an entity and its name (i.e.,
the tokens in its mention).

A relation mention is a sequence of text (in-
cluding one or more entity mentions) which states
that some ground fact r(e) is true. For example,
“Steve Ballmer, CEO of Microsoft, spoke recently

at CES.” contains three entity mentions as well as a
relation mention for CEO-of(Steve Ballmer,
Microsoft). In this paper we restrict our atten-
tion to binary relations. Furthermore, we assume
that both entity mentions appear as noun phrases in
a single sentence.

The task of aggregate extraction takes two inputs,
Σ, a set of sentences comprising the corpus, and an
extraction model; as output it should produce a set
of ground facts, I , such that each fact r(e) ∈ I is
expressed somewhere in the corpus.

Sentential extraction takes the same input and
likewise produces I , but in addition it also produces
a function, Γ : I → P(Σ), which identifies, for
each r(e) ∈ I , the set of sentences in Σ that contain
a mention describing r(e). In general, the corpus-
level extraction problem is easier, since it need only
make aggregate predictions, perhaps using corpus-
wide statistics. In contrast, sentence-level extrac-
tion must justify each extraction with every sentence
which expresses the fact.

The knowledge-based weakly supervised learning
problem takes as input (1) Σ, a training corpus, (2)
E, a set of entities mentioned in that corpus, (3) R,
a set of relation names, and (4), ∆, a set of ground
facts of relations in R. As output the learner pro-
duces an extraction model.

3 Modeling Overlapping Relations

We define an undirected graphical model that al-
lows joint reasoning about aggregate (corpus-level)
and sentence-level extraction decisions. Figure 1(a)
shows the model in plate form.

3.1 Random Variables

There exists a connected component for each pair of
entities e = (e1, e2) ∈ E × E that models all of
the extraction decisions for this pair. There is one
Boolean output variable Y r for each relation name
r ∈ R, which represents whether the ground fact
r(e) is true. Including this set of binary random
variables enables our model to extract overlapping
relations.

Let S(e1,e2) ⊂ Σ be the set of sentences which
contain mentions of both of the entities. For each
sentence xi ∈ S(e1,e2) there exists a latent variable
Zi which ranges over the relation names r ∈ R and,
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Figure 1: (a) Network structure depicted as plate model and (b) an example network instantiation for the pair of entities
Steve Jobs, Apple.

importantly, also the distinct value none. Zi should
be assigned a value r ∈ R only when xi expresses
the ground fact r(e), thereby modeling sentence-
level extraction.

Figure 1(b) shows an example instantiation of the
model with four relation names and three sentences.

3.2 A Joint, Conditional Extraction Model
We use a conditional probability model that defines
a joint distribution over all of the extraction random
variables defined above. The model is undirected
and includes repeated factors for making sentence
level predictions as well as globals factors for ag-
gregating these choices.

For each entity pair e = (e1, e2), define x to
be a vector concatenating the individual sentences
xi ∈ S(e1,e2), Y to be vector of binary Y r random
variables, one for each r ∈ R, and Z to be the vec-
tor of Zi variables, one for each sentence xi. Our
conditional extraction model is defined as follows:

p(Y = y,Z = z|x; θ)
def
=

1

Zx

∏
r

Φjoin(yr, z)
∏
i

Φextract(zi, xi)

where the parameter vector θ is used, below, to de-
fine the factor Φextract.

The factors Φjoin are deterministic OR operators

Φjoin(yr, z)
def
=

{
1 if yr = true ∧ ∃i : zi = r

0 otherwise

which are included to ensure that the ground fact
r(e) is predicted at the aggregate level for the as-
signment Y r = yr only if at least one of the sen-

tence level assignments Zi = zi signals a mention
of r(e).

The extraction factors Φextract are given by

Φextract(zi, xi)
def
= exp

∑
j

θjφj(zi, xi)


where the features φj are sensitive to the relation
name assigned to extraction variable zi, if any, and
cues from the sentence xi. We will make use of the
Mintz et al. (2009) sentence-level features in the ex-
peiments, as described in Section 7.

3.3 Discussion

This model was designed to provide a joint approach
where extraction decisions are almost entirely driven
by sentence-level reasoning. However, defining the
Y r random variables and tying them to the sentence-
level variables, Zi, provides a direct method for
modeling weak supervision. We can simply train the
model so that the Y variables match the facts in the
database, treating the Zi as hidden variables that can
take any value, as long as they produce the correct
aggregate predictions.

This approach is related to the multi-instance
learning approach of Riedel et al. (2010), in that
both models include sentence-level and aggregate
random variables. However, their sentence level
variables are binary and they only have a single ag-
gregate variable that takes values r ∈ R ∪ {none},
thereby ruling out overlapping relations. Addition-
ally, their aggregate decisions make use of Mintz-
style aggregate features (Mintz et al., 2009), that col-
lect evidence from multiple sentences, while we use
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Inputs:
(1) Σ, a set of sentences,
(2)E, a set of entities mentioned in the sentences,
(3) R, a set of relation names, and
(4) ∆, a database of atomic facts of the form
r(e1, e2) for r ∈ R and ei ∈ E.

Definitions:
We define the training set {(xi,yi)|i = 1 . . . n},
where i is an index corresponding to a particu-
lar entity pair (ej , ek) in ∆, xi contains all of
the sentences in Σ with mentions of this pair, and
yi = relVector(ej , ek).

Computation:
initialize parameter vector Θ← 0
for t = 1...T do

for i = 1...n do
(y′, z′)← arg maxy,z p(y, z|xi; θ)
if y′ 6= yi then

z∗ ← arg maxz p(z|xi,yi; θ)
Θ← Θ + φ(xi, z

∗)− φ(xi, z
′)

end if
end for

end for
Return Θ

Figure 2: The MULTIR Learning Algorithm

only the deterministic OR nodes. Perhaps surpris-
ing, we are still able to improve performance at both
the sentential and aggregate extraction tasks.

4 Learning

We now present a multi-instance learning algo-
rithm for our weak-supervision model that treats the
sentence-level extraction random variables Zi as la-
tent, and uses facts from a database (e.g., Freebase)
as supervision for the aggregate-level variables Y r.

As input we have (1) Σ, a set of sentences, (2)
E, a set of entities mentioned in the sentences, (3)
R, a set of relation names, and (4) ∆, a database
of atomic facts of the form r(e1, e2) for r ∈ R and
ei ∈ E. Since we are using weak learning, the Y r

variables in Y are not directly observed, but can be
approximated from the database ∆. We use a proce-
dure, relVector(e1, e2) to return a bit vector whose
jth bit is one if rj(e1, e2) ∈ ∆. The vector does not
have a bit for the special none relation; if there is no
relation between the two entities, all bits are zero.

Finally, we can now define the training set to be
pairs {(xi,yi)|i = 1 . . . n}, where i is an index
corresponding to a particular entity pair (ej , ek), xi
contains all of the sentences with mentions of this
pair, and yi = relVector(ej , ek).

Given this form of supervision, we would like to
find the setting for θ with the highest likelihood:

O(θ) =
∏
i

p(yi|xi; θ) =
∏
i

∑
z

p(yi, z|xi; θ)

However, this objective would be difficult to op-
timize exactly, and algorithms for doing so would
be unlikely to scale to data sets of the size we con-
sider. Instead, we make two approximations, de-
scribed below, leading to a Perceptron-style addi-
tive (Collins, 2002) parameter update scheme which
has been modified to reason about hidden variables,
similar in style to the approaches of (Liang et al.,
2006; Zettlemoyer and Collins, 2007), but adapted
for our specific model. This approximate algorithm
is computationally efficient and, as we will see,
works well in practice.

Our first modification is to do online learning
instead of optimizing the full objective. Define the
feature sums φ(x, z) =

∑
j φ(xj , zj) which range

over the sentences, as indexed by j. Now, we can
define an update based on the gradient of the local
log likelihood for example i:

∂ logOi(θ)
∂θj

= Ep(z|xi,yi;θ)[φj(xi, z)]

−Ep(y,z|xi;θ)[φj(xi, z)]

where the deterministic OR Φjoin factors ensure that
the first expectation assigns positive probability only
to assignments that produce the labeled facts yi but
that the second considers all valid sets of extractions.

Of course, these expectations themselves, espe-
cially the second one, would be difficult to com-
pute exactly. Our second modification is to do
a Viterbi approximation, by replacing the expecta-
tions with maximizations. Specifically, we compute
the most likely sentence extractions for the label
facts arg maxz p(z|xi,yi; θ) and the most likely ex-
traction for the input, without regard to the labels,
arg maxy,z p(y, z|xi; θ). We then compute the fea-
tures for these assignments and do a simple additive
update. The final algorithm is detailed in Figure 2.
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5 Inference

To support learning, as described above, we need
to compute assignments arg maxz p(z|x,y; θ) and
arg maxy,z p(y, z|x; θ). In this section, we describe
algorithms for both cases that use the deterministic
OR nodes to simplify the required computations.

Predicting the most likely joint extraction
arg maxy,z p(y, z|x; θ) can be done efficiently
given the structure of our model. In particular, we
note that the factors Φjoin represent deterministic de-
pendencies between Z and Y, which when satisfied
do not affect the probability of the solution. It is thus
sufficient to independently compute an assignment
for each sentence-level extraction variable Zi, ignor-
ing the deterministic dependencies. The optimal set-
ting for the aggregate variables Y is then simply the
assignment that is consistent with these extractions.
The time complexity is O(|R| · |S|).

Predicting sentence level extractions given weak
supervision facts, arg maxz p(z|x,y; θ), is more
challenging. We start by computing extraction
scores Φextract(xi, zi) for each possible extraction as-
signment Zi = zi at each sentence xi ∈ S, and
storing the values in a dynamic programming table.
Next, we must find the most likely assignment z that
respects our output variables y. It turns out that
this problem is a variant of the weighted, edge-cover
problem, for which there exist polynomial time op-
timal solutions.

Let G = (E ,V = VS ∪ Vy) be a complete
weighted bipartite graph with one node vS

i ∈ VS for
each sentence xi ∈ S and one node vyr ∈ Vy for each
relation r ∈ R where yr = 1. The edge weights are
given by c((vS

i , v
y
r ))

def
= Φextract(xi, zi). Our goal is

to select a subset of the edges which maximizes the
sum of their weights, subject to each node vS

i ∈ VS

being incident to exactly one edge, and each node
vyr ∈ Vy being incident to at least one edge.

Exact Solution An exact solution can be obtained
by first computing the maximum weighted bipartite
matching, and adding edges to nodes which are not
incident to an edge. This can be computed in time
O(|V|(|E| + |V| log |V|)), which we can rewrite as
O((|R|+ |S|)(|R||S|+ (|R|+ |S|) log(|R|+ |S|))).

Approximate Solution An approximate solution
can be obtained by iterating over the nodes in Vy,

𝑣bornIn

y
 𝑣locatedIn

y
 

𝑣1
S 𝑣2

S 𝑣3
S 

𝑝(𝑍1 = bornIn|𝐱) 𝑝(𝑍3 = locatedIn|𝐱) 

𝑝(𝑍1 … 

Figure 3: Inference of arg maxz p(Z = z|x,y) requires
solving a weighted, edge-cover problem.

and each time adding the highest weight incident
edge whose addition doesn’t violate a constraint.
The running time is O(|R||S|). This greedy search
guarantees each fact is extracted at least once and
allows any additional extractions that increase the
overall probability of the assignment. Given the
computational advantage, we use it in all of the ex-
perimental evaluations.

6 Experimental Setup

We follow the approach of Riedel et al. (2010) for
generating weak supervision data, computing fea-
tures, and evaluating aggregate extraction. We also
introduce new metrics for measuring sentential ex-
traction performance, both relation-independent and
relation-specific.

6.1 Data Generation
We used the same data sets as Riedel et al. (2010)
for weak supervision. The data was first tagged with
the Stanford NER system (Finkel et al., 2005) and
then entity mentions were found by collecting each
continuous phrase where words were tagged iden-
tically (i.e., as a person, location, or organization).
Finally, these phrases were matched to the names of
Freebase entities.

Given the set of matches, define Σ to be set of NY
Times sentences with two matched phrases, E to be
the set of Freebase entities which were mentioned in
one or more sentences, ∆ to be the set of Freebase
facts whose arguments, e1 and e2 were mentioned in
a sentence in Σ, and R to be set of relations names
used in the facts of ∆. These sets define the weak
supervision data.

6.2 Features and Initialization
We use the set of sentence-level features described
by Riedel et al. (2010), which were originally de-
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veloped by Mintz et al. (2009). These include in-
dicators for various lexical, part of speech, named
entity, and dependency tree path properties of entity
mentions in specific sentences, as computed with the
Malt dependency parser (Nivre and Nilsson, 2004)
and OpenNLP POS tagger1. However, unlike the
previous work, we did not make use of any features
that explicitly aggregate these properties across mul-
tiple mention instances.

The MULTIR algorithm has a single parameter T ,
the number of training iterations, that must be spec-
ified manually. We used T = 50 iterations, which
performed best in development experiments.

6.3 Evaluation Metrics

Evaluation is challenging, since only a small per-
centage (approximately 3%) of sentences match
facts in Freebase, and the number of matches is
highly unbalanced across relations, as we will see
in more detail later. We use the following metrics.

Aggregate Extraction Let ∆e be the set of ex-
tracted relations for any of the systems; we com-
pute aggregate precision and recall by comparing
∆e with ∆. This metric is easily computed but un-
derestimates extraction accuracy because Freebase
is incomplete and some true relations in ∆e will be
marked wrong.

Sentential Extraction Let Se be the sentences
where some system extracted a relation and SF be
the sentences that match the arguments of a fact in
∆. We manually compute sentential extraction ac-
curacy by sampling a set of 1000 sentences from
Se ∪ SF and manually labeling the correct extrac-
tion decision, either a relation r ∈ R or none. We
then report precision and recall for each system on
this set of sampled sentences. These results provide
a good approximation to the true precision but can
overestimate the actual recall, since we did not man-
ually check the much larger set of sentences where
no approach predicted extractions.

6.4 Precision / Recall Curves

To compute precision / recall curves for the tasks,
we ranked the MULTIR extractions as follows. For
sentence-level evaluations, we ordered according to

1http://opennlp.sourceforge.net/
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Figure 4: Aggregate extraction precision / recall curves
for Riedel et al. (2010), a reimplementation of that ap-
proach (SOLOR), and our algorithm (MULTIR).

the extraction factor score Φextract(zi, xi). For aggre-
gate comparisons, we set the score for an extraction
Y r = true to be the max of the extraction factor
scores for the sentences where r was extracted.

7 Experiments

To evaluate our algorithm, we first compare it to an
existing approach for using multi-instance learning
with weak supervision (Riedel et al., 2010), using
the same data and features. We report both aggregate
extraction and sentential extraction results. We then
investigate relation-specific performance of our sys-
tem. Finally, we report running time comparisons.

7.1 Aggregate Extraction

Figure 4 shows approximate precision / recall curves
for three systems computed with aggregate metrics
(Section 6.3) that test how closely the extractions
match the facts in Freebase. The systems include the
original results reported by Riedel et al. (2010) as
well as our new model (MULTIR). We also compare
with SOLOR, a reimplementation of their algorithm,
which we built in Factorie (McCallum et al., 2009),
and will use later to evaluate sentential extraction.

MULTIR achieves competitive or higher preci-
sion over all ranges of recall, with the exception
of the very low recall range of approximately 0-
1%. It also significantly extends the highest recall
achieved, from 20% to 25%, with little loss in preci-
sion. To investigate the low precision in the 0-1% re-
call range, we manually checked the ten highest con-
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Figure 5: Sentential extraction precision / recall curves
for MULTIR and SOLOR.

fidence extractions produced by MULTIR that were
marked wrong. We found that all ten were true facts
that were simply missing from Freebase. A manual
evaluation, as we perform next for sentential extrac-
tion, would remove this dip.

7.2 Sentential Extraction

Although their model includes variables to model
sentential extraction, Riedel et al. (2010) did not re-
port sentence level performance. To generate the
precision / recall curve we used the joint model as-
signment score for each of the sentences that con-
tributed to the aggregate extraction decision.

Figure 4 shows approximate precision / recall
curves for MULTIR and SOLOR computed against
manually generated sentence labels, as defined in
Section 6.3. MULTIR achieves significantly higher
recall with a consistently high level of precision. At
the highest recall point, MULTIR reaches 72.4% pre-
cision and 51.9% recall, for an F1 score of 60.5%.

7.3 Relation-Specific Performance

Since the data contains an unbalanced number of in-
stances of each relation, we also report precision and
recall for each of the ten most frequent relations. Let
SMr be the sentences where MULTIR extracted an
instance of relation r ∈ R, and let SFr be the sen-
tences that match the arguments of a fact about re-
lation r in ∆. For each r, we sample 100 sentences
from both SMr and SFr and manually check accu-
racy. To estimate precision P̃r we compute the ratio
of true relation mentions in SMr , and to estimate re-
call R̃r we take the ratio of true relation mentions in

SFr which are returned by our system.
Table 1 presents this approximate precision and

recall for MULTIR on each of the relations, along
with statistics we computed to measure the qual-
ity of the weak supervision. Precision is high for
the majority of relations but recall is consistently
lower. We also see that the Freebase matches are
highly skewed in quantity and can be low quality for
some relations, with very few of them actually cor-
responding to true extractions. The approach gener-
ally performs best on the relations with a sufficiently
large number of true matches, in many cases even
achieving precision that outperforms the accuracy of
the heuristic matches, at reasonable recall levels.

7.4 Overlapping Relations

Table 1 also highlights some of the effects of learn-
ing with overlapping relations. For example, in the
data, almost all of the matches for the administra-
tive divisions relation overlap with the contains re-
lation, because they both model relationships for a
pair of locations. Since, in general, sentences are
much more likely to describe a contains relation, this
overlap leads to a situation were almost none of the
administrate division matches are true ones, and we
cannot accurately learn an extractor. However, we
can still learn to accurately extract the contains rela-
tion, despite the distracting matches. Similarly, the
place of birth and place of death relations tend to
overlap, since it is often the case that people are born
and die in the same city. In both cases, the precision
outperforms the labeling accuracy and the recall is
relatively high.

To measure the impact of modeling overlapping
relations, we also evaluated a simple, restricted
baseline. Instead of labeling each entity pair with
the set of all true Freebase facts, we created a dataset
where each true relation was used to create a dif-
ferent training example. Training MULTIR on this
data simulates effects of conflicting supervision that
can come from not modeling overlaps. On average
across relations, precision increases 12 points but re-
call drops 26 points, for an overall reduction in F1
score from 60.5% to 40.3%.

7.5 Running Time

One final advantage of our model is the mod-
est running time. Our implementation of the

547



Relation Freebase Matches MULTIR
#sents % true P̃ R̃

/business/person/company 302 89.0 100.0 25.8
/people/person/place lived 450 60.0 80.0 6.7
/location/location/contains 2793 51.0 100.0 56.0

/business/company/founders 95 48.4 71.4 10.9
/people/person/nationality 723 41.0 85.7 15.0

/location/neighborhood/neighborhood of 68 39.7 100.0 11.1
/people/person/children 30 80.0 100.0 8.3

/people/deceased person/place of death 68 22.1 100.0 20.0
/people/person/place of birth 162 12.0 100.0 33.0

/location/country/administrative divisions 424 0.2 N/A 0.0

Table 1: Estimated precision and recall by relation, as well as the number of matched sentences (#sents) and accuracy
(% true) of matches between sentences and facts in Freebase.

Riedel et al. (2010) approach required approxi-
mately 6 hours to train on NY Times 05-06 and 4
hours to test on the NY Times 07, each without pre-
processing. Although they do sampling for infer-
ence, the global aggregation variables require rea-
soning about an exponentially large (in the number
of sentences) sample space.

In contrast, our approach required approximately
one minute to train and less than one second to test,
on the same data. This advantage comes from the
decomposition that is possible with the determinis-
tic OR aggregation variables. For test, we simply
consider each sentence in isolation and during train-
ing our approximation to the weighted assignment
problem is linear in the number of sentences.

7.6 Discussion

The sentential extraction results demonstrates the
advantages of learning a model that is primarily
driven by sentence-level features. Although previ-
ous approaches have used more sophisticated fea-
tures for aggregating the evidence from individual
sentences, we demonstrate that aggregating strong
sentence-level evidence with a simple deterministic
OR that models overlapping relations is more effec-
tive, and also enables training of a sentence extractor
that runs with no aggregate information.

While the Riedel et al. approach does include a
model of which sentences express relations, it makes
significant use of aggregate features that are primar-
ily designed to do entity-level relation predictions
and has a less detailed model of extractions at the
individual sentence level. Perhaps surprisingly, our

model is able to do better at both the sentential and
aggregate levels.

8 Related Work

Supervised-learning approaches to IE were intro-
duced in (Soderland et al., 1995) and are too nu-
merous to summarize here. While they offer high
precision and recall, these methods are unlikely to
scale to the thousands of relations found in text on
the Web. Open IE systems, which perform self-
supervised learning of relation-independent extrac-
tors (e.g., Preemptive IE (Shinyama and Sekine,
2006), TEXTRUNNER (Banko et al., 2007; Banko
and Etzioni, 2008) and WOE (Wu and Weld, 2010))
can scale to millions of documents, but don’t output
canonicalized relations.

8.1 Weak Supervision
Weak supervision (also known as distant- or self su-
pervision) refers to a broad class of methods, but
we focus on the increasingly-popular idea of using
a store of structured data to heuristicaly label a tex-
tual corpus. Craven and Kumlien (1999) introduced
the idea by matching the Yeast Protein Database
(YPD) to the abstracts of papers in PubMed and
training a naive-Bayes extractor. Bellare and Mc-
Callum (2007) used a database of BibTex records
to train a CRF extractor on 12 bibliographic rela-
tions. The KYLIN system aplied weak supervision
to learn relations from Wikipedia, treating infoboxes
as the associated database (Wu and Weld, 2007);
Wu et al. (2008) extended the system to use smooth-
ing over an automatically generated infobox taxon-
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omy. Mintz et al. (2009) used Freebase facts to train
100 relational extractors on Wikipedia. Hoffmann
et al. (2010) describe a system similar to KYLIN,
but which dynamically generates lexicons in order
to handle sparse data, learning over 5000 Infobox
relations with an average F1 score of 61%. Yao
et al. (2010) perform weak supervision, while using
selectional preference constraints to a jointly reason
about entity types.

The NELL system (Carlson et al., 2010) can also
be viewed as performing weak supervision. Its ini-
tial knowledge consists of a selectional preference
constraint and 20 ground fact seeds. NELL then
matches entity pairs from the seeds to a Web cor-
pus, but instead of learning a probabilistic model,
it bootstraps a set of extraction patterns using semi-
supervised methods for multitask learning.

8.2 Multi-Instance Learning

Multi-instance learning was introduced in order to
combat the problem of ambiguously-labeled train-
ing data when predicting the activity of differ-
ent drugs (Dietterich et al., 1997). Bunescu and
Mooney (2007) connect weak supervision with
multi-instance learning and extend their relational
extraction kernel to this context.

Riedel et al. (2010), combine weak supervision
and multi-instance learning in a more sophisticated
manner, training a graphical model, which assumes
only that at least one of the matches between the
arguments of a Freebase fact and sentences in the
corpus is a true relational mention. Our model may
be seen as an extension of theirs, since both models
include sentence-level and aggregate random vari-
ables. However, Riedel et al. have only a single ag-
gregate variable that takes values r ∈ R ∪ {none},
thereby ruling out overlapping relations. We have
discussed the comparison in more detail throughout
the paper, including in the model formulation sec-
tion and experiments.

9 Conclusion

We argue that weak supervision is promising method
for scaling information extraction to the level where
it can handle the myriad, different relations on the
Web. By using the contents of a database to heuris-
tically label a training corpus, we may be able to

automatically learn a nearly unbounded number of
relational extractors. Since the processs of match-
ing database tuples to sentences is inherently heuris-
tic, researchers have proposed multi-instance learn-
ing algorithms as a means for coping with the result-
ing noisy data. Unfortunately, previous approaches
assume that all relations are disjoint — for exam-
ple they cannot extract the pair Founded(Jobs,
Apple) and CEO-of(Jobs, Apple), because
two relations are not allowed to have the same argu-
ments.

This paper presents a novel approach for multi-
instance learning with overlapping relations that
combines a sentence-level extraction model with a
simple, corpus-level component for aggregating the
individual facts. We apply our model to learn extrac-
tors for NY Times text using weak supervision from
Freebase. Experiments show improvements for both
sentential and aggregate (corpus level) extraction,
and demonstrate that the approach is computation-
ally efficient.

Our early progress suggests many interesting di-
rections. By joining two or more Freebase tables,
we can generate many more matches and learn more
relations. We also wish to refine our model in order
to improve precision. For example, we would like
to add type reasoning about entities and selectional
preference constraints for relations. Finally, we are
also interested in applying the overall learning ap-
proaches to other tasks that could be modeled with
weak supervision, such as coreference and named
entity classification.

The source code of our system, its out-
put, and all data annotations are available at
http://cs.uw.edu/homes/raphaelh/mr.
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Abstract

In this paper, we observe that there exists a
second dimension to the relation extraction
(RE) problem that is orthogonal to the relation
type dimension. We show that most of these
second dimensional structures are relatively
constrained and not difficult to identify. We
propose a novel algorithmic approach to RE
that starts by first identifying these structures
and then, within these, identifying the seman-
tic type of the relation. In the real RE problem
where relation arguments need to be identi-
fied, exploiting these structures also allows re-
ducing pipelined propagated errors. We show
that this RE framework provides significant
improvement in RE performance.

1 Introduction

Relation extraction (RE) has been defined as the task
of identifying a given set of semantic binary rela-
tions in text. For instance, given the span of text
“. . . the Seattle zoo . . . ”, one would like to extract the
relation that “the Seattle zoo” is located-at “Seattle”.
RE has been frequently studied over the last few
years as a supervised learning task, learning from
spans of text that are annotated with a set of seman-
tic relations of interest. However, most approaches
to RE have assumed that the relations’ arguments
are given as input (Chan and Roth, 2010; Jiang and
Zhai, 2007; Jiang, 2009; Zhou et al., 2005), and
therefore offer only a partial solution to the problem.

Conceptually, this is a rather simple approach as
all spans of texts are treated uniformly and are be-
ing mapped to one of several relation types of in-
terest. However, these approaches to RE require a

large amount of manually annotated training data to
achieve good performance, making it difficult to ex-
pand the set of target relations. Moreover, as we
show, these approaches become brittle when the re-
lations’ arguments are not given but rather need to
be identified in the data too.

In this paper we build on the observation that there
exists a second dimension to the relation extraction
problem that is orthogonal to the relation type di-
mension: all relation types are expressed in one of
several constrained syntactico-semantic structures.
As we show, identifying where the text span is on the
syntactico-semantic structure dimension first, can be
leveraged in the RE process to yield improved per-
formance. Moreover, working in the second dimen-
sion provides robustness to the real RE problem, that
of identifying arguments along with the relations be-
tween them.

For example, in “the Seattle zoo”, the entity men-
tion “Seattle” modifies the noun “zoo”. Thus, the
two mentions “Seattle” and “the Seattle zoo”, are
involved in what we later call a premodifier rela-
tion, one of several syntactico-semantic structures
we identify in Section 3.

We highlight that all relation types can be ex-
pressed in one of several syntactico-semantic struc-
tures – Premodifiers, Possessive, Preposition, For-
mulaic and Verbal. As it turns out, most of these
structures are relatively constrained and are not dif-
ficult to identify. This suggests a novel algorith-
mic approach to RE that starts by first identifying
these structures and then, within these, identifying
the semantic type of the relation. Not only does this
approach provide significantly improved RE perfor-
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mance, it carries with it two additional advantages.
First, leveraging the syntactico-semantic struc-

ture is especially beneficial in the presence of small
amounts of data. Second, and more important, is the
fact that exploiting the syntactico-semantic dimen-
sion provides several new options for dealing with
the full RE problem – incorporating the argument
identification into the problem. We explore one of
these possibilities, making use of the constrained
structures as a way to aid in the identification of the
relations’ arguments. We show that this already pro-
vides significant gain, and discuss other possibilities
that can be explored. The contributions of this paper
are summarized below:

• We highlight that all relation types are ex-
pressed as one of several syntactico-semantic
structures and show that most of these are rela-
tively constrained and not difficult to identify.
Consequently, working first in this structural
dimension can be leveraged in the RE process
to improve performance.

• We show that when one does not have a large
number of training examples, exploiting the
syntactico-semantic structures is crucial for RE
performance.

• We show how to leverage these constrained
structures to improve RE when the relations’
arguments are not given. The constrained struc-
tures allow us to jointly entertain argument can-
didates and relations built with them as argu-
ments. Specifically, we show that considering
argument candidates which otherwise would
have been discarded (provided they exist in
syntactico-semantic structures), we reduce er-
ror propagation along a standard pipeline RE
architecture, and that this joint inference pro-
cess leads to improved RE performance.

In the next section, we describe our relation ex-
traction framework that leverages the syntactico-
semantic structures. We then present these struc-
tures in Section 3. We describe our mention entity
typing system in Section 4 and features for the RE
system in Section 5. We present our RE experiments
in Section 6 and perform analysis in Section 7, be-
fore concluding in Section 8.

S = {premodifier, possessive, preposition, formulaic}
gold mentions in training data Mtrain

Dg = {(mi, mj) ∈Mtrain ×Mtrain |
mi in same sentence as mj ∧ i 6= j ∧ i < j}

REbase = RE classifier trained on Dg

Ds = ∅
for each (mi,mj) ∈ Dg

do
p = structure inference on (mi,mj) using patterns
if p ∈ S ∨ (mi,mj) was annotated with a S structure
Ds = Ds ∪ (mi,mj)

done
REs = RE classifier trained on Ds

Output: REbase and REs

Figure 1: Training a regular baseline RE classi-
fier REbase and a RE classifier leveraging syntactico-
semantic structures REs.

2 Relation Extraction Framework

In Figure 1, we show the algorithm for training
a typical baseline RE classifier (REbase), and for
training a RE classifier that leverages the syntactico-
semantic structures (REs).

During evaluation and when the gold mentions are
already annotated, we apply REs as follows. When
given a test example mention pair (xi,xj), we per-
form structure inference on it using the patterns de-
scribed in Section 3. If (xi,xj) is identified as hav-
ing any of the four syntactico-semantic structures S,
apply REs to predict the relation label, else apply
REbase.

Next, we show in Figure 2 our joint inference al-
gorithmic framework that leverages the syntactico-
semantic structures for RE, when mentions need to
be predicted. Since the structures are fairly con-
strained, we can use them to consider mention can-
didates that are originally predicted as non men-
tions. As shown in Figure 2, we conservatively in-
clude such mentions when forming mention pairs,
provided their null labels are predicted with a low
probability t1.

1In this work, we arbitrary set t=0.2. After the experiments,
and in our own analysis, we observe that t=0.25 achieves better
performance. Besides using the probability of the 1-best predic-
tion, one could also for instance, use the probability difference
between the first and second best predictions. However, select-
ing an optimal t value is not the main focus of this work.
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S = {premodifier, possessive, preposition, formulaic}
candidate mentions Mcand

Let Lm = argmax
y

PMET (y|m, θ),m ∈Mcand

selected mentions Msel = {m ∈Mcand |
Lm 6= null ∨ PMET (null|m, θ) ≤ t}

QhasNull = {(mi,mj) ∈Msel ×Msel |
mi in same sentence as mj ∧ i 6= j ∧ i < j ∧
(Lmi 6= null ∨ Lmj 6= null)}

Let pool of relation predictions R = ∅

for each (mi, mj) ∈ QhasNull

do
p = structure inference on (mi,mj) using patterns
if p ∈ S

r = relation prediction for (mi,mj) using REs

R = R∪ r
else if Lmi

6= null ∧ Lmj
6= null

r = relation prediction for (mi,mj) using REbase

R = R∪ r
done

Output: R

Figure 2: RE using predicted mentions and patterns. Ab-
breviations: Lm: predicted entity label for mention m us-
ing the mention entity typing (MET) classifier described
in Section 4; PMET : prediction probability according to
the MET classifier; t: used for thresholding.

There is a large body of work in using patterns
to extract relations (Fundel et al., 2007; Greenwood
and Stevenson, 2006; Zhu et al., 2009). However,
these works operate along the first dimension, that
of using patterns to mine for relation type examples.
In contrast, in our RE framework, we apply patterns
to identify the syntactico-semantic structure dimen-
sion first, and leverage this in the RE process. In
(Roth and Yih, 2007), the authors used entity types
to constrain the (first dimensional) relation types al-
lowed among them. In our work, although a few of
our patterns involve semantic type comparison, most
of the patterns are syntactic in nature.

In this work, we performed RE evaluation on the
NIST Automatic Content Extraction (ACE) corpus.
Most prior RE evaluation on ACE data assumed that
mentions are already pre-annotated and given as in-
put (Chan and Roth, 2010; Jiang and Zhai, 2007;
Zhou et al., 2005). An exception is the work of
(Kambhatla, 2004), where the author evaluated on
the ACE-2003 corpus. In that work, the author did

not address the pipelined errors propagated from the
mention identification process.

3 Syntactico-Semantic Structures

In this paper, we performed RE on the ACE-2004
corpus. In ACE-2004 when the annotators tagged a
pair of mentions with a relation, they also specified
the type of syntactico-semantic structure2. ACE-
2004 identified five types of structures: premodi-
fier, possessive, preposition, formulaic, and verbal.
We are unaware of any previous computational ap-
proaches that recognize these structures automati-
cally in text, as we do, and use it in the context of
RE (or any other problem). In (Qian et al., 2008), the
authors reported the recall scores of their RE system
on the various syntactico-semantic structures. But
they do not attempt to recognize nor leverage these
structures.

In this work, we focus on detecting the first four
structures. These four structures cover 80% of the
mention pairs having valid semantic relations (we
give the detailed breakdown in Section 7) and we
show that they are relatively easy to identify using
simple rules or patterns. In this section, we indicate
mentions using square bracket pairs, and use mi and
mj to represent a mention pair. We now describe the
four structures.

Premodifier relations specify the proper adjective
or proper noun premodifier and the following noun
it modifies, e.g.: [the [Seattle] zoo]

Possessive indicates that the first mention is in a
possessive case, e.g.: [[California] ’s Governor]

Preposition indicates that the two mentions are
semantically related via the existence of a preposi-
tion, e.g.: [officials] in [California]

Formulaic The ACE04 annotation guideline3 in-
dicates the annotation of several formulaic relations,
including for example address: [Medford] , [Mas-
sachusetts]

2ACE-2004 termed it as lexical condition. We use the term
syntactico-semantic structure in this paper as the mention pair
exists in specific syntactic structures, and we use rules or pat-
terns that are syntactically and semantically motivated to detect
these structures.

3http://projects.ldc.upenn.edu/ace/docs/EnglishRDCV4-3-
2.PDF
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Structure type Pattern
Premodifier Basic pattern: [u* [v+] w+] , where u, v, w represent words

Each w is a noun or adjective
If u* is not empty, then u*: JJ+ ∨ JJ “and” JJ? ∨ CD JJ* ∨ RB DT JJ? ∨ RB CD JJ ∨

DT (RB|JJ|VBG|VBD|VBN|CD)?
Let w1 = first word in w+. w1 6= “’s” and POS tag of w1 6= POS
Let vl = last word in v+. POS tag of vl 6= PRP$ nor WP$

Possessive Basic pattern: [u? [v+] w+] , where u, v, w represent words
Let w1 = first word in w+. If w1 = “’s” ∨ POS tag of w1 = POS, accept mention pair
Let vl = last word in v+. If POS tag of vl = PRP$ or WP$, accept mention pair

Preposition Basic pattern: [mi] v* [mj], where v represent words
and number of prepositions in the text span v* between them = 0, 1, or 2

If satisfy pattern: IN [mi][mj], accept mention pair
If satisfy pattern: [mi] (IN|TO) [mj], accept mention pair
If all labels in Ld start with “prep”, accept mention pair

Formulaic If satisfy pattern: [mi] / [mj] ∧ Ec(mi) = PER ∧ Ec(mj) = ORG, accept mention pair
If satisfy pattern: [mi][mj]

If Ec(mi) = PER ∧ Ec(mj) = ORG ∨ GPE, accept mention pair

Table 1: Rules and patterns for the four syntactico-semantic structures. Regular expression notations: ‘*’ matches
the preceding element zero or more times; ‘+’ matches the preceding element one or more times; ‘?’ indicates that
the preceding element is optional; ‘|’ indicates or. Abbreviations: Ec(m): coarse-grained entity type of mention m;
Ld: labels in dependency path between the headword of two mentions. We use square brackets ‘[’ and ‘]’ to denote
mention boundaries. The ‘/’ in the Formulaic row denotes the occurrence of a lexical ‘/’ in text.

In this rest of this section, we present the
rules/patterns for detecting the above four
syntactico-semantic structure, giving an overview
of them in Table 1. We plan to release all of the
rules/patterns along with associated code4. Notice
that the patterns are intuitive and mostly syntactic in
nature.

3.1 Premodifier Structures

• We require that one of the mentions completely
include the other mention. Thus, the basic pat-
tern is [u* [v+] w+].

• If u* is not empty, we require that it satisfies
any of the following POS tag sequences: JJ+ ∨
JJ and JJ? ∨ CD JJ*, etc. These are (optional)
POS tag sequences that normally start a valid
noun phrase.

• We use two patterns to differentiate between
premodifier relations and possessive relations,
by checking for the existence of POS tags
PRP$, WP$, POS, and the word “’s”.

4http://cogcomp.cs.illinois.edu/page/publications

3.2 Possessive Structures
• The basic pattern for possessive is similar to

that for premodifier: [u? [v+] w+]

• If the word immediately following v+ is “’s” or
its POS tag is “POS”, we accept the mention
pair. If the POS tag of the last word in v+ is ei-
ther PRP$ or WP$, we accept the mention pair.

3.3 Preposition Structures
• We first require the two mentions to be non-

overlapping, and check for the existence of
patterns such as “IN [mi] [mj]” and “[mi]
(IN|TO) [mj]”.

• If the only dependency labels in the depen-
dency path between the head words of mi and
mj are “prep” (prepositional modifier), accept
the mention pair.

3.4 Formulaic Structures
• The ACE-2004 annotator guidelines specify

that several relations such as reporter signing
off, addresses, etc. are often specified in stan-
dard structures. We check for the existence of
patterns such as “[mi] / [mj]”, “[mi] [mj]”,
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Category Feature
For every POS of wk and offset from lw
word wk wk and offset from lw
in POS of wk, wk, and offset from lw
mention mi POS of wk, offset from lw, and lw

Bc(wk) and offset from lw
POS of wk, Bc(wk), and offset from lw
POS of wk, offset from lw, and Bc(lw)

Contextual C−1,−1 of mi

C+1,+1 of mi

P−1,−1 of mi

P+1,+1 of mi

NE tags tag of NE, if lw of NE coincides
with lw of mi in the sentence

Syntactic parse-label of parse tree constituent
parse that exactly covers mi

parse-labels of parse tree constituents
covering mi

Table 2: Features used in our mention entity typing
(MET) system. The abbreviations are as follows. lw:
last word in the mention; Bc(w): the brown cluster bit
string representing w; NE: named entity

and whether they satisfy certain semantic entity
type constraints.

4 Mention Extraction System

As part of our experiments, we perform RE using
predicted mentions. We first describe the features
(an overview is given in Table 2) and then describe
how we extract candidate mentions from sentences
during evaluation.

4.1 Mention Extraction Features
Features for every word in the mention For ev-
ery word wk in a mention mi, we extract seven fea-
tures. These are a combination of wk itself, its POS
tag, and its integer offset from the last word (lw) in
the mention. For instance, given the mention “the
operation room”, the offsets for the three words in
the mention are -2, -1, and 0 respectively. These
features are meant to capture the word and POS tag
sequences in mentions.

We also use word clusters which are automat-
ically generated from unlabeled texts, using the
Brown clustering (Bc) algorithm of (Brown et al.,
1992). This algorithm outputs a binary tree where
words are leaves in the tree. Each word (leaf) in the
tree can be represented by its unique path from the

Category Feature
POS POS of single word between m1, m2

hw of mi, mj and P−1,−1 of mi, mj

hw of mi, mj and P−1,−1 of mi, mj

hw of mi, mj and P+1,+1 of mi, mj

hw of mi, mj and P−2,−1 of mi, mj

hw of mi, mj and P−1,+1 of mi, mj

hw of mi, mj and P+1,+2 of mi, mj

Base chunk any base phrase chunk between mi, mj

Table 3: Additional RE features.

root and this path can be represented as a simple bit
string. As part of our features, we use the cluster bit
string representation of wk and lw.

Contextual We extract the word C−1,−1 immedi-
ately before mi, the word C+1,+1 immediately after
mi, and their associated POS tags P .

NE tags We automatically annotate the sentences
with named entity (NE) tags using the named en-
tity tagger of (Ratinov and Roth, 2009). This tagger
annotates proper nouns with the tags PER (person),
ORG (organization), LOC (location), or MISC (mis-
cellaneous). If the lw of mi coincides (actual token
offset) with the lw of any NE annotated by the NE
tagger, we extract the NE tag as a feature.

Syntactic parse We parse the sentences using the
syntactic parser of (Klein and Manning, 2003). We
extract the label of the parse tree constituent (if it ex-
ists) that exactly covers the mention, and also labels
of all constituents that covers the mention.

4.2 Extracting Candidate Mentions

From a sentence, we gather the following as candi-
date mentions: all nouns and possessive pronouns,
all named entities annotated by the the NE tagger
(Ratinov and Roth, 2009), all base noun phrase (NP)
chunks, all chunks satisfying the pattern: NP (PP
NP)+, all NP constituents in the syntactic parse tree,
and from each of these constituents, all substrings
consisting of two or more words, provided the sub-
strings do not start nor end on punctuation marks.
These mention candidates are then fed to our men-
tion entity typing (MET) classifier for type predic-
tion (more details in Section 6.3).
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5 Relation Extraction System

We build a supervised RE system using sentences
annotated with entity mentions and predefined target
relations. During evaluation, when given a pair of
mentions mi, mj , the system predicts whether any
of the predefined target relation holds between the
mention pair.

Most of our features are based on the work of
(Zhou et al., 2005; Chan and Roth, 2010). Due to
space limitations, we refer the reader to our prior
work (Chan and Roth, 2010) for the lexical, struc-
tural, mention-level, entity type, and dependency
features. Here, we only describe the features that
were not used in that work.

As part of our RE system, we need to extract the
head word (hw) of a mention (m), which we heuris-
tically determine as follows: if m contains a prepo-
sition and a noun preceding the preposition, we use
the noun as the hw. If there is no preposition in m,
we use the last noun in m as the hw.

POS features If there is a single word between the
two mentions, we extract its POS tag. Given the hw
of m, Pi,j refers to the sequence of POS tags in the
immediate context of hw (we exclude the POS tag
of hw). The offsets i and j denote the position (rela-
tive to hw) of the first and last POS tag respectively.
For instance, P−2,−1 denotes the sequence of two
POS tags on the immediate left of hw, and P−1,+1

denotes the POS tag on the immediate left of hw and
the POS tag on the immediate right of hw.

Base phrase chunk We add a boolean feature to
detect whether there is any base phrase chunk in the
text span between the two mentions.

6 Experiments

We use the ACE-2004 dataset (catalog
LDC2005T09 from the Linguistic Data Con-
sortium) to conduct our experiments. Following
prior work, we use the news wire (nwire) and
broadcast news (bnews) corpora of ACE-2004 for
our experiments, which consists of 345 documents.

To build our RE system, we use the LIBLINEAR
(Fan et al., 2008) package, with its default settings
of L2-loss SVM (dual) as the solver, and we use an
epsilon of 0.1. To ensure that this baseline RE sys-
tem based on the features in Section 5 is competi-

tive, we compare against the state-of-the-art feature-
based RE systems of (Jiang and Zhai, 2007) and
(Chan and Roth, 2010). In these works, the au-
thors reported performance on undirected coarse-
grained RE. Performing 5-fold cross validation on
the nwire and bnews corpora, (Jiang and Zhai, 2007)
and (Chan and Roth, 2010) reported F-measures of
71.5 and 71.2, respectively. Using the same evalua-
tion setting, our baseline RE system achieves a com-
petitive 71.4 F-measure.

We build three RE classifiers: binary, coarse, fine.
Lumping all the predefined target relations into a
single label, we build a binary classifier to predict
whether any of the predefined relations exists be-
tween a given mention pair.

In this work, we model the argument order of the
mentions when performing RE, since relations are
usually asymmetric in nature. For instance, we con-
sider mi:EMP-ORG:mj and mj :EMP-ORG:mi to
be distinct relation types. In our experiments, we ex-
tracted a total of 55,520 examples or mention pairs.
Out of these, 4,011 are positive relation examples
annotated with 6 coarse-grained relation types and
22 fine-grained relation types5.

We build a coarse-grained classifier to disam-
biguate between 13 relation labels (two asymmetric
labels for each of the 6 coarse-grained relation types
and a null label). We similarly build a fine-grained
classifier to disambiguate between 45 relation labels.

6.1 Evaluation Method

For our experiments, we adopt the experimental set-
ting in our prior work (Chan and Roth, 2010) of en-
suring that all examples from a single document are
either all used for training, or all used for evaluation.

In that work, we also highlight that ACE anno-
tators rarely duplicate a relation link for coreferent
mentions. For instance, assume mentions mi, mj ,
and mk are in the same sentence, mentions mi and
mj are coreferent, and the annotators tag the men-
tion pair mj , mk with a particular relation r. The
annotators will rarely duplicate the same (implicit)

5We omit a single relation: Discourse (DISC). The ACE-
2004 annotation guidelines states that the DISC relation is es-
tablished only for the purposes of the discourse and does not
reference an official entity relevant to world knowledge. In this
work, we focus on semantically meaningful relations. Further-
more, the DISC relation is dropped in ACE-2005.
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10 documents 5% of data 80% of data
RE model Rec% Pre% F1% Rec% Pre% F1% Rec% Pre% F1%
Binary 58.0 80.3 67.4 64.4 80.6 71.6 73.2 84.0 78.2
Binary+Patterns 73.1 78.5 75.7 (+8.3) 75.3 80.6 77.9 80.1 84.2 82.1
Coarse 33.5 62.5 43.6 42.4 66.2 51.7 62.1 75.5 68.1
Coarse+Patterns 44.2 59.6 50.8 (+7.2) 51.2 64.2 56.9 68.0 75.4 71.5
Fine 18.1 47.0 26.1 26.3 51.6 34.9 51.6 68.4 58.8
Fine+Patterns 24.8 43.5 31.6 (+5.5) 32.2 48.9 38.9 56.4 67.5 61.5

Table 4: Micro-averaged (across the 5 folds) RE results using gold mentions.

10 documents 5% of data 80% of data
RE model Rec% Pre% F1% Rec% Pre% F1% Rec% Pre% F1%
Binary 32.2 46.6 38.1 35.5 48.9 41.1 40.1 52.7 45.5
Binary+Patterns 46.7 45.9 46.3 (+8.2) 47.6 47.8 47.2 50.2 50.4 50.3
Coarse 18.6 41.1 25.6 22.4 40.9 28.9 32.3 47.5 38.5
Coarse+Patterns 26.8 34.7 30.2 (+4.6) 30.3 37.0 33.3 38.9 42.9 40.8
Fine 10.7 32.2 16.1 14.6 33.4 20.3 26.9 44.3 33.5
Fine+Patterns 15.7 26.3 19.7 (+3.6) 19.4 29.2 23.3 31.7 38.3 34.7

Table 5: Micro-averaged (across the 5 folds) RE results using predicted mentions.

relation r between mi and mk, thus leaving the gold
relation label as null. Whether this is correct or not is
debatable. However, to avoid being penalized when
our RE system actually correctly predicts the label
of an implicit relation, we take the following ap-
proach.

During evaluation, if our system correctly pre-
dicts an implicit label, we simply switch its predic-
tion to the null label. Since the RE recall scores
only take into account non-null relation labels, this
scoring method does not change the recall, but could
marginally increase the precision scores by decreas-
ing the count of RE predictions. In our experi-
ments, we observe that both the usual and our scor-
ing method give very similar RE results and the ex-
perimental trends remain the same. Of course, us-
ing this scoring method requires coreference infor-
mation, which is available in the ACE data.

6.2 RE Evaluation Using Gold Mentions

To perform our experiments, we split the 345 docu-
ments into 5 equal sets. In each of the 5 folds, 4 sets
(276 documents) are reserved for drawing training
examples, while the remaining set (69 documents)
is used as evaluation data. In the experiments de-
scribed in this section, we use the gold mentions
available in the data.

When one only has a small amount of train-

ing data, it is crucial to take advantage of external
knowledge such as the syntactico-semantic struc-
tures. To simulate this setting, in each fold, we ran-
domly selected 10 documents from the fold’s avail-
able training documents (about 3% of the total 345
documents) as training data. We built one binary,
one coarse-grained, and one fine-grained classifier
for each fold.

In Section 2, we described how we trained a base-
line RE classifier (REbase) and a RE classifier using
the syntactico-semantic patterns (REs).

We first apply REbase on each test example men-
tion pair (mi,mj) to obtain the RE baseline results,
showing these in Table 4 under the column “10 doc-
uments”, and in the rows “Binary”, “Coarse”, and
“Fine”. We then applied REs on the test exam-
ples as described in Section 2, showing the results
in the rows “Binary+Patterns”, “Coarse+Patterns”,
and “Fine+Patterns”. The results show that by us-
ing syntactico-semantic structures, we obtain signif-
icant F-measure improvements of 8.3, 7.2, and 5.5
for binary, coarse-grained, and fine-grained relation
predictions respectively.

6.3 RE Evaluation Using Predicted Mentions

Next, we perform our experiments using predicted
mentions. ACE-2004 defines 7 coarse-grained entity
types, each of which are then refined into 43 fine-
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Figure 3: Improvement in (gold mention) RE.

grained entity types. Using the ACE data annotated
with mentions and predefined entity types, we build
a fine-grained mention entity typing (MET) clas-
sifier to disambiguate between 44 labels (43 fine-
grained and a null label to indicate not a mention).
To obtain the coarse-grained entity type predictions
from the classifier, we simply check which coarse-
grained type the fine-grained prediction belongs to.
We use the LIBLINEAR package with the same set-
tings as earlier specified for the RE system. In each
fold, we build a MET classifier using all the (276)
training documents in that fold.

We apply REbase on all mention pairs (mi,mj)
where both mi and mj have non null entity type pre-
dictions. We show these baseline results in the Rows
“Binary”, “Coarse”, and “Fine” of Table 5.

In Section 2, we described our algorithmic ap-
proach (Figure 2) that takes advantage of the struc-
tures with predicted mentions. We show the results
of this approach in the Rows “Binary+Patterns”,
“Coarse+Patterns”, and “Fine+Patterns” of Table
5. The results show that by leveraging syntactico-
semantic structures, we obtain significant F-measure
improvements of 8.2, 4.6, and 3.6 for binary, coarse-
grained, and fine-grained relation predictions re-
spectively.

7 Analysis

We first show statistics regarding the syntactico-
semantic structures. In Section 3, we mentioned
that ACE-2004 identified five types of structures:
premodifier, possessive, preposition, formulaic, and
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Pattern type Rec% Pre%
PreMod 86.8 79.7
Poss 94.3 88.3
Prep 94.6 20.0
Formula 85.5 62.2

Table 6: Recall and precision of the patterns.

verbal. On the 4,011 examples that we experimented
on, premodifiers are the most frequent, account-
ing for 30.5% of the examples (or about 1,224 ex-
amples). The occurrence distributions of the other
structures are 18.9% (possessive), 23.9% (preposi-
tion), 7.2% (formulaic), and 19.5% (verbal). Hence,
the four syntactico-semantic structures that we fo-
cused on in this paper account for a large majority
(80%) of the relations.

In Section 6, we note that out of 55,520 men-
tion pairs, only 4,011 exhibit valid relations. Thus,
the proportion of positive relation examples is very
sparse at 7.2%. If we can effectively identify and
discard most of the negative relation examples, it
should improve RE performance, including yielding
training data with a more balanced label distribution.

We now analyze the utility of the patterns. As
shown in Table 6, the patterns are effective in infer-
ring the structure of mention pairs. For instance, ap-
plying the premodifier patterns on the 55,520 men-
tion pairs, we correctly identified 86.8% of the 1,224
premodifier occurrences as premodifiers, while in-
curring a false-positive rate of only about 20%6. We

6Random selection will give a precision of about 2.2%
(1,224 out of 55,520) and thus a false-positive rate of 97.8%

558



note that preposition structures are relatively harder
to identify. Some of the reasons are due to possi-
bly multiple prepositions in between a mention pair,
preposition sense ambiguity, pp-attachment ambigu-
ity, etc. However, in general, we observe that infer-
ring the structures allows us to discard a large por-
tion of the mention pairs which have no valid re-
lation between them. The intuition behind this is
the following: if we infer that there is a syntactico-
semantic structure between a mention pair, then it
is likely that the mention pair exhibits a valid rela-
tion. Conversely, if there is a valid relation between
a mention pair, then it is likely that there exists a
syntactico-semantic structure between the mentions.

Next, we repeat the experiments in Section 6.2
and Section 6.3, while gradually increasing the
amount of training data used for training the RE
classifiers. The detailed results of using 5% and 80%
of all available data are shown in Table 4 and Table
5. Note that these settings are with respect to all 345
documents and thus the 80% setting represents us-
ing all 276 training documents in each fold. We plot
the intermediate results in Figure 3 and Figure 4. We
note that leveraging the structures provides improve-
ments on all experimental settings. Also, intuitively,
the binary predictions benefit the most from lever-
aging the structures. How to further exploit this is a
possible future work.

8 Conclusion

In this paper, we propose a novel algorithmic ap-
proach to RE by exploiting syntactico-semantic
structures. We show that this approach provides
several advantages and improves RE performance.
There are several interesting directions for future
work. There are probably many near misses when
we apply our structure patterns on predicted men-
tions. For instance, for both premodifier and posses-
sive structures, we require that one mention com-
pletely includes the other. Relaxing this might
potentially recover additional valid mention pairs
and improve performance. We could also try to
learn classifiers to automatically identify and disam-
biguate between the different syntactico-semantic
structures. It will also be interesting to feedback the
predictions of the structure patterns to the mention
entity typing classifier and possibly retrain to obtain

a better classifier.
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Abstract

Recent work on bilingual Word Sense Disam-
biguation (WSD) has shown that a resource
deprived language (L1) can benefit from the
annotation work done in a resource rich lan-
guage (L2) via parameter projection. How-
ever, this method assumes the presence of suf-
ficient annotated data in one resource rich lan-
guage which may not always be possible. In-
stead, we focus on the situation where there
are two resource deprived languages, both
having a very small amount of seed annotated
data and a large amount of untagged data. We
then usebilingual bootstrapping, wherein, a
model trained using the seed annotated data
of L1 is used to annotate the untagged data of
L2 and vice versa using parameter projection.
The untagged instances ofL1 andL2 which
get annotated with high confidence are then
added to the seed data of the respective lan-
guages and the above process is repeated. Our
experiments show that such a bilingual boot-
strapping algorithm when evaluated on two
different domains withsmall seed sizes using
Hindi (L1) and Marathi (L2) as the language
pair performs better than monolingual boot-
strapping and significantly reduces annotation
cost.

1 Introduction

The high cost of collecting sense annotated data for
supervised approaches (Ng and Lee, 1996; Lee et
al., 2004) has always remained a matter of concern
for some of the resource deprived languages of the
world. The problem is even more hard-hitting for
multilingual regions (e.g., India which has more than
20 constitutionally recognized languages). To cir-
cumvent this problem, unsupervised and knowledge

based approaches (Lesk, 1986; Walker and Amsler,
1986; Agirre and Rigau, 1996; McCarthy et al.,
2004; Mihalcea, 2005) have been proposed as an al-
ternative but they have failed to deliver good accura-
cies. Semi-supervised approaches (Yarowsky, 1995)
which use a small amount of annotated data and a
large amount of untagged data have shown promise
albeit for a limited set of target words. The above
situation highlights the need for high accuracy re-
source conscious approaches to all-words multilin-
gual WSD.

Recent work by Khapra et al. (2010) in this di-
rection has shown that it is possible to perform cost
effective WSD in a target language (L2) without
compromising much on accuracy by leveraging on
the annotation work done in another language (L1).
This is achieved with the help of a novel synset-
aligned multilingual dictionary which facilitates the
projection of parameters learned from the Wordnet
and annotated corpus ofL1 to L2. This approach
thus obviates the need for collecting large amounts
of annotated corpora in multiple languages by rely-
ing on sufficient annotated corpus in one resource
rich language. However, in many situations such a
pivot resource rich language itself may not be avail-
able. Instead, we might have two or more languages
having a small amount of annotated corpus and a
large amount of untagged corpus. Addressing such
situations is the main focus of this work. Specifi-
cally, we address the following question:

In the absence of a pivot resource rich lan-
guage is it possible for two resource de-
prived languages to mutually benefit from
each other’s annotated data?

While addressing the above question we assume that
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even though it is hard to obtain large amounts of
annotated data in multiple languages, it should be
fairly easy to obtain a large amount of untagged data
in these languages. We leverage on such untagged
data by employing a bootstrapping strategy. The
idea is to train an initial model using a small amount
of annotated data in both the languages and itera-
tively expand this seed data by including untagged
instances which get tagged with a high confidence
in successive iterations. Instead of using monolin-
gual bootstrapping, we use bilingual bootstrapping
via parameter projection. In other words, the pa-
rameters learned from the annotated data ofL1 (and
L2 respectively) are projected toL2 (andL1 respec-
tively) and the projected model is used to tag the un-
tagged instances ofL2 (andL1 respectively).

Such a bilingual bootstrapping strategy when
tested on two domains,viz., Tourism and Health us-
ing Hindi (L1) and Marathi (L2) as the language
pair, consistently does better than a baseline strat-
egy which uses only seed data for training without
performing any bootstrapping. Further, it consis-
tently performs better than monolingual bootstrap-
ping. A simple and intuitive explanation for this is
as follows. In monolingual bootstrapping a language
can benefit only from its own seed data and hence
can tag only those instances with high confidence
which it has already seen. On the other hand, in
bilingual bootstrapping a language can benefit from
the seed data available in the other language which
was not previously seen in its self corpus. This is
very similar to the process of co-training (Blum and
Mitchell, 1998) wherein the annotated data in the
two languages can be seen as two different views of
the same data. Hence, the classifier trained on one
view can be improved by adding those untagged in-
stances which are tagged with a high confidence by
the classifier trained on the other view.

The remainder of this paper is organized as fol-
lows. In section 2 we present related work. Section
3 describes the Synset aligned multilingual dictio-
nary which facilitates parameter projection. Section
4 discusses the work of Khapra et al. (2009) on pa-
rameter projection. In section 5 we discuss bilin-
gual bootstrapping which is the main focus of our
work followed by a brief discussion on monolingual
bootstrapping. Section 6 describes the experimental
setup. In section 7 we present the results followed

by discussion in section 8. Section 9 concludes the
paper.

2 Related Work

Bootstrapping for Word Sense Disambiguation was
first discussed in (Yarowsky, 1995). Starting with a
very small number of seed collocations an initial de-
cision list is created. This decisions list is then ap-
plied to untagged data and the instances which get
tagged with a high confidence are added to the seed
data. This algorithm thus proceeds iteratively in-
creasing the seed size in successive iterations. This
monolingual bootstrapping method showed promise
when tested on a limited set of target words but was
not tried for all-words WSD.

The failure of monolingual approaches (Ng and
Lee, 1996; Lee et al., 2004; Lesk, 1986; Walker and
Amsler, 1986; Agirre and Rigau, 1996; McCarthy
et al., 2004; Mihalcea, 2005) to deliver high accura-
cies for all-words WSD at low costs created interest
in bilingual approaches which aim at reducing the
annotation effort. Recent work in this direction by
Khapra et al. (2009) aims at reducing the annotation
effort in multiple languages by leveraging on exist-
ing resources in a pivot language. They showed that
it is possible to project the parameters learned from
the annotation work of one language to another lan-
guage provided aligned Wordnets for the two lan-
guages are available. However, they do not address
situations where two resource deprived languages
have aligned Wordnets but neither has sufficient an-
notated data. In such cases bilingual bootstrapping
can be used so that the two languages can mutually
benefit from each other’s small annotated data.

Li and Li (2004) proposed a bilingual bootstrap-
ping approach for the more specific task of Word
Translation Disambiguation (WTD) as opposed to
the more general task of WSD. This approach does
not need parallel corpora (just like our approach)
and relies only on in-domain corpora from two lan-
guages. However, their work was evaluated only on
a handful of target words (9 nouns) for WTD as op-
posed to the broader task of WSD. Our work instead
focuses on improving the performance of all words
WSD for two resource deprived languages using
bilingual bootstrapping. At the heart of our work lies
parameter projection facilitated by a synset aligned
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multilingual dictionary described in the next section.

3 Synset Aligned Multilingual Dictionary

A novel and effective method of storage and use of
dictionary in a multilingual setting was proposed by
Mohanty et al. (2008). For the purpose of current
discussion, we will refer to this multilingual dictio-
nary framework asMultiDict. One important de-
parture in this framework from the traditional dic-
tionary is thatsynsets are linked, and after that
the words inside the synsets are linked. The ba-
sic mapping is thus between synsets and thereafter
between the words.

Concepts L1
(English)

L2
(Hindi)

L3
(Marathi)

04321:
a youth-
ful male
person

{male
child,
boy}

{lwкA
(ladkaa),
bAlк
(baalak),
bQcA
(bachchaa)}

{m� lgA
(mulgaa),
porgA
(porgaa),
por (por)}

Table 1: Multilingual Dictionary Framework

Table 1 shows the structure of MultiDict, with one
example row standing for the concept ofboy. The
first column is the pivot describing a concept with a
unique ID. The subsequent columns show the words
expressing the concept in respective languages (in
the example table,English, Hindi and Marathi). Af-
ter the synsets are linked, cross linkages are set up
manually from the words of a synset to the words
of a linked synset of the pivot language. For exam-
ple, for the Marathi wordm� lgA (mulgaa), “a youth-
ful male person”, the correct lexical substitute from
the corresponding Hindi synset islwкA (ladkaa).
The average number of such links per synset per lan-
guage pair is approximately 3. However, since our
work takes place in a semi-supervised setting, we
do not assume the presence of these manual cross
linkages between synset members. Instead, in the
above example, we assume that all the words in
the Hindi synset are equally probable translations
of every word in the corresponding Marathi synset.
Such cross-linkages between synset members facil-
itate parameter projection as explained in the next
section.

4 Parameter Projection

Khapra et al. (2009) proposed that the various
parameters essential for domain-specific Word
Sense Disambiguation can be broadly classified into
two categories:

Wordnet-dependent parameters:

• belongingness-to-dominant-concept
• conceptual distance
• semantic distance

Corpus-dependent parameters:

• sense distributions
• corpus co-occurrence

They proposed a scoring function (Equation (1))
which combines these parameters to identify the cor-
rect sense of a word in a context:

S∗ = argmax
i

(θiVi +
∑

j∈J

Wij ∗ Vi ∗ Vj) (1)

where,

i ∈ Candidate Synsets

J = Set of disambiguated words

θi = BelongingnessToDominantConcept(Si)

Vi = P (Si|word)

Wij = CorpusCooccurrence(Si, Sj)

∗ 1/WNConceptualDistance(Si, Sj)

∗ 1/WNSemanticGraphDistance(Si, Sj)

The first componentθiVi of Equation (1) captures
influence of the corpus specific sense of a word in a
domain. The other componentWij ∗Vi ∗Vj captures
the influence of interaction of the candidate sense
with the senses of context words weighted by factors
of co-occurrence, conceptual distance and semantic
distance.

Wordnet-dependent parameters depend on the
structure of the Wordnet whereas theCorpus-
dependent parameters depend on various statistics
learned from a sense marked corpora. Both the
tasks of (a) constructing a Wordnet from scratch and
(b) collecting sense marked corpora for multiple
languages are tedious and expensive. Khapra et
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al. (2009) observed that byprojecting relations
from the Wordnet of a language and byprojecting
corpus statistics from the sense marked corpora
of the language to those of the target language,
the effort required in constructing semantic graphs
for multiple Wordnets and collecting sense marked
corpora for multiple languages can be avoided
or reduced. At the heart of their work lies the
MultiDict described in previous section which
facilitates parameter projection in the following
manner:

1. By linking with the synsets of a pivot resource
rich language (Hindi, in our case), the cost of build-
ing Wordnets of other languages is partly reduced
(semantic relations are inherited). The Wordnet pa-
rameters of Hindi Wordnet now become projectable
to other languages.
2. For calculating corpus specific sense distribu-
tions,P (Sense Si|Word W ), we need the counts,
#(Si,W ). By using cross linked words in the
synsets, these counts become projectable to the tar-
get language (Marathi, in our case) as they can be
approximated by the counts of the cross linked Hindi
words calculated from the Hindi sense marked cor-
pus as follows:

P (Si|W ) =
#(Si, marathi word)∑
j #(Sj , marathi word)

P (Si|W ) ≈
#(Si, cross linked hindi word)∑
j #(Sj , cross linked hindi word)

The rationale behind the above approximation is the
observation that within a domain the counts of cross-
linked words will remain the same across languages.

This parameter projection strategy as explained
above lies at the heart of our work and allows us
to perform bilingual bootstrapping by projecting the
models learned from one language to another.

5 Bilingual Bootstrapping

We now come to the main contribution of our work,
i.e., bilingual bootstrapping. As shown in Algorithm
1, we start with a small amount of seed data (LD1

andLD2) in the two languages. Using this data we
learn the parameters described in the previous sec-
tion. We collectively refer to the parameters learned

Algorithm 1 Bilingual Bootstrapping
LD1 := Seed Labeled Data fromL1

LD2 := Seed Labeled Data fromL2

UD1 := Unlabeled Data fromL1

UD2 := Unlabeled Data fromL2

repeat
θ1 := model trained usingLD1

θ2 := model trained usingLD2

{Project models fromL1/L2 to L2/L1}
θ̂2 := project(θ1, L2)
θ̂1 := project(θ2, L1)

for all u1 ∈ UD1 do
s := sense assigned bŷθ1 to u1

if confidence(s)> ǫ then
LD1 := LD1 + u1

UD1 := UD1 - u1

end if
end for

for all u2 ∈ UD2 do
s := sense assigned bŷθ2 to u2

if confidence(s)> ǫ then
LD2 := LD2 + u2

UD2 := UD2 - u2

end if
end for

until convergence

from the seed data as modelsθ1 andθ2 for L1 andL2

respectively. The parameter projection strategy de-
scribed in the previous section is then applied toθ1
andθ2 to obtain the projected modelŝθ2 and θ̂1 re-
spectively. These projected models are then applied
to the untagged data ofL1 andL2 and the instances
which get labeled with a high confidence are added
to the labeled data of the respective languages. This
process is repeated till we reach convergence,i.e.,
till it is no longer possible to move any data from
UD1 (andUD2) to LD1 (andLD2 respectively).

We compare our algorithm with monolingual
bootstrapping where the self modelsθ1 andθ2 are
directly used to annotate the unlabeled instances in
L1 andL2 respectively instead of using the projected
modelsθ̂1 andθ̂2. The process of monolingual boot-
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Algorithm 2 Monolingual Bootstrapping
LD1 := Seed Labeled Data fromL1

LD2 := Seed Labeled Data fromL2

UD1 := Unlabeled Data fromL1

UD2 := Unlabeled Data fromL2

repeat
θ1 := model trained usingLD1

θ2 := model trained usingLD2

for all u1 ∈ UD1 do
s := sense assigned byθ1 to u1

if confidence(s)> ǫ then
LD1 := LD1 + u1

UD1 := UD1 - u1

end if
end for

for all u2 ∈ UD2 do
s := sense assigned byθ2 to u2

if confidence(s)> ǫ then
LD2 := LD2 + u2

UD2 := UD2 - u2

end if
end for

until convergence

strapping is shown in Algorithm 2.

6 Experimental Setup

We used the publicly available dataset1 described
in Khapra et al. (2010) for all our experiments.
The data was collected from two domains,viz.,
Tourism and Health. The data for Tourism domain
was collected by manually translating English doc-
uments downloaded from Indian Tourism websites
into Hindi and Marathi. Similarly, English docu-
ments for Health domain were obtained from two
doctors and were manually translated into Hindi and
Marathi. The entire data was then manually an-
notated by three lexicographers adept in Hindi and
Marathi. The various statistics pertaining to the total
number of words, number of words per POS cate-
gory and average degree of polysemy are described
in Tables 2 to 5.

Although Tables 2 and 3 also report the num-

1http://www.cfilt.iitb.ac.in/wsd/annotatedcorpus

Polysemous words Monosemous words
Category Tourism Health Tourism Health
Noun 62336 24089 35811 18923
Verb 6386 1401 3667 5109
Adjective 18949 8773 28998 12138
Adverb 4860 2527 13699 7152
All 92531 36790 82175 43322

Table 2: Polysemous and Monosemous words per cate-
gory in each domain for Hindi

Polysemous words Monosemous words
Category Tourism Health Tourism Health
Noun 45589 17482 27386 11383
Verb 7879 3120 2672 1500
Adjective 13107 4788 16725 6032
Adverb 4036 1727 5023 1874
All 70611 27117 51806 20789

Table 3: Polysemous and Monosemous words per cate-
gory in each domain for Marathi

Avg. degree of Wordnet polysemy
for polysemous words

Category Tourism Health
Noun 3.02 3.17
Verb 5.05 6.58
Adjective 2.66 2.75
Adverb 2.52 2.57
All 3.09 3.23

Table 4: Average degree of Wordnet polysemy per cate-
gory in the 2 domains for Hindi

Avg. degree of Wordnet polysemy
for polysemous words

Category Tourism Health
Noun 3.06 3.18
Verb 4.96 5.18
Adjective 2.60 2.72
Adverb 2.44 2.45
All 3.14 3.29

Table 5: Average degree of Wordnet polysemy per cate-
gory in the 2 domains for Marathi
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Figure 1: Comparison ofBiBoot, Mono-
Boot, OnlySeedandWFSon Hindi Health
data

Figure 2: Comparison ofBiBoot, Mono-
Boot, OnlySeed and WFS on Hindi
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Figure 3: Comparison ofBiBoot, Mono-
Boot, OnlySeedand WFS on Marathi
Health data

Figure 4: Comparison ofBiBoot, Mono-
Boot, OnlySeedand WFS on Marathi
Tourism data

ber of monosemous words, we would like to clearly
state that we do not consider monosemous words
while evaluating the performance of our algorithms
(as monosemous words do not need any disambigua-
tion).

We did a 4-fold cross validation of our algorithm
using the above described corpora. Note that even
though the corpora were parallel we did not use this
property in any way in our experiments or algorithm.
In fact, the documents in the two languages were
randomly split into 4 folds without ensuring that the
parallel documents remain in the same folds for the
two languages. We experimented with different seed
sizes varying from 0 to 5000 in steps of 250. The
seed annotated data and untagged instances for boot-
strapping are extracted from 3 folds of the data and

the final evaluation is done on the held-out data in
the 4th fold.

We ran both the bootstrapping algorithms (i.e.,
monolingual bootstrappingand bilingual boot-
strapping) for 10 iterations but, we observed
that after 1-2 iterations the algorithms converge.
In each iteration only those words for which
P (assigned sense|word) > 0.6 get moved to the
labeled data. Ideally, this threshold (0.6) should
have been selected using a development set. How-
ever, since our work focuses on resource scarce lan-
guages we did not want to incur the additional cost
of using a development set. Hence, we used a fixed
threshold of 0.6 so that in each iteration only those
words get moved to the labeled data for which the
assigned sense is clearly a majority sense (P > 0.6).
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Language-
Domain

Algorithm F-score(%)

No. of tagged
words needed to

achieve this
F-score

% Reduction in annotation
cost

Hindi-Health Biboot 57.70 1250
(2250+2250)−(1250+1750)

(2250+2250) ∗ 100 = 33.33%
OnlySeed 57.99 2250

Marathi-Health Biboot 64.97 1750
OnlySeed 64.51 2250

Hindi-Tourism Biboot 60.67 1000
(2000+2000)−(1000+1250)

(2000+2000) ∗ 100 = 43.75%
OnlySeed 59.83 2000

Marathi-Tourism Biboot 61.90 1250
OnlySeed 61.68 2000

Table 6: Reduction in annotation cost achieved using Bilingual Bootstrapping

7 Results

The results of our experiments are summarized in
Figures 1 to 4. Thex-axis represents the amount of
seed data used and they-axis represents the F-scores
obtained. The different curves in each graph are as
follows:

a. BiBoot: This curve represents the F-score ob-
tained after 10 iterations by using bilingual boot-
strapping with different amounts of seed data.

b. MonoBoot: This curve represents the F-score ob-
tained after 10 iterations by using monolingual
bootstrapping with different amounts of seed data.

c. OnlySeed: This curve represents the F-score ob-
tained by training on the seed data alone without
using any bootstrapping.

d. WFS: This curve represents the F-score obtained
by simply selecting the first sense from Wordnet,
a typically reported baseline.

8 Discussions

In this section we discuss the important observations
made from Figures 1 to 4.

8.1 Performance of Bilingual bootstrapping

For small seed sizes, the F-score of bilingual boot-
strapping is consistently better than the F-score ob-
tained by training only on the seed data without us-
ing any bootstrapping. This is true for both the lan-
guages in both the domains. Further, bilingual boot-
strapping also does better than monolingual boot-
strapping for small seed sizes. As explained earlier,

this better performance can be attributed to the fact
that in monolingual bootstrapping the algorithm can
tag only those instances with high confidence which
it has already seen in the training data. Hence, in
successive iterations, very little new information be-
comes available to the algorithm. This is clearly
evident from the fact that the curve of monolin-
gual bootstrapping (MonoBoot) is always close to
the curve ofOnlySeed.

8.2 Effect of seed size

The benefit of bilingual bootstrapping is clearly felt
for small seed sizes. However, as the seed size in-
creases the performance of the 3 algorithms,viz.,
MonoBoot, BiBootandOnlySeedis more or less the
same. This is intuitive, because, as the seed size in-
creases the algorithm is able to see more and more
tagged instances in its self corpora and hence does
not need any assistance from the other language. In
other words, the annotated data inL1 is not able to
add any new information to the training process of
L2 and vice versa.

8.3 Bilingual bootstrapping reduces annotation
cost

The performance boost obtained at small seed sizes
suggests that bilingual bootstrapping helps to reduce
the overall annotation costs for both the languages.
To further illustrate this, we take some sample points
from the graph and compare the number of tagged
words needed byBiBootandOnlySeedto reach the
same (or nearly the same) F-score. We present this
comparison in Table 6.
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The rows forHindi-Health and Marathi-Health in
Table 6 show that whenBiBoot is employed we
need 1250 tagged words in Hindi and 1750 tagged
words in Marathi to attain F-scores of 57.70% and
64.97% respectively. On the other hand, in the ab-
sence of bilingual bootstrapping, (i.e., usingOnly-
Seed) we need 2250 tagged words each in Hindi and
Marathi to achieve similar F-scores.BiBoot thus
gives a reduction of 33.33% in the overall annota-
tion cost ({1250 + 1750} v/s{2250 + 2250}) while
achieving similar F-scores. Similarly, the results for
Hindi-Tourismand Marathi-Tourismshow thatBi-
Boot gives a reduction of 43.75% in the overall an-
notation cost while achieving similar F-scores. Fur-
ther, since the results ofMonoBootare almost the
same asOnlySeed, the above numbers indicate that
BiBootprovides a reduction in cost when compared
to MonoBootalso.

8.4 Contribution of monosemous words in the
performance of BiBoot

As mentioned earlier, monosemous words in the test
set are not considered while evaluating the perfor-
mance of our algorithm but, we add monosemous
words to the seed data. However, we do not count
monosemous words while calculating the seed size
as there is no manual annotation cost associated with
monosemous words (they can be tagged automati-
cally by fetching their singleton sense id from the
wordnet). We observed that the monosemous words
of L1 help in boosting the performance ofL2 and
vice versa. This is because for a given monose-
mous word inL2 (or L1 respectively) the corre-
sponding cross-linked word inL1 (or L2 respec-
tively) need not necessarily be monosemous. In such
cases, the cross-linked polysemous word inL2 (or
L1 respectively) benefits from the projected statis-
tics of a monosemous word inL1 (or L2 respec-
tively). This explains whyBiBoot gives an F-score
of 35-52% even at zero seed size even though the
F-score ofOnlySeedis only 2-5% (see Figures 1 to
4).

9 Conclusion

We presented a bilingual bootstrapping algorithm
for Word Sense Disambiguation which allows two
resource deprived languages to mutually benefit

from each other’s data via parameter projection. The
algorithm consistently performs better than mono-
lingual bootstrapping. It also performs better than
using only monolingual seed data without using any
bootstrapping. The benefit of bilingual bootstrap-
ping is felt prominently when the seed size in the two
languages is very small thus highlighting the useful-
ness of this algorithm in highly resource constrained
scenarios.
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Abstract

Resolving polysemy and synonymy is re-
quired for high-quality information extraction.
We present ConceptResolver, a component for
the Never-Ending Language Learner (NELL)
(Carlson et al., 2010) that handles both phe-
nomena by identifying the latent concepts that
noun phrases refer to. ConceptResolver per-
forms both word sense induction and synonym
resolution on relations extracted from text us-
ing an ontology and a small amount of la-
beled data. Domain knowledge (the ontology)
guides concept creation by defining a set of
possible semantic types for concepts. Word
sense induction is performed by inferring a set
of semantic types for each noun phrase. Syn-
onym detection exploits redundant informa-
tion to train several domain-specific synonym
classifiers in a semi-supervised fashion. When
ConceptResolver is run on NELL’s knowledge
base, 87% of the word senses it creates cor-
respond to real-world concepts, and 85% of
noun phrases that it suggests refer to the same
concept are indeed synonyms.

1 Introduction

Many information extraction systems construct
knowledge bases by extracting structured assertions
from free text (e.g., NELL (Carlson et al., 2010),
TextRunner (Banko et al., 2007)). A major limi-
tation of many of these systems is that they fail to
distinguish between noun phrases and the underly-
ing concepts they refer to. As a result, a polysemous
phrase like “apple” will refer sometimes to the con-
cept Apple Computer (the company), and other times
to the concept apple (the fruit). Furthermore, two
synonymous noun phrases like “apple” and “Apple

“apple”

“apple computer”

apple (the fruit)

Apple Computer

Figure 1: An example mapping from noun phrases (left)
to a set of underlying concepts (right). Arrows indicate
which noun phrases can refer to which concepts.

[eli lilly, lilly]
[kaspersky labs, kaspersky lab, kaspersky]
[careerbuilder, careerbuilder.com]
[l 3 communications, level 3 communications]
[cellular, u.s. cellular]
[jc penney, jc penny]
[nielsen media research, nielsen company]
[universal studios, universal music group, universal]
[amr corporation, amr]
[intel corp, intel corp., intel corporation, intel]

[emmitt smith, chris canty]
[albert pujols, pujols]
[carlos boozer, dennis martinez]
[jason hirsh, taylor buchholz]
[chris snyder, ryan roberts]
[j.p. losman, losman, jp losman]
[san francisco giants, francisco rodriguez]
[andruw jones, andruw]
[aaron heilman, bret boone]
[roberto clemente, clemente]

Figure 2: A random sample of concepts created by Con-
ceptResolver. The first 10 concepts are from company,
while the second 10 are from athlete.

Computer” can refer to the same underlying con-
cept. The result of ignoring this many-to-many map-
ping between noun phrases and underlying concepts
(see Figure 1) is confusion about the meaning of ex-
tracted information. To minimize such confusion, a
system must separately represent noun phrases, the
underlying concepts to which they can refer, and the
many-to-many “can refer to” relation between them.

The relations extracted by systems like NELL ac-
tually apply to concepts, not to noun phrases. Say
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the system extracts the relation ceoOf(x1, x2) be-
tween the noun phrases x1 and x2. The correct in-
terpretation of this extracted relation is that there ex-
ist concepts c1 and c2 such that x1 can refer to c1,
x2 can refer to c2, and ceoOf(c1, c2). If the orig-
inal relation were ceoOf(“steve”, “apple”), then c1
would be Steve Jobs, and c2 would be Apple Com-
puter. A similar interpretation holds for one-place
category predicates like person(x1). We define con-
cept discovery as the problem of (1) identifying con-
cepts like c1 and c2 from extracted predicates like
ceoOf(x1, x2) and (2) mapping noun phrases like
x1, x2 to the concepts they can refer to.

The main input to ConceptResolver is a set of
extracted category and relation instances over noun
phrases, like person(x1) and ceoOf(x1, x2), pro-
duced by running NELL. Here, any individual noun
phrase xi can be labeled with multiple categories
and relations. The output of ConceptResolver is
a set of concepts, {c1, c2, ..., cn}, and a mapping
from each noun phrase in the input to the set of
concepts it can refer to. Like many other systems
(Miller, 1995; Yates and Etzioni, 2007; Lin and Pan-
tel, 2002), ConceptResolver represents each output
concept ci as a set of synonymous noun phrases,
i.e., ci = {xi1, xi2, ..., xim}. For example, Figure 2
shows several concepts output by ConceptResolver;
each concept clearly reveals which noun phrases can
refer to it. Each concept also has a semantic type that
corresponds to a category in ConceptResolver’s on-
tology; for instance, the first 10 concepts in Figure 2
belong to the category company.

Previous approaches to concept discovery use lit-
tle prior knowledge, clustering noun phrases based
on co-occurrence statistics (Pantel and Lin, 2002).
In comparison, ConceptResolver uses a knowledge-
rich approach. In addition to the extracted relations,
ConceptResolver takes as input two other sources of
information: an ontology, and a small number of la-
beled synonyms. The ontology contains a schema
for the relation and category predicates found in
the input instances, including properties of predi-
cates like type restrictions on its domain and range.
The category predicates are used to assign semantic
types to each concept, and the properties of relation
predicates are used to create evidence for synonym
resolution. The labeled synonyms are used as train-
ing data during synonym resolution, where they are

1. Induce Word Senses

i. Use extracted category instances to create
one or more senses per noun phrase.

ii. Use argument type constraints to produce re-
lation evidence for synonym resolution.

2. Cluster Synonymous Senses
For each category C defined in the ontology:

i. Train a semi-supervised classifier to predict
synonymy.

ii. Cluster word senses with semantic type C
using classifier’s predictions.

iii. Output sense clusters as concepts with se-
mantic type C.

Figure 3: High-level outline of ConceptResolver’s algo-
rithm.

used to train a semi-supervised classifier.
ConceptResolver discovers concepts using the

process outlined in Figure 3. It first performs word
sense induction, using the extracted category in-
stances to create one or more unambiguous word
senses for each noun phrase in the knowledge base.
Each word sense is a copy of the original noun
phrase paired with a semantic type (a category) that
restricts the concepts it can refer to. ConceptRe-
solver then performs synonym resolution on these
word senses. This step treats the senses of each se-
mantic type independently, first training a synonym
classifier then clustering the senses based on the
classifier’s decisions. The result of this process is
clusters of synonymous word senses, which are out-
put as concepts. Concepts inherit the semantic type
of the word senses they contain.

We evaluate ConceptResolver using a subset of
NELL’s knowledge base, presenting separate results
for the concepts of each semantic type. The eval-
uation shows that, on average, 87% of the word
senses created by ConceptResolver correspond to
real-world concepts. We additionally find that, on
average, 85% of the noun phrases in each concept
refer to the same real-world entity.

2 Prior Work

Previous work on concept discovery has focused
on the subproblems of word sense induction and
synonym resolution. Word sense induction is typ-
ically performed using unsupervised clustering. In
the SemEval word sense induction and disambigua-
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tion task (Agirre and Soroa, 2007; Manandhar et al.,
2010), all of the submissions in 2007 created senses
by clustering the contexts each word occurs in, and
the 2010 event explicitly disallowed the use of exter-
nal resources like ontologies. Other systems cluster
words to find both word senses and concepts (Pantel
and Lin, 2002; Lin and Pantel, 2002). ConceptRe-
solver’s category-based approach is quite different
from these clustering approaches. Snow et al. (2006)
describe a system which adds new word senses to
WordNet. However, Snow et al. assume the exis-
tence of an oracle which provides the senses of each
word. In contrast, ConceptResolver automatically
determines the number of senses for each word.

Synonym resolution on relations extracted from
web text has been previously studied by Resolver
(Yates and Etzioni, 2007), which finds synonyms in
relation triples extracted by TextRunner (Banko et
al., 2007). In contrast to our system, Resolver is un-
supervised and does not have a schema for the re-
lations. Due to different inputs, ConceptResolver
and Resolver are not precisely comparable. How-
ever, our evaluation shows that ConceptResolver has
higher synonym resolution precision than Resolver,
which we attribute to our semi-supervised approach
and the known relation schema.

Synonym resolution also arises in record link-
age (Winkler, 1999; Ravikumar and Cohen, 2004)
and citation matching (Bhattacharya and Getoor,
2007; Bhattacharya and Getoor, 2006; Poon and
Domingos, 2007). As with word sense induction,
many approaches to these problems are unsuper-
vised. A problem with these algorithms is that they
require the authors to define domain-specific simi-
larity heuristics to achieve good performance. Other
synonym resolution work is fully supervised (Singla
and Domingos, 2006; McCallum and Wellner, 2004;
Snow et al., 2007), training models using manually
constructed sets of synonyms. These approaches use
large amounts of labeled data, which can be difficult
to create. ConceptResolver’s approach lies between
these two extremes: we label a small number of syn-
onyms (10 pairs), then use semi-supervised training
to learn a similarity function. We think our tech-
nique is a good compromise, as it avoids much of
the manual effort of the other approaches: tuning the
similarity function in one case, and labeling a large
amount of data in the other

ConceptResolver uses a novel algorithm for semi-
supervised clustering which is conceptually similar
to other work in the area. Like other approaches
(Basu et al., 2004; Xing et al., 2003; Klein et al.,
2002), we learn a similarity measure for clustering
based on a set of must-link and cannot-link con-
straints. Unlike prior work, our algorithm exploits
multiple views of the data to improve the similar-
ity measure. As far as we know, ConceptResolver
is the first application of semi-supervised cluster-
ing to relational data – where the items being clus-
tered are connected by relations (Getoor and Diehl,
2005). Interestingly, the relational setting also pro-
vides us with the independent views that are benefi-
cial to semi-supervised training.

Concept discovery is also related to coreference
resolution (Ng, 2008; Poon and Domingos, 2008).
The difference between the two problems is that
coreference resolution finds noun phrases that refer
to the same concept within a specific document. We
think the concepts produced by a system like Con-
ceptResolver could be used to improve coreference
resolution by providing prior knowledge about noun
phrases that can refer to the same concept. This
knowledge could be especially helpful for cross-
document coreference resolution systems (Haghighi
and Klein, 2010), which actually represent concepts
and track mentions of them across documents.

3 Background: Never-Ending Language
Learner

ConceptResolver is designed as a component for the
Never-Ending Language Learner (NELL) (Carlson
et al., 2010). In this section, we provide some per-
tinent background information about NELL that in-
fluenced the design of ConceptResolver 1.

NELL is an information extraction system that
has been running 24x7 for over a year, using coupled
semi-supervised learning to populate an ontology
from unstructured text found on the web. The ontol-
ogy defines two types of predicates: categories (e.g.,
company and CEO) and relations (e.g., ceoOf-
Company). Categories are single-argument pred-
icates, and relations are two-argument predicates.

1More information about NELL, including browsable and
downloadable versions of its knowledge base, is available from
http://rtw.ml.cmu.edu.
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NELL’s knowledge base contains both definitions
for predicates and extracted instances of each pred-
icate. At present, NELL’s knowledge base defines
approximately 500 predicates and contains over half
a million extracted instances of these predicates with
an accuracy of approximately 0.85.

Relations between predicates are an important
component of NELL’s ontology. For ConceptRe-
solver, the most important relations are domain and
range, which define argument types for each rela-
tion predicate. For example, the first argument of
ceoOfCompany must be a CEO and the second ar-
gument must be a company. Argument type restric-
tions inform ConceptResolver’s word sense induc-
tion process (Section 4.1).

Multiple sources of information are used to popu-
late each predicate with high precision. The system
runs four independent extractors for each predicate:
the first uses web co-occurrence statistics, the sec-
ond uses HTML structures on webpages, the third
uses the morphological structure of the noun phrase
itself, and the fourth exploits empirical regularities
within the knowledge base. These subcomponents
are described in more detail by Carlson et al. (2010)
and Wang and Cohen (2007). NELL learns using
a bootstrapping process, iteratively re-training these
extractors using instances in the knowledge base,
then adding some predictions of the learners to the
knowledge base. This iterative learning process can
be viewed as a discrete approximation to EM which
does not explicitly instantiate every latent variable.

As in other information extraction systems, the
category and relation instances extracted by NELL
contain polysemous and synonymous noun phrases.
ConceptResolver was developed to reduce the im-
pact of these phenomena.

4 ConceptResolver

This section describes ConceptResolver, our new
component which creates concepts from NELL’s ex-
tractions. It uses a two-step procedure, first creating
one or more senses for each noun phrase, then clus-
tering synonymous senses to create concepts.

4.1 Word Sense Induction

ConceptResolver induces word senses using a sim-
ple assumption about noun phrases and concepts. If

a noun phrase has multiple senses, the senses should
be distinguishable from context. People can deter-
mine the sense of an ambiguous word given just a
few surrounding words (Kaplan, 1955). We hypoth-
esize that local context enables sense disambigua-
tion by defining the semantic type of the ambiguous
word. ConceptResolver makes the simplifying as-
sumption that all word senses can be distinguished
on the basis of semantic type. As the category pred-
icates in NELL’s ontology define a set of possible
semantic types, this assumption is equivalent to the
one-sense-per-category assumption: a noun phrase
refers to at most one concept in each category of
NELL’s ontology. For example, this means that a
noun phrase can refer to a company and a fruit, but
not multiple companies.

ConceptResolver uses the extracted category as-
sertions to define word senses. Each word sense is
represented as a tuple containing a noun phrase and
a category. In synonym resolution, the category acts
like a type constraint, and only senses with the same
category type can be synonymous. To create senses,
the system interprets each extracted category predi-
cate c(x) as evidence that category c contains a con-
cept denoted by noun phrase x. Because it assumes
that there is at most one such concept, Concept-
Resolver creates one sense of x for each extracted
category predicate. As a concrete example, say
the input assertions contain company(“apple”) and
fruit(“apple”). Sense induction creates two senses
for “apple”: (“apple”, company) and (“apple”, fruit).

The second step of sense induction produces ev-
idence for synonym resolution by creating relations
between word senses. These relations are created
from input relations and the ontology’s argument
type constraints. Each extracted relation is mapped
to all possible sense relations that satisfy the ar-
gument type constraints. For example, the noun
phrase relation ceoOfCompany(“steve jobs”, “ap-
ple”) would map to ceoOfCompany((“steve jobs”,
ceo), (“apple”, company)). It would not map to a
similar relation with (“apple”, fruit), however, as
(“apple”, fruit) is not in the range of ceoOfCom-
pany. This process is effective because the relations
in the ontology have restrictive domains and ranges,
so only a small fraction of sense pairs satisfy the ar-
gument type restrictions. It is also not vital that this
mapping be perfect, as the sense relations are only
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used as evidence for synonym resolution. The final
output of sense induction is a sense-disambiguated
knowledge base, where each noun phrase has been
converted into one or more word senses, and rela-
tions hold between pairs of senses.

4.2 Synonym Resolution

After mapping each noun phrase to one or more
senses (each with a distinct category type), Con-
ceptResolver performs semi-supervised clustering
to find synonymous senses. As only senses with
the same category type can be synonymous, our
synonym resolution algorithm treats senses of each
type independently. For each category, ConceptRe-
solver trains a semi-supervised synonym classifier
then uses its predictions to cluster word senses.

Our key insight is that semantic relations and
string attributes provide independent views of the
data: we can predict that two noun phrases are syn-
onymous either based on the similarity of their text
strings, or based on similarity in the relations NELL
has extracted about them. As a concrete example,
we can decide that (“apple computer”, company)
and (“apple”, company) are synonymous because
the text string “apple” is similar to “apple computer,”
or because we have learned that (“steve jobs”, ceo)
is the CEO of both companies. ConceptResolver ex-
ploits these two independent views using co-training
(Blum and Mitchell, 1998) to produce an accurate
synonym classifier using only a handful of labels.

4.2.1 Co-Training the Synonym Classifier
For each category, ConceptResolver co-trains a pair
of synonym classifiers using a handful of labeled
synonymous senses and a large number of automat-
ically created unlabeled sense pairs. Co-training is
a semi-supervised learning algorithm for data sets
where each instance can be classified from two (or
more) independent sets of features. That is, the fea-
tures of each instance xi can be partitioned into two
views, xi = (x1

i , x
2
i ), and there exist functions in

each view, f1, f2, such that f1(x1
i ) = f2(x2

i ) = yi.
The co-training algorithm uses a bootstrapping pro-
cedure to train f1, f2 using a small set of labeled ex-
amples L and a large pool of unlabeled examples U .
The training process repeatedly trains each classifier
on the labeled examples, then allows each classifier
to label some examples in the unlabeled data pool.

Co-training also has PAC-style theoretical guaran-
tees which show that it can learn classifiers with ar-
bitrarily high accuracy under appropriate conditions
(Blum and Mitchell, 1998).

Figure 4 provides high-level pseudocode for co-
training in the context of ConceptResolver. In Con-
ceptResolver, an instance xi is a pair of senses (e.g.,
<(“apple”, company), (“microsoft”, company)>),
the two views x1

i and x2
i are derived from string

attributes and semantic relations, and the output yi

is whether the senses are synonyms. (The features
of each view are described later in this section.) L
is initialized with a small number of labeled sense
pairs. Ideally, U would contain all pairs of senses
in the category, but this set grows quadratically in
category size. Therefore, ConceptResolver uses the
canopies algorithm (McCallum et al., 2000) to ini-
tialize U with a subset of the sense pairs that are
more likely to be synonymous.

Both the string similarity classifier and the rela-
tion classifier are trained using L2-regularized lo-
gistic regression. The regularization parameter λ is
automatically selected on each iteration by search-
ing for a value which maximizes the loglikelihood
of a validation set, which is constructed by ran-
domly sampling 25% of L on each iteration. λ is
re-selected on each iteration because the initial la-
beled data set is extremely small, so the initial vali-
dation set is not necessarily representative of the ac-
tual data. In our experiments, the initial validation
set contains only 15 instances.

The string similarity classifier bases its decision
on the original noun phrase which mapped to each
sense. We use several string similarity measures as
features, including SoftTFIDF (Cohen et al., 2003),
Level 2 JaroWinkler (Cohen et al., 2003), Fellegi-
Sunter (Fellegi and Sunter, 1969), and Monge-Elkan
(Monge and Elkan, 1996). The first three algorithms
produce similarity scores by matching words in the
two phrases and the fourth is an edit distance. We
also use a heuristic abbreviation detection algorithm
(Schwartz and Hearst, 2003) and convert its output
into a score by dividing the length of the detected
abbreviation by the total length of the string.

The relation classifier’s features capture several
intuitive ways to determine that two items are syn-
onyms from the items they are related to. The re-
lation view contains three features for each relation
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For each category C:

1. Initialize labeled data L with 10 positive and 50
negative examples (pairs of senses)

2. Initialize unlabeled data U by running canopies
(McCallum et al., 2000) on all senses in C.

3. Repeat 50 times:

i. Train the string similarity classifier on L
ii. Train the relation classifier on L

iii. Label U with each classifier
iv. Add the most confident 5 positive and 25

negative predictions of both classifiers to L

Figure 4: The co-training algorithm for learning synonym
classifiers.

r whose domain is compatible with the current cat-
egory. Consider the sense pair (s, t), and let r(s)
denote s’s values for relation r (i.e., r(s) = {v :
r(s, v)}). For each relation r, we instantiate the fol-
lowing features:

• (Senses which share values are synonyms)
The percent of values of r shared by both s and t,
that is |r(s)∩r(t)|

|r(s)∪r(t)| .

• (Senses with different values are not synonyms)
The percent of values of r not shared by s and t, or
1 − |r(s)∩r(t)|

|r(s)∪r(t)| . The feature is set to 0 if either r(s)
or r(t) is empty. This feature is only instantiated if
the ontology specifies that r has at most one value
per sense.

• (Some relations indicate synonymy) A boolean
feature which is true if t ∈ r(s) or s ∈ r(t).

The output of co-training is a pair of classifiers for
each category. We combine their predictions using
the assumption that the two views X1, X2 are con-
ditionally independent given Y . As we trained both
classifiers using logistic regression, we have models
for the probabilities P (Y |X1) and P (Y |X2). The
conditional independence assumption implies that
we can combine their predictions using the formula:

P (Y = 1|X1, X2) =

P (Y = 1|X1)P (Y = 1|X2)P (Y = 0)∑
y=0,1 P (Y = y|X1)P (Y = y|X2)(1− P (Y = y))

The above formula involves a prior term, P (Y ),
because the underlying classifiers are discrimina-
tive. We set P (Y = 1) = .5 in our experi-
ments as this setting reduces our dependence on the

(typically poorly calibrated) probability estimates of
logistic regression. We also limited the probabil-
ity predictions of each classifier to lie in [.01, .99]
to avoid divide-by-zero errors. The probability
P (Y |X1, X2) is the final synonym classifier which
is used for agglomerative clustering.

4.2.2 Agglomerative Clustering
The second step of our algorithm runs agglomera-
tive clustering to enforce transitivity constraints on
the predictions of the co-trained synonym classifier.
As noted in previous works (Snow et al., 2006), syn-
onymy is a transitive relation. If a and b are syn-
onyms, and b and c are synonyms, then a and c must
also be synonyms. Unfortunately, co-training is not
guaranteed to learn a function that satisfies these
transitivity constraints. We enforce the constraints
by running agglomerative clustering, as clusterings
of instances trivially satisfy the transitivity property.

ConceptResolver uses the clustering algorithm
described by Snow et al. (2006), which defines a
probabilistic model for clustering and a procedure to
(locally) maximize the likelihood of the final cluster-
ing. The algorithm is essentially bottom-up agglom-
erative clustering of word senses using a similarity
score derived from P (Y |X1, X2). The similarity
score for two senses is defined as:

log
P (Y = 0)P (Y = 1|X1, X2)
P (Y = 1)P (Y = 0|X1, X2)

The similarity score for two clusters is the sum of
the similarity scores for all pairs of senses. The ag-
glomerative clustering algorithm iteratively merges
the two most similar clusters, stopping when the
score of the best possible pair is below 0. The clus-
ters of word senses produced by this process are the
concepts for each category.

5 Evaluation

We perform several experiments to measure Con-
ceptResolver’s performance at each of its respective
tasks. The first experiment evaluates word sense in-
duction using Freebase as a canonical set of con-
cepts. The second experiment evaluates synonym
resolution by comparing ConceptResolver’s sense
clusters to a gold standard clustering.

For both experiments, we used a knowledge base
created by running 140 iterations of NELL. We pre-
processed this knowledge base by removing all noun
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phrases with zero extracted relations. As Concept-
Resolver treats the instances of each category pred-
icate independently, we chose 7 categories from
NELL’s ontology to use in the evaluation. The cat-
egories were selected on the basis of the number of
extracted relations that ConceptResolver could use
to detect synonyms. The number of noun phrases
in each category is shown in Table 2. We manually
labeled 10 pairs of synonymous senses for each of
these categories. The system automatically synthe-
sized 50 negative examples from the positive exam-
ples by assuming each pair represents a distinct con-
cept, so senses in different pairs are not synonyms.

5.1 Word Sense Induction Evaluation

Our first experiment evaluates the performance of
ConceptResolver’s category-based word sense in-
duction. We estimate two quantities: (1) sense pre-
cision, the fraction of senses created by our system
that correspond to real-world entities, and (2) sense
recall, the fraction of real-world entities that Con-
ceptResolver creates senses for. Sense recall is only
measured over entities which are represented by a
noun phrase in ConceptResolver’s input assertions –
it is a measure of ConceptResolver’s ability to cre-
ate senses for the noun phrases it is given. Sense
precision is directly determined by how frequently
NELL’s extractors propose correct senses for noun
phrases, while sense recall is related to the correct-
ness of the one-sense-per-category assumption.

Precision and recall were evaluated by comparing
the senses created by ConceptResolver to concepts
in Freebase (Bollacker et al., 2008). We sampled
100 noun phrases from each category and matched
each noun phrase to a set of Freebase concepts. We
interpret each matching Freebase concept as a sense
of the noun phrase. We chose Freebase because it
had good coverage for our evaluation categories.

To align ConceptResolver’s senses with Freebase,
we first matched each of our categories with a set of
similar Freebase categories2. We then used a com-
bination of Freebase’s search API and Mechanical
Turk to align noun phrases with Freebase concepts:
we searched for the noun phrase in Freebase, then
had Mechanical Turk workers label which of the

2In Freebase, concepts are called Topics and categories are
called Types. For clarity, we use our terminology throughout.

Freebase
Category Precision Recall concepts

per Phrase
athlete 0.95 0.56 1.76
city 0.97 0.25 3.86
coach 0.86 0.94 1.06
company 0.85 0.41 2.41
country 0.74 0.56 1.77
sportsteam 0.89 0.30 3.28
stadiumoreventvenue 0.83 0.61 1.63

Table 1: ConceptResolver’s word sense induction perfor-
mance

Figure 5: Empirical distribution of the number of Free-
base concepts per noun phrase in each category

top 10 resulting Freebase concepts the noun phrase
could refer to. After obtaining the list of matching
Freebase concepts for each noun phrase, we com-
puted sense precision as the number of noun phrases
matching ≥ 1 Freebase concept divided by 100, the
total number of noun phrases. Sense recall is the re-
ciprocal of the average number of Freebase concepts
per noun phrase. Noun phrases matching 0 Freebase
concepts were not included in this computation.

The results of the evaluation in Table 1 show
that ConceptResolver’s word sense induction works
quite well for many categories. Most categories have
high precision, while recall varies by category. Cat-
egories like coach are relatively unambiguous, with
almost exactly 1 sense per noun phrase. Other cate-
gories have almost 4 senses per noun phrase. How-
ever, this average is somewhat misleading. Figure
5 shows the distribution of the number of concepts
per noun phrase in each category. The distribution
shows that most noun phrases are unambiguous, but
a small number of noun phrases have a large num-
ber of senses. In many cases, these noun phrases
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are generic terms for many items in the category; for
example, “palace” in stadiumoreventvenue refers
to 10 Freebase concepts. Freebase’s category def-
initions are also overly technical in some cases –
for example, Freebase’s version of company has a
concept for each registered corporation. This defi-
nition means that some companies like Volkswagen
have more than one concept (in this case, 9 con-
cepts). These results suggest that the one-sense-per-
category assumption holds for most noun phrases.

An important footnote to this evaluation is that the
categories in NELL’s ontology are somewhat arbi-
trary, and that creating subcategories would improve
sense recall. For example, we could define subcat-
egories of sportsteam for various sports (e.g., foot-
ball team); these new categories would allow Con-
ceptResolver to distinguish between teams with the
same name that play different sports. Creating sub-
categories could improve performance in categories
with a high level of polysemy.

5.2 Synonym Resolution Evaluation

Our second experiment evaluates synonym resolu-
tion by comparing the concepts created by Concept-
Resolver to a gold standard set of concepts. Al-
though this experiment is mainly designed to eval-
uate ConceptResolver’s ability to detect synonyms,
it is somewhat affected by the word sense induc-
tion process. Specifically, the gold standard cluster-
ing contains noun phrases that refer to multiple con-
cepts within the same category. (It is unclear how
to create a gold standard clustering without allowing
such mappings.) The word sense induction process
produces only one of these mappings, which limits
maximum possible recall in this experiment.

For this experiment, we report two different mea-
sures of clustering performance. The first measure
is the precision and recall of pairwise synonym de-
cisions, typically known as cluster precision and re-
call. We dub this the clustering metric. We also
adopt the precision/recall measure from Resolver
(Yates and Etzioni, 2007), which we dub the Re-
solver metric. The Resolver metric aligns each pro-
posed cluster containing ≥ 2 senses with a gold
standard cluster (i.e., a real-world concept) by se-
lecting the cluster that a plurality of the senses in the
proposed cluster refer to. Precision is then the frac-
tion of senses in the proposed cluster which are also

in the gold standard cluster; recall is computed anal-
ogously by swapping the roles of the proposed and
gold standard clusters. Resolver precision can be in-
terpreted as the probability that a randomly sampled
sense (in a cluster with at least 2 senses) is in a clus-
ter representing its true meaning. Incorrect senses
were removed from the data set before evaluating
precision; however, these senses may still affect per-
formance by influencing the clustering process.

Precision was evaluated by sampling 100 random
concepts proposed by ConceptResolver, then manu-
ally scoring each concept using both of the metrics
above. This process mimics aligning each sampled
concept with its best possible match in a gold stan-
dard clustering, then measuring precision with re-
spect to the gold standard.

Recall was evaluated by comparing the system’s
output to a manually constructed set of concepts for
each category. To create this set, we randomly sam-
pled noun phrases from each category and manually
matched each noun phrase to one or more real-world
entities. We then found other noun phrases which re-
ferred to each entity and created a concept for each
entity with at least one unambiguous reference. This
process can create multiple senses for a noun phrase,
depending on the real-world entities represented in
the input assertions. We only included concepts con-
taining at least 2 senses in the test set, as singleton
concepts do not contribute to either recall metric.
The size of each recall test set is listed in Table 2;
we created smaller test sets for categories where syn-
onyms were harder to find. Incorrectly categorized
noun phrases were not included in the gold standard
as they do not correspond to any real-world entities.

Table 2 shows the performance of ConceptRe-
solver on each evaluation category. For each cat-
egory, we also report the baseline recall achieved
by placing each sense in its own cluster. Concept-
Resolver has high precision for several of the cate-
gories. Other categories like athlete and city have
somewhat lower precision. To make this difference
concrete, Figure 2 (first page) shows a random sam-
ple of 10 concepts from both company and athlete.
Recall varies even more widely across categories,
partly because the categories have varying levels of
polysemy, and partly due to differences in average
concept size. The differences in average concept
size are reflected in the baseline recall numbers.
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Resolver Metric Clustering Metric

Category
# of Recall

Precision Recall F1
Baseline

Precision Recall F1
Baseline

Phrases Set Size Recall Recall
athlete 3886 80 0.69 0.69 0.69 0.46 0.41 0.45 0.43 0.00
city 5710 50 0.66 0.52 0.58 0.42 0.30 0.10 0.15 0.00
coach 889 60 0.90 0.93 0.91 0.43 0.83 0.88 0.85 0.00
company 3553 60 0.93 0.71 0.81 0.39 0.79 0.44 0.57 0.00
country 693 60 0.98 0.50 0.66 0.30 0.94 0.15 0.26 0.00
sportsteam 2085 100 0.95 0.48 0.64 0.29 0.87 0.15 0.26 0.00
stadiumoreventvenue 1662 100 0.84 0.73 0.78 0.39 0.65 0.49 0.56 0.00

Table 2: Synonym resolution performance of ConceptResolver

We attribute the differences in precision across
categories to the different relations available for
each category. For example, none of the relations for
athlete uniquely identify a single athlete, and there-
fore synonymy cannot be accurately represented in
the relation view. Adding more relations to NELL’s
ontology may improve performance in these cases.

We note that the synonym resolution portion of
ConceptResolver is tuned for precision, and that per-
fect recall is not necessarily attainable. Many word
senses participate in only one relation, which may
not provide enough evidence to detect synonymy.
As NELL continually extracts more knowledge, it
is reasonable for ConceptResolver to abstain from
these decisions until more evidence is available.

6 Discussion
In order for information extraction systems to ac-
curately represent knowledge, they must represent
noun phrases, concepts, and the many-to-many map-
ping from noun phrases to concepts they denote. We
present ConceptResolver, a system which takes ex-
tracted relations between noun phrases and identifies
latent concepts that the noun phrases refer to. Two
lessons from ConceptResolver are that (1) ontolo-
gies aid word sense induction, as the senses of pol-
ysemous words tend to have distinct semantic types,
and (2) redundant information, in the form of string
similarity and extracted relations, helps train accu-
rate synonym classifiers.

An interesting aspect of ConceptResolver is that
its performance should improve as NELL’s ontol-
ogy and knowledge base grow in size. Defining
finer-grained categories will improve performance
at word sense induction, as more precise categories
will contain fewer ambiguous noun phrases. Both
extracting more relation instances and adding new
relations to the ontology will improve synonym res-

olution. These scaling properties allow manual ef-
fort to be spent on high-level ontology operations,
not on labeling individual instances. We are inter-
ested in observing ConceptResolver’s performance
as NELL’s ontology and knowledge base grow.

For simplicity of exposition, we have implicitly
assumed thus far that the categories in NELL’s on-
tology are mutually exclusive. However, the ontol-
ogy contains compatible categories like male and
politician, where a single concept can belong to
both categories. In these situations, the one-sense-
per-category assumption may create too many word
senses. We currently address this problem with a
heuristic post-processing step: we merge all pairs of
concepts that belong to compatible categories and
share at least one referring noun phrase. This heuris-
tic typically works well, however there are prob-
lems. An example of a problematic case is “obama,”
which NELL believes is a male, female, and politi-
cian. In this case, the heuristic cannot decide which
“obama” (the male or female) is the politician. As
such cases are fairly rare, we have not developed a
more sophisticated solution to this problem.

ConceptResolver has been integrated into NELL’s
continual learning process. NELL’s current set of
concepts can be viewed through the knowledge base
browser on NELL’s website, http://rtw.ml.
cmu.edu.
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Abstract

Negation is present in all human languages
and it is used to reverse the polarity of part
of statements that are otherwise affirmative by
default. A negated statement often carries pos-
itive implicit meaning, but to pinpoint the pos-
itive part from the negative part is rather dif-
ficult. This paper aims at thoroughly repre-
senting the semantics of negation by revealing
implicit positive meaning. The proposed rep-
resentation relies on focus of negation detec-
tion. For this, new annotation over PropBank
and a learning algorithm are proposed.

1 Introduction

Understanding the meaning of text is a long term
goal in the natural language processing commu-
nity. Whereas philosophers and linguists have pro-
posed several theories, along with models to rep-
resent the meaning of text, the field of computa-
tional linguistics is still far from doing this automati-
cally. The ambiguity of language, the need to detect
implicit knowledge, and the demand for common-
sense knowledge and reasoning are a few of the dif-
ficulties to overcome. Substantial progress has been
made, though, especially on detection of semantic
relations, ontologies and reasoning methods.

Negation is present in all languages and it is al-
ways the case that statements are affirmative by
default. Negation is marked and it typically sig-
nals something unusual or an exception. It may
be present in all units of language, e.g., words
(incredible), clauses (He doesn’t have friends).
Negation and its correlates (truth values, lying,

irony, false or contradictory statements) are exclu-
sive characteristics of humans (Horn, 1989; Horn
and Kato, 2000).

Negation is fairly well-understood in grammars;
the valid ways to express a negation are documented.
However, there has not been extensive research on
detecting it, and more importantly, on representing
the semantics of negation. Negation has been largely
ignored within the area of semantic relations.

At first glance, one would think that interpreting
negation could be reduced to finding negative key-
words, detect their scope using syntactic analysis
and reverse its polarity. Actually, it is more com-
plex. Negation plays a remarkable role in text un-
derstanding and it poses considerable challenges.

Detecting the scope of negation in itself is chal-
lenging: All vegetarians do not eat meatmeans that
vegetarians do not eat meat and yetAll that glitters
is not goldmeans that it is not the case that all that
glitters is gold (so out of all things that glitter, some
are gold and some are not). In the former example,
the universal quantifierall has scope over the nega-
tion; in the latter, the negation has scope overall.

In logic, two negatives always cancel each other
out. On the other hand, in language this is only theo-
retically the case:she is not unhappydoes not mean
that she is happy; it means thatshe is not fully un-
happy, but she is not happy either.

Some negated statements carry a positive implicit
meaning. For example,cows do not eat meatimplies
thatcows eat something other than meat. Otherwise,
the speaker would have statedcows do not eat. A
clearer example is the correct and yet puzzling state-
ment tables do not eat meat. This sentence sounds
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unnatural because of the underlying positive state-
ment (i.e.,tables eat something other than meat).

Negation can expressless thanor in between
when used in a scalar context. For example,John
does not have three childrenprobably means that he
has either one or two children. Contrasts may use
negation to disagree about a statement and not to
negate it, e.g.,That place is not big, it is massive
defines the place asmassive, and therefore,big.

2 Related Work

Negation has been widely studied outside of com-
putational linguistics. In logic, negation is usu-
ally the simplest unary operator and it reverses the
truth value. The seminal work by Horn (1989)
presents the main thoughts in philosophy and psy-
chology. Linguists have found negation a complex
phenomenon; Huddleston and Pullum (2002) ded-
icate over 60 pages to it. Negation interacts with
quantifiers and anaphora (Hintikka, 2002), and in-
fluences reasoning (Dowty, 1994; Sánchez Valencia,
1991). Zeijlstra (2007) analyzes the position and
form of negative elements and negative concords.

Rooth (1985) presented a theory of focus in his
dissertation and posterior publications (e.g., Rooth
(1992)). In this paper, we follow the insights on
scope and focus of negation by Huddleston and Pul-
lum (2002) rather than Rooth’s (1985).

Within natural language processing, negation
has drawn attention mainly in sentiment analysis
(Wilson et al., 2009; Wiegand et al., 2010) and
the biomedical domain. Recently, the Negation
and Speculation in NLP Workshop (Morante and
Sporleder, 2010) and the CoNLL-2010 Shared Task
(Farkas et al., 2010) targeted negation mostly on
those subfields. Morante and Daelemans (2009) and
Özgür and Radev (2009) propose scope detectors
using the BioScope corpus. Councill et al. (2010)
present a supervised scope detector using their own
annotation. Some NLP applications deal indirectly
with negation, e.g., machine translation (van Mun-
ster, 1988), text classification (Rose et al., 2003) and
recognizing entailments (Bos and Markert, 2005).

Regarding corpora, the BioScope corpus anno-
tates negation marks and linguistic scopes exclu-
sively on biomedical texts. It does not annotate fo-
cus and it purposely ignores negations such as(talk-

ing about the reaction of certain elements) in NK3.3
cells is not always identical(Vincze et al., 2008),
which carry the kind of positive meaning this work
aims at extracting (in NK3.3 cellsis often identi-
cal). PropBank (Palmer et al., 2005) only indicates
the verb to which a negation mark attaches; it does
not provide any information about the scope or fo-
cus. FrameNet (Baker et al., 1998) does not con-
sider negation and FactBank (Saurı́ and Pustejovsky,
2009) only annotates degrees of factuality for events.

None of the above references aim at detecting or
annotating the focus of negation in natural language.
Neither do they aim at carefully representing the
meaning of negated statements nor extracting im-
plicit positive meaning from them.

3 Negation in Natural Language

Simply put, negation is a process that turns a state-
ment into its opposite. Unlike affirmative state-
ments, negation is marked by words (e.g.,not, no,
never) or affixes (e.g.,-n’t, un-). Negation can inter-
act with other words in special ways. For example,
negated clauses use different connective adjuncts
that positive clauses do:neither, nor instead ofei-
ther, or. The so-callednegatively-oriented polarity-
sensitive items(Huddleston and Pullum, 2002) in-
clude, among many others, words starting withany-
(anybody, anyone, anywhere, etc.), the modal aux-
iliaries dare andneedand the grammatical unitsat
all, muchandtill . Negation in verbs usually requires
an auxiliary; if none is present, the auxiliarydo is in-
serted (I read the papervs. I didn’t read the paper).

3.1 Meaning of Negated Statements

State-of-the-art semantic role labelers (e.g., the ones
trained over PropBank) do not completely repre-
sent the meaning of negated statements. Given
John didn’t build a house to impress Mary, they en-
codeAGENT(John, build), THEME(a house, build),
PURPOSE(to impress Mary, build), NEGATION(n’t,
build). This representation corresponds to the inter-
pretationit is not the case that John built a house
to impress Mary, ignoring that it is implicitly stated
thatJohn did build a house.

Several examples are shown Table 1. For all state-
mentss, current role labelers would only encodeit
is not the case thats. However, examples (1–7)
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Statement Interpretation
1 John didn’t build a house

:

to
:::::::

impress
::::

Mary. John built a house for other purpose.
2 I don’t have a watch

:::

with
:::

me. I have a watch, but it is not with me.
3 We don’t have an evacuation plan

:::

for
:::::::

flooding. We have an evacuation plan for something else (e.g., fire).
4 They didn’t release the UFO files

::::

until
::::

2008. They released the UFO files in 2008.
5 John doesn’t know

:::::

exactly how they met. John knows how they met, but not exactly.
6 His new job doesn’t require

:::::

driving. His new job has requirements, but it does not require driving.
7 His new job doesn’t require driving

::

yet. His new job requires driving in the future.
8 His new job doesn’t

::::::

require anything. His new job has no requirements.
9 A panic on Wall Street doesn’t exactly

:::::

inspire confidence. A panic on Wall Streen discourages confidence.

Table 1: Examples of negated statements and their interpretations considering underlying positive meaning. A wavy
underline indicates the focus of negation (Section 3.3); examples (8, 9) do not carry any positive meaning.

carry positive meaning underneath the direct mean-
ing. Regarding (4), encoding that the UFO files
were released in 2008is crucial to fully interpret
the statement. (6–8) show that different verb argu-
ments modify the interpretation and even signal the
existence of positive meaning. Examples (5, 9) fur-
ther illustrate the difficulty of the task; they are very
similar (both haveAGENT, THEME and MANNER)
and their interpretation is altogether different. Note
that (8, 9) do not carry any positive meaning; even
though their interpretations do not contain a verbal
negation, the meaning remains negative. Some ex-
amples could be interpreted differently depending
on the context (Section 4.2.1).

This paper aims at thoroughly representing the se-
mantics of negation by revealing implicit positive
meaning. The main contributions are: (1) interpre-
tation of negation using focus detection; (2) focus of
negation annotation over all PropBank negated sen-
tences1; (3) feature set to detect the focus of nega-
tion; and (4) model to semantically represent nega-
tion and reveal its underlying positive meaning.

3.2 Negation Types

Huddleston and Pullum (2002) distinguish four con-
trasts for negation:
• Verbal if the marker of negation is grammati-

cally associated with the verb (I did not see any-
thing at all); non-verbal if it is associated with a
dependent of the verb (I saw nothingat all).

• Analytic if the sole function of the negated
mark is to mark negation (Bill did not go);
synthetic if it has some other function as well
([Nobody] AGENT went to the meeting).

1Annotation will be available on the author’s website

• Clausal if the negation yields a negative clause
(She didn’thave a large income); subclausal oth-
erwise (She had a notinconsiderable income).

• Ordinary if it indicates that something is not the
case, e.g., (1)She didn’t have lunch with my
old man: he couldn’t make it; metalinguistic if
it does not dispute the truth but rather reformu-
lates a statement, e.g., (2)She didn’thave lunch
with your ‘old man’: she had lunch with your fa-
ther. Note that in (1) the lunch never took place,
whereas in (2) a lunch did take place.

In this paper, we focus on verbal, analytic, clausal,
and both metalinguistic and ordinary negation.

3.3 Scope and Focus

Negation has both scope and focus and they are ex-
tremely important to capture its semantics. Scope is
the part of the meaning that is negated. Focus is that
part of the scope that is most prominently or explic-
itly negated (Huddleston and Pullum, 2002).

Both concepts are tightly connected. Scope corre-
sponds to all elements any of whose individual fal-
sity would make the negated statement true. Focus
is the element of the scope that isintendedto be in-
terpreted as false to make the overall negative true.

Consider (1)Cows don’t eat meatand its positive
counterpart (2)Cows eat meat. The truth conditions
of (2) are: (a) somebody eats something; (b) cows
are the ones who eat; and (c) meat is what is eaten.

In order for (2) to be true, (a–c) have to be true.
And the falsity of any of them is sufficient to make
(1) true. In other words, (1) would be true ifnobody
eats, cows don’t eator meat is not eaten. Therefore,
all three statements (a–c) are inside the scope of (1).

The focus is more difficult to identify, especially

583



1 AGENT(the cow, didn’t eat) THEME(grass, didn’t eat) INSTRUMENT(with a fork, didn’t eat)
2 NOT[AGENT(the cow, ate) THEME(grass, ate) INSTRUMENT(with a fork, ate)]
3 NOT[AGENT(the cow, ate)] THEME(grass, ate) INSTRUMENT(with a fork, ate)
4 AGENT(the cow, ate) NOT[THEME(grass, ate)] INSTRUMENT(with a fork, ate)
5 AGENT(the cow, ate) THEME(grass, ate) NOT[ INSTRUMENT(with a fork, ate)]

Table 2: Possible semantic representations forThe cow didn’t eat grass with a fork.

without knowing stress or intonation. Text under-
standing is needed and context plays an important
role. The most probable focus for (1) ismeat, which
corresponds to the interpretationcows eat something
else than meat. Another possible focus iscows,
which yieldssomeone eats meat, but not cows.

Both scope and focus are primarily semantic,
highly ambiguous and context-dependent. More ex-
amples can be found in Tables 1 and 3 and (Huddle-
ston and Pullum, 2002, Chap. 9).

4 Approach to Semantic Representation of
Negation

Negation does not stand on its own. To be useful, it
should be added as part of another existing knowl-
edge representation. In this Section, we outline how
to incorporate negation into semantic relations.

4.1 Semantic Relations

Semantic relations capture connections between
concepts and label them according to their nature.
It is out of the scope of this paper to define them
in depth, establish a set to consider or discuss their
detection. Instead, we use generic semantic roles.

Given s: The cow didn’t eat grass with a fork,
typical semantic roles encodeAGENT(the cow, eat),
THEME(grass, eat), INSTRUMENT(with a fork, eat)
and NEGATION(n’t, eat). This representation only
differs on the last relation from the positive counter-
part. Its interpretation isit is not the case thats.

Several options arise to thoroughly represents.
First, we find it useful to consider the seman-
tic representation of the affirmative counterpart:
AGENT(the cow, ate), THEME(grass, ate), and IN-
STRUMENT(with a fork, ate). Second, we believe
detecting the focus of negation is useful. Even
though it is open to discussion, the focus corre-
sponds toINSTRUMENT(with a fork, ate) Thus, the
negated statement should be interpreted asthe cow
ate grass, but it did not do so using a fork.

Table 2 depicts five different possible semantic
representations. Option (1) does not incorporate any
explicit representation of negation. It attaches the
negated mark and auxiliary toeat; the negation is
part of the relation arguments. This option fails
to detect any underlying positive meaning and cor-
responds to the interpretationthe cow did not eat,
grass was not eatenanda fork was not used to eat.

Options (2–5) embody negation into the represen-
tation with thepseudo-relationNOT. NOT takes as its
argument an instantiated relation or set of relations
and indicates that they do not hold.

Option (2) includes all the scope as the argument
of NOT and corresponds to the interpretationit is not
the case that the cow ate grass with a fork. Like typi-
cal semantic roles, option (2) does not reveal the im-
plicit positive meaning carried by statements. Op-
tions (3–5) encode different interpretations:

• (3) negates theAGENT; it corresponds tothe cow
didn’t eat, but grass was eaten with a fork.

• (4) appliesNOT to theTHEME; it corresponds to
the cow ate something with a fork, but not grass.

• (5) denies theINSTRUMENT, encoding the mean-
ing the cow ate grass, but it did not use a fork.

Option (5) is preferred since it captures the best
implicit positive meaning. It corresponds to the se-
mantic representation of the affirmative counterpart
after applying the pseudo-relationNOT over the fo-
cus of the negation. This fact justifies and motivates
the detection of the focus of negation.

4.2 Annotating the Focus of Negation

Due to the lack of corpora containing annotation for
focus of negation, new annotation is needed. An ob-
vious option is to add it to any text collection. How-
ever, building on top of publicly available resources
is a better approach: they are known by the commu-
nity, they contain useful information for detecting
the focus of negation and tools have already been
developed to predict their annotation.
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1 Even if [that deal]A1 isn’t [
::::::

revived]V , NBC hopes to find another.
– Even if that deal is suppressed, NBC hopes to find another one. ⋆ - + - - - - - - - - - -

2 [He]A0 [simply]MDIS [ca]MMOD n’t [stomach]V [
:::

the
::::

taste
:::

of
:::::

Heinz]A1, she says.
– He simply can stomach any ketchup but Heinz’s. + + ⋆ - - - - - - - - + +

3 [A decision]A1 isn’t [expected]V [
::::

until
:::::

some
::::

time
:::::

next
::::

year]MTMP .
– A decision is expected at some time next year. + - + - - ⋆ - - - - - - -

4 [. . . ] it told the SEC [it]A0 [could]MMODn’t [provide]V [financial statements]A1 [by the end of its first
extension]MTMP “[

:::::::

without
::::::::::::

unreasonable
:::::::

burden
::

or
::::::::

expense]MMNR ”.
– It could provide them by that time with a huge overhead. + + + - - + ⋆ - - - - - +

5 [For example]MDIS, [P&G]A0 [up until now]MTMP hasn’t [sold]V [coffee]A1 [
::

to
:::::::

airlines]A2 and does only limited
business with hotels and large restaurant chains.
– Up until now, P&G has sold coffee, but not to airlines. + + + ⋆ - + - - - - - + -

6 [Decent life . . . ]A1 [wo]MMOD n’t be [restored]V [
:::::

unless
:::

the
:::::::::::

government
::::::::

reclaims
:::

the
::::::

streets
:::::

from
:::

the
::::::

gangs]MADV .
– It will be restored if the government reclaims the streets from the gangs. + - + - - - - ⋆ - - - - +

7 But [
::::

quite
::

a
:::

few
:::::::

money
:::::::::

managers]A0 aren’t [buying]V [it] A1.
– Very little managers are buying it. + ⋆ + - - - - - - - - - -

8 [When]MTMP [she]A0 isn’t [performing]V [
::

for
:::

an
::::::::

audience]MPNC, she prepares for a song by removing the wad of
gum from her mouth, and indicates that she’s finished by sticking the gum back in.
– She prepares in that way when she is performing, but not for an audience. + + - - - + - - - ⋆ - - -

9 [The company’s net worth]A1 [can]MMOD not [fall]V [
::::::

below
:::::

$185
::::::

million] A4 [after the dividends are issued]MTMP .
– It can fall after the dividends are issued, but not below $185 million. + - + - ⋆ + - - - - - - +

10 Mario Gabelli, an expert at spotting takeover candidates, says that [takeovers]A1 aren’t [
::::::

totally]MEXT [gone]V.
– Mario Gabelli says that takeovers are partially gone. + - + - - - - - - - ⋆ - -

Table 3: Negated statements from PropBank and their interpretation considering underlying positive meaning. Focus
is underlined; ‘+’ indicates that the role is present, ‘-’ that it is not and ‘⋆’ that it corresponds to the focus of negation.

We decided to work over PropBank. Unlike other
resources (e.g., FrameNet), gold syntactic trees are
available. Compared to the BioScope corpus, Prop-
Bank provides semantic annotation and is not lim-
ited to the biomedical domain. On top of that, there
has been active research on predicting PropBank
roles for years. The additional annotation can be
readily used by any system trained with PropBank,
quickly incorporating interpretation of negation.

4.2.1 Annotation Guidelines

The focus of a negation involving verbv is resolved
as:

• If it cannot be inferred that an actionv oc-
curred, focus is roleMNEG.

• Otherwise, focus is the role that is most promi-
nently negated.

All decisions are made considering as context the
previous and next sentence. The mark -NOT is used
to indicate the focus. Consider the following state-
ment (file wsj2282, sentence 16).

[While profitable]MADV 1,2
, [it] A11 ,A02

“was[n’t]MNEG1

[growing]v1
and was[n’t]MNEG2

[providing]v2
[a sat-

isfactory return on invested capital]A12
,” he says.

The previous sentence isApplied, then a closely
held company, was stagnating under the manage-
ment of its controlling family. Regarding the first
verb (growing), one cannot infer that anything was
growing, so focus isMNEG. For the second verb
(providing), it is implicitly stated that the company
was providinga not satisfactory return on invest-
ment, therefore, focus isA1.

The guidelines assume that the focus corresponds
to a single role or the verb. In cases where more than
one role could be selected, the most likely focus is
chosen; context and text understanding are key. We
define the most likely focus as the one that yields the
most meaningful implicit information.

For example, in (Table 3, example 2)[He] A0

could be chosen as focus, yieldingsomeone can
stomach the taste of Heinz, but not him. However,
given the previous sentence ([. . . ] her husband is
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While profitable

MADV

55

MADV

**

it
A1

55

A0

**

was n’t
MNEG-NOT

!!

growing and was n’t
MNEG

<<
providing a satisfacory return . . .

A1-NOTuu

Figure 1: Example of focus annotation (marked with -NOT). Its interpretation is explained in Section 4.2.2.

adamant about eating only Hunt’s ketchup), it is
clear that the best option isA1. Example (5) has a
similar ambiguity betweenA0 andA2, example (9)
betweenMTMP andA4, etc. The role that yields the
most useful positive implicit information given the
context is always chosen as focus.

Table 3 provides several examples having as their
focus different roles. Example (1) does not carry
any positive meaning, the focus isV. In (2–10) the
verb must be interpreted as affirmative, as well as
all roles except the one marked with ‘⋆’ (i.e., the
focus). For each example, we provide PropBank an-
notation (top), the new annotation (i.e., the focus,
bottom right) and its interpretation (bottom left).

4.2.2 Interpretation of -NOT

The mark -NOT is interpreted as follows:
• If MNEG-NOT(x, y), then verb y must be

negated; the statement does not carry positive
meaning.

• If any other role is marked with -NOT, ROLE-
NOT(x, y) must be interpreted asit is not the
case thatx is ROLE of y.

Unmarked roles are interpreted positive; they cor-
respond to implicit positive meaning. Role labels
(A0, MTMP, etc.) maintain the same meaning from
PropBank (Palmer et al., 2005).MNEG can be ig-
nored since it is overwritten by -NOT.

The new annotation for the example (Figure 1)
must be interpreted as:While profitable, it (the com-
pany) was notgrowing and was providing a notsat-
isfactory return on investment. Paraphrasing,While
profitable, it was shrinking or idle and was providing
an unsatisfactory return on investment. We discover
an entailment and an implicature respectively.

4.3 Annotation Process

We annotated the 3,993 verbal negations signaled
with MNEG in PropBank. Before annotation began,
all semantic information was removed by mapping
all role labels toARG. This step is necessary to en-
sure that focus selection is not biased by the seman-

Role #Inst. Focus
# – %

A1 2,930 1,194 – 40.75
MNEG 3,196 1,109 – 34.70
MTMP 609 246 – 40.39
MMNR 250 190 – 76.00
A2 501 179 – 35.73
MADV 466 94 – 20.17
A0 2,163 73 – 3.37
MLOC 114 22 – 19.30
MEXT 25 22 – 88.00
A4 26 22 – 84.62
A3 48 18 – 37.50
MDIR 35 13 – 37.14
MPNC 87 9 – 10.34
MDIS 287 6 – 2.09

Table 4: Roles, total instantiations and counts corre-
sponding to focus over training and held-out instances.

tic labels provided by PropBank.
As annotation tool, we use Jubilee (Choi et al.,

2010). For each instance, annotators decide the fo-
cus given the full syntactic tree, as well as the previ-
ous and next sentence. A post-processing step incor-
porates focus annotation to the original PropBank by
adding -NOT to the corresponding role.

In a first round, 50% of instances were annotated
twice. Inter-annotator agreement was 0.72. After
careful examination of the disagreements, they were
resolved and annotators were given clearer instruc-
tions. The main point of conflict was selecting a fo-
cus that yields valid implicit meaning, but not the
most valuable (Section 4.2.1). Due to space con-
straints, we cannot elaborate more on this issue. The
remaining instances were annotated once. Table 4
depicts counts for each role.

5 Learning Algorithm

We propose a supervised learning approach. Each
sentence from PropBank containing a verbal nega-
tion becomes an instance. The decision to be made
is to choose the role that corresponds to the focus.

586



No. Feature Values Explanation
1 role-present {y, n} is role present?
2 role-f-pos {DT, NNP, . . .} First POS tag of role
3 role-f-word {This, to, overseas, . . .} First word of role
4 role-length N number fo words in role
5 role-posit N position within the set of roles

6 A1-top {NP, SBAR, PP, . . .} syntactic node of A1
7 A1-postag {y, n} does A1 contain the tagpostag?
8 A1-keyword {y, n} does A1 cotain the wordkeyword?

9 first-role {A1, MLOC, . . .} label of the first role
10 last-role {A1, MLOC, . . .} label of the last role

11 verb-word {appear, describe, . . .} main verb
12 verb-postag {VBN, VBZ, . . .} POS tag main verb
13 VP-words {were-n’t, be-quickly, . . .} sequence of words of VP untilverb
14 VP-postags {VBP-RB-RB-VBG, VBN-VBG, . . .} sequence of POS tags of VP untilverb
15 VP-has-CC {y, n} does the VP contain a CC?
16 VP-has-RB {y, n} does the VP contain a RB?

17 predicate {rule-out, come-up, . . .} predicate
18 them-role-A0 {preparer, assigner, . . .} thematic role for A0
19 them-role-A1 {effort, container, . . .} thematic role for A1
20 them-role-A2 {audience, loaner, . . .} thematic role for A2
21 them-role-A3 {intensifier, collateral, . . .} thematic role for A3
22 them-role-A4 {beneficiary, end point, . . .} thematic role for A4

Table 5: Full set of features. Features (1–5) are extracted for all roles, (7, 8) for all POS tags and keywords detected.

The 3,993 annotated instances are divided into
training (70%), held-out (10%) and test (20%). The
held-out portion is used to tune the feature set and
results are reported for the test split only, i.e., us-
ing unseen instances. Because PropBank adds se-
mantic role annotation on top of the Penn TreeBank,
we have available syntactic annotation and semantic
role labels for all instances.

5.1 Baselines

We implemented four baselines to measure the diffi-
culty of the task:

• A1: selectA1, if not present thenMNEG.
• FIRST: select first role.
• LAST: select last role.
• BASIC: same thanFOC-DET but only using fea-

tureslast role and flags indicating the presence
of roles.

5.2 Selecting Features

The BASIC baseline obtains a respectable accuracy
of 61.38 (Table 6). Most errors correspond to in-
stances having as focus the two most likely foci:A1

and MNEG (Table 4). We improveBASIC with an
extended feature set which targets especiallyA1 and
the verb (Table 5).

Features (1–5) are extracted for each role and
capture their presence, first POS tag and word,
length and position within the roles present for
that instance. Features (6–8) further characterize
A1. A1-postag is extracted for the following
POS tags: DT, JJ, PRP, CD, RB, VB and WP;
A1-keyword for the following words: any, any-
body, anymore, anyone, anything, anytime, any-
where, certain, enough, full, many, much, other,
some, specifics, too and until. These lists of POS
tags and keywords were extracted after manual ex-
amination of training examples and aim at signaling
whether this role correspond to the focus. Examples
of A1 corresponding to the focus and including one
of the POS tags or keywords are:

• [Apparently]MADV , [the respondents]A0 do n’t
think [

::::

that
:::

an
::::::::::

economic
::::::::::

slowdown
::::::

would
::::::

harm

:::

the
::::::

major
:::::::::::

investment
::::::::

markets
:::::::

veryRB
::::::

much]A1.
(i.e., the responders think it would harm the in-
vestements little).
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• [The oil company]A0 does n’t anticipate
[

::::::::::

anykeyword
::::::::::::

additional
::::::::

charges]A1 (i.e., the
company anticipates no additional charges).

• [Money managers and other bond buyers]A0

haven’t [shown]V [
::::::::::::

muchkeyword
::::::::

interest
::

in
::::

the

::::::::

Refcorp
::::::

bonds]A1 (i.e., they have shown little
interest in the bonds).

• He concedes H&R Block is well-entrenched
and a great company, but says “[it]A1 doesn’t
[grow] V [

::::

fast
::::::::::::::

enoughkeyword
::::

for
::

us]A1” (i.e., it
is growing too slow for us).

• [We]A0 don’t [see]V [
:

a
::::::::::

domestic
:::::::

source
::::

for

::::::::::::

somekeyword
:::

of
::::

our
::::::::

HDTV
:::::::::::::

requirements ]A1,
and that’s a source of concern [. . . ] (i.e., we see
a domestic source for some other of our HDTV
requirements)

Features (11–16) correspond to the main verb.
VP-words (VP-postag) captures the full se-
quence of words (POS tags) from the beginning of
the VP until the main verb. Features (15–16) check
for POS tags as the presence of certain tags usually
signal that the verb is not the focus of negation (e.g.,
[Thus]MDIS, he asserts, [Lloyd’s]A0 [[ca] MMODn’t
[react]v [

::::::::::

quicklyRB ]MMNR [to competition]A1 ]VP).
Features (17–22) tackle the predicate, which in-

cludes the main verb and may include other words
(typically prepositions). We consider the words in
the predicate, as well as the specific thematic roles
for each numbered argument. This is useful since
PropBank uses different numbered arguments for
the same thematic role depending on the frame (e.g.,
A3 is used asPURPOSEin authorize.01and asIN-
STRUMENT in avert.01).

6 Experiments and Results

As a learning algorithm, we use bagging with C4.5
decision trees. This combination is fast to train and
test, and typically provides good performance. More
features than the ones depicted were tried, but we
only report the final set. For example, the parent
node for all roles was considered and discarded. We
name the model considering all features and trained
using bagging with C4.5 treesFOC-DET.

Results over the test split are depicted in Table 6.
Simply choosingA1 as the focus yields an accuracy
of 42.11. A better baseline is to always pick the last
role (58.39 accuracy). Feeding the learning algo-

System Accuracy
A1 42.11
FIRST 7.00
LAST 58.39
BASIC 61.38
FOC-DET 65.50

Table 6: Accuracies over test split.

rithm exclusively the label corresponding to the last
role and flags indicating the presence of roles yields
61.38 accuracy (BASIC baseline).

Having an agreement of 0.72, there is still room
for improvement. The full set of features yields
65.50 accuracy. The difference in accuracy between
BASIC andFOC-DET (4.12) is statistically significant
(Z-value= 1.71). We test the significance of the dif-
ference in performance between two systemsi andj

on a set ofins instances with the Z-score test, where
z =

abs(erri,errj)
σd

, errk is the error made using setk

andσd =

√

erri(1−erri)
ins

+
errj(1−errj)

ins
.

7 Conclusions

In this paper, we present a novel way to semantically
represent negation using focus detection. Implicit
positive meaning is identified, giving a thorough in-
terpretation of negated statements.

Due to the lack of corpora annotating the focus of
negation, we have added this information to all the
negations marked withMNEG in PropBank. A set
of features is depicted and a supervised model pro-
posed. The task is highly ambiguous and semantic
features have proven helpful.

A verbal negation is interpreted by considering all
roles positive except the one corresponding to the
focus. This has proven useful as shown in several
examples. In some cases, though, it is not easy to
obtain the meaning of a negated role.

Consider (Table 3, example 5)P&G hasn’t sold
coffee

::

to
::::::::

airlines. The proposed representation en-
codesP&G has sold coffee, but not to airlines. How-
ever, it is not said that the buyers are likely to have
been other kinds of companies. Even without fully
identifying the buyer, we believe it is of utmost im-
portance to detect thatP&G has sold coffee. Empir-
ical data (Table 4) shows that over 65% of negations
in PropBank carry implicit positive meaning.
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Abstract

Compositional question answering begins by
mapping questions to logical forms, but train-
ing a semantic parser to perform this mapping
typically requires the costly annotation of the
target logical forms. In this paper, we learn
to map questions to answers via latent log-
ical forms, which are induced automatically
from question-answer pairs. In tackling this
challenging learning problem, we introduce a
new semantic representation which highlights
a parallel between dependency syntax and effi-
cient evaluation of logical forms. On two stan-
dard semantic parsing benchmarks (GEO and
JOBS), our system obtains the highest pub-
lished accuracies, despite requiring no anno-
tated logical forms.

1 Introduction

What is the total population of the ten largest cap-
itals in the US? Answering these types of complex
questions compositionally involves first mapping the
questions into logical forms (semantic parsing). Su-
pervised semantic parsers (Zelle and Mooney, 1996;
Tang and Mooney, 2001; Ge and Mooney, 2005;
Zettlemoyer and Collins, 2005; Kate and Mooney,
2007; Zettlemoyer and Collins, 2007; Wong and
Mooney, 2007; Kwiatkowski et al., 2010) rely on
manual annotation of logical forms, which is expen-
sive. On the other hand, existing unsupervised se-
mantic parsers (Poon and Domingos, 2009) do not
handle deeper linguistic phenomena such as quan-
tification, negation, and superlatives.

As in Clarke et al. (2010), we obviate the need
for annotated logical forms by considering the end-
to-end problem of mapping questions to answers.
However, we still model the logical form (now as a
latent variable) to capture the complexities of lan-
guage. Figure 1 shows our probabilistic model:

(parameters) (world)

θ w

x z y

(question) (logical form) (answer)
state with the
largest area x1x1

1
1

cc

argmax

area

state

∗∗ Alaska

z ∼ pθ(z | x)

y = JzKw

Semantic Parsing Evaluation

Figure 1: Our probabilistic model: a question x is
mapped to a latent logical form z, which is then evaluated
with respect to a world w (database of facts), producing
an answer y. We represent logical forms z as labeled
trees, induced automatically from (x, y) pairs.

We want to induce latent logical forms z (and pa-
rameters θ) given only question-answer pairs (x, y),
which is much cheaper to obtain than (x, z) pairs.

The core problem that arises in this setting is pro-
gram induction: finding a logical form z (over an
exponentially large space of possibilities) that pro-
duces the target answer y. Unlike standard semantic
parsing, our end goal is only to generate the correct
y, so we are free to choose the representation for z.
Which one should we use?

The dominant paradigm in compositional se-
mantics is Montague semantics, which constructs
lambda calculus forms in a bottom-up manner. CCG
is one instantiation (Steedman, 2000), which is used
by many semantic parsers, e.g., Zettlemoyer and
Collins (2005). However, the logical forms there
can become quite complex, and in the context of
program induction, this would lead to an unwieldy
search space. At the same time, representations such
as FunQL (Kate et al., 2005), which was used in
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Clarke et al. (2010), are simpler but lack the full ex-
pressive power of lambda calculus.

The main technical contribution of this work is
a new semantic representation, dependency-based
compositional semantics (DCS), which is both sim-
ple and expressive (Section 2). The logical forms in
this framework are trees, which is desirable for two
reasons: (i) they parallel syntactic dependency trees,
which facilitates parsing and learning; and (ii) eval-
uating them to obtain the answer is computationally
efficient.

We trained our model using an EM-like algorithm
(Section 3) on two benchmarks, GEO and JOBS

(Section 4). Our system outperforms all existing
systems despite using no annotated logical forms.

2 Semantic Representation

We first present a basic version (Section 2.1) of
dependency-based compositional semantics (DCS),
which captures the core idea of using trees to rep-
resent formal semantics. We then introduce the full
version (Section 2.2), which handles linguistic phe-
nomena such as quantification, where syntactic and
semantic scope diverge.

We start with some definitions, using US geogra-
phy as an example domain. Let V be the set of all
values, which includes primitives (e.g., 3, CA ∈ V)
as well as sets and tuples formed from other values
(e.g., 3, {3, 4, 7}, (CA, {5}) ∈ V). Let P be a set
of predicates (e.g., state, count ∈ P), which are
just symbols.

A world w is mapping from each predicate p ∈
P to a set of tuples; for example, w(state) =
{(CA), (OR), . . . }. Conceptually, a world is a rela-
tional database where each predicate is a relation
(possibly infinite). Define a special predicate ø with
w(ø) = V . We represent functions by a set of input-
output pairs, e.g., w(count) = {(S, n) : n = |S|}.
As another example, w(average) = {(S, x̄) :
x̄ = |S1|−1

∑
x∈S1

S(x)}, where a set of pairs S
is treated as a set-valued function S(x) = {y :
(x, y) ∈ S} with domain S1 = {x : (x, y) ∈ S}.

The logical forms in DCS are called DCS trees,
where nodes are labeled with predicates, and edges
are labeled with relations. Formally:

Definition 1 (DCS trees) Let Z be the set of DCS
trees, where each z ∈ Z consists of (i) a predicate

RelationsR
j
j′ (join) E (extract)
Σ (aggregate) Q (quantify)
Xi (execute) C (compare)

Table 1: Possible relations appearing on the edges of a
DCS tree. Here, j, j′ ∈ {1, 2, . . . } and i ∈ {1, 2, . . . }∗.

z.p ∈ P and (ii) a sequence of edges z.e1, . . . , z.em,
each edge e consisting of a relation e.r ∈ R (see
Table 1) and a child tree e.c ∈ Z .

We write a DCS tree z as 〈p; r1 : c1; . . . ; rm : cm〉.
Figure 2(a) shows an example of a DCS tree. Al-
though a DCS tree is a logical form, note that it looks
like a syntactic dependency tree with predicates in
place of words. It is this transparency between syn-
tax and semantics provided by DCS which leads to
a simple and streamlined compositional semantics
suitable for program induction.

2.1 Basic Version
The basic version of DCS restrictsR to join and ag-
gregate relations (see Table 1). Let us start by con-
sidering a DCS tree z with only join relations. Such
a z defines a constraint satisfaction problem (CSP)
with nodes as variables. The CSP has two types of
constraints: (i) x ∈ w(p) for each node x labeled
with predicate p ∈ P; and (ii) xj = yj′ (the j-th
component of x must equal the j′-th component of
y) for each edge (x, y) labeled with j

j′ ∈ R.
A solution to the CSP is an assignment of nodes

to values that satisfies all the constraints. We say a
value v is consistent for a node x if there exists a
solution that assigns v to x. The denotation JzKw (z
evaluated on w) is the set of consistent values of the
root node (see Figure 2 for an example).

Computation We can compute the denotation
JzKw of a DCS tree z by exploiting dynamic pro-
gramming on trees (Dechter, 2003). The recurrence
is as follows:

J
〈
p; j1j′1 :c1; · · · ; jmj′m :cm

〉
K
w

(1)

= w(p) ∩
m⋂
i=1

{v : vji = tj′i , t ∈ JciKw}.

At each node, we compute the set of tuples v consis-
tent with the predicate at that node (v ∈ w(p)), and
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Example: major city in California

z = 〈city; 1
1 :〈major〉 ; 1

1 :〈loc; 2
1 :〈CA〉〉〉

1
1

1
1

major

2
1
CA

loc

city

λc∃m∃`∃s .
city(c) ∧ major(m)∧
loc(`) ∧ CA(s)∧
c1 = m1 ∧ c1 = `1 ∧ `2 = s1

(a) DCS tree (b) Lambda calculus formula

(c) Denotation: JzKw = {SF, LA, . . . }

Figure 2: (a) An example of a DCS tree (written in both
the mathematical and graphical notation). Each node is
labeled with a predicate, and each edge is labeled with a
relation. (b) A DCS tree z with only join relations en-
codes a constraint satisfaction problem. (c) The denota-
tion of z is the set of consistent values for the root node.

for each child i, the ji-th component of v must equal
the j′i-th component of some t in the child’s deno-
tation (t ∈ JciKw). This algorithm is linear in the
number of nodes times the size of the denotations.1

Now the dual importance of trees in DCS is clear:
We have seen that trees parallel syntactic depen-
dency structure, which will facilitate parsing. In
addition, trees enable efficient computation, thereby
establishing a new connection between dependency
syntax and efficient semantic evaluation.

Aggregate relation DCS trees that only use join
relations can represent arbitrarily complex compo-
sitional structures, but they cannot capture higher-
order phenomena in language. For example, con-
sider the phrase number of major cities, and suppose
that number corresponds to the count predicate.
It is impossible to represent the semantics of this
phrase with just a CSP, so we introduce a new ag-
gregate relation, notated Σ. Consider a tree 〈Σ:c〉,
whose root is connected to a child c via Σ. If the de-
notation of c is a set of values s, the parent’s denota-
tion is then a singleton set containing s. Formally:

J〈Σ:c〉Kw = {JcKw}. (2)

Figure 3(a) shows the DCS tree for our running
example. The denotation of the middle node is {s},

1Infinite denotations (such as J<Kw) are represented as im-
plicit sets on which we can perform membership queries. The
intersection of two sets can be performed as long as at least one
of the sets is finite.

number of
major cities

1
2

1
1

ΣΣ

1
1

major

city

∗∗

count

∗∗

average population of
major cities

1
2

1
1

ΣΣ

1
1

1
1

major

city

population

∗∗

average

∗∗

(a) Counting (b) Averaging

Figure 3: Examples of DCS trees that use the aggregate
relation (Σ) to (a) compute the cardinality of a set and (b)
take the average over a set.

where s is all major cities. Having instantiated s as
a value, everything above this node is an ordinary
CSP: s constrains the count node, which in turns
constrains the root node to |s|.

A DCS tree that contains only join and aggre-
gate relations can be viewed as a collection of tree-
structured CSPs connected via aggregate relations.
The tree structure still enables us to compute deno-
tations efficiently based on (1) and (2).

2.2 Full Version

The basic version of DCS described thus far han-
dles a core subset of language. But consider Fig-
ure 4: (a) is headed by borders, but states needs
to be extracted; in (b), the quantifier no is syntacti-
cally dominated by the head verb borders but needs
to take wider scope. We now present the full ver-
sion of DCS which handles this type of divergence
between syntactic and semantic scope.

The key idea that allows us to give semantically-
scoped denotations to syntactically-scoped trees is
as follows: We mark a node low in the tree with a
mark relation (one of E, Q, or C). Then higher up in
the tree, we invoke it with an execute relation Xi to
create the desired semantic scope.2

This mark-execute construct acts non-locally, so
to maintain compositionality, we must augment the

2Our mark-execute construct is analogous to Montague’s
quantifying in, Cooper storage, and Carpenter’s scoping con-
structor (Carpenter, 1998).
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California borders which states?

x1x1

2
1

1
1

CA

ee

∗∗

state

border

∗∗
Alaska borders no states.

x1x1

2
1

1
1

AK

qq

no

state

border

∗∗
Some river traverses every city.

x12x12

2
1

1
1

qq

some

river

qq

every

city

traverse

∗∗
x21x21

2
1

1
1

qq

some

river

qq

every

city

traverse

∗∗

(narrow) (wide)

city traversed by no rivers

x12x12

1
2

ee

∗∗
1
1

qq

no

river

traverse

city

∗∗

(a) Extraction (e) (b) Quantification (q) (c) Quantifier ambiguity (q,q) (d) Quantification (q,e)

state bordering
the most states

x12x12

1
1

ee

∗∗
2
1

cc

argmax

state

border

state

∗∗

state bordering
more states than Texas

x12x12

1
1

ee

∗∗
2
1

cc

3
1
TX

more

state

border

state

∗∗

state bordering
the largest state

1
1

2
1

x12x12

1
1

ee

∗∗
cc

argmax

size

state

∗∗

border

state

x12x12

1
1

ee

∗∗
2
1

1
1

cc

argmax

size

state

border

state

∗∗

(absolute) (relative)

Every state’s
largest city is major.

x1x1

x2x2

1
1

1
1

2
1

qq

every

state

loc

cc

argmax

size

city

major

∗∗

(e) Superlative (c) (f) Comparative (c) (g) Superlative ambiguity (c) (h) Quantification+Superlative (q,c)

Figure 4: Example DCS trees for utterances in which syntactic and semantic scope diverge. These trees reflect the
syntactic structure, which facilitates parsing, but importantly, these trees also precisely encode the correct semantic
scope. The main mechanism is using a mark relation (E, Q, or C) low in the tree paired with an execute relation (Xi)
higher up at the desired semantic point.

denotation d = JzKw to include any information
about the marked nodes in z that can be accessed
by an execute relation later on. In the basic ver-
sion, d was simply the consistent assignments to the
root. Now d contains the consistent joint assign-
ments to the active nodes (which include the root
and all marked nodes), as well as information stored
about each marked node. Think of d as consisting
of n columns, one for each active node according to
a pre-order traversal of z. Column 1 always corre-
sponds to the root node. Formally, a denotation is
defined as follows (see Figure 5 for an example):
Definition 2 (Denotations) Let D be the set of de-
notations, where each d ∈ D consists of

• a set of arrays d.A, where each array a =
[a1, . . . , an] ∈ d.A is a sequence of n tuples
(ai ∈ V∗); and

• a list of n stores d.α = (d.α1, . . . , d.αn),

where each store α contains a mark relation
α.r ∈ {E, Q, C, ø}, a base denotation α.b ∈
D∪{ø}, and a child denotation α.c ∈ D∪{ø}.

We write d as 〈〈A; (r1, b1, c1); . . . ; (rn, bn, cn)〉〉. We
use d{ri = x} to mean d with d.ri = d.αi.r = x
(similar definitions apply for d{αi = x}, d{bi = x},
and d{ci = x}).

The denotation of a DCS tree can now be defined
recursively:

J〈p〉Kw = 〈〈{[v] : v ∈ w(p)}; ø〉〉, (3)

J
〈
p; e; jj′ :c

〉
K
w

= Jp; eKw ./j,j′ JcKw, (4)

J〈p; e; Σ:c〉Kw = Jp; eKw ./∗,∗ Σ (JcKw) , (5)

J〈p; e; Xi :c〉Kw = Jp; eKw ./∗,∗ Xi(JcKw), (6)

J〈p; e; E :c〉Kw = M(Jp; eKw, E, c), (7)

J〈p; e; C :c〉Kw = M(Jp; eKw, C, c), (8)

J〈p; Q :c; e〉Kw = M(Jp; eKw, Q, c). (9)
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1
1

2
1

1
1

cc

argmax

size

state

border

state

J·Kw

column 1 column 2

A:

(OK)
(NM)
(NV)
· · ·

(TX,2.7e5)
(TX,2.7e5)
(CA,1.6e5)
· · ·

r: ø c

b: ø J〈size〉Kw

c: ø J〈argmax〉Kw

DCS tree Denotation

Figure 5: Example of the denotation for a DCS tree with
a compare relation C. This denotation has two columns,
one for each active node—the root node state and the
marked node size.

The base case is defined in (3): if z is a sin-
gle node with predicate p, then the denotation of z
has one column with the tuples w(p) and an empty
store. The other six cases handle different edge re-
lations. These definitions depend on several opera-
tions (./j,j′ ,Σ,Xi,M) which we will define shortly,
but let us first get some intuition.

Let z be a DCS tree. If the last child c of z’s
root is a join ( jj′), aggregate (Σ), or execute (Xi) re-
lation ((4)–(6)), then we simply recurse on z with c
removed and join it with some transformation (iden-
tity, Σ, or Xi) of c’s denotation. If the last (or first)
child is connected via a mark relation E, C (or Q),
then we strip off that child and put the appropriate
information in the store by invoking M.

We now define the operations ./j,j′ ,Σ,Xi,M.
Some helpful notation: For a sequence v =
(v1, . . . , vn) and indices i = (i1, . . . , ik), let vi =
(vi1 , . . . , vik) be the projection of v onto i; we write
v−i to mean v[1,...,n]\i. Extending this notation to
denotations, let 〈〈A; α〉〉[i] = 〈〈{ai : a ∈ A}; αi〉〉.
Let d[−ø] = d[−i], where i are the columns with
empty stores. For example, for d in Figure 5, d[1]
keeps column 1, d[−ø] keeps column 2, and d[2,−2]
swaps the two columns.

Join The join of two denotations d and d′ with re-
spect to components j and j′ (∗ means all compo-
nents) is formed by concatenating all arrays a of d
with all compatible arrays a′ of d′, where compat-
ibility means a1j = a′1j′ . The stores are also con-
catenated (α+α′). Non-initial columns with empty
stores are projected away by applying ·[1,−ø]. The

full definition of join is as follows:

〈〈A; α〉〉 ./j,j′ 〈〈A′; α′〉〉 = 〈〈A′′; α + α′〉〉[1,−ø],
A′′ = {a + a′ : a ∈ A,a′ ∈ A′, a1j = a′1j′}. (10)

Aggregate The aggregate operation takes a deno-
tation and forms a set out of the tuples in the first
column for each setting of the rest of the columns:

Σ (〈〈A; α〉〉) = 〈〈A′ ∪A′′; α〉〉 (11)

A′ = {[S(a), a2, . . . , an] : a ∈ A}
S(a) = {a′1 : [a′1, a2, . . . , an] ∈ A}
A′′ = {[∅, a2, . . . , an] : ¬∃a1,a ∈ A,

∀2 ≤ i ≤ n, [ai] ∈ d.bi[1].A}.

2.2.1 Mark and Execute
Now we turn to the mark (M) and execute (Xi)

operations, which handles the divergence between
syntactic and semantic scope. In some sense, this is
the technical core of DCS. Marking is simple: When
a node (e.g., size in Figure 5) is marked (e.g., with
relation C), we simply put the relation r, current de-
notation d and child c’s denotation into the store of
column 1:

M(d, r, c) = d{r1 = r, b1 = d, c1 = JcKw}. (12)

The execute operation Xi(d) processes columns
i in reverse order. It suffices to define Xi(d) for a
single column i. There are three cases:

Extraction (d.ri = E) In the basic version, the
denotation of a tree was always the set of con-
sistent values of the root node. Extraction al-
lows us to return the set of consistent values of a
marked non-root node. Formally, extraction sim-
ply moves the i-th column to the front: Xi(d) =
d[i,−(i, ø)]{α1 = ø}. For example, in Figure 4(a),
before execution, the denotation of the DCS tree
is 〈〈{[(CA, OR), (OR)], . . . }; ø; (E, J〈state〉Kw, ø)〉〉;
after applying X1, we have 〈〈{[(OR)], . . . }; ø〉〉.

Generalized Quantification (d.ri = Q) Gener-
alized quantifiers are predicates on two sets, a re-
strictor A and a nuclear scope B. For example,
w(no) = {(A,B) : A ∩ B = ∅} and w(most) =
{(A,B) : |A ∩B| > 1

2 |A|}.
In a DCS tree, the quantifier appears as the

child of a Q relation, and the restrictor is the par-
ent (see Figure 4(b) for an example). This in-
formation is retrieved from the store when the
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quantifier in column i is executed. In particu-
lar, the restrictor is A = Σ (d.bi) and the nu-
clear scope is B = Σ (d[i,−(i, ø)]). We then
apply d.ci to these two sets (technically, denota-
tions) and project away the first column: Xi(d) =
((d.ci ./1,1 A) ./2,1 B) [−1].

For the example in Figure 4(b), the de-
notation of the DCS tree before execution is
〈〈∅; ø; (Q, J〈state〉Kw, J〈no〉Kw)〉〉. The restrictor
set (A) is the set of all states, and the nuclear scope
(B) is the empty set. Since (A,B) exists in no, the
final denotation, which projects away the actual pair,
is 〈〈{[ ]}〉〉 (our representation of true).

Figure 4(c) shows an example with two interact-
ing quantifiers. The quantifier scope ambiguity is
resolved by the choice of execute relation; X12 gives
the narrow reading and X21 gives the wide reading.
Figure 4(d) shows how extraction and quantification
work together.

Comparatives and Superlatives (d.ri = C) To
compare entities, we use a set S of (x, y) pairs,
where x is an entity and y is a number. For su-
perlatives, the argmax predicate denotes pairs of
sets and the set’s largest element(s): w(argmax) =
{(S, x∗) : x∗ ∈ argmaxx∈S1

maxS(x)}. For com-
paratives, w(more) contains triples (S, x, y), where
x is “more than” y as measured by S; formally:
w(more) = {(S, x, y) : maxS(x) > maxS(y)}.

In a superlative/comparative construction, the
root x of the DCS tree is the entity to be compared,
the child c of a C relation is the comparative or su-
perlative, and its parent p contains the information
used for comparison (see Figure 4(e) for an exam-
ple). If d is the denotation of the root, its i-th column
contains this information. There are two cases: (i) if
the i-th column of d contains pairs (e.g., size in
Figure 5), then let d′ = J〈ø〉Kw ./1,2 d[i,−i], which
reads out the second components of these pairs; (ii)
otherwise (e.g., state in Figure 4(e)), let d′ =
J〈ø〉Kw ./1,2 J〈count〉Kw ./1,1 Σ (d[i,−i]), which
counts the number of things (e.g., states) that occur
with each value of the root x. Given d′, we construct
a denotation S by concatenating (+i) the second and
first columns of d′ (S = Σ (+2,1 (d′{α2 = ø})))
and apply the superlative/comparative: Xi(d) =
(J〈ø〉Kw ./1,2 (d.ci ./1,1 S)){α1 = d.α1}.

Figure 4(f) shows that comparatives are handled

using the exact same machinery as superlatives. Fig-
ure 4(g) shows that we can naturally account for
superlative ambiguity based on where the scope-
determining execute relation is placed.

3 Semantic Parsing

We now turn to the task of mapping natural language
utterances to DCS trees. Our first question is: given
an utterance x, what trees z ∈ Z are permissible? To
define the search space, we first assume a fixed set
of lexical triggers L. Each trigger is a pair (x, p),
where x is a sequence of words (usually one) and p
is a predicate (e.g., x = California and p = CA).
We use L(x) to denote the set of predicates p trig-
gered by x ((x, p) ∈ L). Let L(ε) be the set of
trace predicates, which can be introduced without
an overt lexical trigger.

Given an utterance x = (x1, . . . , xn), we define
ZL(x) ⊂ Z , the set of permissible DCS trees for
x. The basic approach is reminiscent of projective
labeled dependency parsing: For each span i..j, we
build a set of trees Ci,j and set ZL(x) = C0,n. Each
set Ci,j is constructed recursively by combining the
trees of its subspans Ci,k and Ck′,j for each pair of
split points k, k′ (words between k and k′ are ig-
nored). These combinations are then augmented via
a functionA and filtered via a functionF , to be spec-
ified later. Formally, Ci,j is defined recursively as
follows:

Ci,j = F
(
A
(
L(xi+1..j) ∪

⋃
i≤k≤k′<j
a∈Ci,k

b∈Ck′,j

T1(a, b))
))
.

(13)

In (13), L(xi+1..j) is the set of predicates triggered
by the phrase under span i..j (the base case), and
Td(a, b) = ~Td(a, b) ∪ ~T d(b, a), which returns all
ways of combining trees a and b where b is a de-
scendant of a (~Td) or vice-versa ( ~T d). The former is
defined recursively as follows: ~T0(a, b) = ∅, and

~Td(a, b) =
⋃
r∈R
p∈L(ε)

{〈a; r :b〉} ∪ ~Td−1(a, 〈p; r :b〉).

The latter ( ~T k) is defined similarly. Essentially,
~Td(a, b) allows us to insert up to d trace predi-
cates between the roots of a and b. This is use-
ful for modeling relations in noun compounds (e.g.,
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California cities), and it also allows us to underspec-
ify L. In particular, our L will not include verbs or
prepositions; rather, we rely on the predicates corre-
sponding to those words to be triggered by traces.

The augmentation function A takes a set of trees
and optionally attaches E and Xi relations to the
root (e.g., A(〈city〉) = {〈city〉 , 〈city; E :ø〉}).
The filtering function F rules out improperly-typed
trees such as 〈city; 0

0 :〈state〉〉. To further reduce
the search space, F imposes a few additional con-
straints, e.g., limiting the number of marked nodes
to 2 and only allowing trace predicates between ar-
ity 1 predicates.

Model We now present our discriminative se-
mantic parsing model, which places a log-linear
distribution over z ∈ ZL(x) given an utter-
ance x. Formally, pθ(z | x) ∝ eφ(x,z)>θ,
where θ and φ(x, z) are parameter and feature vec-
tors, respectively. As a running example, con-
sider x = city that is in California and z =
〈city; 1

1 :〈loc; 2
1 :〈CA〉〉〉, where city triggers city

and California triggers CA.
To define the features, we technically need to

augment each tree z ∈ ZL(x) with alignment
information—namely, for each predicate in z, the
span in x (if any) that triggered it. This extra infor-
mation is already generated from the recursive defi-
nition in (13).

The feature vector φ(x, z) is defined by sums of
five simple indicator feature templates: (F1) a word
triggers a predicate (e.g., [city, city]); (F2) a word
is under a relation (e.g., [that, 11]); (F3) a word is un-
der a trace predicate (e.g., [in, loc]); (F4) two pred-
icates are linked via a relation in the left or right
direction (e.g., [city, 11, loc, RIGHT]); and (F5) a
predicate has a child relation (e.g., [city, 11]).

Learning Given a training dataset D con-
taining (x, y) pairs, we define the regu-
larized marginal log-likelihood objective
O(θ) =

∑
(x,y)∈D log pθ(JzKw = y | x, z ∈

ZL(x)) − λ‖θ‖22, which sums over all DCS trees z
that evaluate to the target answer y.

Our model is arc-factored, so we can sum over all
DCS trees in ZL(x) using dynamic programming.
However, in order to learn, we need to sum over
{z ∈ ZL(x) : JzKw = y}, and unfortunately, the

additional constraint JzKw = y does not factorize.
We therefore resort to beam search. Specifically, we
truncate each Ci,j to a maximum of K candidates
sorted by decreasing score based on parameters θ.
Let Z̃L,θ(x) be this approximation of ZL(x).

Our learning algorithm alternates between (i) us-
ing the current parameters θ to generate the K-best
set Z̃L,θ(x) for each training example x, and (ii)
optimizing the parameters to put probability mass
on the correct trees in these sets; sets contain-
ing no correct answers are skipped. Formally, let
Õ(θ, θ′) be the objective function O(θ) with ZL(x)
replaced with Z̃L,θ′(x). We optimize Õ(θ, θ′) by
setting θ(0) = ~0 and iteratively solving θ(t+1) =
argmaxθ Õ(θ, θ(t)) using L-BFGS until t = T . In all
experiments, we set λ = 0.01, T = 5, andK = 100.
After training, given a new utterance x, our system
outputs the most likely y, summing out the latent
logical form z: argmaxy pθ(T )(y | x, z ∈ Z̃L,θ(T )).

4 Experiments

We tested our system on two standard datasets, GEO

and JOBS. In each dataset, each sentence x is an-
notated with a Prolog logical form, which we use
only to evaluate and get an answer y. This evalua-
tion is done with respect to a world w. Recall that
a world w maps each predicate p ∈ P to a set of
tuples w(p). There are three types of predicates in
P: generic (e.g., argmax), data (e.g., city), and
value (e.g., CA). GEO has 48 non-value predicates
and JOBS has 26. For GEO, w is the standard US
geography database that comes with the dataset. For
JOBS, if we use the standard Jobs database, close to
half the y’s are empty, which makes it uninteresting.
We therefore generated a random Jobs database in-
stead as follows: we created 100 job IDs. For each
data predicate p (e.g., language), we add each pos-
sible tuple (e.g., (job37, Java)) to w(p) indepen-
dently with probability 0.8.

We used the same training-test splits as Zettle-
moyer and Collins (2005) (600+280 for GEO and
500+140 for JOBS). During development, we fur-
ther held out a random 30% of the training sets for
validation.

Our lexical triggers L include the following: (i)
predicates for a small set of ≈ 20 function words
(e.g., (most, argmax)), (ii) (x, x) for each value
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System Accuracy
Clarke et al. (2010) w/answers 73.2
Clarke et al. (2010) w/logical forms 80.4
Our system (DCS with L) 78.9
Our system (DCS with L+) 87.2

Table 2: Results on GEO with 250 training and 250
test examples. Our results are averaged over 10 random
250+250 splits taken from our 600 training examples. Of
the three systems that do not use logical forms, our two
systems yield significant improvements. Our better sys-
tem even outperforms the system that uses logical forms.

predicate x in w (e.g., (Boston, Boston)), and
(iii) predicates for each POS tag in {JJ, NN, NNS}
(e.g., (JJ, size), (JJ, area), etc.).3 Predicates
corresponding to verbs and prepositions (e.g.,
traverse) are not included as overt lexical trig-
gers, but rather in the trace predicates L(ε).

We also define an augmented lexicon L+ which
includes a prototype word x for each predicate ap-
pearing in (iii) above (e.g., (large, size)), which
cancels the predicates triggered by x’s POS tag. For
GEO, there are 22 prototype words; for JOBS, there
are 5. Specifying these triggers requires minimal
domain-specific supervision.

Results We first compare our system with Clarke
et al. (2010) (henceforth, SEMRESP), which also
learns a semantic parser from question-answer pairs.
Table 2 shows that our system using lexical triggers
L (henceforth, DCS) outperforms SEMRESP (78.9%
over 73.2%). In fact, although neither DCS nor
SEMRESP uses logical forms, DCS uses even less su-
pervision than SEMRESP. SEMRESP requires a lex-
icon of 1.42 words per non-value predicate, Word-
Net features, and syntactic parse trees; DCS requires
only words for the domain-independent predicates
(overall, around 0.5 words per non-value predicate),
POS tags, and very simple indicator features. In
fact, DCS performs comparably to even the version
of SEMRESP trained using logical forms. If we add
prototype triggers (use L+), the resulting system
(DCS+) outperforms both versions of SEMRESP by
a significant margin (87.2% over 73.2% and 80.4%).

3We used the Berkeley Parser (Petrov et al., 2006) to per-
form POS tagging. The triggers L(x) for a word x thus include
L(t) where t is the POS tag of x.

System GEO JOBS

Tang and Mooney (2001) 79.4 79.8
Wong and Mooney (2007) 86.6 –
Zettlemoyer and Collins (2005) 79.3 79.3
Zettlemoyer and Collins (2007) 81.6 –
Kwiatkowski et al. (2010) 88.2 –
Kwiatkowski et al. (2010) 88.9 –
Our system (DCS with L) 88.6 91.4
Our system (DCS with L+) 91.1 95.0

Table 3: Accuracy (recall) of systems on the two bench-
marks. The systems are divided into three groups. Group
1 uses 10-fold cross-validation; groups 2 and 3 use the in-
dependent test set. Groups 1 and 2 measure accuracy of
logical form; group 3 measures accuracy of the answer;
but there is very small difference between the two as seen
from the Kwiatkowski et al. (2010) numbers. Our best
system improves substantially over past work, despite us-
ing no logical forms as training data.

Next, we compared our systems (DCS and DCS+)
with the state-of-the-art semantic parsers on the full
dataset for both GEO and JOBS (see Table 3). All
other systems require logical forms as training data,
whereas ours does not. Table 3 shows that even DCS,
which does not use prototypes, is comparable to the
best previous system (Kwiatkowski et al., 2010), and
by adding a few prototypes, DCS+ offers a decisive
edge (91.1% over 88.9% on GEO). Rather than us-
ing lexical triggers, several of the other systems use
IBM word alignment models to produce an initial
word-predicate mapping. This option is not avail-
able to us since we do not have annotated logical
forms, so we must instead rely on lexical triggers
to define the search space. Note that having lexical
triggers is a much weaker requirement than having
a CCG lexicon, and far easier to obtain than logical
forms.

Intuitions How is our system learning? Initially,
the weights are zero, so the beam search is essen-
tially unguided. We find that only for a small frac-
tion of training examples do the K-best sets contain
any trees yielding the correct answer (29% for DCS

on GEO). However, training on just these exam-
ples is enough to improve the parameters, and this
29% increases to 66% and then to 95% over the next
few iterations. This bootstrapping behavior occurs
naturally: The “easy” examples are processed first,
where easy is defined by the ability of the current
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model to generate the correct answer using any tree.
Our system learns lexical associations between

words and predicates. For example, area (by virtue
of being a noun) triggers many predicates: city,
state, area, etc. Inspecting the final parameters
(DCS on GEO), we find that the feature [area, area]
has a much higher weight than [area, city]. Trace
predicates can be inserted anywhere, but the fea-
tures favor some insertions depending on the words
present (for example, [in, loc] has high weight).

The errors that the system makes stem from mul-
tiple sources, including errors in the POS tags (e.g.,
states is sometimes tagged as a verb, which triggers
no predicates), confusion of Washington state with
Washington D.C., learning the wrong lexical asso-
ciations due to data sparsity, and having an insuffi-
ciently large K.

5 Discussion

A major focus of this work is on our semantic rep-
resentation, DCS, which offers a new perspective
on compositional semantics. To contrast, consider
CCG (Steedman, 2000), in which semantic pars-
ing is driven from the lexicon. The lexicon en-
codes information about how each word can used in
context; for example, the lexical entry for borders
is S\NP/NP : λy.λx.border(x, y), which means
borders looks right for the first argument and left
for the second. These rules are often too stringent,
and for complex utterances, especially in free word-
order languages, either disharmonic combinators are
employed (Zettlemoyer and Collins, 2007) or words
are given multiple lexical entries (Kwiatkowski et
al., 2010).

In DCS, we start with lexical triggers, which are
more basic than CCG lexical entries. A trigger for
borders specifies only that border can be used, but
not how. The combination rules are encoded in the
features as soft preferences. This yields a more
factorized and flexible representation that is easier
to search through and parametrize using features.
It also allows us to easily add new lexical triggers
without becoming mired in the semantic formalism.

Quantifiers and superlatives significantly compli-
cate scoping in lambda calculus, and often type rais-
ing needs to be employed. In DCS, the mark-execute
construct provides a flexible framework for dealing

with scope variation. Think of DCS as a higher-level
programming language tailored to natural language,
which results in programs (DCS trees) which are
much simpler than the logically-equivalent lambda
calculus formulae.

The idea of using CSPs to represent semantics is
inspired by Discourse Representation Theory (DRT)
(Kamp and Reyle, 1993; Kamp et al., 2005), where
variables are discourse referents. The restriction to
trees is similar to economical DRT (Bos, 2009).

The other major focus of this work is program
induction—inferring logical forms from their deno-
tations. There has been a fair amount of past work on
this topic: Liang et al. (2010) induces combinatory
logic programs in a non-linguistic setting. Eisen-
stein et al. (2009) induces conjunctive formulae and
uses them as features in another learning problem.
Piantadosi et al. (2008) induces first-order formu-
lae using CCG in a small domain assuming observed
lexical semantics. The closest work to ours is Clarke
et al. (2010), which we discussed earlier.

The integration of natural language with denota-
tions computed against a world (grounding) is be-
coming increasingly popular. Feedback from the
world has been used to guide both syntactic parsing
(Schuler, 2003) and semantic parsing (Popescu et
al., 2003; Clarke et al., 2010). Past work has also fo-
cused on aligning text to a world (Liang et al., 2009),
using text in reinforcement learning (Branavan et al.,
2009; Branavan et al., 2010), and many others. Our
work pushes the grounded language agenda towards
deeper representations of language—think grounded
compositional semantics.

6 Conclusion

We built a system that interprets natural language
utterances much more accurately than existing sys-
tems, despite using no annotated logical forms. Our
system is based on a new semantic representation,
DCS, which offers a simple and expressive alter-
native to lambda calculus. Free from the burden
of annotating logical forms, we hope to use our
techniques in developing even more accurate and
broader-coverage language understanding systems.
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Abstract

We describe a novel approach for inducing
unsupervised part-of-speech taggers for lan-
guages that have no labeled training data, but
have translated text in a resource-rich lan-
guage. Our method does not assume any
knowledge about the target language (in par-
ticular no tagging dictionary is assumed),
making it applicable to a wide array of
resource-poor languages. We use graph-based
label propagation for cross-lingual knowl-
edge transfer and use the projected labels
as features in an unsupervised model (Berg-
Kirkpatrick et al., 2010). Across eight Eu-
ropean languages, our approach results in an
average absolute improvement of 10.4% over
a state-of-the-art baseline, and 16.7% over
vanilla hidden Markov models induced with
the Expectation Maximization algorithm.

1 Introduction

Supervised learning approaches have advanced the
state-of-the-art on a variety of tasks in natural lan-
guage processing, resulting in highly accurate sys-
tems. Supervised part-of-speech (POS) taggers,
for example, approach the level of inter-annotator
agreement (Shen et al., 2007, 97.3% accuracy for
English). However, supervised methods rely on la-
beled training data, which is time-consuming and
expensive to generate. Unsupervised learning ap-
proaches appear to be a natural solution to this prob-
lem, as they require only unannotated text for train-
∗This research was carried out during an internship at Google
Research.

ing models. Unfortunately, the best completely un-
supervised English POS tagger (that does not make
use of a tagging dictionary) reaches only 76.1% ac-
curacy (Christodoulopoulos et al., 2010), making its
practical usability questionable at best.

To bridge this gap, we consider a practically mo-
tivated scenario, in which we want to leverage ex-
isting resources from a resource-rich language (like
English) when building tools for resource-poor for-
eign languages.1 We assume that absolutely no la-
beled training data is available for the foreign lan-
guage of interest, but that we have access to parallel
data with a resource-rich language. This scenario is
applicable to a large set of languages and has been
considered by a number of authors in the past (Al-
shawi et al., 2000; Xi and Hwa, 2005; Ganchev et
al., 2009). Naseem et al. (2009) and Snyder et al.
(2009) study related but different multilingual gram-
mar and tagger induction tasks, where it is assumed
that no labeled data at all is available.

Our work is closest to that of Yarowsky and Ngai
(2001), but differs in two important ways. First,
we use a novel graph-based framework for project-
ing syntactic information across language bound-
aries. To this end, we construct a bilingual graph
over word types to establish a connection between
the two languages (§3), and then use graph label
propagation to project syntactic information from
English to the foreign language (§4). Second, we
treat the projected labels as features in an unsuper-

1For simplicity of exposition we refer to the resource-poor lan-
guage as the “foreign language.” Similarly, we use English
as the resource-rich language, but any other language with la-
beled resources could be used instead.
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vised model (§5), rather than using them directly for
supervised training. To make the projection practi-
cal, we rely on the twelve universal part-of-speech
tags of Petrov et al. (2011). Syntactic universals are
a well studied concept in linguistics (Carnie, 2002;
Newmeyer, 2005), and were recently used in similar
form by Naseem et al. (2010) for multilingual gram-
mar induction. Because there might be some contro-
versy about the exact definitions of such universals,
this set of coarse-grained POS categories is defined
operationally, by collapsing language (or treebank)
specific distinctions to a set of categories that ex-
ists across all languages. These universal POS cat-
egories not only facilitate the transfer of POS in-
formation from one language to another, but also
relieve us from using controversial evaluation met-
rics,2 by establishing a direct correspondence be-
tween the induced hidden states in the foreign lan-
guage and the observed English labels.

We evaluate our approach on eight European lan-
guages (§6), and show that both our contributions
provide consistent and statistically significant im-
provements. Our final average POS tagging accu-
racy of 83.4% compares very favorably to the av-
erage accuracy of Berg-Kirkpatrick et al.’s mono-
lingual unsupervised state-of-the-art model (73.0%),
and considerably bridges the gap to fully supervised
POS tagging performance (96.6%).

2 Approach Overview

The focus of this work is on building POS taggers
for foreign languages, assuming that we have an En-
glish POS tagger and some parallel text between
the two languages. Central to our approach (see
Algorithm 1) is a bilingual similarity graph built
from a sentence-aligned parallel corpus. As dis-
cussed in more detail in §3, we use two types of
vertices in our graph: on the foreign language side
vertices correspond to trigram types, while the ver-
tices on the English side are individual word types.
Graph construction does not require any labeled
data, but makes use of two similarity functions. The
edge weights between the foreign language trigrams
are computed using a co-occurence based similar-
ity function, designed to indicate how syntactically

2See Christodoulopoulos et al. (2010) for a discussion of met-
rics for evaluating unsupervised POS induction systems.

Algorithm 1 Bilingual POS Induction
Require: Parallel English and foreign language

data De and Df , unlabeled foreign training data
Γf ; English tagger.

Ensure: Θf , a set of parameters learned using a
constrained unsupervised model (§5).

1: De↔f ← word-align-bitext(De,Df )

2: D̂e ← pos-tag-supervised(De)

3: A ← extract-alignments(De↔f , D̂e)
4: G← construct-graph(Γf ,Df ,A)
5: G̃← graph-propagate(G)
6: ∆← extract-word-constraints(G̃)
7: Θf ← pos-induce-constrained(Γf ,∆)
8: Return Θf

similar the middle words of the connected trigrams
are (§3.2). To establish a soft correspondence be-
tween the two languages, we use a second similar-
ity function, which leverages standard unsupervised
word alignment statistics (§3.3).3

Since we have no labeled foreign data, our goal
is to project syntactic information from the English
side to the foreign side. To initialize the graph we
tag the English side of the parallel text using a su-
pervised model. By aggregating the POS labels of
the English tokens to types, we can generate label
distributions for the English vertices. Label propa-
gation can then be used to transfer the labels to the
peripheral foreign vertices (i.e. the ones adjacent to
the English vertices) first, and then among all of the
foreign vertices (§4). The POS distributions over the
foreign trigram types are used as features to learn a
better unsupervised POS tagger (§5). The follow-
ing three sections elaborate these different stages is
more detail.

3 Graph Construction

In graph-based learning approaches one constructs
a graph whose vertices are labeled and unlabeled
examples, and whose weighted edges encode the
degree to which the examples they link have the
same label (Zhu et al., 2003). Graph construction
for structured prediction problems such as POS tag-
ging is non-trivial: on the one hand, using individ-
ual words as the vertices throws away the context

3The word alignment methods do not use POS information.
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necessary for disambiguation; on the other hand,
it is unclear how to define (sequence) similarity if
the vertices correspond to entire sentences. Altun
et al. (2005) proposed a technique that uses graph
based similarity between labeled and unlabeled parts
of structured data in a discriminative framework for
semi-supervised learning. More recently, Subra-
manya et al. (2010) defined a graph over the cliques
in an underlying structured prediction model. They
considered a semi-supervised POS tagging scenario
and showed that one can use a graph over trigram
types, and edge weights based on distributional sim-
ilarity, to improve a supervised conditional random
field tagger.

3.1 Graph Vertices

We extend Subramanya et al.’s intuitions to our
bilingual setup. Because the information flow in
our graph is asymmetric (from English to the foreign
language), we use different types of vertices for each
language. The foreign language vertices (denoted by
Vf ) correspond to foreign trigram types, exactly as
in Subramanya et al. (2010). On the English side,
however, the vertices (denoted by Ve) correspond to
word types. Because all English vertices are going
to be labeled, we do not need to disambiguate them
by embedding them in trigrams. Furthermore, we do
not connect the English vertices to each other, but
only to foreign language vertices.4

The graph vertices are extracted from the differ-
ent sides of a parallel corpus (De, Df ) and an ad-
ditional unlabeled monolingual foreign corpus Γf ,
which will be used later for training. We use two dif-
ferent similarity functions to define the edge weights
among the foreign vertices and between vertices
from different languages.

3.2 Monolingual Similarity Function

Our monolingual similarity function (for connecting
pairs of foreign trigram types) is the same as the one
used by Subramanya et al. (2010). We briefly re-
view it here for completeness. We define a sym-
metric similarity function K(ui, uj) over two for-

4This is because we are primarily interested in learning foreign
language taggers, rather than improving supervised English
taggers. Note, however, that it would be possible to use our
graph-based framework also for completely unsupervised POS
induction in both languages, similar to Snyder et al. (2009).

Description Feature
Trigram + Context x1 x2 x3 x4 x5

Trigram x2 x3 x4

Left Context x1 x2

Right Context x4 x5

Center Word x3

Trigram − Center Word x2 x4

Left Word + Right Context x2 x4 x5

Left Context + Right Word x1 x2 x4

Suffix HasSuffix(x3)

Table 1: Various features used for computing edge
weights between foreign trigram types.

eign language vertices ui, uj ∈ Vf based on the
co-occurrence statistics of the nine feature concepts
given in Table 1. Each feature concept is akin to a
random variable and its occurrence in the text corre-
sponds to a particular instantiation of that random
variable. For each trigram type x2 x3 x4 in a se-
quence x1 x2 x3 x4 x5, we count how many times
that trigram type co-occurs with the different instan-
tiations of each concept, and compute the point-wise
mutual information (PMI) between the two.5 The
similarity between two trigram types is given by
summing over the PMI values over feature instan-
tiations that they have in common. This is similar to
stacking the different feature instantiations into long
(sparse) vectors and computing the cosine similarity
between them. Finally, note that while most feature
concepts are lexicalized, others, such as the suffix
concept, are not.

Given this similarity function, we define a near-
est neighbor graph, where the edge weight for the n
most similar vertices is set to the value of the simi-
larity function and to 0 for all other vertices. We use
N (u) to denote the neighborhood of vertex u, and
fixed n = 5 in our experiments.

3.3 Bilingual Similarity Function

To define a similarity function between the English
and the foreign vertices, we rely on high-confidence
word alignments. Since our graph is built from a
parallel corpus, we can use standard word align-
ment techniques to align the English sentences De

5Note that many combinations are impossible giving a PMI
value of 0; e.g., when the trigram type and the feature instanti-
ation don’t have words in common.
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and their foreign language translations Df .6 Label
propagation in the graph will provide coverage and
high recall, and we therefore extract only intersected
high-confidence (> 0.9) alignments De↔f .

Based on these high-confidence alignments we
can extract tuples of the form [u ↔ v], where u is
a foreign trigram type, whose middle word aligns
to an English word type v. Our bilingual similarity
function then sets the edge weights in proportion to
these tuple counts.

3.4 Graph Initialization

So far the graph has been completely unlabeled. To
initialize the graph for label propagation we use a su-
pervised English tagger to label the English side of
the bitext.7 We then simply count the individual la-
bels of the English tokens and normalize the counts
to produce tag distributions over English word types.
These tag distributions are used to initialize the label
distributions over the English vertices in the graph.
Note that since all English vertices were extracted
from the parallel text, we will have an initial label
distribution for all vertices in Ve.

3.5 Graph Example

A very small excerpt from an Italian-English graph
is shown in Figure 1. As one can see, only the
trigrams [suo incarceramento ,], [suo iter ,] and
[suo carattere ,] are connected to English words. In
this particular case, all English vertices are labeled
as nouns by the supervised tagger. In general, the
neighborhoods can be more diverse and we allow a
soft label distribution over the vertices. It is worth
noting that the middle words of the Italian trigrams
are nouns too, which exhibits the fact that the sim-
ilarity metric connects types having the same syn-
tactic category. In the label propagation stage, we
propagate the automatic English tags to the aligned
Italian trigram types, followed by further propaga-
tion solely among the Italian vertices.
6We ran six iterations of IBM Model 1 (Brown et al., 1993),
followed by six iterations of the HMM model (Vogel et al.,
1996) in both directions.

7We used a tagger based on a trigram Markov model (Brants,
2000) trained on the Wall Street Journal portion of the Penn
Treebank (Marcus et al., 1993), for its fast speed and reason-
able accuracy (96.7% on sections 22-24 of the treebank, but
presumably much lower on the (out-of-domain) parallel cor-
pus).

[ suo iter , ]

[ suo incarceramento , ]

[ suo fidanzato , ]

[ suo carattere , ]

[ imprisonment ][ enactment ]

[ character ]
[ del fidanzato , ]

[ il fidanzato , ]

NOUNNOUN

NOUN

[ al fidanzato e ]

Figure 1: An excerpt from the graph for Italian. Three of
the Italian vertices are connected to an automatically la-
beled English vertex. Label propagation is used to propa-
gate these tags inwards and results in tag distributions for
the middle word of each Italian trigram.

4 POS Projection

Given the bilingual graph described in the previous
section, we can use label propagation to project the
English POS labels to the foreign language. We use
label propagation in two stages to generate soft la-
bels on all the vertices in the graph. In the first stage,
we run a single step of label propagation, which
transfers the label distributions from the English
vertices to the connected foreign language vertices
(say, V l

f ) at the periphery of the graph. Note that
because we extracted only high-confidence align-
ments, many foreign vertices will not be connected
to any English vertices. This stage of label propa-
gation results in a tag distribution ri over labels y,
which encodes the proportion of times the middle
word of ui ∈ Vf aligns to English words vy tagged
with label y:

ri(y) =

∑
vy

#[ui ↔ vy]∑
y′

∑
vy′

#[ui ↔ vy′ ]
(1)

The second stage consists of running traditional
label propagation to propagate labels from these pe-
ripheral vertices V l

f to all foreign language vertices
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in the graph, optimizing the following objective:

C(q) =
∑

ui∈Vf\V l
f ,uj∈N (ui)

wij‖qi − qj‖2

+ ν
∑

ui∈Vf\V l
f

‖qi − U‖2

s.t.
∑

y

qi(y) = 1 ∀ui

qi(y) ≥ 0 ∀ui, y

qi = ri ∀ui ∈ V l
f (2)

where the qi (i = 1, . . . , |Vf |) are the label distribu-
tions over the foreign language vertices and µ and
ν are hyperparameters that we discuss in §6.4. We
use a squared loss to penalize neighboring vertices
that have different label distributions: ‖qi − qj‖2 =∑

y(qi(y)−qj(y))2, and additionally regularize the
label distributions towards the uniform distribution
U over all possible labels Y . It can be shown that
this objective is convex in q.

The first term in the objective function is the graph
smoothness regularizer which encourages the distri-
butions of similar vertices (large wij) to be similar.
The second term is a regularizer and encourages all
type marginals to be uniform to the extent that is al-
lowed by the first two terms (cf. maximum entropy
principle). If an unlabeled vertex does not have a
path to any labeled vertex, this term ensures that the
converged marginal for this vertex will be uniform
over all tags, allowing the middle word of such an
unlabeled vertex to take on any of the possible tags.

While it is possible to derive a closed form so-
lution for this convex objective function, it would
require the inversion of a matrix of order |Vf |. In-
stead, we resort to an iterative update based method.
We formulate the update as follows:

q
(m)
i (y) =

ri(y) if ui ∈ V l
f

γi(y)

κi
otherwise

(3)

where ∀ui ∈ Vf \ V l
f , γi(y) and κi are defined as:

γi(y) =
∑

uj∈N (ui)

wijq
(m−1)
j (y) + ν U(y) (4)

κi = ν +
∑

uj∈N (ui)

wij (5)

We ran this procedure for 10 iterations.

5 POS Induction

After running label propagation (LP), we com-
pute tag probabilities for foreign word types x by
marginalizing the POS tag distributions of foreign
trigrams ui = x− x x+ over the left and right con-
text words:

p(y|x) =

∑
x−,x+

qi(y)∑
x−,x+,y′

qi(y
′)

(6)

We then extract a set of possible tags tx(y) by elimi-
nating labels whose probability is below a threshold
value τ :

tx(y) =

{
1 if p(y|x) ≥ τ
0 otherwise

(7)

We describe how we choose τ in §6.4. This vector
tx is constructed for every word in the foreign vo-
cabulary and will be used to provide features for the
unsupervised foreign language POS tagger.

We develop our POS induction model based on
the feature-based HMM of Berg-Kirkpatrick et al.
(2010). For a sentence x and a state sequence z, a
first order Markov model defines a distribution:

PΘ(X = x,Z = z) = PΘ(Z1 = z1)·∏|x|
i=1 PΘ(Zi+1 = zi+1 | Zi = zi)︸ ︷︷ ︸

transition

·

PΘ(Xi = xi | Zi = zi)︸ ︷︷ ︸
emission

(8)

In a traditional Markov model, the emission distri-
bution PΘ(Xi = xi | Zi = zi) is a set of multinomi-
als. The feature-based model replaces the emission
distribution with a log-linear model, such that:

PΘ(X = x | Z = z) =
exp Θ>f(x, z)∑

x′∈Val(X)

exp Θ>f(x′, z)

(9)
where Val(X) corresponds to the entire vocabulary.
This locally normalized log-linear model can look at
various aspects of the observation x, incorporating
overlapping features of the observation. In our ex-
periments, we used the same set of features as Berg-
Kirkpatrick et al. (2010): an indicator feature based

604



on the word identity x, features checking whether x
contains digits or hyphens, whether the first letter of
x is upper case, and suffix features up to length 3.
All features were conjoined with the state z.

We trained this model by optimizing the following
objective function:

L(Θ) =
N∑

i=1

log
∑
z

PΘ(X = x(i),Z = z(i))

−C‖Θ‖22 (10)

Note that this involves marginalizing out all possible
state configurations z for a sentence x, resulting in
a non-convex objective. To optimize this function,
we used L-BFGS, a quasi-Newton method (Liu and
Nocedal, 1989). For English POS tagging, Berg-
Kirkpatrick et al. (2010) found that this direct gra-
dient method performed better (>7% absolute ac-
curacy) than using a feature-enhanced modification
of the Expectation-Maximization (EM) algorithm
(Dempster et al., 1977).8 Moreover, this route of
optimization outperformed a vanilla HMM trained
with EM by 12%.

We adopted this state-of-the-art model because it
makes it easy to experiment with various ways of
incorporating our novel constraint feature into the
log-linear emission model. This feature ft incor-
porates information from the smoothed graph and
prunes hidden states that are inconsistent with the
thresholded vector tx. The function λ : F → C
maps from the language specific fine-grained tagset
F to the coarser universal tagset C and is described
in detail in §6.2:

ft(x, z) = log(tx(y)), if λ(z) = y (11)

Note that when tx(y) = 1 the feature value is 0
and has no effect on the model, while its value is
−∞ when tx(y) = 0 and constrains the HMM’s
state space. This formulation of the constraint fea-
ture is equivalent to the use of a tagging dictionary
extracted from the graph using a threshold τ on the
posterior distribution of tags for a given word type
(Eq. 7). It would have therefore also been possible to
use the integer programming (IP) based approach of
8See §3.1 of Berg-Kirkpatrick et al. (2010) for more details
about their modification of EM, and how gradients are com-
puted for L-BFGS.

Ravi and Knight (2009) instead of the feature-HMM
for POS induction on the foreign side. However, we
do not explore this possibility in the current work.

6 Experiments and Results

Before presenting our results, we describe the
datasets that we used, as well as two baselines.

6.1 Datasets

We utilized two kinds of datasets in our experiments:
(i) monolingual treebanks9 and (ii) large amounts of
parallel text with English on one side. The availabil-
ity of these resources guided our selection of foreign
languages. For monolingual treebank data we re-
lied on the CoNLL-X and CoNLL-2007 shared tasks
on dependency parsing (Buchholz and Marsi, 2006;
Nivre et al., 2007). The parallel data came from the
Europarl corpus (Koehn, 2005) and the ODS United
Nations dataset (UN, 2006). Taking the intersection
of languages in these resources, and selecting lan-
guages with large amounts of parallel data, yields
the following set of eight Indo-European languages:
Danish, Dutch, German, Greek, Italian, Portuguese,
Spanish and Swedish.

Of course, we are primarily interested in apply-
ing our techniques to languages for which no la-
beled resources are available. However, we needed
to restrict ourselves to these languages in order to
be able to evaluate the performance of our approach.
We paid particular attention to minimize the number
of free parameters, and used the same hyperparam-
eters for all language pairs, rather than attempting
language-specific tuning. We hope that this will al-
low practitioners to apply our approach directly to
languages for which no resources are available.

6.2 Part-of-Speech Tagset and HMM States

We use the universal POS tagset of Petrov et al.
(2011) in our experiments.10 This set C consists
of the following 12 coarse-grained tags: NOUN

(nouns), VERB (verbs), ADJ (adjectives), ADV

(adverbs), PRON (pronouns), DET (determiners),
ADP (prepositions or postpositions), NUM (numer-
als), CONJ (conjunctions), PRT (particles), PUNC

9We extracted only the words and their POS tags from the tree-
banks.

10Available at http://code.google.com/p/universal-pos-tags/.
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(punctuation marks) and X (a catch-all for other
categories such as abbreviations or foreign words).
While there might be some controversy about the
exact definition of such a tagset, these 12 categories
cover the most frequent part-of-speech and exist in
one form or another in all of the languages that we
studied.

For each language under consideration, Petrov et
al. (2011) provide a mapping λ from the fine-grained
language specific POS tags in the foreign treebank
to the universal POS tags. The supervised POS tag-
ging accuracies (on this tagset) are shown in the last
row of Table 2. The taggers were trained on datasets
labeled with the universal tags.

The number of latent HMM states for each lan-
guage in our experiments was set to the number of
fine tags in the language’s treebank. In other words,
the set of hidden states F was chosen to be the fine
set of treebank tags. Therefore, the number of fine
tags varied across languages for our experiments;
however, one could as well have fixed the set of
HMM states to be a constant across languages, and
created one mapping to the universal POS tagset.

6.3 Various Models
To provide a thorough analysis, we evaluated three
baselines and two oracles in addition to two variants
of our graph-based approach. We were intentionally
lenient with our baselines:

• EM-HMM: A traditional HMM baseline, with
multinomial emission and transition distribu-
tions estimated by the Expectation Maximiza-
tion algorithm. We evaluated POS tagging ac-
curacy using the lenient many-to-1 evaluation
approach (Johnson, 2007).

• Feature-HMM: The vanilla feature-HMM of
Berg-Kirkpatrick et al. (2010) (i.e. no ad-
ditional constraint feature) served as a sec-
ond baseline. Model parameters were esti-
mated with L-BFGS and evaluation again used
a greedy many-to-1 mapping.

• Projection: Our third baseline incorporates
bilingual information by projecting POS tags
directly across alignments in the parallel data.
For unaligned words, we set the tag to the most
frequent tag in the corresponding treebank. For

each language, we took the same number of
sentences from the bitext as there are in its tree-
bank, and trained a supervised feature-HMM.
This can be seen as a rough approximation of
Yarowsky and Ngai (2001).

We tried two versions of our graph-based approach:

• No LP: Our first version takes advantage of
our bilingual graph, but extracts the constraint
feature after the first stage of label propagation
(Eq. 1). Because many foreign word types are
not aligned to an English word (see Table 3),
and we do not run label propagation on the for-
eign side, we expect the projected information
to have less coverage. Furthermore we expect
the label distributions on the foreign to be fairly
noisy, because the graph constraints have not
been taken into account yet.

• With LP: Our full model uses both stages
of label propagation (Eq. 2) before extracting
the constraint features. As a result, we are
able to extract the constraint feature for all for-
eign word types and furthermore expect the
projected tag distributions to be smoother and
more stable.

Our oracles took advantage of the labeled treebanks:

• TB Dictionary: We extracted tagging dictio-
naries from the treebanks and and used them as
constraint features in the feature-based HMM.
Evaluation was done using the prespecified
mappings.

• Supervised: We trained the supervised model
of Brants (2000) on the original treebanks and
mapped the language-specific tags to the uni-
versal tags for evaluation.

6.4 Experimental Setup
While we tried to minimize the number of free pa-
rameters in our model, there are a few hyperparam-
eters that need to be set. Fortunately, performance
was stable across various values, and we were able
to use the same hyperparameters for all languages.

We used C = 1.0 as the L2 regularization con-
stant in (Eq. 10) and trained both EM and L-BFGS
for 1000 iterations. When extracting the vector
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Model Danish Dutch German Greek Italian Portuguese Spanish Swedish Avg

baselines
EM-HMM 68.7 57.0 75.9 65.8 63.7 62.9 71.5 68.4 66.7
Feature-HMM 69.1 65.1 81.3 71.8 68.1 78.4 80.2 70.1 73.0
Projection 73.6 77.0 83.2 79.3 79.7 82.6 80.1 74.7 78.8

our approach
No LP 79.0 78.8 82.4 76.3 84.8 87.0 82.8 79.4 81.3
With LP 83.2 79.5 82.8 82.5 86.8 87.9 84.2 80.5 83.4

oracles
TB Dictionary 93.1 94.7 93.5 96.6 96.4 94.0 95.8 85.5 93.7
Supervised 96.9 94.9 98.2 97.8 95.8 97.2 96.8 94.8 96.6

Table 2: Part-of-speech tagging accuracies for various baselines and oracles, as well as our approach. “Avg” denotes
macro-average across the eight languages.

tx used to compute the constraint feature from the
graph, we tried three threshold values for τ (see
Eq. 7). Because we don’t have a separate develop-
ment set, we used the training set to select among
them and found 0.2 to work slightly better than 0.1
and 0.3. For seven out of eight languages a thresh-
old of 0.2 gave the best results for our final model,
which indicates that for languages without any val-
idation set, τ = 0.2 can be used. For graph prop-
agation, the hyperparameter ν was set to 2 × 10−6

and was not tuned. The graph was constructed using
2 million trigrams; we chose these by truncating the
parallel datasets up to the number of sentence pairs
that contained 2 million trigrams.

6.5 Results

Table 2 shows our complete set of results. As ex-
pected, the vanilla HMM trained with EM performs
the worst. The feature-HMM model works better for
all languages, generalizing the results achieved for
English by Berg-Kirkpatrick et al. (2010). Our “Pro-
jection” baseline is able to benefit from the bilingual
information and greatly improves upon the mono-
lingual baselines, but falls short of the “No LP”
model by 2.5% on an average. The “No LP” model
does not outperform direct projection for German
and Greek, but performs better for six out of eight
languages. Overall, it gives improvements ranging
from 1.1% for German to 14.7% for Italian, for an
average improvement of 8.3% over the unsupervised
feature-HMM model. For comparison, the com-
pletely unsupervised feature-HMM baseline accu-
racy on the universal POS tags for English is 79.4%,
and goes up to 88.7% with a treebank dictionary.

Our full model (“With LP”) outperforms the un-
supervised baselines and the “No LP” setting for all

languages. It falls short of the “Projection” base-
line for German, but is statistically indistinguish-
able in terms of accuracy. As indicated by bolding,
for seven out of eight languages the improvements
of the “With LP” setting are statistically significant
with respect to the other models, including the “No
LP” setting.11 Overall, it performs 10.4% better
than the hitherto state-of-the-art feature-HMM base-
line, and 4.6% better than direct projection, when we
macro-average the accuracy over all languages.

6.6 Discussion

Our full model outperforms the “No LP” setting
because it has better vocabulary coverage and al-
lows the extraction of a larger set of constraint fea-
tures. We tabulate this increase in Table 3. For all
languages, the vocabulary sizes increase by several
thousand words. Although the tag distributions of
the foreign words (Eq. 6) are noisy, the results con-
firm that label propagation within the foreign lan-
guage part of the graph adds significant quality for
every language.

Figure 2 shows an excerpt of a sentence from the
Italian test set and the tags assigned by four different
models, as well as the gold tags. While the first three
models get three to four tags wrong, our best model
gets only one word wrong and is the most accurate
among the four models for this example. Examin-
ing the word fidanzato for the “No LP” and “With
LP” models is particularly instructive. As Figure 1
shows, this word has no high-confidence alignment
in the Italian-English bitext. As a result, its POS tag
needs to be induced in the “No LP” case, while the

11A word level paired-t-test is significant at p < 0.01 for Dan-
ish, Greek, Italian, Portuguese, Spanish and Swedish, and
p < 0.05 for Dutch.
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Gold:

si          trovava          in           un          parco          con          il            fidanzato         Paolo        F.     ,     27    anni       ,   rappresentante   

EM-HMM:

Feature-HMM:

No LP:

With LP:

CONJ NOUN DET DET NOUN ADP DET NOUN . NOUN . NUM NOUN . NOUN
PRON VERB ADP DET NOUN CONJ DET NOUN NOUN NOUN . ADP NOUN . VERB

PRON VERB ADP DET NOUN ADP DET NOUN NOUN NOUN . NUM NOUN . NOUN

VERB VERB ADP DET NOUN ADP DET ADJ NOUN ADJ . NUM NOUN . NOUN
VERB VERB ADP DET NOUN ADP DET NOUN NOUN NOUN . NUM NOUN . NOUN

Figure 2: Tags produced by the different models along with the reference set of tags for a part of a sentence from the
Italian test set. Italicized tags denote incorrect labels.

Language # words with constraints
“No LP” “With LP”

Danish 88,240 128, 391
Dutch 51,169 74,892

German 59,534 107,249
Greek 90,231 114,002
Italian 48,904 62,461

Portuguese 46,787 65,737
Spanish 72,215 82,459
Swedish 70,181 88,454

Table 3: Size of the vocabularies for the “No LP” and
“With LP” models for which we can impose constraints.

correct tag is available as a constraint feature in the
“With LP” case.

7 Conclusion

We have shown the efficacy of graph-based label
propagation for projecting part-of-speech informa-
tion across languages. Because we are interested in
applying our techniques to languages for which no
labeled resources are available, we paid particular
attention to minimize the number of free parame-
ters and used the same hyperparameters for all lan-
guage pairs. Our results suggest that it is possible to
learn accurate POS taggers for languages which do
not have any annotated data, but have translations
into a resource-rich language. Our results outper-
form strong unsupervised baselines as well as ap-
proaches that rely on direct projections, and bridge
the gap between purely supervised and unsupervised
POS tagging models.
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Abstract

Extensive knowledge bases of entailment rules
between predicates are crucial for applied se-
mantic inference. In this paper we propose an
algorithm that utilizes transitivity constraints
to learn a globally-optimal set of entailment
rules for typed predicates. We model the task
as a graph learning problem and suggest meth-
ods that scale the algorithm to larger graphs.
We apply the algorithm over a large data set
of extracted predicate instances, from which a
resource of typed entailment rules has been re-
cently released (Schoenmackers et al., 2010).
Our results show that using global transitiv-
ity information substantially improves perfor-
mance over this resource and several base-
lines, and that our scaling methods allow us
to increase the scope of global learning of
entailment-rule graphs.

1 Introduction

Generic approaches for applied semantic infer-
ence from text gained growing attention in recent
years, particularly under the Textual Entailment
(TE) framework (Dagan et al., 2009). TE is a
generic paradigm for semantic inference, where the
objective is to recognize whether a target meaning
can be inferred from a given text. A crucial com-
ponent of inference systems is extensive resources
of entailment rules, also known as inference rules,
i.e., rules that specify a directional inference rela-
tion between fragments of text. One important type
of rule is rules that specify entailment relations be-
tween predicates and their arguments. For example,
the rule ‘X annex Y→ X control Y’ helps recognize
that the text ‘Japan annexed Okinawa’ answers the

question ‘Which country controls Okinawa?’. Thus,
acquisition of such knowledge received considerable
attention in the last decade (Lin and Pantel, 2001;
Sekine, 2005; Szpektor and Dagan, 2009; Schoen-
mackers et al., 2010).

Most past work took a “local learning” approach,
learning each entailment rule independently of oth-
ers. It is clear though, that there are global inter-
actions between predicates. Notably, entailment is
a transitive relation and so the rules A → B and
B → C imply A→ C.

Recently, Berant et al. (2010) proposed a global
graph optimization procedure that uses Integer Lin-
ear Programming (ILP) to find the best set of entail-
ment rules under a transitivity constraint. Imposing
this constraint raised two challenges. The first of
ambiguity: transitivity does not always hold when
predicates are ambiguous, e.g., X buy Y→ X acquire
Y and X acquire Y → X learn Y, but X buy Y 9 X
learn Y since these two rules correspond to two dif-
ferent senses of acquire. The second challenge is
scalability: ILP solvers do not scale well since ILP
is an NP-complete problem. Berant et al. circum-
vented these issues by learning rules where one of
the predicate’s arguments is instantiated (e.g., ‘X re-
duce nausea→ X affect nausea’), which is useful for
learning small graphs on-the-fly, given a target con-
cept such as nausea. While rules may be effectively
learned when needed, their scope is narrow and they
are not useful as a generic knowledge resource.

This paper aims to take global rule learning one
step further. To this end, we adopt the represen-
tation suggested by Schoenmackers et al. (2010),
who learned inference rules between typed predi-
cates, i.e., predicates where the argument types (e.g.,
city or drug) are specified. Schoenmackers et al. uti-
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lized typed predicates since they were dealing with
noisy and ambiguous web text. Typing predicates
helps disambiguation and filtering of noise, while
still maintaining rules of wide-applicability. Their
method employs a local learning approach, while the
number of predicates in their data is too large to be
handled directly by an ILP solver.

In this paper we suggest applying global opti-
mization learning to open domain typed entailment
rules. To that end, we show how to construct a
structure termed typed entailment graph, where the
nodes are typed predicates and the edges represent
entailment rules. We suggest scaling techniques that
allow to optimally learn such graphs over a large
set of typed predicates by first decomposing nodes
into components and then applying incremental ILP
(Riedel and Clarke, 2006). Using these techniques,
the obtained algorithm is guaranteed to return an op-
timal solution. We ran our algorithm over the data
set of Schoenmackers et al. and release a resource
of 30,000 rules1 that achieves substantially higher
recall without harming precision. To the best of our
knowledge, this is the first resource of that scale
to use global optimization for learning predicative
entailment rules. Our evaluation shows that global
transitivity improves the F1 score of rule learning by
27% over several baselines and that our scaling tech-
niques allow dealing with larger graphs, resulting in
improved coverage.

2 Background

Most work on learning entailment rules between
predicates considered each rule independently of
others, using two sources of information: lexico-
graphic resources and distributional similarity.

Lexicographic resources are manually-prepared
knowledge bases containing semantic information
on predicates. A widely-used resource is WordNet
(Fellbaum, 1998), where relations such as synonymy
and hyponymy can be used to generate rules. Other
resources include NomLex (Macleod et al., 1998;
Szpektor and Dagan, 2009) and FrameNet (Baker
and Lowe, 1998; Ben Aharon et al., 2010).

Lexicographic resources are accurate but have

1The resource can be downloaded from
http://www.cs.tau.ac.il/j̃onatha6/homepage files/resources
/ACL2011Resource.zip

low coverage. Distributional similarity algorithms
use large corpora to learn broader resources by as-
suming that semantically similar predicates appear
with similar arguments. These algorithms usually
represent a predicate with one or more vectors and
use some function to compute argument similarity.
Distributional similarity algorithms differ in their
feature representation: Some use a binary repre-
sentation: each predicate is represented by one fea-
ture vector where each feature is a pair of argu-
ments (Szpektor et al., 2004; Yates and Etzioni,
2009). This representation performs well, but suf-
fers when data is sparse. The binary-DIRT repre-
sentation deals with sparsity by representing a pred-
icate with a pair of vectors, one for each argument
(Lin and Pantel, 2001). Last, a richer form of repre-
sentation, termed unary, has been suggested where
a different predicate is defined for each argument
(Szpektor and Dagan, 2008). Different algorithms
also differ in their similarity function. Some employ
symmetric functions, geared towards paraphrasing
(bi-directional entailment), while others choose di-
rectional measures more suited for entailment (Bha-
gat et al., 2007). In this paper, We employ several
such functions, such as Lin (Lin and Pantel, 2001),
and BInc (Szpektor and Dagan, 2008).

Schoenmackers et al. (2010) recently used dis-
tributional similarity to learn rules between typed
predicates, where the left-hand-side of the rule may
contain more than a single predicate (horn clauses).
In their work, they used Hearst-patterns (Hearst,
1992) to extract a set of 29 million (argument, type)
pairs from a large web crawl. Then, they employed
several filtering methods to clean this set and au-
tomatically produced a mapping of 1.1 million ar-
guments into 156 types. Examples for (argument,
type) pairs are (EXODUS, book), (CHINA, coun-
try) and (ASTHMA, disease). Schoenmackers et
al. then utilized the types, the mapped arguments
and tuples from TextRunner (Banko et al., 2007)
to generate 10,672 typed predicates (such as con-
quer(country,city) and common in(disease,place)),
and learn 30,000 rules between these predicates2. In
this paper we will learn entailment rules over the
same data set, which was generously provided by

2The rules and the mapping of arguments into types can
be downloaded from http://www.cs.washington.edu/research/
sherlock-hornclauses/
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Schoenmackers et al.
As mentioned above, Berant et al. (2010) used

global transitivity information to learn small entail-
ment graphs. Transitivity was also used as an in-
formation source in other fields of NLP: Taxonomy
Induction (Snow et al., 2006), Co-reference Reso-
lution (Finkel and Manning, 2008), Temporal Infor-
mation Extraction (Ling and Weld, 2010), and Un-
supervised Ontology Induction (Poon and Domin-
gos, 2010). Our proposed algorithm applies to any
sparse transitive relation, and so might be applicable
in these fields as well.

Last, we formulate our optimization problem as
an Integer Linear Program (ILP). ILP is an optimiza-
tion problem where a linear objective function over
a set of integer variables is maximized under a set of
linear constraints. Scaling ILP is challenging since
it is an NP-complete problem. ILP has been exten-
sively used in NLP lately (Clarke and Lapata, 2008;
Martins et al., 2009; Do and Roth, 2010).

3 Typed Entailment Graphs

Given a set of typed predicates, entailment rules can
only exist between predicates that share the same
(unordered) pair of types (such as place and coun-
try)3. Hence, every pair of types defines a graph
that describes the entailment relations between pred-
icates sharing those types (Figure 1). Next, we show
how to represent entailment rules between typed
predicates in a structure termed typed entailment
graph, which will be the learning goal of our algo-
rithm.

A typed entailment graph is a directed graph
where the nodes are typed predicates. A typed pred-
icate is a triple p(t1, t2) representing a predicate in
natural language. p is the lexical realization of the
predicate and the types t1, t2 are variables repre-
senting argument types. These are taken from a
set of types T , where each type t ∈ T is a bag
of natural language words or phrases. Examples
for typed predicates are: conquer(country,city) and
contain(product,material). An instance of a typed
predicate is a triple p(a1, a2), where a1 ∈ t1 and
a2 ∈ t2 are termed arguments. For example, be
common in(ASTHMA,AUSTRALIA) is an instance of
be common in(disease,place). For brevity, we refer

3Otherwise, the rule would contain unbound variables.

to typed entailment graphs and typed predicates as
entailment graphs and predicates respectively.

Edges in typed entailment graphs represent en-
tailment rules: an edge (u, v) means that predicate
u entails predicate v. If the type t1 is different
from the type t2, mapping of arguments is straight-
forward, as in the rule ‘be find in(material,product)
→ contain(product,material)’. We term this a two-
types entailment graph. When t1 and t2 are equal,
mapping of arguments is ambiguous: we distin-
guish direct-mapping edges where the first argu-
ment on the left-hand-side (LHS) is mapped to
the first argument on the right-hand-side (RHS),
as in ‘beat(team,team) d−→ defeat(team,team)’, and
reversed-mapping edges where the LHS first argu-
ment is mapped to the RHS second argument, as
in ‘beat(team,team) r−→ lose to(team,team)’. We
term this a single-type entailment graph. Note
that in single-type entailment graphs reversed-
mapping loops are possible as in ‘play(team,team)
r−→ play(team,team)’: if team A plays team B, then
team B plays team A.

Since entailment is a transitive relation, typed-
entailment graphs are transitive: if the edges (u, v)
and (v, w) are in the graph so is the edge (u,w).
Note that in single-type entailment graphs one needs
to consider whether mapping of edges is direct or re-
versed: if mapping of both (u, v) and (v, w) is either
direct or reversed, mapping of (u,w) is direct, oth-
erwise it is reversed.

Typing plays an important role in rule transitiv-
ity: if predicates are ambiguous, transitivity does not
necessarily hold. However, typing predicates helps
disambiguate them and so the problem of ambiguity
is greatly reduced.

4 Learning Typed Entailment Graphs

Our learning algorithm is composed of two steps:
(1) Given a set of typed predicates and their in-
stances extracted from a corpus, we train a (local)
entailment classifier that estimates for every pair of
predicates whether one entails the other. (2) Using
the classifier scores we perform global optimization,
i.e., learn the set of edges over the nodes that maxi-
mizes the global score of the graph under transitivity
and background-knowledge constraints.

Section 4.1 describes the local classifier training
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province of
(place,country)

be part of
(place,country)

annex
(country,place)

invade
(country,place)

be relate to
(drug,drug)

be derive from
(drug,drug)

be process from
(drug,drug)

be convert into
(drug,drug)

Figure 1: Top: A fragment of a two-types entailment
graph. bottom: A fragment of a single-type entailment
graph. Mapping of solid edges is direct and of dashed
edges is reversed.

procedure. Section 4.2 gives an ILP formulation for
the optimization problem. Sections 4.3 and 4.4 pro-
pose scaling techniques that exploit graph sparsity
to optimally solve larger graphs.

4.1 Training an entailment classifier

Similar to the work of Berant et al. (2010), we
use “distant supervision”. Given a lexicographic re-
source (WordNet) and a set of predicates with their
instances, we perform the following three steps (see
Table 1):

1) Training set generation We use WordNet to
generate positive and negative examples, where each
example is a pair of predicates. Let P be the
set of input typed predicates. For every predicate
p(t1, t2) ∈ P such that p is a single word, we extract
from WordNet the set S of synonyms and direct hy-
pernyms of p. For every p′ ∈ S, if p′(t1, t2) ∈ P
then p(t1, t2) → p′(t1, t2) is taken as a positive ex-
ample.

Negative examples are generated in a similar
manner, with direct co-hyponyms of p (sister nodes
in WordNet) and hyponyms at distance 2 instead of
synonyms and direct hypernyms. We also generate
negative examples by randomly sampling pairs of
typed predicates that share the same types.

2) Feature representation Each example pair of
predicates (p1, p2) is represented by a feature vec-
tor, where each feature is a specific distributional

Type example
hyper. beat(team,team)→ play(team,team)
syno. reach(team,game)→ arrive at(team,game)
cohypo. invade(country,city) 9 bomb(country,city)
hypo. defeat(city,city) 9 eliminate(city,city)
random hold(place,event) 9 win(place,event)

Table 1: Automatically generated training set examples.

similarity score estimating whether p1 entails p2.
We compute 11 distributional similarity scores for
each pair of predicates based on the arguments ap-
pearing in the extracted arguments. The first 6
scores are computed by trying all combinations of
the similarity functions Lin and BInc with the fea-
ture representations unary, binary-DIRT and binary
(see Section 2). The other 5 scores were provided
by Schoenmackers et al. (2010) and include SR
(Schoenmackers et al., 2010), LIME (McCreath and
Sharma, 1997), M-estimate (Dzeroski and Brakto,
1992), the standard G-test and a simple implementa-
tion of Cover (Weeds and Weir, 2003). Overall, the
rationale behind this representation is that combin-
ing various scores will yield a better classifier than
each single measure.

3) Training We train over an equal number of
positive and negative examples, as classifiers tend to
perform poorly on the minority class when trained
on imbalanced data (Van Hulse et al., 2007; Nikulin,
2008).

4.2 ILP formulation

Once the classifier is trained, we would like to learn
all edges (entailment rules) of each typed entailment
graph. Given a set of predicates V and an entail-
ment score function f : V × V → R derived from
the classifier, we want to find a graph G = (V,E)
that respects transitivity and maximizes the sum of
edge weights

∑
(u,v)∈E f(u, v). This problem is

NP-hard by a reduction from the NP-hard Transitive
Subgraph problem (Yannakakis, 1978). Thus, em-
ploying ILP is an appealing approach for obtaining
an optimal solution.

For two-types entailment graphs the formulation
is simple: The ILP variables are indicators Xuv de-
noting whether an edge (u, v) is in the graph, with
the following ILP:
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Ĝ = argmax
∑
u6=v

f(u, v) ·Xuv (1)

s.t. ∀u,v,w∈V Xuv +Xvw −Xuw ≤ 1 (2)

∀u,v∈Ayes Xuv = 1 (3)

∀u,v∈Ano Xuv = 0 (4)

∀u6=v Xuv ∈ {0, 1} (5)

The objective in Eq. 1 is a sum over the weights
of the eventual edges. The constraint in Eq. 2 states
that edges must respect transitivity. The constraints
in Eq. 3 and 4 state that for known node pairs, de-
fined by Ayes and Ano, we have background knowl-
edge indicating whether entailment holds or not. We
elaborate on how Ayes and Ano were constructed in
Section 5. For a graph with n nodes we get n(n−1)
variables and n(n−1)(n−2) transitivity constraints.

The simplest way to expand this formulation for
single-type graphs is to duplicate each predicate
node, with one node for each order of the types, and
then the ILP is unchanged. However, this is inef-
ficient as it results in an ILP with 2n(2n − 1) vari-
ables and 2n(2n−1)(2n−2) transitivity constraints.
Since our main goal is to scale the use of ILP, we
modify it a little. We denote a direct-mapping edge
(u, v) by the indicator Xuv and a reversed-mapping
edge (u, v) by Yuv. The functions fd and fr provide
scores for direct and reversed mappings respectively.
The objective in Eq. 1 and the constraint in Eq. 2 are
replaced by (Eq. 3, 4 and 5 still exist and are carried
over in a trivial manner):

argmax
∑
u6=v

fd(u, v)Xuv +
∑
u,v

fr(u, v)Yuv (6)

s.t. ∀u,v,w∈V Xuv +Xvw −Xuw ≤ 1

∀u,v,w∈V Xuv + Yvw − Yuw ≤ 1

∀u,v,w∈V Yuv +Xvw − Yuw ≤ 1

∀u,v,w∈V Yuv + Yvw −Xuw ≤ 1

The modified constraints capture the transitivity
behavior of direct-mapping and reversed-mapping
edges, as described in Section 3. This results in
2n2 − n variables and about 4n3 transitivity con-
straints, cutting the ILP size in half.

Next, we specify how to derive the function f
from the trained classifier using a probabilistic for-
mulation4. Following Snow et al. (2006) and Be-
rant et al. (2010), we utilize a probabilistic entail-
ment classifier that computes the posterior Puv =
P (Xuv = 1|Fuv). We want to use Puv to derive the
posterior P (G|F ), where F = ∪u6=vFuv and Fuv is
the feature vector for a node pair (u, v).

Since the classifier was trained on a balanced
training set, the prior over the two entailment
classes is uniform and so by Bayes rule Puv ∝
P (Fuv|Xuv = 1). Using that and the exact same
three independence assumptions described by Snow
et al. (2006) and Berant et al. (2010) we can show
that (for brevity, we omit the full derivation):

Ĝ = argmaxG logP (G|F ) = (7)

argmax
∑
u6=v

(log
Puv · P (Xuv = 1)

(1− Puv)P (Xuv = 0)
)Xuv

= argmax
∑
u6=v

(log
Puv

1− Puv
)Xuv + log η · |E|

where η = P (Xuv=1)
P (Xuv=0) is the prior odds ratio for

an edge in the graph. Comparing Eq. 1 and 7 we
see that f(u, v) = log Puv ·P (Xuv=1)

(1−Puv)P (Xuv=0) . Note that f
is composed of a likelihood component and an edge
prior expressed by P (Xuv = 1), which we assume
to be some constant. This constant is a parameter
that affects graph sparsity and controls the trade-off
between recall and precision.

Next, we show how sparsity is exploited to scale
the use of ILP solvers. We discuss two-types entail-
ment graphs, but generalization is simple.

4.3 Graph decomposition

Though ILP solvers provide an optimal solution,
they substantially restrict the size of graphs we can
work with. The number of constraints is O(n3),
and solving graphs of size > 50 is often not feasi-
ble. To overcome this, we take advantage of graph
sparsity: most predicates in language do not entail
one another. Thus, it might be possible to decom-
pose graphs into small components and solve each

4We describe two-types graphs but extending to single-type
graphs is straightforward.
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Algorithm 1 Decomposed-ILP
Input: A set V and a function f : V × V → R
Output: An optimal set of directed edges E∗

1: E′ = {(u, v) : f(u, v) > 0 ∨ f(v, u) > 0}
2: V1, V2, ..., Vk ← connected components of
G′ = (V,E′)

3: for i = 1 to k do
4: Ei ← ApplyILPSolve(Vi,f)
5: end for
6: E∗ ←

⋃k
i=1Ei

component separately. This is formalized in the next
proposition.

Proposition 1. If we can partition a set of nodes
V into disjoint sets U,W such that for any cross-
ing edge (u,w) between them (in either direction),
f(u,w) < 0, then the optimal set of edgesEopt does
not contain any crossing edge.

Proof Assume by contradiction that Eopt con-
tains a set of crossing edges Ecross. We can
construct Enew = Eopt \ Ecross. Clearly∑

(u,v)∈Enew
f(u, v) >

∑
(u,v)∈Eopt

f(u, v), as
f(u, v) < 0 for any crossing edge.

Next, we show that Enew does not violate tran-
sitivity constraints. Assume it does, then the viola-
tion is caused by omitting the edges in Ecross. Thus,
there must be a node u ∈ U and w ∈ W (w.l.o.g)
such that for some node v, (u, v) and (v, w) are in
Enew, but (u,w) is not. However, this means either
(u, v) or (v, w) is a crossing edge, which is impossi-
ble since we omitted all crossing edges. Thus, Enew

is a better solution than Eopt, contradiction.
This proposition suggests a simple algorithm (see

Algorithm 1): Add to the graph an undirected edge
for any node pair with a positive score, then find the
connected components, and apply an ILP solver over
the nodes in each component. The edges returned
by the solver provide an optimal (not approximate)
solution to the optimization problem.

The algorithm’s complexity is dominated by the
ILP solver, as finding connected components takes
O(V 2) time. Thus, efficiency depends on whether
the graph is sparse enough to be decomposed into
small components. Note that the edge prior plays an
important role: low values make the graph sparser
and easier to solve. In Section 5 we empirically test

Algorithm 2 Incremental-ILP
Input: A set V and a function f : V × V → R
Output: An optimal set of directed edges E∗

1: ACT,VIO← φ
2: repeat
3: E∗ ← ApplyILPSolve(V,f,ACT)
4: VIO← violated(V,E∗)
5: ACT← ACT ∪ VIO
6: until |VIO| = 0

how typed entailment graphs benefit from decompo-
sition given different prior values.

From a more general perspective, this algo-
rithm can be applied to any problem of learning
a sparse transitive binary relation. Such problems
include Co-reference Resolution (Finkel and Man-
ning, 2008) and Temporal Information Extraction
(Ling and Weld, 2010). Last, the algorithm can be
easily parallelized by solving each component on a
different core.

4.4 Incremental ILP

Another solution for scaling ILP is to employ in-
cremental ILP, which has been used in dependency
parsing (Riedel and Clarke, 2006). The idea is
that even if we omit the transitivity constraints, we
still expect most transitivity constraints to be satis-
fied, given a good local entailment classifier. Thus,
it makes sense to avoid specifying the constraints
ahead of time, but rather add them when they are
violated. This is formalized in Algorithm 2.

Line 1 initializes an active set of constraints and a
violated set of constraints (ACT;VIO). Line 3 applies
the ILP solver with the active constraints. Lines 4
and 5 find the violated constraints and add them to
the active constraints. The algorithm halts when no
constraints are violated. The solution is clearly op-
timal since we obtain a maximal solution for a less-
constrained problem.

A pre-condition for using incremental ILP is that
computing the violated constraints (Line 4) is effi-
cient, as it occurs in every iteration. We do that in
a straightforward manner: For every node v, and
edges (u, v) and (v, w), if (u,w) /∈ E∗ we add
(u, v, w) to the violated constraints. This is cubic
in worst-case but assuming the degree of nodes is
bounded by a constant it is linear, and performs very
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fast in practice.
Combining Incremental-ILP and Decomposed-

ILP is easy: We decompose any large graph into
its components and apply Incremental ILP on each
component. We applied this algorithm on our evalu-
ation data set (Section 5) and found that it converges
in at most 6 iterations and that the maximal num-
ber of active constraints in large graphs drops from
∼ 106 to ∼ 103 − 104.

5 Experimental Evaluation

In this section we empirically answer the follow-
ing questions: (1) Does transitivity improve rule
learning over typed predicates? (Section 5.1) (2)
Do Decomposed-ILP and Incremental-ILP improve
scalability? (Section 5.2)

5.1 Experiment 1

A data set of 1 million TextRunner tuples (Banko
et al., 2007), mapped to 10,672 distinct typed predi-
cates over 156 types was provided by Schoenmack-
ers et al. (2010). Readers are referred to their pa-
per for details on mapping of tuples to typed predi-
cates. Since entailment only occurs between pred-
icates that share the same types, we decomposed
predicates by their types (e.g., all predicates with the
types place and disease) into 2,303 typed entailment
graphs. The largest graph contains 118 nodes and
the total number of potential rules is 263,756.

We generated a training set by applying the proce-
dure described in Section 4.1, yielding 2,644 exam-
ples. We used SVMperf (Joachims, 2005) to train a
Gaussian kernel classifier and computed Puv by pro-
jecting the classifier output score, Suv, with the sig-
moid function: Puv = 1

1+exp(−Suv) . We tuned two
SVM parameters using 5-fold cross validation and a
development set of two typed entailment graphs.

Next, we used our algorithm to learn rules. As
mentioned in Section 4.2, we integrate background
knowledge using the sets Ayes and Ano that contain
predicate pairs for which we know whether entail-
ment holds. Ayes was constructed with syntactic
rules: We normalized each predicate by omitting the
first word if it is a modal and turning passives to ac-
tives. If two normalized predicates are equal they are
synonymous and inserted into Ayes. Ano was con-
structed from 3 sources (1) Predicates differing by a

single pair of words that are WordNet antonyms (2)
Predicates differing by a single word of negation (3)
Predicates p(t1, t2) and p(t2, t1) where p is a transi-
tive verb (e.g., beat) in VerbNet (Kipper-Schuler et
al., 2000).

We compared our algorithm (termed ILPscale) to
the following baselines. First, to 10,000 rules re-
leased by Schoenmackers et al. (2010) (Sherlock),
where the LHS contains a single predicate (Schoen-
mackers et al. released 30,000 rules but 20,000 of
those have more than one predicate on the LHS,
see Section 2), as we learn rules over the same data
set. Second, to distributional similarity algorithms:
(a) SR: the score used by Schoenmackers et al. as
part of the Sherlock system. (b) DIRT: (Lin and
Pantel, 2001) a widely-used rule learning algorithm.
(c) BInc: (Szpektor and Dagan, 2008) a directional
rule learning algorithm. Third, we compared to the
entailment classifier with no transitivity constraints
(clsf ) to see if combining distributional similarity
scores improves performance over single measures.
Last, we added to all baselines background knowl-
edge with Ayes and Ano (adding the subscript Xk to
their name).

To evaluate performance we manually annotated
all edges in 10 typed entailment graphs - 7 two-
types entailment graphs containing 14, 22, 30, 53,
62, 86 and 118 nodes, and 3 single-type entailment
graphs containing 7, 38 and 59 nodes. This annota-
tion yielded 3,427 edges and 35,585 non-edges, re-
sulting in an empirical edge density of 9%. We eval-
uate the algorithms by comparing the set of edges
learned by the algorithms to the gold standard edges.

Figure 2 presents the precision-recall curve of the
algorithms. The curve is formed by varying a score
threshold in the baselines and varying the edge prior
in ILPscale

5. For figure clarity, we omit DIRT and
SR, since BInc outperforms them.

Table 2 shows micro-recall, precision and F1 at
the point of maximal F1, and the Area Under the
Curve (AUC) for recall in the range of 0-0.45 for all
algorithms, given background knowledge (knowl-
edge consistently improves performance by a few
points for all algorithms). The table also shows re-
sults for the rules from Sherlockk.

5we stop raising the prior when run time over the graphs
exceeds 2 hours. Often when the solver does not terminate in 2
hours, it also does not terminate after 24 hours or more.
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Figure 2: Precision-recall curve for the algorithms.

micro-average
R (%) P (%) F1 (%) AUC

ILPscale 43.4 42.2 42.8 0.22
clsfk 30.8 37.5 33.8 0.17
Sherlockk 20.6 43.3 27.9 N/A
BInck 31.8 34.1 32.9 0.17
SRk 38.4 23.2 28.9 0.14
DIRTk 25.7 31.0 28.1 0.13

Table 2: micro-average F1 and AUC for the algorithms.

Results show that using global transitivity
information substantially improves performance.
ILPscale is better than all other algorithms by a large
margin starting from recall .2, and improves AUC
by 29% and the maximal F1 by 27%. Moreover,
ILPscale doubles recall comparing to the rules from
the Sherlock resource, while maintaining compara-
ble precision.

5.2 Experiment 2

We want to test whether using our scaling tech-
niques, Decomposed-ILP and Incremental-ILP, al-
lows us to reach the optimal solution in graphs that
otherwise we could not solve, and consequently in-
crease the number of learned rules and the overall
recall. To check that, we run ILPscale, with and with-
out these scaling techniques (termed ILP−).

We used the same data set as in Experiment 1
and learned edges for all 2,303 entailment graphs
in the data set. If the ILP solver was unable to
hold the ILP in memory or took more than 2 hours

log η # unlearned # rules 4 Red.
-1.75 9/0 6,242 / 7,466 20% 75%
-1 9/1 16,790 / 19,396 16% 29%
-0.6 9/3 26,330 / 29,732 13% 14%

Table 3: Impact of scaling techinques (ILP−/ILPscale).

for some graph, we did not attempt to learn its
edges. We ran ILPscale and ILP− in three den-
sity modes to examine the behavior of the algo-
rithms for different graph densities: (a) log η =
−0.6: the configuration that achieved the best
recall/precision/F1 of 43.4/42.2/42.8. (b) log η =
−1 with recall/precision/F1 of 31.8/55.3/40.4. (c)
log η = −1.75: A high precision configuration with
recall/precision/F1 of 0.15/0.75/0.23 6.

In each run we counted the number of graphs that
could not be learned and the number of rules learned
by each algorithm. In addition, we looked at the
20 largest graphs in our data (49-118 nodes) and
measured the ratio r between the size of the largest
component after applying Decomposed-ILP and the
original size of the graph. We then computed the av-
erage 1−r over the 20 graphs to examine how graph
size drops due to decomposition.

Table 3 shows the results. Column # unlearned
and # rules describe the number of unlearned graphs
and the number of learned rules. Column 4 shows
relative increase in the number of rules learned and
column Red. shows the average 1− r.

ILPscale increases the number of graphs that we
are able to learn: in our best configuration (log η =
−0.6) only 3 graphs could not be handled com-
paring to 9 graphs when omitting our scaling tech-
niques. Since the unlearned graphs are among the
largest in the data set, this adds 3,500 additional
rules. We compared the precision of rules learned
only by ILPscale with that of the rules learned by
both, by randomly sampling 100 rules from each and
found precision to be comparable. Thus, the addi-
tional rules learned translate into a 13% increase in
relative recall without harming precision.

Also note that as density increases, the number of
rules learned grows and the effectiveness of decom-
position decreases. This shows how Decomposed-
ILP is especially useful for sparse graphs. We re-

6Experiment was run on an Intel i5 CPU with 4GB RAM.
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lease the 29,732 rules learned by the configuration
log η = −0.6 as a resource.

To sum up, our scaling techniques allow us to
learn rules from graphs that standard ILP can not
handle and thus considerably increase recall without
harming precision.

6 Conclusions and Future Work

This paper proposes two contributions over two re-
cent works: In the first, Berant et al. (2010) pre-
sented a global optimization procedure to learn en-
tailment rules between predicates using transitivity,
and applied this algorithm over small graphs where
all predicates have one argument instantiated by a
target concept. Consequently, the rules they learn
are of limited applicability. In the second, Schoen-
mackers et al. learned rules of wider applicability by
using typed predicates, but utilized a local approach.

In this paper we developed an algorithm that uses
global optimization to learn widely-applicable en-
tailment rules between typed predicates (where both
arguments are variables). This was achieved by
appropriately defining entailment graphs for typed
predicates, formulating an ILP representation for
them, and introducing scaling techniques that in-
clude graph decomposition and incremental ILP.
Our algorithm is guaranteed to provide an optimal
solution and we have shown empirically that it sub-
stantially improves performance over Schoenmack-
ers et al.’s recent resource and over several baselines.

In future work, we aim to scale the algorithm
further and learn entailment rules between untyped
predicates. This would require explicit modeling of
predicate ambiguity and using approximation tech-
niques when an optimal solution cannot be attained.
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Abstract

This paper describes a novel technique for in-
corporating syntactic knowledge into phrase-
based machine translation through incremen-
tal syntactic parsing. Bottom-up and top-
down parsers typically require a completed
string as input. This requirement makes it dif-
ficult to incorporate them into phrase-based
translation, which generates partial hypothe-
sized translations from left-to-right. Incre-
mental syntactic language models score sen-
tences in a similar left-to-right fashion, and are
therefore a good mechanism for incorporat-
ing syntax into phrase-based translation. We
give a formal definition of one such linear-
time syntactic language model, detail its re-
lation to phrase-based decoding, and integrate
the model with the Moses phrase-based trans-
lation system. We present empirical results
on a constrained Urdu-English translation task
that demonstrate a significant BLEU score im-
provement and a large decrease in perplexity.

1 Introduction

Early work in statistical machine translation viewed
translation as a noisy channel process comprised of
a translation model, which functioned to posit ad-
equate translations of source language words, and
a target language model, which guided the fluency
of generated target language strings (Brown et al.,

This research was supported by NSF CAREER/PECASE
award 0447685, NSF grant IIS-0713448, and the European
Commission through the EuroMatrixPlus project. Opinions, in-
terpretations, conclusions, and recommendations are those of
the authors and are not necessarily endorsed by the sponsors or
the United States Air Force. Cleared for public release (Case
Number 88ABW-2010-6489) on 10 Dec 2010.

1990). Drawing on earlier successes in speech
recognition, research in statistical machine trans-
lation has effectively used n-gram word sequence
models as language models.

Modern phrase-based translation using large scale
n-gram language models generally performs well
in terms of lexical choice, but still often produces
ungrammatical output. Syntactic parsing may help
produce more grammatical output by better model-
ing structural relationships and long-distance depen-
dencies. Bottom-up and top-down parsers typically
require a completed string as input; this requirement
makes it difficult to incorporate these parsers into
phrase-based translation, which generates hypothe-
sized translations incrementally, from left-to-right.1

As a workaround, parsers can rerank the translated
output of translation systems (Och et al., 2004).

On the other hand, incremental parsers (Roark,
2001; Henderson, 2004; Schuler et al., 2010; Huang
and Sagae, 2010) process input in a straightforward
left-to-right manner. We observe that incremental
parsers, used as structured language models, pro-
vide an appropriate algorithmic match to incremen-
tal phrase-based decoding. We directly integrate in-
cremental syntactic parsing into phrase-based trans-
lation. This approach re-exerts the role of the lan-
guage model as a mechanism for encouraging syn-
tactically fluent translations.

The contributions of this work are as follows:

• A novel method for integrating syntactic LMs
into phrase-based translation (§3)

• A formal definition of an incremental parser for
1While not all languages are written left-to-right, we will

refer to incremental processing which proceeds from the begin-
ning of a sentence as left-to-right.
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statistical MT that can run in linear-time (§4)

• Integration with Moses (§5) along with empiri-
cal results for perplexity and significant transla-
tion score improvement on a constrained Urdu-
English task (§6)

2 Related Work

Neither phrase-based (Koehn et al., 2003) nor hierar-
chical phrase-based translation (Chiang, 2005) take
explicit advantage of the syntactic structure of either
source or target language. The translation models in
these techniques define phrases as contiguous word
sequences (with gaps allowed in the case of hierar-
chical phrases) which may or may not correspond
to any linguistic constituent. Early work in statisti-
cal phrase-based translation considered whether re-
stricting translation models to use only syntactically
well-formed constituents might improve translation
quality (Koehn et al., 2003) but found such restric-
tions failed to improve translation quality.

Significant research has examined the extent to
which syntax can be usefully incorporated into sta-
tistical tree-based translation models: string-to-tree
(Yamada and Knight, 2001; Gildea, 2003; Imamura
et al., 2004; Galley et al., 2004; Graehl and Knight,
2004; Melamed, 2004; Galley et al., 2006; Huang
et al., 2006; Shen et al., 2008), tree-to-string (Liu
et al., 2006; Liu et al., 2007; Mi et al., 2008; Mi
and Huang, 2008; Huang and Mi, 2010), tree-to-tree
(Abeillé et al., 1990; Shieber and Schabes, 1990;
Poutsma, 1998; Eisner, 2003; Shieber, 2004; Cowan
et al., 2006; Nesson et al., 2006; Zhang et al., 2007;
DeNeefe et al., 2007; DeNeefe and Knight, 2009;
Liu et al., 2009; Chiang, 2010), and treelet (Ding
and Palmer, 2005; Quirk et al., 2005) techniques
use syntactic information to inform the translation
model. Recent work has shown that parsing-based
machine translation using syntax-augmented (Zoll-
mann and Venugopal, 2006) hierarchical translation
grammars with rich nonterminal sets can demon-
strate substantial gains over hierarchical grammars
for certain language pairs (Baker et al., 2009). In
contrast to the above tree-based translation models,
our approach maintains a standard (non-syntactic)
phrase-based translation model. Instead, we incor-
porate syntax into the language model.

Traditional approaches to language models in

speech recognition and statistical machine transla-
tion focus on the use of n-grams, which provide a
simple finite-state model approximation of the tar-
get language. Chelba and Jelinek (1998) proposed
that syntactic structure could be used as an alterna-
tive technique in language modeling. This insight
has been explored in the context of speech recogni-
tion (Chelba and Jelinek, 2000; Collins et al., 2005).
Hassan et al. (2007) and Birch et al. (2007) use
supertag n-gram LMs. Syntactic language models
have also been explored with tree-based translation
models. Charniak et al. (2003) use syntactic lan-
guage models to rescore the output of a tree-based
translation system. Post and Gildea (2008) investi-
gate the integration of parsers as syntactic language
models during binary bracketing transduction trans-
lation (Wu, 1997); under these conditions, both syn-
tactic phrase-structure and dependency parsing lan-
guage models were found to improve oracle-best
translations, but did not improve actual translation
results. Post and Gildea (2009) use tree substitution
grammar parsing for language modeling, but do not
use this language model in a translation system. Our
work, in contrast to the above approaches, explores
the use of incremental syntactic language models in
conjunction with phrase-based translation models.

Our syntactic language model fits into the fam-
ily of linear-time dynamic programming parsers de-
scribed in (Huang and Sagae, 2010). Like (Galley
and Manning, 2009) our work implements an in-
cremental syntactic language model; our approach
differs by calculating syntactic LM scores over all
available phrase-structure parses at each hypothesis
instead of the 1-best dependency parse.

The syntax-driven reordering model of Ge (2010)
uses syntax-driven features to influence word order
within standard phrase-based translation. The syn-
tactic cohesion features of Cherry (2008) encour-
ages the use of syntactically well-formed translation
phrases. These approaches are fully orthogonal to
our proposed incremental syntactic language model,
and could be applied in concert with our work.

3 Parser as Syntactic Language Model in
Phrase-Based Translation

Parsing is the task of selecting the representation τ̂
(typically a tree) that best models the structure of

621



ÀÁÂÃÄÅÆ

〈s〉
τ̃0

ÊÁÂÃÄÅÆ

〈s〉 the

τ̃11

ÊÁÂÃÄÅÆ

〈s〉 that

τ̃12

ÀËÂÃÄÅÆ

〈s〉 president

τ̃13

. . .

ÊËÂÃÄÅÆ

the president

τ̃21

ÊËÂÃÄÅÆ

that president

τ̃22

ÀËÂÍÄÅÆ

president Friday

τ̃23

. . .

ÊËÌÃÄÅÆ

president meets

τ̃31

ÊËÌÃÄÅÆ

Obama met
τ̃32

. . .

Figure 1: Partial decoding lattice for standard phrase-based decoding stack algorithm translating the German
sentence Der Präsident trifft am Freitag den Vorstand. Each node h in decoding stack t represents the
application of a translation option, and includes the source sentence coverage vector, target language n-
gram state, and syntactic language model state τ̃th . Hypothesis combination is also shown, indicating
where lattice paths with identical n-gram histories converge. We use the English translation The president
meets the board on Friday as a running example throughout all Figures.

sentence e, out of all such possible representations
τ . This set of representations may be all phrase
structure trees or all dependency trees allowed by
the parsing model. Typically, tree τ̂ is taken to be:

τ̂ = argmax
τ

P(τ | e) (1)

We define a syntactic language model P(e) based
on the total probability mass over all possible trees
for string e. This is shown in Equation 2 and decom-
posed in Equation 3.

P(e) =
∑
τ∈τ

P(τ, e) (2)

P(e) =
∑
τ∈τ

P(e | τ)P(τ) (3)

3.1 Incremental syntactic language model

An incremental parser processes each token of in-
put sequentially from the beginning of a sentence to
the end, rather than processing input in a top-down
(Earley, 1968) or bottom-up (Cocke and Schwartz,
1970; Kasami, 1965; Younger, 1967) fashion. After

processing the tth token in string e, an incremen-
tal parser has some internal representation of possi-
ble hypothesized (incomplete) trees, τt. The syntac-
tic language model probability of a partial sentence
e1...et is defined:

P(e1...et) =
∑
τ∈τt

P(e1...et | τ)P(τ) (4)

In practice, a parser may constrain the set of trees
under consideration to τ̃t, that subset of analyses or
partial analyses that remains after any pruning is per-
formed. An incremental syntactic language model
can then be defined by a probability mass function
(Equation 5) and a transition function δ (Equation
6). The role of δ is explained in §3.3 below. Any
parser which implements these two functions can
serve as a syntactic language model.

P(e1...et) ≈ P(τ̃ t) =
∑
τ∈τ̃ t

P(e1...et | τ)P(τ) (5)

δ(et, τ̃ t−1)→ τ̃ t (6)
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3.2 Decoding in phrase-based translation

Given a source language input sentence f , a trained
source-to-target translation model, and a target lan-
guage model, the task of translation is to find the
maximally probable translation ê using a linear
combination of j feature functions h weighted ac-
cording to tuned parameters λ (Och and Ney, 2002).

ê = argmax
e

exp(
∑
j

λjhj(e,f)) (7)

Phrase-based translation constructs a set of trans-
lation options — hypothesized translations for con-
tiguous portions of the source sentence — from a
trained phrase table, then incrementally constructs a
lattice of partial target translations (Koehn, 2010).
To prune the search space, lattice nodes are orga-
nized into beam stacks (Jelinek, 1969) according to
the number of source words translated. An n-gram
language model history is also maintained at each
node in the translation lattice. The search space
is further trimmed with hypothesis recombination,
which collapses lattice nodes that share a common
coverage vector and n-gram state.

3.3 Incorporating a Syntactic Language Model

Phrase-based translation produces target language
words in an incremental left-to-right fashion, gen-
erating words at the beginning of a translation first
and words at the end of a translation last. Similarly,
incremental parsers process sentences in an incre-
mental fashion, analyzing words at the beginning of
a sentence first and words at the end of a sentence
last. As such, an incremental parser with transition
function δ can be incorporated into the phrase-based
decoding process in a straightforward manner. Each
node in the translation lattice is augmented with a
syntactic language model state τ̃t.

The hypothesis at the root of the translation lattice
is initialized with τ̃ 0, representing the internal state
of the incremental parser before any input words are
processed. The phrase-based translation decoding
process adds nodes to the lattice; each new node
contains one or more target language words. Each
node contains a backpointer to its parent node, in
which τ̃ t−1 is stored. Given a new target language
word et and τ̃ t−1, the incremental parser’s transi-
tion function δ calculates τ̃ t. Figure 1 illustrates

S

NP

DT

The

NN

president

VP

VP

VB

meets

NP

DT
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NN

board

PP

IN
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NP

Friday

Figure 2: Sample binarized phrase structure tree.
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Figure 3: Sample binarized phrase structure tree af-
ter application of right-corner transform.

a sample phrase-based decoding lattice where each
translation lattice node is augmented with syntactic
language model state τ̃t.

In phrase-based translation, many translation lat-
tice nodes represent multi-word target language
phrases. For such translation lattice nodes, δ will
be called once for each newly hypothesized target
language word in the node. Only the final syntac-
tic language model state in such sequences need be
stored in the translation lattice node.

4 Incremental Bounded-Memory Parsing
with a Time Series Model

Having defined the framework by which any in-
cremental parser may be incorporated into phrase-
based translation, we now formally define a specific
incremental parser for use in our experiments.

The parser must process target language words
incrementally as the phrase-based decoder adds hy-
potheses to the translation lattice. To facilitate this
incremental processing, ordinary phrase-structure
trees can be transformed into right-corner recur-
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Figure 4: Graphical representation of the depen-
dency structure in a standard Hierarchic Hidden
Markov Model with D = 3 hidden levels that can
be used to parse syntax. Circles denote random vari-
ables, and edges denote conditional dependencies.
Shaded circles denote variables with observed val-
ues.

sive phrase structure trees using the tree transforms
in Schuler et al. (2010). Constituent nontermi-
nals in right-corner transformed trees take the form
of incomplete constituents cη/cηι consisting of an
‘active’ constituent cη lacking an ‘awaited’ con-
stituent cηι yet to come, similar to non-constituent
categories in a Combinatory Categorial Grammar
(Ades and Steedman, 1982; Steedman, 2000). As
an example, the parser might consider VP/NN as a
possible category for input “meets the”.

A sample phrase structure tree is shown before
and after the right-corner transform in Figures 2
and 3. Our parser operates over a right-corner trans-
formed probabilistic context-free grammar (PCFG).
Parsing runs in linear time on the length of the input.
This model of incremental parsing is implemented
as a Hierarchical Hidden Markov Model (HHMM)
(Murphy and Paskin, 2001), and is equivalent to a
probabilistic pushdown automaton with a bounded
pushdown store. The parser runs in O(n) time,
where n is the number of words in the input. This
model is shown graphically in Figure 4 and formally
defined in §4.1 below.

The incremental parser assigns a probability
(Eq. 5) for a partial target language hypothesis, using
a bounded store of incomplete constituents cη/cηι.
The phrase-based decoder uses this probability value
as the syntactic language model feature score.

4.1 Formal Parsing Model: Scoring Partial
Translation Hypotheses

This model is essentially an extension of an HHMM,
which obtains a most likely sequence of hidden store
states, ŝ1..D1..T , of some length T and some maxi-
mum depth D, given a sequence of observed tokens
(e.g. generated target language words), e1..T , using
HHMM state transition model θA and observation
symbol model θB (Rabiner, 1990):

ŝ1..D1..T
def
= argmax

s1..D1..T

T∏
t=1

PθA(s1..Dt | s1..Dt−1 )·PθB(et | s1..Dt )

(8)
The HHMM parser is equivalent to a probabilis-
tic pushdown automaton with a bounded push-
down store. The model generates each successive
store (using store model θS) only after considering
whether each nested sequence of incomplete con-
stituents has completed and reduced (using reduc-
tion model θR):

PθA(s1..Dt | s1..Dt−1 )
def
=∑

r1t ..r
D
t

D∏
d=1

PθR(rdt | rd+1
t sdt−1s

d−1
t−1 )

· PθS(s
d
t | rd+1

t rdt s
d
t−1s

d−1
t ) (9)

Store elements are defined to contain only the
active (cη) and awaited (cηι) constituent categories
necessary to compute an incomplete constituent
probability:

sdt
def
= 〈cη, cηι〉 (10)

Reduction states are defined to contain only the
complete constituent category crdt necessary to com-
pute an inside likelihood probability, as well as a
flag frdt indicating whether a reduction has taken
place (to end a sequence of incomplete constituents):

rdt
def
= 〈crdt , frdt 〉 (11)

The model probabilities for these store elements
and reduction states can then be defined (from Mur-
phy and Paskin 2001) to expand a new incomplete
constituent after a reduction has taken place (frdt =
1; using depth-specific store state expansion model
θS-E,d), transition along a sequence of store elements
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Figure 5: Graphical representation of the Hierarchic Hidden Markov Model after parsing input sentence The
president meets the board on Friday. The shaded path through the parse lattice illustrates the recognized
right-corner tree structure of Figure 3.

if no reduction has taken place (frdt =0; using depth-
specific store state transition model θS-T,d): 2

PθS(s
d
t | rd+1

t rdt s
d
t−1s

d−1
t )

def
=

if frd+1
t

=1, frdt =1 : PθS-E,d
(sdt | sd−1t )

if frd+1
t

=1, frdt =0 : PθS-T,d
(sdt | rd+1

t rdt s
d
t−1s

d−1
t )

if frd+1
t

=0, frdt =0 : Jsdt = sdt−1K
(12)

and possibly reduce a store element (terminate
a sequence) if the store state below it has re-
duced (frd+1

t
= 1; using depth-specific reduction

model θR,d):

PθR(rdt | rd+1
t sdt−1s

d−1
t−1 )

def
={

if frd+1
t

=0 : Jrdt = r⊥K
if frd+1

t
=1 : PθR,d(r

d
t | rd+1

t sdt−1 s
d−1
t−1 )

(13)

where r⊥ is a null state resulting from the failure of
an incomplete constituent to complete, and constants
are defined for the edge conditions of s0t and rD+1

t .
Figure 5 illustrates this model in action.

These pushdown automaton operations are then
refined for right-corner parsing (Schuler, 2009),
distinguishing active transitions (model θS-T-A,d, in
which an incomplete constituent is completed, but
not reduced, and then immediately expanded to a

2An indicator function J·K is used to denote deterministic
probabilities: JφK = 1 if φ is true, 0 otherwise.

new incomplete constituent in the same store el-
ement) from awaited transitions (model θS-T-W,d,
which involve no completion):

PθS-T,d
(sdt | rd+1

t rdt s
d
t−1s

d−1
t )

def
={

if rdt 6=r⊥ : PθS-T-A,d
(sdt | sd−1t rdt )

if rdt =r⊥ : PθS-T-W,d
(sdt | sdt−1r

d+1
t )

(14)

PθR,d(r
d
t | rd+1

t sdt−1s
d−1
t−1 )

def
={

if crd+1
t
6=xt : Jrdt = r⊥K

if crd+1
t

=xt : PθR-R,d
(rdt | sdt−1s

d−1
t−1 )

(15)

These HHMM right-corner parsing operations are
then defined in terms of branch- and depth-specific
PCFG probabilities θG-R,d and θG-L,d: 3

3Model probabilities are also defined in terms of left-
progeny probability distribution EθG-RL∗,d which is itself defined
in terms of PCFG probabilities:

EθG-RL∗,d(cη
0→ cη0 ...)

def
=

∑
cη1

PθG-R,d(cη → cη0 cη1) (16)

EθG-RL∗,d(cη
k→ cη0k0 ...)

def
=

∑
c
η0k

EθG-RL∗,d(cη
k−1→ cη0k ...)

·
∑
c
η0k1

PθG-L,d(cη0k → cη0k0 cη0k1) (17)

EθG-RL∗,d(cη
∗→ cηι ...)

def
=

∞∑
k=0

EθG-RL∗,d(cη
k→ cηι ...) (18)

EθG-RL∗,d(cη
+→ cηι ...)

def
= EθG-RL∗,d(cη

∗→ cηι ...)

− EθG-RL∗,d(cη
0→ cηι ...) (19)
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Figure 6: A hypothesis in the phrase-based decoding lattice from Figure 1 is expanded using translation op-
tion the board of source phrase den Vorstand. Syntactic language model state τ̃31 contains random variables
s1..33 ; likewise τ̃51 contains s1..35 . The intervening random variables r1..34 , s1..34 , and r1..35 are calculated by
transition function δ (Eq. 6, as defined by §4.1), but are not stored. Observed random variables (e3..e5) are
shown for clarity, but are not explicitly stored in any syntactic language model state.

• for expansions:

PθS-E,d
(〈cηι, c′ηι〉 | 〈−, cη〉)

def
=

EθG-RL∗,d
(cη

∗→ cηι ...) · Jxηι = c′ηι = cηιK (20)

• for awaited transitions:

PθS-T-W,d
(〈cη, cηι1〉 | 〈c′η, cηι〉 cηι0)

def
=

Jcη = c′ηK ·
PθG-R,d

(cηι → cηι0 cηι1)

EθG-RL∗,d
(cηι

0→ cηι0 ...)
(21)

• for active transitions:

PθS-T-A,d
(〈cηι, cηι1〉 | 〈−, cη〉 cηι0)

def
=

EθG-RL∗,d
(cη

∗→ cηι ...) · PθG-L,d
(cηι → cηι0 cηι1)

EθG-RL∗,d
(cη

+→ cηι0 ...)

(22)

• for cross-element reductions:

PθR-R,d
(cηι,1 | 〈−, cη〉 〈c′ηι,−〉)

def
=

Jcηι = c′ηιK ·
EθG-RL∗,d

(cη
0→ cηι ...)

EθG-RL∗,d
(cη

∗→ cηι ...)
(23)

• for in-element reductions:

PθR-R,d
(cηι,0 | 〈−, cη〉 〈c′ηι,−〉)

def
=

Jcηι = c′ηιK ·
EθG-RL∗,d

(cη
+→ cηι ...)

EθG-RL∗,d
(cη

∗→ cηι ...)
(24)

We use the parser implementation of (Schuler,
2009; Schuler et al., 2010).

5 Phrase Based Translation with an
Incremental Syntactic Language Model

The phrase-based decoder is augmented by adding
additional state data to each hypothesis in the de-
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coder’s hypothesis stacks. Figure 1 illustrates an ex-
cerpt from a standard phrase-based translation lat-
tice. Within each decoder stack t, each hypothe-
sis h is augmented with a syntactic language model
state τ̃th . Each syntactic language model state is
a random variable store, containing a slice of ran-
dom variables from the HHMM. Specifically, τ̃th
contains those random variables s1..Dt that maintain
distributions over syntactic elements.

By maintaining these syntactic random variable
stores, each hypothesis has access to the current
language model probability for the partial transla-
tion ending at that hypothesis, as calculated by an
incremental syntactic language model defined by
the HHMM. Specifically, the random variable store
at hypothesis h provides P(τ̃th) = P(eh1..t, s

1..D
1..t ),

where eh1..t is the sequence of words in a partial hy-
pothesis ending at h which contains t target words,
and where there are D syntactic random variables in
each random variable store (Eq. 5).

During stack decoding, the phrase-based decoder
progressively constructs new hypotheses by extend-
ing existing hypotheses. New hypotheses are placed
in appropriate hypothesis stacks. In the simplest
case, a new hypothesis extends an existing hypothe-
sis by exactly one target word. As the new hypothe-
sis is constructed by extending an existing stack ele-
ment, the store and reduction state random variables
are processed, along with the newly hypothesized
word. This results in a new store of syntactic ran-
dom variables (Eq. 6) that are associated with the
new stack element.

When a new hypothesis extends an existing hy-
pothesis by more than one word, this process is first
carried out for the first new word in the hypothe-
sis. It is then repeated for the remaining words in
the hypothesis extension. Once the final word in
the hypothesis has been processed, the resulting ran-
dom variable store is associated with that hypoth-
esis. The random variable stores created for the
non-final words in the extending hypothesis are dis-
carded, and need not be explicitly retained.

Figure 6 illustrates this process, showing how a
syntactic language model state τ̃51 in a phrase-based
decoding lattice is obtained from a previous syn-
tactic language model state τ̃31 (from Figure 1) by
parsing the target language words from a phrase-
based translation option.

In-domain Out-of-domain
LM WSJ 23 ppl ur-en dev ppl

WSJ 1-gram 1973.57 3581.72
WSJ 2-gram 349.18 1312.61
WSJ 3-gram 262.04 1264.47
WSJ 4-gram 244.12 1261.37
WSJ 5-gram 232.08 1261.90
WSJ HHMM 384.66 529.41

Interpolated WSJ
5-gram + HHMM 209.13 225.48

Giga 5-gram 258.35 312.28
Interp. Giga 5-gr
+ WSJ HHMM 222.39 123.10

Interp. Giga 5-gr
+ WSJ 5-gram 174.88 321.05

Figure 7: Average per-word perplexity values.
HHMM was run with beam size of 2000. Bold in-
dicates best single-model results for LMs trained on
WSJ sections 2-21. Best overall in italics.

Our syntactic language model is integrated into
the current version of Moses (Koehn et al., 2007).

6 Results

As an initial measure to compare language models,
average per-word perplexity, ppl, reports how sur-
prised a model is by test data. Equation 25 calculates
ppl using log base b for a test set of T tokens.

ppl = b
−logbP(e1...eT )

T (25)

We trained the syntactic language model from
§4 (HHMM) and an interpolated n-gram language
model with modified Kneser-Ney smoothing (Chen
and Goodman, 1998); models were trained on sec-
tions 2-21 of the Wall Street Journal (WSJ) tree-
bank (Marcus et al., 1993). The HHMM outper-
forms the n-gram model in terms of out-of-domain
test set perplexity when trained on the same WSJ
data; the best perplexity results for in-domain and
out-of-domain test sets4 are found by interpolating

4In-domain is WSJ Section 23. Out-of-domain are the En-
glish reference translations of the dev section , set aside in
(Baker et al., 2009) for parameter tuning, of the NIST Open
MT 2008 Urdu-English task.
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Sentence Moses +HHMM +HHMM
length beam=50 beam=2000

10 0.21 533 1143
20 0.53 1193 2562
30 0.85 1746 3749
40 1.13 2095 4588

Figure 8: Mean per-sentence decoding time (in sec-
onds) for dev set using Moses with and without syn-
tactic language model. HHMM parser beam sizes
are indicated for the syntactic LM.

HHMM and n-gram LMs (Figure 7). To show the
effects of training an LM on more data, we also re-
port perplexity results on the 5-gram LM trained for
the GALE Arabic-English task using the English Gi-
gaword corpus. In all cases, including the HHMM
significantly reduces perplexity.

We trained a phrase-based translation model on
the full NIST Open MT08 Urdu-English translation
model using the full training data. We trained the
HHMM and n-gram LMs on the WSJ data in order
to make them as similar as possible. During tuning,
Moses was first configured to use just the n-gram
LM, then configured to use both the n-gram LM and
the syntactic HHMM LM. MERT consistently as-
signed positive weight to the syntactic LM feature,
typically slightly less than the n-gram LM weight.

In our integration with Moses, incorporating a
syntactic language model dramatically slows the de-
coding process. Figure 8 illustrates a slowdown
around three orders of magnitude. Although speed
remains roughly linear to the size of the source sen-
tence (ruling out exponential behavior), it is with an
extremely large constant time factor. Due to this
slowdown, we tuned the parameters using a con-
strained dev set (only sentences with 1-20 words),
and tested using a constrained devtest set (only sen-
tences with 1-20 words). Figure 9 shows a statis-
tically significant improvement to the BLEU score
when using the HHMM and the n-gram LMs to-
gether on this reduced test set.

7 Discussion

This paper argues that incremental syntactic lan-
guages models are a straightforward and appro-

Moses LM(s) BLEU
n-gram only 18.78
HHMM + n-gram 19.78

Figure 9: Results for Ur-En devtest (only sentences
with 1-20 words) with HHMM beam size of 2000
and Moses settings of distortion limit 10, stack size
200, and ttable limit 20.

priate algorithmic fit for incorporating syntax into
phrase-based statistical machine translation, since
both process sentences in an incremental left-to-
right fashion. This means incremental syntactic LM
scores can be calculated during the decoding pro-
cess, rather than waiting until a complete sentence is
posited, which is typically necessary in top-down or
bottom-up parsing.

We provided a rigorous formal definition of in-
cremental syntactic languages models, and detailed
what steps are necessary to incorporate such LMs
into phrase-based decoding. We integrated an incre-
mental syntactic language model into Moses. The
translation quality significantly improved on a con-
strained task, and the perplexity improvements sug-
gest that interpolating between n-gram and syntactic
LMs may hold promise on larger data sets.

The use of very large n-gram language models is
typically a key ingredient in the best-performing ma-
chine translation systems (Brants et al., 2007). Our
n-gram model trained only on WSJ is admittedly
small. Our future work seeks to incorporate large-
scale n-gram language models in conjunction with
incremental syntactic language models.

The added decoding time cost of our syntactic
language model is very high. By increasing the
beam size and distortion limit of the baseline sys-
tem, future work may examine whether a baseline
system with comparable runtimes can achieve com-
parable translation quality.

A more efficient implementation of the HHMM
parser would speed decoding and make more exten-
sive and conclusive translation experiments possi-
ble. Various additional improvements could include
caching the HHMM LM calculations, and exploiting
properties of the right-corner transform that limit the
number of decisions between successive time steps.

628



References
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Abstract

We present an unsupervised model for joint
phrase alignment and extraction using non-
parametric Bayesian methods and inversion
transduction grammars (ITGs). The key con-
tribution is that phrases of many granulari-
ties are included directly in the model through
the use of a novel formulation that memorizes
phrases generated not only by terminal, but
also non-terminal symbols. This allows for
a completely probabilistic model that is able
to create a phrase table that achieves com-
petitive accuracy on phrase-based machine
translation tasks directly from unaligned sen-
tence pairs. Experiments on several language
pairs demonstrate that the proposed model
matches the accuracy of traditional two-step
word alignment/phrase extraction approach
while reducing the phrase table to a fraction
of the original size.

1 Introduction

The training of translation models for phrase-
based statistical machine translation (SMT) systems
(Koehn et al., 2003) takes unaligned bilingual train-
ing data as input, and outputs a scored table of
phrase pairs. This phrase table is traditionally gen-
erated by going through a pipeline of two steps, first
generating word (or minimal phrase) alignments,
then extracting a phrase table that is consistent with
these alignments.

However, as DeNero and Klein (2010) note, this
two step approach results in word alignments that
are not optimal for the final task of generating

phrase tables that are used in translation. As a so-
lution to this, they proposed a supervised discrimi-
native model that performs joint word alignment and
phrase extraction, and found that joint estimation of
word alignments and extraction sets improves both
word alignment accuracy and translation results.

In this paper, we propose the first unsuper-
vised approach to joint alignment and extraction of
phrases at multiple granularities. This is achieved
by constructing a generative model that includes
phrases at many levels of granularity, from minimal
phrases all the way up to full sentences. The model
is similar to previously proposed phrase alignment
models based on inversion transduction grammars
(ITGs) (Cherry and Lin, 2007; Zhang et al., 2008;
Blunsom et al., 2009), with one important change:
ITG symbols and phrase pairs are generated in
the opposite order. In traditional ITG models, the
branches of a biparse tree are generated from a non-
terminal distribution, and each leaf is generated by
a word or phrase pair distribution. As a result, only
minimal phrases are directly included in the model,
while larger phrases must be generated by heuris-
tic extraction methods. In the proposed model, at
each branch in the tree, we first attempt to gener-
ate a phrase pair from the phrase pair distribution,
falling back to ITG-based divide and conquer strat-
egy to generate phrase pairs that do not exist (or are
given low probability) in the phrase distribution.

We combine this model with the Bayesian non-
parametric Pitman-Yor process (Pitman and Yor,
1997; Teh, 2006), realizing ITG-based divide and
conquer through a novel formulation where the
Pitman-Yor process uses two copies of itself as a

632



base measure. As a result of this modeling strategy,
phrases of multiple granularities are generated, and
thus memorized, by the Pitman-Yor process. This
makes it possible to directly use probabilities of the
phrase model as a replacement for the phrase table
generated by heuristic extraction techniques.

Using this model, we perform machine transla-
tion experiments over four language pairs. We ob-
serve that the proposed joint phrase alignment and
extraction approach is able to meet or exceed results
attained by a combination of GIZA++ and heuristic
phrase extraction with significantly smaller phrase
table size. We also find that it achieves superior
BLEU scores over previously proposed ITG-based
phrase alignment approaches.

2 A Probabilistic Model for Phrase Table
Extraction

The problem of SMT can be defined as finding the
most probable target sentence e for the source sen-
tence f given a parallel training corpus 〈E ,F〉

ê = argmax
e

P (e|f , 〈E ,F〉).

We assume that there is a hidden set of parameters
θ learned from the training data, and that e is condi-
tionally independent from the training corpus given
θ. We take a Bayesian approach, integrating over all
possible values of the hidden parameters:

P (e|f , 〈E ,F〉) =

∫
θ
P (e|f , θ)P (θ|〈E ,F〉). (1)

If θ takes the form of a scored phrase table, we
can use traditional methods for phrase-based SMT to
find P (e|f , θ) and concentrate on creating a model
for P (θ|〈E ,F〉). We decompose this posterior prob-
ability using Bayes law into the corpus likelihood
and parameter prior probabilities

P (θ|〈E ,F〉) ∝ P (〈E ,F〉|θ)P (θ).

In Section 3 we describe an existing method, and
in Section 4 we describe our proposed method for
modeling these two probabilities.

3 Flat ITG Model

There has been a significant amount of work in
many-to-many alignment techniques (Marcu and

Wong (2002), DeNero et al. (2008), inter alia), and
in particular a number of recent works (Cherry and
Lin, 2007; Zhang et al., 2008; Blunsom et al., 2009)
have used the formalism of inversion transduction
grammars (ITGs) (Wu, 1997) to learn phrase align-
ments. By slightly limit reordering of words, ITGs
make it possible to exactly calculate probabilities
of phrasal alignments in polynomial time, which is
a computationally hard problem when arbitrary re-
ordering is allowed (DeNero and Klein, 2008).

The traditional flat ITG generative probabil-
ity for a particular phrase (or sentence) pair
Pflat(〈e, f〉; θx, θt) is parameterized by a phrase ta-
ble θt and a symbol distribution θx. We use the fol-
lowing generative story as a representative of the flat
ITG model.

1. Generate symbol x from the multinomial distri-
bution Px(x; θx). x can take the values TERM,
REG, or INV.

2. According to the x take the following actions.

(a) If x = TERM, generate a phrase pair from
the phrase table Pt(〈e, f〉; θt).

(b) If x = REG, a regular ITG rule, gener-
ate phrase pairs 〈e1, f1〉 and 〈e2, f2〉 from
Pflat, and concatenate them into a single
phrase pair 〈e1e2, f1f2〉.

(c) If x = INV, an inverted ITG rule, follows
the same process as (b), but concatenate
f1 and f2 in reverse order 〈e1e2, f2f1〉.

By taking the product of Pflat over every sentence
in the corpus, we are able to calculate the likelihood

P (〈E ,F〉|θ) =
∏

〈e,f〉∈〈E,F〉

Pflat(〈e, f〉; θ).

We will refer to this model as FLAT.

3.1 Bayesian Modeling

While the previous formulation can be used as-is in
maximum likelihood training, this leads to a degen-
erate solution where every sentence is memorized as
a single phrase pair. Zhang et al. (2008) and others
propose dealing with this problem by putting a prior
probability P (θx, θt) on the parameters.
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We assign θx a Dirichlet prior1, and assign the
phrase table parameters θt a prior using the Pitman-
Yor process (Pitman and Yor, 1997; Teh, 2006),
which is a generalization of the Dirichlet process
prior used in previous research. It is expressed as

θt ∼PY (d, s, Pbase) (2)

where d is the discount parameter, s is the strength
parameter, and Pbase is the base measure. The dis-
count d is subtracted from observed counts, and
when it is given a large value (close to one), less
frequent phrase pairs will be given lower relative
probability than more common phrase pairs. The
strength s controls the overall sparseness of the dis-
tribution, and when it is given a small value the dis-
tribution will be sparse. Pbase is the prior probability
of generating a particular phrase pair, which we de-
scribe in more detail in the following section.

Non-parametric priors are well suited for mod-
eling the phrase distribution because every time a
phrase is generated by the model, it is “memorized”
and given higher probability. Because of this, com-
mon phrase pairs are more likely to be re-used (the
rich-get-richer effect), which results in the induc-
tion of phrase tables with fewer, but more helpful
phrases. It is important to note that only phrases
generated by Pt are actually memorized and given
higher probability by the model. In FLAT, only min-
imal phrases generated after Px outputs the terminal
symbol TERM are generated from Pt, and thus only
minimal phrases are memorized by the model.

While the Dirichlet process is simply the Pitman-
Yor process with d = 0, it has been shown that the
discount parameter allows for more effective mod-
eling of the long-tailed distributions that are often
found in natural language (Teh, 2006). We con-
firmed in preliminary experiments (using the data
described in Section 7) that the Pitman-Yor process
with automatically adjusted parameters results in su-
perior alignment results, outperforming the sparse
Dirichlet process priors used in previous research2.
The average gain across all data sets was approxi-
mately 0.8 BLEU points.

1The value of α had little effect on the results, so we arbi-
trarily set α = 1.

2We put weak priors on s (Gamma(α = 2, β = 1)) and
d (Beta(α = 2, β = 2)) for the Pitman-Yor process, and set
α = 1−10 for the Dirichlet process.

3.2 Base Measure
Pbase in Equation (2) indicates the prior probability
of phrase pairs according to the model. By choosing
this probability appropriately, we can incorporate
prior knowledge of what phrases tend to be aligned
to each other. We calculate Pbase by first choosing
whether to generate an unaligned phrase pair (where
|e| = 0 or |f | = 0) according to a fixed probabil-
ity pu

3, then generating from Pba for aligned phrase
pairs, or Pbu for unaligned phrase pairs.

For Pba, we adopt a base measure similar to that
used by DeNero et al. (2008):

Pba(〈e, f〉) =M0(〈e, f〉)Ppois(|e|; λ)Ppois(|f |; λ)

M0(〈e, f〉) =(Pm1(f |e)Puni(e)Pm1(e|f)Puni(f))
1
2 .

Ppois is the Poisson distribution with the average
length parameter λ. As long phrases lead to spar-
sity, we set λ to a relatively small value to allow
us to bias against overly long phrases4. Pm1 is the
word-based Model 1 (Brown et al., 1993) probabil-
ity of one phrase given the other, which incorporates
word-based alignment information as prior knowl-
edge in the phrase translation probability. We take
the geometric mean5of the Model 1 probabilities in
both directions to encourage alignments that are sup-
ported by both models (Liang et al., 2006). It should
be noted that while Model 1 probabilities are used,
they are only soft constraints, compared with the
hard constraint of choosing a single word alignment
used in most previous phrase extraction approaches.

For Pbu, if g is the non-null phrase in e and f , we
calculate the probability as follows:

Pbu(〈e, f〉) = Puni(g)Ppois(|g|;λ)/2.

Note that Pbu is divided by 2 as the probability is
considering null alignments in both directions.

4 Hierarchical ITG Model

While in FLAT only minimal phrases were memo-
rized by the model, as DeNero et al. (2008) note

3We choose 10−2, 10−3, or 10−10 based on which value
gave the best accuracy on the development set.

4We tune λ to 1, 0.1, or 0.01 based on which value gives the
best performance on the development set.

5The probabilities of the geometric mean do not add to one,
but we found empirically that even when left unnormalized, this
provided much better results than the using the arithmetic mean,
which is more theoretically correct.
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and we confirm in the experiments in Section 7, us-
ing only minimal phrases leads to inferior transla-
tion results for phrase-based SMT. Because of this,
previous research has combined FLAT with heuris-
tic phrase extraction, which exhaustively combines
all adjacent phrases permitted by the word align-
ments (Och et al., 1999). We propose an alterna-
tive, fully statistical approach that directly models
phrases at multiple granularities, which we will refer
to as HIER. By doing so, we are able to do away with
heuristic phrase extraction, creating a fully proba-
bilistic model for phrase probabilities that still yields
competitive results.

Similarly to FLAT, HIER assigns a probability
Phier(〈e, f〉; θx, θt) to phrase pairs, and is parame-
terized by a phrase table θt and a symbol distribu-
tion θx. The main difference from the generative
story of the traditional ITG model is that symbols
and phrase pairs are generated in the opposite order.
While FLAT first generates branches of the derivation
tree using Px, then generates leaves using the phrase
distribution Pt, HIER first attempts to generate the
full sentence as a single phrase from Pt, then falls
back to ITG-style derivations to cope with sparsity.
We allow for this within the Bayesian ITG context
by defining a new base measure Pdac (“divide-and-
conquer”) to replace Pbase in Equation (2), resulting
in the following distribution for θt.

θt ∼ PY (d, s, Pdac) (3)

Pdac essentially breaks the generation of a sin-
gle longer phrase into two generations of shorter
phrases, allowing even phrase pairs for which
c(〈e, f〉) = 0 to be given some probability. The
generative process of Pdac, similar to that of Pflat

from the previous section, is as follows:

1. Generate symbol x from Px(x; θx). x can take
the values BASE, REG, or INV.

2. According to x take the following actions.

(a) If x = BASE, generate a new phrase pair
directly from Pbase of Section 3.2.

(b) If x = REG, generate 〈e1, f1〉 and 〈e2, f2〉
from Phier, and concatenate them into a
single phrase pair 〈e1e2, f1f2〉.

Figure 1: A word alignment (a), and its derivations ac-
cording to FLAT (b), and HIER (c). Solid and dotted lines
indicate minimal and non-minimal pairs respectively, and
phrases are written under their corresponding instance of
Pt. The pair hate/coûte is generated from Pbase.

(c) If x = INV, follow the same process as
(b), but concatenate f1 and f2 in reverse
order 〈e1e2, f2f1〉.

A comparison of derivation trees for FLAT and
HIER is shown in Figure 1. As previously de-
scribed, FLAT first generates from the symbol dis-
tribution Px, then from the phrase distribution Pt,
while HIER generates directly from Pt, which falls
back to divide-and-conquer based on Px when nec-
essary. It can be seen that while Pt in FLAT only gen-
erates minimal phrases, Pt in HIER generates (and
thus memorizes) phrases at all levels of granularity.

4.1 Length-based Parameter Tuning
There are still two problems with HIER, one theo-
retical, and one practical. Theoretically, HIER con-
tains itself as its base measure, and stochastic pro-
cess models that include themselves as base mea-
sures are deficient, as noted in Cohen et al. (2010).
Practically, while the Pitman-Yor process in HIER

shares the parameters s and d over all phrase pairs in
the model, long phrase pairs are much more sparse
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Figure 2: Learned discount values by phrase pair length.

than short phrase pairs, and thus it is desirable to
appropriately adjust the parameters of Equation (2)
according to phrase pair length.

In order to solve these problems, we reformulate
the model so that each phrase length l = |f |+|e| has
its own phrase parameters θt,l and symbol parame-
ters θx,l, which are given separate priors:

θt,l ∼ PY (s, d, Pdac,l)

θx,l ∼ Dirichlet(α)

We will call this model HLEN.
The generative story is largely similar to HIER

with a few minor changes. When we generate a sen-
tence, we first choose its length l according to a uni-
form distribution over all possible sentence lengths

l ∼ Uniform(1, L),

where L is the size |e| + |f | of the longest sentence
in the corpus. We then generate a phrase pair from
the probability Pt,l(〈e, f〉) for length l. The base
measure for HLEN is identical to that of HIER, with
one minor change: when we fall back to two shorter
phrases, we choose the length of the left phrase from
ll ∼ Uniform(1, l − 1), set the length of the right
phrase to lr = l−ll, and generate the smaller phrases
from Pt,ll and Pt,lr respectively.

It can be seen that phrases at each length are gen-
erated from different distributions, and thus the pa-
rameters for the Pitman-Yor process will be differ-
ent for each distribution. Further, as ll and lr must
be smaller than l, Pt,l no longer contains itself as a
base measure, and is thus not deficient.

An example of the actual discount values learned
in one of the experiments described in Section 7
is shown in Figure 2. It can be seen that, as ex-
pected, the discounts for short phrases are lower than

those of long phrases. In particular, phrase pairs of
length up to six (for example, |e| = 3, |f | = 3) are
given discounts of nearly zero while larger phrases
are more heavily discounted. We conjecture that this
is related to the observation by Koehn et al. (2003)
that using phrases where max(|e|, |f |) ≤ 3 cause
significant improvements in BLEU score, while us-
ing larger phrases results in diminishing returns.

4.2 Implementation

Previous research has used a variety of sampling
methods to learn Bayesian phrase based alignment
models (DeNero et al., 2008; Blunsom et al., 2009;
Blunsom and Cohn, 2010). All of these techniques
are applicable to the proposed model, but we choose
to apply the sentence-based blocked sampling of
Blunsom and Cohn (2010), which has desirable con-
vergence properties compared to sampling single
alignments. As exhaustive sampling is too slow for
practical purpose, we adopt the beam search algo-
rithm of Saers et al. (2009), and use a probability
beam, trimming spans where the probability is at
least 1010 times smaller than that of the best hypoth-
esis in the bucket.

One important implementation detail that is dif-
ferent from previous models is the management of
phrase counts. As a phrase pair ta may have been
generated from two smaller component phrases tb
and tc, when a sample containing ta is removed from
the distribution, it may also be necessary to decre-
ment the counts of tb and tc as well. The Chinese
Restaurant Process representation of Pt (Teh, 2006)
lends itself to a natural and easily implementable so-
lution to this problem. For each table representing a
phrase pair ta, we maintain not only the number of
customers sitting at the table, but also the identities
of phrases tb and tc that were originally used when
generating the table. When the count of the table
ta is reduced to zero and the table is removed, the
counts of tb and tc are also decremented.

5 Phrase Extraction

In this section, we describe both traditional heuris-
tic phrase extraction, and the proposed model-based
extraction method.
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Figure 3: The phrase, block, and word alignments used
in heuristic phrase extraction.

5.1 Heuristic Phrase Extraction

The traditional method for heuristic phrase extrac-
tion from word alignments exhaustively enumerates
all phrases up to a certain length consistent with the
alignment (Och et al., 1999). Five features are used
in the phrase table: the conditional phrase proba-
bilities in both directions estimated using maximum
likelihood Pml(f |e) and Pml(e|f), lexical weight-
ing probabilities (Koehn et al., 2003), and a fixed
penalty for each phrase. We will call this heuristic
extraction from word alignments HEUR-W. These
word alignments can be acquired through the stan-
dard GIZA++ training regimen.

We use the combination of our ITG-based align-
ment with traditional heuristic phrase extraction as
a second baseline. An example of these alignments
is shown in Figure 3. In model HEUR-P, minimal
phrases generated from Pt are treated as aligned, and
we perform phrase extraction on these alignments.
However, as the proposed models tend to align rel-
atively large phrases, we also use two other tech-
niques to create smaller alignment chunks that pre-
vent sparsity. We perform regular sampling of the
trees, but if we reach a minimal phrase generated
from Pt, we continue traveling down the tree un-
til we reach either a one-to-many alignment, which
we will call HEUR-B as it creates alignments simi-
lar to the block ITG, or an at-most-one alignment,
which we will call HEUR-W as it generates word
alignments. It should be noted that forcing align-
ments smaller than the model suggests is only used
for generating alignments for use in heuristic extrac-
tion, and does not affect the training process.

5.2 Model-Based Phrase Extraction

We also propose a method for phrase table ex-
traction that directly utilizes the phrase probabil-

ities Pt(〈e, f〉). Similarly to the heuristic phrase
tables, we use conditional probabilities Pt(f |e)
and Pt(e|f), lexical weighting probabilities, and a
phrase penalty. Here, instead of using maximum
likelihood, we calculate conditional probabilities di-
rectly from Pt probabilities:

Pt(f |e) = Pt(〈e, f〉)/
∑

{f̃ :c(〈e,f̃〉)≥1}

Pt(〈e, f̃〉)

Pt(e|f) = Pt(〈e, f〉)/
∑

{ẽ:c(〈ẽ,f〉)≥1}

Pt(〈ẽ, f〉).

To limit phrase table size, we include only phrase
pairs that are aligned at least once in the sample.

We also include two more features: the phrase
pair joint probability Pt(〈e, f〉), and the average
posterior probability of each span that generated
〈e, f〉 as computed by the inside-outside algorithm
during training. We use the span probability as it
gives a hint about the reliability of the phrase pair. It
will be high for common phrase pairs that are gen-
erated directly from the model, and also for phrases
that, while not directly included in the model, are
composed of two high probability child phrases.

It should be noted that while for FLAT and HIER Pt

can be used directly, as HLEN learns separate models
for each length, we must combine these probabilities
into a single value. We do this by setting

Pt(〈e, f〉) = Pt,l(〈e, f〉)c(l)/
L∑

l̃=1

c(l̃)

for every phrase pair, where l = |e|+ |f | and c(l) is
the number of phrases of length l in the sample.

We call this model-based extraction method MOD.

5.3 Sample Combination

As has been noted in previous works, (Koehn et al.,
2003; DeNero et al., 2006) exhaustive phrase extrac-
tion tends to out-perform approaches that use syn-
tax or generative models to limit phrase boundaries.
DeNero et al. (2006) state that this is because gen-
erative models choose only a single phrase segmen-
tation, and thus throw away many good phrase pairs
that are in conflict with this segmentation.

Luckily, in the Bayesian framework it is simple to
overcome this problem by combining phrase tables
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from multiple samples. This is equivalent to approx-
imating the integral over various parameter configu-
rations in Equation (1). In MOD, we do this by taking
the average of the joint probability and span prob-
ability features, and re-calculating the conditional
probabilities from the averaged joint probabilities.

6 Related Work

In addition to the previously mentioned phrase
alignment techniques, there has also been a signif-
icant body of work on phrase extraction (Moore and
Quirk (2007), Johnson et al. (2007a), inter alia).
DeNero and Klein (2010) presented the first work
on joint phrase alignment and extraction at multiple
levels. While they take a supervised approach based
on discriminative methods, we present a fully unsu-
pervised generative model.

A generative probabilistic model where longer
units are built through the binary combination of
shorter units was proposed by de Marcken (1996) for
monolingual word segmentation using the minimum
description length (MDL) framework. Our work dif-
fers in that it uses Bayesian techniques instead of
MDL, and works on two languages, not one.

Adaptor grammars, models in which non-
terminals memorize subtrees that lie below them,
have been used for word segmentation or other
monolingual tasks (Johnson et al., 2007b). The pro-
posed method could be thought of as synchronous
adaptor grammars over two languages. However,
adaptor grammars have generally been used to spec-
ify only two or a few levels as in the FLAT model in
this paper, as opposed to recursive models such as
HIER or many-leveled models such as HLEN. One
exception is the variational inference method for
adaptor grammars presented by Cohen et al. (2010)
that is applicable to recursive grammars such as
HIER. We plan to examine variational inference for
the proposed models in future work.

7 Experimental Evaluation

We evaluate the proposed method on translation
tasks from four languages, French, German, Span-
ish, and Japanese, into English.

de-en es-en fr-en ja-en
TM (en) 1.80M 1.62M 1.35M 2.38M
TM (other) 1.85M 1.82M 1.56M 2.78M
LM (en) 52.7M 52.7M 52.7M 44.7M
Tune (en ) 49.8k 49.8k 49.8k 68.9k
Tune (other) 47.2k 52.6k 55.4k 80.4k
Test (en) 65.6k 65.6k 65.6k 40.4k
Test (other) 62.7k 68.1k 72.6k 48.7k

Table 1: The number of words in each corpus for TM and
LM training, tuning, and testing.

7.1 Experimental Setup

The data for French, German, and Spanish are from
the 2010 Workshop on Statistical Machine Transla-
tion (Callison-Burch et al., 2010). We use the news
commentary corpus for training the TM, and the
news commentary and Europarl corpora for training
the LM. For Japanese, we use data from the NTCIR
patent translation task (Fujii et al., 2008). We use
the first 100k sentences of the parallel corpus for the
TM, and the whole parallel corpus for the LM. De-
tails of both corpora can be found in Table 1. Cor-
pora are tokenized, lower-cased, and sentences of
over 40 words on either side are removed for TM
training. For both tasks, we perform weight tuning
and testing on specified development and test sets.

We compare the accuracy of our proposed method
of joint phrase alignment and extraction using the
FLAT, HIER and HLEN models, with a baseline of
using word alignments from GIZA++ and heuris-
tic phrase extraction. Decoding is performed using
Moses (Koehn and others, 2007) using the phrase
tables learned by each method under consideration,
as well as standard bidirectional lexical reordering
probabilities (Koehn et al., 2005). Maximum phrase
length is limited to 7 in all models, and for the LM
we use an interpolated Kneser-Ney 5-gram model.

For GIZA++, we use the standard training reg-
imen up to Model 4, and combine alignments
with grow-diag-final-and. For the proposed
models, we train for 100 iterations, and use the final
sample acquired at the end of the training process for
our experiments using a single sample6. In addition,

6For most models, while likelihood continued to increase
gradually for all 100 iterations, BLEU score gains plateaued af-
ter 5-10 iterations, likely due to the strong prior information
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de-en es-en fr-en ja-en
Align Extract # Samp. BLEU Size BLEU Size BLEU Size BLEU Size

GIZA++ HEUR-W 1 16.62 4.91M 22.00 4.30M 21.35 4.01M 23.20 4.22M
FLAT MOD 1 13.48 136k 19.15 125k 17.97 117k 16.10 89.7k
HIER MOD 1 16.58 1.02M 21.79 859k 21.50 751k 23.23 723k
HLEN MOD 1 16.49 1.17M 21.57 930k 21.31 860k 23.19 820k
HIER MOD 10 16.53 3.44M 21.84 2.56M 21.57 2.63M 23.12 2.21M
HLEN MOD 10 16.51 3.74M 21.69 3.00M 21.53 3.09M 23.20 2.70M

Table 2: BLEU score and phrase table size by alignment method, extraction method, and samples combined. Bold
numbers are not significantly different from the best result according to the sign test (p < 0.05) (Collins et al., 2005).

we also try averaging the phrase tables from the last
ten samples as described in Section 5.3.

7.2 Experimental Results

The results for these experiments can be found in Ta-
ble 2. From these results we can see that when using
a single sample, the combination of using HIER and
model probabilities achieves results approximately
equal to GIZA++ and heuristic phrase extraction.
This is the first reported result in which an unsu-
pervised phrase alignment model has built a phrase
table directly from model probabilities and achieved
results that compare to heuristic phrase extraction. It
can also be seen that the phrase table created by the
proposed method is approximately 5 times smaller
than that obtained by the traditional pipeline.

In addition, HIER significantly outperforms FLAT

when using the model probabilities. This confirms
that phrase tables containing only minimal phrases
are not able to achieve results that compete with
phrase tables that use multiple granularities.

Somewhat surprisingly, HLEN consistently
slightly underperforms HIER. This indicates
potential gains to be provided by length-based
parameter tuning were outweighed by losses due
to the increased complexity of the model. In
particular, we believe the necessity to combine
probabilities from multiple Pt,l models into a single
phrase table may have resulted in a distortion of the
phrase probabilities. In addition, the assumption
that phrase lengths are generated from a uniform
distribution is likely too strong, and further gains
provided by Pbase. As iterations took 1.3 hours on a single
processor, good translation results can be achieved in approxi-
mately 13 hours, which could further reduced using distributed
sampling (Newman et al., 2009; Blunsom et al., 2009).

FLAT HIER

MOD 17.97 117k 21.50 751k
HEUR-W 21.52 5.65M 21.68 5.39M
HEUR-B 21.45 4.93M 21.41 2.61M
HEUR-P 21.56 4.88M 21.47 1.62M

Table 3: Translation results and phrase table size for var-
ious phrase extraction techniques (French-English).

could likely be achieved by more accurate modeling
of phrase lengths. We leave further adjustments to
the HLEN model to future work.

It can also be seen that combining phrase tables
from multiple samples improved the BLEU score
for HLEN, but not for HIER. This suggests that for
HIER, most of the useful phrase pairs discovered by
the model are included in every iteration, and the in-
creased recall obtained by combining multiple sam-
ples does not consistently outweigh the increased
confusion caused by the larger phrase table.

We also evaluated the effectiveness of model-
based phrase extraction compared to heuristic phrase
extraction. Using the alignments from HIER, we cre-
ated phrase tables using model probabilities (MOD),
and heuristic extraction on words (HEUR-W), blocks
(HEUR-B), and minimal phrases (HEUR-P) as de-
scribed in Section 5. The results of these ex-
periments are shown in Table 3. It can be seen
that model-based phrase extraction using HIER out-
performs or insignificantly underperforms heuris-
tic phrase extraction over all experimental settings,
while keeping the phrase table to a fraction of the
size of most heuristic extraction methods.

Finally, we varied the size of the parallel corpus
for the Japanese-English task from 50k to 400k sen-
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Figure 4: The effect of corpus size on the accuracy (a) and
phrase table size (b) for each method (Japanese-English).

tences and measured the effect of corpus size on
translation accuracy. From the results in Figure 4
(a), it can be seen that at all corpus sizes, the re-
sults from all three methods are comparable, with
insignificant differences between GIZA++ and HIER

at all levels, and HLEN lagging slightly behind HIER.
Figure 4 (b) shows the size of the phrase table in-
duced by each method over the various corpus sizes.
It can be seen that the tables created by GIZA++ are
significantly larger at all corpus sizes, with the dif-
ference being particularly pronounced at larger cor-
pus sizes.

8 Conclusion

In this paper, we presented a novel approach to joint
phrase alignment and extraction through a hierar-
chical model using non-parametric Bayesian meth-
ods and inversion transduction grammars. Machine
translation systems using phrase tables learned di-
rectly by the proposed model were able to achieve
accuracy competitive with the traditional pipeline of
word alignment and heuristic phrase extraction, the
first such result for an unsupervised model.

For future work, we plan to refine HLEN to use
a more appropriate model of phrase length than
the uniform distribution, particularly by attempting
to bias against phrase pairs where one of the two
phrases is much longer than the other. In addition,
we will test probabilities learned using the proposed
model with an ITG-based decoder. We will also ex-
amine the applicability of the proposed model in the
context of hierarchical phrases (Chiang, 2007), or
in alignment using syntactic structure (Galley et al.,
2006). It is also worth examining the plausibility
of variational inference as proposed by Cohen et al.
(2010) in the alignment context.
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Abstract

While it is generally accepted that many trans-
lation phenomena are correlated with linguis-
tic structures, employing linguistic syntax for
translation has proven a highly non-trivial
task. The key assumption behind many ap-
proaches is that translation is guided by the
source and/or target language parse, employ-
ing rules extracted from the parse tree or
performing tree transformations. These ap-
proaches enforce strict constraints and might
overlook important translation phenomena
that cross linguistic constituents. We propose
a novel flexible modelling approach to intro-
duce linguistic information of varying gran-
ularity from the source side. Our method
induces joint probability synchronous gram-
mars and estimates their parameters, by select-
ing and weighing together linguistically moti-
vated rules according to an objective function
directly targeting generalisation over future
data. We obtain statistically significant im-
provements across 4 different language pairs
with English as source, mounting up to +1.92
BLEU for Chinese as target.

1 Introduction

Recent advances in Statistical Machine Translation
(SMT) are widely centred around two concepts:
(a) hierarchical translation processes, frequently
employing Synchronous Context Free Grammars
(SCFGs) and (b) transduction or synchronous
rewrite processes over a linguistic syntactic tree.
SCFGs in the form of the Inversion-Transduction
Grammar (ITG) were first introduced by (Wu, 1997)
as a formalism to recursively describe the trans-
lation process. The Hiero system (Chiang, 2005)

utilised an ITG-flavour which focused on hierarchi-
cal phrase-pairs to capture context-driven translation
and reordering patterns with ‘gaps’, offering com-
petitive performance particularly for language pairs
with extensive reordering. As Hiero uses a single
non-terminal and concentrates on overcoming trans-
lation lexicon sparsity, it barely explores the recur-
sive nature of translation past the lexical level. Nev-
ertheless, the successful employment of SCFGs for
phrase-based SMT brought translation models as-
suming latent syntactic structure to the spotlight.

Simultaneously, mounting efforts have been di-
rected towards SMT models employing linguistic
syntax on the source side (Yamada and Knight,
2001; Quirk et al., 2005; Liu et al., 2006), target
side (Galley et al., 2004; Galley et al., 2006) or both
(Zhang et al., 2008; Liu et al., 2009; Chiang, 2010).
Hierarchical translation was combined with target
side linguistic annotation in (Zollmann and Venu-
gopal, 2006). Interestingly, early on (Koehn et al.,
2003) exemplified the difficulties of integrating lin-
guistic information in translation systems. Syntax-
based MT often suffers from inadequate constraints
in the translation rules extracted, or from striving to
combine these rules together towards a full deriva-
tion. Recent research tries to address these issues,
by re-structuring training data parse trees to bet-
ter suit syntax-based SMT training (Wang et al.,
2010), or by moving from linguistically motivated
synchronous grammars to systems where linguistic
plausibility of the translation is assessed through ad-
ditional features in a phrase-based system (Venu-
gopal et al., 2009; Chiang et al., 2009), obscuring
the impact of higher level syntactic processes.

While it is assumed that linguistic structure does
correlate with some translation phenomena, in this
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work we do not employ it as the backbone of trans-
lation. In place of linguistically constrained trans-
lation imposing syntactic parse structure, we opt for
linguistically motivated translation. We learn latent
hierarchical structure, taking advantage of linguistic
annotations but shaped and trained for translation.

We start by labelling each phrase-pair span in the
word-aligned training data with multiple linguisti-
cally motivated categories, offering multi-grained
abstractions from its lexical content. These phrase-
pair label charts are the input of our learning al-
gorithm, which extracts the linguistically motivated
rules and estimates the probabilities for a stochastic
SCFG, without arbitrary constraints such as phrase
or span sizes. Estimating such grammars under
a Maximum Likelihood criterion is known to be
plagued by strong overfitting leading to degener-
ate estimates (DeNero et al., 2006). In contrast,
our learning objective not only avoids overfitting
the training data but, most importantly, learns joint
stochastic synchronous grammars which directly
aim at generalisation towards yet unseen instances.

By advancing from structures which mimic lin-
guistic syntax, to learning linguistically aware latent
recursive structures targeting translation, we achieve
significant improvements in translation quality for 4
different language pairs in comparison with a strong
hierarchical translation baseline.

Our key contributions are presented in the fol-
lowing sections. Section 2 discusses the weak in-
dependence assumptions of SCFGs and introduces
a joint translation model which addresses these is-
sues and separates hierarchical translation structure
from phrase-pair emission. In section 3 we consider
a chart over phrase-pair spans filled with source-
language linguistically motivated labels. We show
how we can employ this crucial input to extract and
train a hierarchical translation structure model with
millions of rules. Section 4 demonstrates decoding
with the model by constraining derivations to lin-
guistic hints of the source sentence and presents our
empirical results. We close with a discussion of re-
lated work and our conclusions.

2 Joint Translation Model

Our model is based on a probabilistic Synchronous
CFG (Wu, 1997; Chiang, 2005). SCFGs define a

SBAR → [WHNP SBAR\WHNP] (a)

SBAR\WHNP → 〈VP/NPL NPR〉 (b)

NPR → [NP PP] (c)

WHNP → WHNPP (d)

WHNPP → which / der (e)

VP/NPL → VP/NPL
P (f)

VP/NPL
P → is / ist (g)

NPR → NPR
P (h)

NPR
P → the solution / die Lösung (i)

NP → NPP (j)

NPP → the solution / die Lösung (k)

PP → PPP (l)

PPP → to the problem / für das Problem (m)

Figure 1: English-German SCFG rules for the relative
clause(s) ‘which is the solution (to the problem) / der die
Lösung (für das Problem) ist’, [ ] signify monotone trans-
lation, 〈 〉 a swap reordering.

language over string pairs, which are generated be-
ginning from a start symbol S and recursively ex-
panding pairs of linked non-terminals across the two
strings using the grammar’s rule set. By crossing the
links between the non-terminals of the two sides re-
ordering phenomena are captured. We employ bi-
nary SCFGs, i.e. grammars with a maximum of two
non-terminals on the right-hand side. Also, for this
work we only used grammars with either purely lexi-
cal or purely abstract rules involving one or two non-
terminal pairs. An example can be seen in Figure 1,
using an ITG-style notation and assuming the same
non-terminal labels for both sides.

We utilise probabilistic SCFGs, where each rule
is assigned a conditional probability of expanding
the left-hand side symbol with the rule’s right-hand
side. Phrase-pairs are emitted jointly and the over-
all probabilistic SCFG is a joint model over parallel
strings.

2.1 SCFG Reordering Weaknesses

An interesting feature of all probabilistic SCFGs
(i.e. not only binary ones), which has received sur-
prisingly little attention, is that the reordering pat-
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tern between the non-terminal pairs (or in the case
of ITGs the choice between monotone and swap ex-
pansion) are not conditioned on any other part of a
derivation. The result is that, the reordering pattern
with the highest probability will always be preferred
(e.g. in the Viterbi derivation) over the rest, irre-
spective of lexical or abstract context. As an ex-
ample, a probabilistic SCFG will always assign a
higher probability to derivations swapping or mono-
tonically translating nouns and adjectives between
English and French, only depending on which of the
two rules NP → [NN JJ ], NP → 〈NN JJ〉
has a higher probability. The rest of the (sometimes
thousands of) rule-specific features usually added to
SCFG translation models do not directly help either,
leaving reordering decisions disconnected from the
rest of the derivation.

While in a decoder this is somehow mitigated by
the use of a language model, we believe that the
weakness of straightforward applications of SCFGs
to model reordering structure at the sentence level
misses a chance to learn this crucial part of the
translation process during grammar induction. As
(Mylonakis and Sima’an, 2010) note, ‘plain’ SCFGs
seem to perform worse than the grammars described
next, mainly due to wrong long-range reordering de-
cisions for which the language model can hardly
help.

2.2 Hierarchical Reordering SCFG

We address the weaknesses mentioned above by re-
lying on an SCFG grammar design that is similar to
the ‘Lexicalised Reordering’ grammar of (Mylon-
akis and Sima’an, 2010). As in the rules of Fig-
ure 1, we separate non-terminals according to the
reordering patterns in which they participate. Non-
terminals such as BL, CR take part only in swap-
ping right-hand sides 〈BL CR〉 (with BL swap-
ping from the source side’s left to the target side’s
right, CR swapping in the opposite direction), while
non-terminals such as B, C take part solely in mono-
tone right-hand side expansions [B C]. These non-
terminal categories can appear also on the left-hand
side of a rule, as in rule (c) of Figure 1.

In contrast with (Mylonakis and Sima’an, 2010),
monotone and swapping non-terminals do not emit
phrase-pairs themselves. Rather, each non-terminal
NT is expanded to a dedicated phrase-pair emit-

A → [B C] A → 〈BL CR〉
AL → [B C] AL → 〈BL CR〉
AR → [B C] AR → 〈BL CR〉

A → AP AP → α / β

AL → AL
P AL

P → α / β

AR → AR
P AR

P → α / β

Figure 2: Recursive Reordering Grammar rule cate-
gories; A, B, C non-terminals; α, β source and target
strings respectively.

ting non-terminal NTP, which generates all phrase-
pairs for it and nothing more. In this way, the pref-
erence of non-terminals to either expand towards
a (long) phrase-pair or be further analysed recur-
sively is explicitly modelled. Furthermore, this set
of pre-terminals allows us to separate the higher or-
der translation structure from the process that emits
phrase-pairs, a feature we employ next.

In (Mylonakis and Sima’an, 2010) this grammar
design mainly contributed to model lexical reorder-
ing preferences. While we retain this function, for
the rich linguistically-motivated grammars used in
this work this design effectively propagates reorder-
ing preferences above and below the current rule ap-
plication (e.g. Figure 1, rules (a)-(c)), allowing to
learn and apply complex reordering patterns.

The different types of grammar rules are sum-
marised in abstract form in Figure 2. We will subse-
quently refer to this grammar structure as Hierarchi-
cal Reordering SCFG (HR-SCFG).

2.3 Generative Model

We arrive at a probabilistic SCFG model which
jointly generates source e and target f strings, by
augmenting each grammar rule with a probability,
summing up to one for every left-hand side. The
probability of a derivation D of tuple 〈e, f〉 begin-
ning from start symbol S is equal to the product of
the probabilities of the rules used to recursively gen-
erate it.

We separate the structural part of the derivation
D, down to the pre-terminals NTP, from the phrase-
emission part. The grammar rules pertaining to the
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X, SBAR, WHNP+VP, WHNP+VBZ+NP
X, VBZ+NP, VP, SBAR\WHNP

X, SBAR/NN, WHNP+VBZ+DT
X, VBZ+DT, VP/NN

X, WHNP+VBZ, X, NP,
SBAR/NP VP\VBZ

X, WHNP, X, VBZ, X, DT, X, NN,
SBAR/VP VP/NP NP/NN NP\DT

which is the problem

Figure 3: The label chart for the source fragment ‘which
is the problem’. Only a sample of the entries is listed.

structural part and their associated probabilities de-
fine a model p(σ) over the latent variable σ de-
termining the recursive, reordering and phrase-pair
segmenting structure of translation, as in Figure 4.
Given σ, the phrase-pair emission part merely gener-
ates the phrase-pairs utilising distributions from ev-
ery NTP to the phrase-pairs that it covers, thereby
defining a model over all sentence-pairs generated
given each translation structure. The probabilities of
a derivation and of a sentence-pair are then as fol-
lows:

p(D) =p(σ)p(e, f |σ) (1)

p(e, f) =
∑

D:D
∗⇒〈e,f〉

p(D) (2)

By splitting the joint model in a hierarchical struc-
ture model and a lexical emission one we facilitate
estimating the two models separately. The following
section discusses this.

3 Learning Translation Structure

3.1 Phrase-Pair Label Chart
The input to our learning algorithm is a word-
aligned parallel corpus. We consider as phrase-
pair spans those that obey the word-alignment con-
straints of (Koehn et al., 2003). For every train-
ing sentence-pair, we also input a chart containing
one or more labels for every synchronous span, such
as that of Figure 3. Each label describes differ-
ent properties of the phrase pair (syntactic, semantic
etc.), possibly in relation to its context, or supply-
ing varying levels of abstraction (phrase-pair, deter-
miner with noun, noun-phrase, sentence etc.). We
aim to induce a recursive translation structure ex-
plaining the joint generation of the source and target

sentence taking advantage of these phrase-pair span
labels.

For this work we employ the linguistically mo-
tivated labels of (Zollmann and Venugopal, 2006),
albeit for the source language. Given a parse of the
source sentence, each span is assigned the following
kind of labels:

Phrase-Pair All phrase-pairs are assigned the X
label

Constituent Source phrase is a constituent A

Concatenation of Constituents Source phrase la-
belled A+B as a concatenation of constituents A and
B, similarly for 3 constituents.

Partial Constituents Categorial grammar (Bar-
Hillel, 1953) inspired labels A/B, A\B, indicating
a partial constituent A missing constituent B right or
left respectively.

An important point is that we assign all applica-
ble labels to every span. In this way, each label set
captures the features of the source side’s parse-tree
without being bounded by the actual parse structure,
as well as provides a coarse to fine-grained view of
the source phrase.

3.2 Grammar Extraction

From every word-aligned sentence-pair and its la-
bel chart, we extract SCFG rules as those of Figure
2. Binary rules are extracted from adjoining syn-
chronous spans up to the whole sentence-pair level,
with the non-terminals of both left and right-hand
side derived from the label names plus their reorder-
ing function (monotone, left/right swapping) in the
span examined. A single unary rule per non-terminal
NT generates the phrase-pair emitting NTP. Unary
rules NTP → α / β generating the phrase-pair are
created for all the labels covering it.

While we label the phrase-pairs similarly to (Zoll-
mann and Venugopal, 2006), the extracted grammar
is rather different. We do not employ rules that are
grounded to lexical context (‘gap’ rules), relying in-
stead on the reordering-aware non-terminal set and
related unary and binary rules. The result is a gram-
mar which can both capture a rich array of trans-
lation phenomena based on linguistic and lexical
grounds and explicitly model the balance between
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SBAR

WHNP

WHNPP

which
der

< SBAR\WHNP >

VP/NPL

VP/NPL
P

is
ist

NPR

NP

NPP

the solution
die Lösung

PP

PPP

to the problem
für das Problem

Figure 4: A derivation of a sentence fragment with the
grammar of Figure 1.

memorising long phrase-pairs and generalising over
yet unseen ones, as shown in the next example.

The derivation in Figure 4 illustrates some of the
formalism’s features. A preference to reorder based
on lexical content is applied for is / ist. Noun phrase
NPR is recursively constructed with a preference to
constitute the right branch of an order swapping non-
terminal expansion. This is matched with VP/NPL

which reorders in the opposite direction. The labels
VP/NP and SBAR\WHNP allow linguistic syntax
context to influence the lexical and reordering trans-
lation choices. Crucially, all these lexical, attach-
ment and reordering preferences (as encoded in the
model’s rules and probabilities) must be matched to-
gether to arrive at the analysis in Figure 4.

3.3 Parameter Estimation

We estimate the parameters for the phrase-emission
model p(e, f |σ) using Relative Frequency Estima-
tion (RFE) on the label charts induced for the train-
ing sentence-pairs, after the labels have been aug-
mented by the reordering indications. In the RFE
estimate, every rule NTP → α / β receives a prob-
ability in proportion with the times that α / β was
covered by the NT label.

On the other hand, estimating the parameters un-
der Maximum-Likelihood Estimation (MLE) for the
latent translation structure model p(σ) is bound to
overfit towards memorising whole sentence-pairs as
discussed in (Mylonakis and Sima’an, 2010), with
the resulting grammar estimate not being able to

generalise past the training data. However, apart
from overfitting towards long phrase-pairs, a gram-
mar with millions of structural rules is also liable to
overfit towards degenerate latent structures which,
while fitting the training data well, have limited ap-
plicability to unseen sentences.

We avoid both pitfalls by estimating the grammar
probabilities with the Cross-Validating Expectation-
Maximization algorithm (CV-EM) (Mylonakis and
Sima’an, 2008; Mylonakis and Sima’an, 2010). CV-
EM is a cross-validating instance of the well known
EM algorithm (Dempster et al., 1977). It works it-
eratively on a partition of the training data, climb-
ing the likelihood of the training data while cross-
validating the latent variable values, considering for
every training data point only those which can be
produced by models built from the rest of the data
excluding the current part. As a result, the estima-
tion process simulates maximising future data likeli-
hood, using the training data to directly aim towards
strong generalisation of the estimate.

For our probabilistic SCFG-based translation
structure variable σ, implementing CV-EM boils
down to a synchronous version of the Inside-Outside
algorithm, modified to enforce the CV criterion. In
this way we arrive at cross-validated ML estimate of
the σ parameters while keeping the phrase-emission
parameters of p(e, f |σ) fixed. The CV-criterion,
apart from avoiding overfitting, results in discarding
the structural rules which are only found in a single
part of the training corpus, leading to a more com-
pact grammar while still retaining millions of struc-
tural rules that are more hopeful to generalise.

Unravelling the joint generative process, by mod-
elling latent hierarchical structure separately from
phrase-pair emission, allows us to concentrate our
inference efforts towards the hidden, higher-level
translation mechanism.

4 Experiments

4.1 Decoding Model

The induced joint translation model can be used
to recover arg maxe p(e|f), as it is equal to
arg maxe p(e, f). We employ the induced proba-
bilistic HR-SCFG G as the backbone of a log-linear,
feature based translation model, with the derivation
probability p(D) under the grammar estimate being
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one of the features. This is augmented with a small
number n of additional smoothing features φi for
derivation rules r: (a) conditional phrase translation
probabilities, (b) lexical phrase translation probabil-
ities, (c) word generation penalty, and (d) a count
of swapping reordering operations. Features (a), (b)
and (c) are applicable to phrase-pair emission rules
and features for both translation directions are used,
while (d) is only triggered by structural rules.

These extra features assess translation quality past
the synchronous grammar derivation and learning
general reordering or word emission preferences
for the language pair. As an example, while our
probabilistic HR-SCFG maintains a separate joint
phrase-pair emission distribution per non-terminal,
the smoothing features (a) above assess the condi-
tional translation of surface phrases irrespective of
any notion of recursive translation structure.

The final feature is the language model score
for the target sentence, mounting up to the follow-
ing model used at decoding time, with the feature
weights λ trained by Minimum Error Rate Training
(MERT) (Och, 2003) on a development corpus.

p(D ∗⇒ 〈e, f〉) ∝ p(e)λlmpG(D)λG

n∏
i=1

∏
r∈D

φi(r)λi

4.2 Decoding Modifications

We use a customised version of the Joshua SCFG
decoder (Li et al., 2009) to translate, with the fol-
lowing modifications:

Source Labels Constraints As for this work the
phrase-pair labels used to extract the grammar are
based on the linguistic analysis of the source side,
we can construct the label chart for every input sen-
tence from its parse. We subsequently use it to con-
sider only derivations with synchronous spans which
are covered by non-terminals matching one of the
labels for those spans. This applies both for the non-
terminals covering phrase-pairs as well as the higher
level parts of the derivation.

In this manner we not only constrain the trans-
lation hypotheses resulting in faster decoding time,
but, more importantly, we may ground the hypothe-
ses more closely to the available linguistic informa-
tion of the source sentence. This is of particular
interest as we move up the derivation tree, where

an initial wrong choice below could propagate to-
wards hypotheses wildly diverging from the input
sentence’s linguistic annotation.

Per Non-Terminal Pruning The decoder uses a
combination of beam and cube-pruning (Huang and
Chiang, 2007). As our grammar uses non-terminals
in the hundreds of thousands, it is important not
to prune away prematurely non-terminals covering
smaller spans and to leave more options to be con-
sidered as we move up the derivation tree.

For this, for every cell in the decoder’s chart, we
keep a separate bin per non-terminal and prune to-
gether hypotheses leading to the same non-terminal
covering a cell. This allows full derivations to be
found for all input sentences, as well as avoids ag-
gressive pruning at an early stage. Given the source
label constraint discussed above, this does not in-
crease running times or memory demands consid-
erably as we allow only up to a few tens of non-
terminals per span.

Expected Counts Rule Pruning To compact the
hierarchical structure part of the grammar prior to
decoding, we prune rules that fail to accumulate
10−8 expected counts during the last CV-EM iter-
ation. For English to German, this brings the struc-
tural rules from 15M down to 1.2M. Note that we
do not prune the phrase-pair emitting rules. Over-
all, we consider this a much more informed pruning
criterion than those based on probability values (that
are not comparable across left-hand sides) or right-
hand side counts (frequent symbols need many more
expansions than a highly specialised one).

4.3 Experimental Setting & Baseline
We evaluate our method on four different lan-
guage pairs with English as the source language
and French, German, Dutch and Chinese as tar-
get. The data for the first three language pairs are
derived from parliament proceedings sourced from
the Europarl corpus (Koehn, 2005), with WMT-
07 development and test data for French and Ger-
man. The data for the English to Chinese task is
composed of parliament proceedings and news arti-
cles. For all language pairs we employ 200K and
400K sentence pairs for training, 2K for develop-
ment and 2K for testing (single reference per source
sentence). Both the baseline and our method decode
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Training English to French German Dutch Chinese
set size BLEU NIST BLEU NIST BLEU NIST BLEU NIST

200K josh-base 29.20 7.2123 18.65 5.8047 21.97 6.2469 22.34 6.5540
lts 29.43 7.2611** 19.10** 5.8714** 22.31* 6.2903* 23.67** 6.6595**

400K josh-base 29.58 7.3033 18.86 5.8818 22.25 6.2949 23.24 6.7402
lts 29.83 7.4000** 19.49** 5.9374** 22.92** 6.3727** 25.16** 6.9005**

Table 1: Experimental results for training sets of 200K and 400K sentence pairs. Statistically significant score im-
provements from the baseline at the 95% confidence level are labelled with a single star, at the 99% level with two.

with a 3-gram language model smoothed with modi-
fied Knesser-Ney discounting (Chen and Goodman,
1998), trained on around 1M sentences per target
language. The parses of the source sentences em-
ployed by our system during training and decod-
ing are created with the Charniak parser (Charniak,
2000).

We compare against a state-of-the-art hierarchi-
cal translation (Chiang, 2005) baseline, based on the
Joshua translation system under the default training
and decoding settings (josh-base). Apart of eval-
uating against a state-of-the-art system, especially
on the English-Chinese language pair, the compar-
ison has an added interesting aspect. The heuristi-
cally trained baseline takes advantage of ‘gap rules’
to reorder based on lexical context cues, but makes
very limited use of the hierarchical structure above
the lexical surface. In contrast, our method induces
a grammar with no such rules, relying on lexical
content and the strength of a higher level translation
structure instead.

4.4 Training & Decoding Details

To train our Latent Translation Structure (LTS) sys-
tem, we used the following settings. CV-EM cross-
validated on a 10-part partition of the training data
and performed 10 iterations. The structural rule
probabilities were initialised to uniform per left-
hand side.

The decoder does not employ any ‘glue grammar’
as is usual with hierarchical translation systems to
limit reordering up to a certain cut-off length. In-
stead, we rely on our LTS grammar to reorder and
construct the translation output up to the full sen-
tence length.

In summary, our system’s experimental pipeline is
as follows. All input sentences are parsed and label
charts are created from these parses. The Hierarchi-

cal Reordering SCFG is extracted and its parame-
ters are estimated employing CV-EM. The structural
rules of the estimate are pruned according to their
expected counts and smoothing features are added to
all rules. We train the feature weights under MERT
and decode with the resulting log-linear model.

The overall training and decoding setup is appeal-
ing also regarding computational demands. On an
8-core 2.3GHz system, training on 200K sentence-
pairs demands 4.5 hours while decoding runs on 25
sentences per minute.

4.5 Results

Table 1 presents the results for the baseline and our
method for the 4 language pairs, for training sets of
both 200K and 400K sentence pairs. Our system
(lts) outperforms the baseline for all 4 language
pairs for both BLEU and NIST scores, by a margin
which scales up to +1.92 BLEU points for English to
Chinese translation when training on the 400K set.
In addition, increasing the size of the training data
from 200K to 400K sentence pairs widens the per-
formance margin between the baseline and our sys-
tem, in some cases considerably. All but one of the
performance improvements are found to be statis-
tically significant (Koehn, 2004) at the 95% confi-
dence level, most of them also at the 99% level.

We selected an array of target languages of
increasing reordering complexity with English as
source. Examining the results across the target lan-
guages, LTS performance gains increase the more
challenging the sentence structure of the target lan-
guage is in relation to the source’s, highlighted when
translating to Chinese. Even for Dutch and German,
which pose additional challenges such as compound
words and morphology which we do not explicitly
treat in the current system, LTS still delivers signif-
icant improvements in performance. Additionally,
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System 200K 400K

(a) lts-nolabels 22.50 24.24
lts 23.67** 25.16**

(b) josh-base-lm4 23.81 24.77
lts-lm4 24.48** 26.35**

Table 2: Additional experiments for English to Chi-
nese translation examining (a) the impact of the linguis-
tic annotations in the LTS system (lts), when com-
pared with an instance not employing such annotations
(lts-nolabels) and (b) decoding with a 4th-order
language model (-lm4). BLEU scores for 200K and
400K training sentence pairs.

the robustness of our system is exemplified by deliv-
ering significant performance increases for all lan-
guage pairs.

For the English to Chinese translation task, we
performed further experiments along two axes. We
first investigate the contribution of the linguistic
annotations, by comparing our complete system
(lts) with an otherwise identical implementation
(lts-nolabels) which does not employ any lin-
guistically motivated labels. The latter system then
uses a labels chart as that of Figure 3, which however
labels all phrase-pair spans solely with the generic
X label. The results in Table 2(a) indicate that a
large part of the performance improvement can be
attributed to the use of the linguistic annotations ex-
tracted from the source parse trees, indicating the
potential of the LTS system to take advantage of
such additional annotations to deliver better trans-
lations.

The second additional experiment relates to the
impact of employing a stronger language model dur-
ing decoding, which may increase performance but
slows down decoding speed. Notably, as can be seen
in Table 2(b), switching to a 4-gram LM results in
performance gains for both the baseline and our sys-
tem and while the margin between the two systems
decreases, our system continues to deliver a con-
siderable and significant improvement in translation
BLEU scores.

5 Related Work

In this work, we focus on the combination of
learning latent structure with syntax and linguistic
annotations, exploring the crossroads of machine

learning, linguistic syntax and machine translation.
Training a joint probability model was first dis-
cussed in (Marcu and Wong, 2002). We show that
a translation system based on such a joint model
can perform competitively in comparison with con-
ditional probability models, when it is augmented
with a rich latent hierarchical structure trained ade-
quately to avoid overfitting.

Earlier approaches for linguistic syntax-based
translation such as (Yamada and Knight, 2001; Gal-
ley et al., 2006; Huang et al., 2006; Liu et al., 2006)
focus on memorising and reusing parts of the struc-
ture of the source and/or target parse trees and con-
straining decoding by the input parse tree. In con-
trast to this approach, we choose to employ lin-
guistic annotations in the form of unambiguous syn-
chronous span labels, while discovering ambiguous
translation structure taking advantage of them.

Later work (Marton and Resnik, 2008; Venugopal
et al., 2009; Chiang et al., 2009) takes a more flex-
ible approach, influencing translation output using
linguistically motivated features, or features based
on source-side linguistically-guided latent syntactic
categories (Huang et al., 2010). A feature-based ap-
proach and ours are not mutually exclusive, as we
also employ a limited set of features next to our
trained model during decoding. We find augment-
ing our system with a more extensive feature set an
interesting research direction for the future.

An array of recent work (Chiang, 2010; Zhang et
al., 2008; Liu et al., 2009) sets off to utilise source
and target syntax for translation. While for this work
we constrain ourselves to source language syntax
annotations, our method can be directly applied to
employ labels taking advantage of linguistic annota-
tions from both sides of translation. The decoding
constraints of section 4.2 can then still be applied on
the source part of hybrid source-target labels.

For the experiments in this paper we employ a la-
bel set similar to the non-terminals set of (Zollmann
and Venugopal, 2006). However, the synchronous
grammars we learn share few similarities with those
that they heuristically extract. The HR-SCFG we
adopt allows capturing more complex reordering
phenomena and, in contrast to both (Chiang, 2005;
Zollmann and Venugopal, 2006), is not exposed to
the issues highlighted in section 2.1. Nevertheless,
our results underline the capacity of linguistic anno-
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tations similar to those of (Zollmann and Venugopal,
2006) as part of latent translation variables.

Most of the aforementioned work does concen-
trate on learning hierarchical, linguistically moti-
vated translation models. Cohn and Blunsom (2009)
sample rules of the form proposed in (Galley et al.,
2004) from a Bayesian model, employing Dirich-
let Process priors favouring smaller rules to avoid
overfitting. Their grammar is however also based
on the target parse-tree structure, with their system
surpassing a weak baseline by a small margin. In
contrast to the Bayesian approach which imposes
external priors to lead estimation away from degen-
erate solutions, we take a data-driven approach to
arrive to estimates which generalise well. The rich
linguistically motivated latent variable learnt by our
method delivers translation performance that com-
pares favourably to a state-of-the-art system.

Mylonakis and Sima’an (2010) also employ the
CV-EM algorithm to estimate the parameters of an
SCFG, albeit a much simpler one based on a hand-
ful of non-terminals. In this work we employ some
of their grammar design principles for an immensely
more complex grammar with millions of hierarchi-
cal latent structure rules and show how such gram-
mar can be learnt and applied taking advantage of
source language linguistic annotations.

6 Conclusions

In this work we contribute a method to learn and
apply latent hierarchical translation structure. To
this end, we take advantage of source-language lin-
guistic annotations to motivate instead of constrain
the translation process. An input chart over phrase-
pair spans, with each cell filled with multiple lin-
guistically motivated labels, is coupled with the HR-
SCFG design to arrive at a rich synchronous gram-
mar with millions of structural rules and the capacity
to capture complex linguistically conditioned trans-
lation phenomena. We address overfitting issues by
cross-validating climbing the likelihood of the train-
ing data and propose solutions to increase the effi-
ciency and accuracy of decoding.

An interesting aspect of our work is delivering
competitive performance for difficult language pairs
such as English-Chinese with a joint probability
generative model and an SCFG without ‘gap rules’.

Instead of employing hierarchical phrase-pairs, we
invest in learning the higher-order hierarchical syn-
chronous structure behind translation, up to the full
sentence length. While these choices and the related
results challenge current MT research trends, they
are not mutually exclusive with them. Future work
directions include investigating the impact of hierar-
chical phrases for our models as well as any gains
from additional features in the log-linear decoding
model.

Smoothing the HR-SCFG grammar estimates
could prove a possible source of further perfor-
mance improvements. Learning translation and re-
ordering behaviour with respect to linguistic cues
is facilitated in our approach by keeping separate
phrase-pair emission distributions per emitting non-
terminal and reordering pattern, while the employ-
ment of the generic X non-terminals already allows
backing off to more coarse-grained rules. Neverthe-
less, we still believe that further smoothing of these
sparse distributions, e.g. by interpolating them with
less sparse ones, could in the future lead to an addi-
tional increase in translation quality.

Finally, we discuss in this work how our method
can already utilise hundreds of thousands of phrase-
pair labels and millions of structural rules. A fur-
ther promising direction is broadening this set with
labels taking advantage of both source and target-
language linguistic annotation or categories explor-
ing additional phrase-pair properties past the parse
trees such as semantic annotations.
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Abstract

Community-based question answer (Q&A)
has become an important issue due to the pop-
ularity of Q&A archives on the web. This pa-
per is concerned with the problem of ques-
tion retrieval. Question retrieval in Q&A
archives aims to find historical questions that
are semantically equivalent or relevant to the
queried questions. In this paper, we propose
a novel phrase-based translation model for
question retrieval. Compared to the traditional
word-based translation models, the phrase-
based translation model is more effective be-
cause it captures contextual information in
modeling the translation of phrases as a whole,
rather than translating single words in isola-
tion. Experiments conducted on real Q&A
data demonstrate that our proposed phrase-
based translation model significantly outper-
forms the state-of-the-art word-based transla-
tion model.

1 Introduction

Over the past few years, large scale question and
answer (Q&A) archives have become an important
information resource on the Web. These include
the traditional Frequently Asked Questions (FAQ)
archives and the emerging community-based Q&A
services, such as Yahoo! Answers1, Live QnA2, and
Baidu Zhidao3.

∗Correspondence author: jzhao@nlpr.ia.ac.cn
1http://answers.yahoo.com/
2http://qna.live.com/
3http://zhidao.baidu.com/

Community-based Q&A services can directly re-
turn answers to the queried questions instead of a
list of relevant documents, thus provide an effective
alternative to the traditional adhoc information re-
trieval. To make full use of the large scale archives
of question-answer pairs, it is critical to have func-
tionality helping users to retrieve historical answers
(Duan et al., 2008). Therefore, it is a meaningful
task to retrieve the questions that are semantically
equivalent or relevant to the queried questions. For
example in Table 1, given question Q1, Q2 can be re-
turned and their answers will then be used to answer
Q1 because the answer of Q2 is expected to partially
satisfy the queried question Q1. This is what we
called question retrieval in this paper.

The major challenge for Q&A retrieval, as for

Query:
Q1: How to get rid of stuffy nose?
Expected:
Q2: What is the best way to prevent a cold?
Not Expected:
Q3: How do I air out my stuffy room?
Q4: How do you make a nose bleed stop quicker?

Table 1: An example on question retrieval

most information retrieval models, such as vector
space model (VSM) (Salton et al., 1975), Okapi
model (Robertson et al., 1994), language model
(LM) (Ponte and Croft, 1998), is the lexical gap (or
lexical chasm) between the queried questions and
the historical questions in the archives (Jeon et al.,
2005; Xue et al., 2008). For example in Table 1, Q1

and Q2 are two semantically similar questions, but
they have very few words in common. This prob-
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lem is more serious for Q&A retrieval, since the
question-answer pairs are usually short and there is
little chance of finding the same content expressed
using different wording (Xue et al., 2008). To solve
the lexical gap problem, most researchers regarded
the question retrieval task as a statistical machine
translation problem by using IBM model 1 (Brown
et al., 1993) to learn the word-to-word translation
probabilities (Berger and Lafferty, 1999; Jeon et al.,
2005; Xue et al., 2008; Lee et al., 2008; Bernhard
and Gurevych, 2009). Experiments consistently re-
ported that the word-based translation models could
yield better performance than the traditional meth-
ods (e.g., VSM. Okapi and LM). However, all these
existing approaches are considered to be context in-
dependent in that they do not take into account any
contextual information in modeling word translation
probabilities. For example in Table 1, although nei-
ther of the individual word pair (e.g., “stuffy”/“cold”
and “nose”/“cold”) might have a high translation
probability, the sequence of words “stuffy nose” can
be easily translated from a single word “cold” in Q2

with a relative high translation probability.
In this paper, we argue that it is beneficial to cap-

ture contextual information for question retrieval.
To this end, inspired by the phrase-based statistical
machine translation (SMT) systems (Koehn et al.,
2003; Och and Ney, 2004), we propose a phrase-
based translation model (P-Trans) for question re-
trieval, and we assume that question retrieval should
be performed at the phrase level. This model learns
the probability of translating one sequence of words
(e.g., phrase) into another sequence of words, e.g.,
translating a phrase in a historical question into an-
other phrase in a queried question. Compared to the
traditional word-based translation models that ac-
count for translating single words in isolation, the
phrase-based translation model is potentially more
effective because it captures some contextual infor-
mation in modeling the translation of phrases as a
whole. More precise translation can be determined
for phrases than for words. It is thus reasonable to
expect that using such phrase translation probabili-
ties as ranking features is likely to improve the ques-
tion retrieval performance, as we will show in our
experiments.

Unlike the general natural language translation,
the parallel sentences between questions and an-

swers in community-based Q&A have very different
lengths, leaving many words in answers unaligned
to any word in queried questions. Following (Berger
and Lafferty, 1999), we restrict our attention to those
phrase translations consistent with a good word-
level alignment.

Specifically, we make the following contribu-
tions:

• we formulate the question retrieval task as a
phrase-based translation problem by modeling
the contextual information (in Section 3.1).

• we linearly combine the phrase-based transla-
tion model for the question part and answer part
(in Section 3.2).

• we propose a linear ranking model framework
for question retrieval in which different models
are incorporated as features because the phrase-
based translation model cannot be interpolated
with a unigram language model (in Section
3.3).

• finally, we conduct the experiments on
community-based Q&A data for question re-
trieval. The results show that our proposed ap-
proach significantly outperforms the baseline
methods (in Section 4).

The remainder of this paper is organized as fol-
lows. Section 2 introduces the existing state-of-the-
art methods. Section 3 describes our phrase-based
translation model for question retrieval. Section 4
presents the experimental results. In Section 5, we
conclude with ideas for future research.

2 Preliminaries

2.1 Language Model

The unigram language model has been widely used
for question retrieval on community-based Q&A
data (Jeon et al., 2005; Xue et al., 2008; Cao et al.,
2010). To avoid zero probability, we use Jelinek-
Mercer smoothing (Zhai and Lafferty, 2001) due to
its good performance and cheap computational cost.
So the ranking function for the query likelihood lan-
guage model with Jelinek-Mercer smoothing can be
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written as:

Score(q, D) =
∏
w∈q

(1− λ)Pml(w|D) + λPml(w|C)

(1)

Pml(w|D) =
#(w, D)

|D|
, Pml(w|C) =

#(w, C)

|C|
(2)

where q is the queried question, D is a document, C
is background collection, λ is smoothing parameter.
#(t,D) is the frequency of term t in D, |D| and |C|
denote the length of D and C respectively.

2.2 Word-Based Translation Model

Previous work (Berger et al., 2000; Jeon et al., 2005;
Xue et al., 2008) consistently reported that the word-
based translation models (Trans) yielded better per-
formance than the traditional methods (VSM, Okapi
and LM) for question retrieval. These models ex-
ploit the word translation probabilities in a language
modeling framework. Following Jeon et al. (2005)
and Xue et al. (2008), the ranking function can be
written as:

Score(q, D) =
∏
w∈q

(1−λ)Ptr(w|D)+λPml(w|C) (3)

Ptr(w|D) =
∑
t∈D

P (w|t)Pml(t|D), Pml(t|D) =
#(t,D)

|D|
(4)

where P (w|t) denotes the translation probability
from word t to word w.

2.3 Word-Based Translation Language Model

Xue et al. (2008) proposed to linearly mix two dif-
ferent estimations by combining language model
and word-based translation model into a unified
framework, called TransLM. The experiments show
that this model gains better performance than both
the language model and the word-based translation
model. Following Xue et al. (2008), this model can
be written as:

Score(q, D) =
∏
w∈q

(1− λ)Pmx(w|D) + λPml(w|C)

(5)

Pmx(w|D) = α
∑
t∈D

P (w|t)Pml(t|D)+(1−α)Pml(w|D)

(6)

D:                      …  for good cold home remedies … document

E:                  [for,    good,    cold,    home remedies] segmentation

F:            [for1,    best2,    stuffy nose3,    home remedy4] translation

M:                     (1 3 2 1 3 4 4 2) permutation

q:                     best home remedy for stuffy nose queried question

Figure 1: Example describing the generative procedure
of the phrase-based translation model.

3 Our Approach: Phrase-Based
Translation Model for Question
Retrieval

3.1 Phrase-Based Translation Model
Phrase-based machine translation models (Koehn
et al., 2003; D. Chiang, 2005; Och and Ney,
2004) have shown superior performance compared
to word-based translation models. In this paper,
the goal of phrase-based translation model is to
translate a document4 D into a queried question
q. Rather than translating single words in isola-
tion, the phrase-based model translates one sequence
of words into another sequence of words, thus in-
corporating contextual information. For example,
we might learn that the phrase “stuffy nose” can be
translated from “cold” with relative high probabil-
ity, even though neither of the individual word pairs
(e.g., “stuffy”/“cold” and “nose”/“cold”) might have
a high word translation probability. Inspired by the
work of (Sun et al., 2010; Gao et al., 2010), we
assume the following generative process: first the
document D is broken into K non-empty word se-
quences t1, . . . , tK , then each t is translated into a
new non-empty word sequence w1, . . . ,wK , and fi-
nally these phrases are permutated and concatenated
to form the queried questions q, where t and w de-
note the phrases or consecutive sequence of words.

To formulate this generative process, let E
denote the segmentation of D into K phrases
t1, . . . , tK , and let F denote the K translation
phrases w1, . . . ,wK −we refer to these (ti,wi)
pairs as bi-phrases. Finally, let M denote a permuta-
tion of K elements representing the final reordering
step. Figure 1 describes an example of the genera-
tive procedure.

Next let us place a probability distribution over
rewrite pairs. Let B(D,q) denote the set of E,

4In this paper, a document has the same meaning as a histor-
ical question-answer pair in the Q&A archives.
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F , M triples that translate D into q. Here we as-
sume a uniform probability over segmentations, so
the phrase-based translation model can be formu-
lated as:

P (q|D) ∝
∑

(E,F,M)∈
B(D,q)

P (F |D, E) · P (M |D,E, F ) (7)

As is common practice in SMT, we use the maxi-
mum approximation to the sum:

P (q|D) ≈ max
(E,F,M)∈

B(D,q)

P (F |D, E) · P (M |D,E, F ) (8)

Although we have defined a generative model for
translating D into q, our goal is to calculate the rank-
ing score function over existing q and D, rather than
generating new queried questions. Equation (8) can-
not be used directly for document ranking because
q and D are often of very different lengths, leav-
ing many words in D unaligned to any word in q.
This is the key difference between the community-
based question retrieval and the general natural lan-
guage translation. As pointed out by Berger and Laf-
ferty (1999) and Gao et al. (2010), document-query
translation requires a distillation of the document,
while translation of natural language tolerates little
being thrown away.

Thus we attempt to extract the key document
words that form the distillation of the document, and
assume that a queried question is translated only
from the key document words. In this paper, the
key document words are identified via word align-
ment. We introduce the “hidden alignments” A =
a1 . . . aj . . . aJ , which describe the mapping from a
word position j in queried question to a document
word position i = aj . The different alignment mod-
els we present provide different decompositions of
P (q, A|D). We assume that the position of the key
document words are determined by the Viterbi align-
ment, which can be obtained using IBM model 1 as
follows:

Â = arg max
A

P (q, A|D)

= arg max
A

{
P (J |I)

J∏
j=1

P (wj |taj )
}

=
[
arg max

aj

P (wj |taj )
]J

j=1
(9)

Given Â, when scoring a given Q&A pair, we re-
strict our attention to those E, F , M triples that are

consistent with Â, which we denote as B(D,q, Â).
Here, consistency requires that if two words are
aligned in Â, then they must appear in the same bi-
phrase (ti,wi). Once the word alignment is fixed,
the final permutation is uniquely determined, so we
can safely discard that factor. Thus equation (8) can
be written as:

P (q|D) ≈ max
(E,F,M)∈B(D,q,Â)

P (F |D, E) (10)

For the sole remaining factor P (F |D, E), we
make the assumption that a segmented queried ques-
tion F = w1, . . . ,wK is generated from left to
right by translating each phrase t1, . . . , tK indepen-
dently:

P (F |D, E) =
K∏

k=1

P (wk|tk) (11)

where P (wk|tk) is a phrase translation probability,
the estimation will be described in Section 3.3.

To find the maximum probability assignment ef-
ficiently, we use a dynamic programming approach,
somewhat similar to the monotone decoding algo-
rithm described in (Och, 2002). We define αj to
be the probability of the most likely sequence of
phrases covering the first j words in a queried ques-
tion, then the probability can be calculated using the
following recursion:
(1) Initialization:

α0 = 1 (12)

(2) Induction:
αj =

∑
j′<j,w=wj′+1...wj

{
αj′P (w|tw)

}
(13)

(3) Total:
P (q|D) = αJ (14)

3.2 Phrase-Based Translation Model for
Question Part and Answer Part

In Q&A, a document D is decomposed into (q̄, ā),
where q̄ denotes the question part of the historical
question in the archives and ā denotes the answer
part. Although it has been shown that doing Q&A
retrieval based solely on the answer part does not
perform well (Jeon et al., 2005; Xue et al., 2008),
the answer part should provide additional evidence
about relevance and, therefore, it should be com-
bined with the estimation based on the question part.
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In this combined model, P (q|q̄) and P (q|ā) are cal-
culated with equations (12) to (14). So P (q|D) will
be written as:

P (q|D) = µ1P (q|q̄) + µ2P (q|ā) (15)

where µ1 + µ2 = 1.
In equation (15), the relative importance of ques-

tion part and answer part is adjusted through µ1 and
µ2. When µ1 = 1, the retrieval model is based
on phrase-based translation model for the question
part. When µ2 = 1, the retrieval model is based on
phrase-based translation model for the answer part.

3.3 Parameter Estimation

3.3.1 Parallel Corpus Collection
In Q&A archives, question-answer pairs can be con-
sidered as a type of parallel corpus, which is used for
estimating the translation probabilities. Unlike the
bilingual machine translation, the questions and an-
swers in a Q&A archive are written in the same lan-
guage, the translation probability can be calculated
through setting either as the source and the other as
the target. In this paper, P (ā|q̄) is used to denote
the translation probability with the question as the
source and the answer as the target. P (q̄|ā) is used
to denote the opposite configuration.

For a given word or phrase, the related words
or phrases differ when it appears in the ques-
tion or in the answer. Following Xue et
al. (2008), a pooling strategy is adopted. First,
we pool the question-answer pairs used to learn
P (ā|q̄) and the answer-question pairs used to
learn P (q̄|ā), and then use IBM model 1 (Brown
et al., 1993) to learn the combined translation
probabilities. Suppose we use the collection
{(q̄, ā)1, . . . , (q̄, ā)m} to learn P (ā|q̄) and use the
collection {(ā, q̄)1, . . . , (ā, q̄)m} to learn P (q̄|ā),
then {(q̄, ā)1, . . . , (q̄, ā)m, (ā, q̄)1, . . . , (ā, q̄)m} is
used here to learn the combination translation prob-
ability Ppool(wi|tj).

3.3.2 Parallel Corpus Preprocessing
Unlike the bilingual parallel corpus used in SMT,
our parallel corpus is collected from Q&A archives,
which is more noisy. Directly using the IBM model
1 can be problematic, it is possible for translation
model to contain “unnecessary” translations (Lee et

al., 2008). In this paper, we adopt a variant of Tex-
tRank algorithm (Mihalcea and Tarau, 2004) to iden-
tify and eliminate unimportant words from parallel
corpus, assuming that a word in a question or an-
swer is unimportant if it holds a relatively low sig-
nificance in the parallel corpus.

Following (Lee et al., 2008), the ranking algo-
rithm proceeds as follows. First, all the words in
a given document are added as vertices in a graph
G. Then edges are added between words if the
words co-occur in a fixed-sized window. The num-
ber of co-occurrences becomes the weight of an
edge. When the graph is constructed, the score of
each vertex is initialized as 1, and the PageRank-
based ranking algorithm is run on the graph itera-
tively until convergence. The TextRank score of a
word w in document D at kth iteration is defined as
follows:

Rk
w,D = (1− d) + d ·

∑
∀j:(i,j)∈G

ei,j∑
∀l:(j,l)∈G ej,l

Rk−1
w,D

(16)
where d is a damping factor usually set to 0.85, and
ei,j is an edge weight between i and j.

We use average TextRank score as threshold:
words are removed if their scores are lower than the
average score of all words in a document.

3.3.3 Translation Probability Estimation
After preprocessing the parallel corpus, we will cal-
culate P (w|t), following the method commonly
used in SMT (Koehn et al., 2003; Och, 2002) to ex-
tract bi-phrases and estimate their translation proba-
bilities.

First, we learn the word-to-word translation prob-
ability using IBM model 1 (Brown et al., 1993).
Then, we perform Viterbi word alignment according
to equation (9). Finally, the bi-phrases that are con-
sistent with the word alignment are extracted using
the heuristics proposed in (Och, 2002). We set the
maximum phrase length to five in our experiments.

After gathering all such bi-phrases from the train-
ing data, we can estimate conditional relative fre-
quency estimates without smoothing:

P (w|t) =
N(t,w)

N(t)
(17)

where N(t,w) is the number of times that t is
aligned to w in training data. These estimates are
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source stuffy nose internet explorer
1 stuffy nose internet explorer
2 cold ie
3 stuffy internet browser
4 sore throat explorer
5 sneeze browser

Table 2: Phrase translation probability examples. Each
column shows the top 5 target phrases learned from the
word-aligned question-answer pairs.

useful for contextual lexical selection with sufficient
training data, but can be subject to data sparsity is-
sues (Sun et al., 2010; Gao et al., 2010). An alter-
nate translation probability estimate not subject to
data sparsity is the so-called lexical weight estimate
(Koehn et al., 2003). Let P (w|t) be the word-to-
word translation probability, and let A be the word
alignment between w and t. Here, the word align-
ment contains (i, j) pairs, where i ∈ 1 . . . |w| and
j ∈ 0 . . . |t|, with 0 indicating a null word. Then we
use the following estimate:

Pt(w|t, A) =

|w|∏
i=1

1

|{j|(j, i) ∈ A}|
∑

∀(i,j)∈A

P (wi|tj)

(18)

We assume that for each position in w, there is ei-
ther a single alignment to 0, or multiple alignments
to non-zero positions in t. In fact, equation (18)
computes a product of per-word translation scores;
the per-word scores are the averages of all the trans-
lations for the alignment links of that word. The
word translation probabilities are calculated using
IBM 1, which has been widely used for question re-
trieval (Jeon et al., 2005; Xue et al., 2008; Lee et al.,
2008; Bernhard and Gurevych, 2009). These word-
based scores of bi-phrases, though not as effective
in contextual selection, are more robust to noise and
sparsity.

A sample of the resulting phrase translation ex-
amples is shown in Table 2, where the top 5 target
phrases are translated from the source phrases ac-
cording to the phrase-based translation model. For
example, the term “explorer” used alone, most likely
refers to a person who engages in scientific explo-
ration, while the phrase “internet explorer” has a
very different meaning.

3.4 Ranking Candidate Historical Questions
Unlike the word-based translation models, the
phrase-based translation model cannot be interpo-
lated with a unigram language model. Following
(Sun et al., 2010; Gao et al., 2010), we resort to
a linear ranking framework for question retrieval in
which different models are incorporated as features.

We consider learning a relevance function of the
following general, linear form:

Score(q, D) = θT ·Φ(q, D) (19)

where the feature vector Φ(q, D) is an arbitrary
function that maps (q, D) to a real value, i.e.,
Φ(q, D) ∈ R. θ is the corresponding weight vec-
tor, we optimize this parameter for our evaluation
metrics directly using the Powell Search algorithm
(Paul et al., 1992) via cross-validation.

The features used in this paper are as follows:

• Phrase translation features (PT):
ΦPT (q, D, A) = logP (q|D), where P (q|D)
is computed using equations (12) to (15), and
the phrase translation probability P (w|t) is
estimated using equation (17).

• Inverted Phrase translation features (IPT):
ΦIPT (D,q, A) = logP (D|q), where P (D|q)
is computed using equations (12) to (15) ex-
cept that we set µ2 = 0 in equation (15), and
the phrase translation probability P (w|t) is es-
timated using equation (17).

• Lexical weight feature (LW):
ΦLW (q, D, A) = logP (q|D), here P (q|D)
is computed by equations (12) to (15), and the
phrase translation probability is computed as
lexical weight according to equation (18).

• Inverted Lexical weight feature (ILW):
ΦILW (D,q, A) = logP (D|q), here P (D|q)
is computed by equations (12) to (15) except
that we set µ2 = 0 in equation (15), and the
phrase translation probability is computed as
lexical weight according to equation (18).

• Phrase alignment features (PA):
ΦPA(q, D,B) =

∑K
2 |ak − bk−1 − 1|,

where B is a set of K bi-phrases, ak is the start
position of the phrase in D that was translated
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into the kth phrase in queried question, and
bk−1 is the end position of the phrase in D
that was translated into the (k − 1)th phrase in
queried question. The feature, inspired by the
distortion model in SMT (Koehn et al., 2003),
models the degree to which the queried phrases
are reordered. For all possible B, we only
compute the feature value according to the
Viterbi alignment, B̂ = arg maxB P (q, B|D).
We find B̂ using the Viterbi algorithm, which is
almost identical to the dynamic programming
recursion of equations (12) to (14), except that
the sum operator in equation (13) is replaced
with the max operator.

• Unaligned word penalty features (UWP):
ΦUWP (q, D), which is defined as the ratio be-
tween the number of unaligned words and the
total number of words in queried questions.

• Language model features (LM):
ΦLM (q, D, A) = logPLM (q|D), where
PLM (q|D) is the unigram language model
with Jelinek-Mercer smoothing defined by
equations (1) and (2).

• Word translation features (WT):
ΦWT (q, D) = logP (q|D), where P (q|D) is
the word-based translation model defined by
equations (3) and (4).

4 Experiments

4.1 Data Set and Evaluation Metrics
We collect the questions from Yahoo! Answers and
use the getByCategory function provided in Yahoo!
Answers API5 to obtain Q&A threads from the Ya-
hoo! site. More specifically, we utilize the resolved
questions under the top-level category at Yahoo!
Answers, namely “Computers & Internet”. The re-
sulting question repository that we use for question
retrieval contains 518,492 questions. To learn the
translation probabilities, we use about one million
question-answer pairs from another data set.6

In order to create the test set, we randomly se-
lect 300 questions for this category, denoted as

5http://developer.yahoo.com/answers
6The Yahoo! Webscope dataset Yahoo answers com-

prehensive questions and answers version 1.0.2, available at
http://reseach.yahoo.com/Academic Relations.

“CI TST”. To obtain the ground-truth of ques-
tion retrieval, we employ the Vector Space Model
(VSM) (Salton et al., 1975) to retrieve the top 20 re-
sults and obtain manual judgements. The top 20 re-
sults don’t include the queried question itself. Given
a returned result by VSM, an annotator is asked to
label it with “relevant” or “irrelevant”. If a returned
result is considered semantically equivalent to the
queried question, the annotator will label it as “rel-
evant”; otherwise, the annotator will label it as “ir-
relevant”. Two annotators are involved in the anno-
tation process. If a conflict happens, a third person
will make judgement for the final result. In the pro-
cess of manually judging questions, the annotators
are presented only the questions. Table 3 provides
the statistics on the final test set.

#queries #returned #relevant
CI TST 300 6,000 798

Table 3: Statistics on the Test Data

We evaluate the performance of our approach us-
ing Mean Average Precision (MAP). We perform
a significant test, i.e., a t-test with a default signif-
icant level of 0.05. Following the literature, we set
the parameters λ = 0.2 (Cao et al., 2010) in equa-
tions (1), (3) and (5), and α = 0.8 (Xue et al., 2008)
in equation (6).

4.2 Question Retrieval Results
We randomly divide the test questions into five
subsets and conduct 5-fold cross-validation experi-
ments. In each trial, we tune the parameters µ1 and
µ2 with four of the five subsets and then apply it to
one remaining subset. The experiments reported be-
low are those averaged over the five trials.

Table 4 presents the main retrieval performance.
Row 1 to row 3 are baseline systems, all these meth-
ods use word-based translation models and obtain
the state-of-the-art performance in previous work
(Jeon et al., 2005; Xue et al., 2008). Row 3 is simi-
lar to row 2, the only difference is that TransLM only
considers the question part, while Xue et al. (2008)
incorporates the question part and answer part. Row
4 and row 5 are our proposed phrase-based trans-
lation model with maximum phrase length of five.
Row 4 is phrase-based translation model purely
based on question part, this model is equivalent to
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# Methods Trans Prob MAP
1 Jeon et al. (2005) Ppool 0.289
2 TransLM Ppool 0.324
3 Xue et al. (2008) Ppool 0.352
4 P-Trans (µ1 = 1, l = 5) Ppool 0.366
5 P-Trans (l = 5) Ppool 0.391

Table 4: Comparison with different methods for question
retrieval.

setting µ1 = 1 in equation (15). Row 5 is the phrase-
based combination model which linearly combines
the question part and answer part. As expected,
different parts can play different roles: a phrase to
be translated in queried questions may be translated
from the question part or answer part. All these
methods use pooling strategy to estimate the transla-
tion probabilities. There are some clear trends in the
result of Table 4:

(1) Word-based translation language model
(TransLM) significantly outperforms word-based
translation model of Jeon et al. (2005) (row 1 vs. row
2). Similar observations have been made by Xue et
al. (2008).

(2) Incorporating the answer part into the models,
either word-based or phrase-based, can significantly
improve the performance of question retrieval (row
2 vs. row 3; row 4 vs. row 5).

(3) Our proposed phrase-based translation model
(P-Trans) significantly outperforms the state-of-the-
art word-based translation models (row 2 vs. row 4
and row 3 vs. row 5, all these comparisons are sta-
tistically significant at p < 0.05).

4.3 Impact of Phrase Length

Our proposed phrase-based translation model, due to
its capability of capturing contextual information, is
more effective than the state-of-the-art word-based
translation models. It is important to investigate the
impact of the phrase length on the final retrieval per-
formance. Table 5 shows the results, it is seen that
using the longer phrases up to the maximum length
of five can consistently improve the retrieval per-
formance. However, using much longer phrases in
the phrase-based translation model does not seem to
produce significantly better performance (row 8 and
row 9 vs. row 10 are not statistically significant).

# Systems MAP
6 P-Trans (l = 1) 0.352
7 P-Trans (l = 2) 0.373
8 P-Trans (l = 3) 0.386
9 P-Trans (l = 4) 0.390

10 P-Trans (l = 5) 0.391

Table 5: The impact of the phrase length on retrieval per-
formance.

Model # Methods Average MAP

P-Trans (l = 5) 11 Initial 69 0.380
12 TextRank 24 0.391

Table 6: Effectiveness of parallel corpus preprocessing.

4.4 Effectiveness of Parallel Corpus
Preprocessing

Question-answer pairs collected from Yahoo! an-
swers are very noisy, it is possible for translation
models to contain “unnecessary” translations. In this
paper, we attempt to identify and decrease the pro-
portion of unnecessary translations in a translation
model by using TextRank algorithm. This kind of
“unnecessary” translation between words will even-
tually affect the bi-phrase translation.

Table 6 shows the effectiveness of parallel corpus
preprocessing. Row 11 reports the average number
of translations per word and the question retrieval
performance when only stopwords 7 are removed.
When using the TextRank algorithm for parallel cor-
pus preprocessing, the average number of transla-
tions per word is reduced from 69 to 24, but the
performance of question retrieval is significantly im-
proved (row 11 vs. row 12). Similar results have
been made by Lee et al. (2008).

4.5 Impact of Pooling Strategy

The correspondence of words or phrases in the
question-answer pair is not as strong as in the bilin-
gual sentence pair, thus noise will be inevitably in-
troduced for both P (ā|q̄) and P (q̄|ā).

To see how much the pooling strategy benefit the
question retrieval, we introduce two baseline meth-
ods for comparison. The first method (denoted as
P (ā|q̄)) is used to denote the translation probabil-
ity with the question as the source and the answer as

7http://truereader.com/manuals/onix/stopwords1.html
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Model # Trans Prob MAP

P-Trans (l = 5)
13 P (ā|q̄) 0.387
14 P (q̄|ā) 0.381
15 Ppool 0.391

Table 7: The impact of pooling strategy for question re-
trieval.

the target. The second (denoted as P (ā|q̄)) is used
to denote the translation probability with the answer
as the source and the question as the target. Table 7
provides the comparison. From this Table, we see
that the pooling strategy significantly outperforms
the two baseline methods for question retrieval (row
13 and row 14 vs. row 15).

5 Conclusions and Future Work

In this paper, we propose a novel phrase-based trans-
lation model for question retrieval. Compared to
the traditional word-based translation models, the
proposed approach is more effective in that it can
capture contextual information instead of translating
single words in isolation. Experiments conducted
on real Q&A data demonstrate that the phrase-
based translation model significantly outperforms
the state-of-the-art word-based translation models.

There are some ways in which this research could
be continued. First, question structure should be
considered, so it is necessary to combine the pro-
posed approach with other question retrieval meth-
ods (e.g., (Duan et al., 2008; Wang et al., 2009;
Bunescu and Huang, 2010)) to further improve the
performance. Second, we will try to investigate the
use of the proposed approach for other kinds of data
set, such as categorized questions from forum sites
and FAQ sites.
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Abstract

Dependency parsing is a central NLP task. In
this paper we show that the common eval-
uation for unsupervised dependency parsing
is highly sensitive to problematic annotations.
We show that for three leading unsupervised
parsers (Klein and Manning, 2004; Cohen and
Smith, 2009; Spitkovsky et al., 2010a), a small
set of parameters can be found whose mod-
ification yields a significant improvement in
standard evaluation measures. These param-
eters correspond to local cases where no lin-
guistic consensus exists as to the proper gold
annotation. Therefore, the standard evaluation
does not provide a true indication of algorithm
quality. We present a new measure,Neutral
Edge Direction(NED), and show that it greatly
reduces this undesired phenomenon.

1 Introduction

Unsupervised induction of dependency parsers is a
major NLP task that attracts a substantial amount
of research (Klein and Manning, 2004; Cohen et
al., 2008; Headden et al., 2009; Spitkovsky et al.,
2010a; Gillenwater et al., 2010; Berg-Kirkpatrick
et al., 2010; Blunsom and Cohn, 2010,inter alia).
Parser quality is usually evaluated by comparing its
output to a gold standard whose annotations are lin-
guistically motivated. However, there are cases in
which there is no linguistic consensus as to what the
correct annotation is (Kübler et al., 2009). Examples
include which verb is the head in a verb group struc-
ture (e.g., “can” or “eat” in “can eat”), and which

∗Omri Abend is grateful to the Azrieli Foundation for the
award of an Azrieli Fellowship.

noun is the head in a sequence of proper nouns (e.g.,
“John” or “Doe” in “John Doe”). We refer to such
annotations as (linguistically) problematic. For such
cases, evaluation measures should not punish the al-
gorithm for deviating from the gold standard.

In this paper we show that the evaluation mea-
sures reported in current works are highly sensitive
to the annotation in problematic cases, and propose
a simple new measure that greatly neutralizes the
problem.

We start from the following observation: for three
leading algorithms (Klein and Manning, 2004; Co-
hen and Smith, 2009; Spitkovsky et al., 2010a), a
small set (at most 18 out of a few thousands) of pa-
rameters can be found whose modification dramati-
cally improves the standard evaluation measures (the
attachment score measure by 9.3-15.1%, and the
undirected measure by a smaller but still significant
1.3-7.7%). The phenomenon is implementation in-
dependent, occurring with several algorithms based
on a fundamental probabilistic dependency model1.

We show that these parameter changes can be
mapped to edge direction changes in local structures
in the dependency graph, and that these correspond
to problematic annotations. Thus, the standard eval-
uation measures do not reflect the true quality of the
evaluated algorithm.

We explain why the standard undirected evalua-
tion measure is in fact sensitive to such edge direc-

1It is also language-independent; we have produced it in five
different languages: English, Czech, Japanese, Portuguese, and
Turkish. Due to space considerations, in this paper we focus
on English, because it is the most studied language for this task
and the most practically useful one at present.
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tion changes, and present a new evaluation measure,
Neutral Edge Direction(NED), which greatly allevi-
ates the problem by ignoring the edge direction in lo-
cal structures. UsingNED, manual modifications of
model parameters always yields small performance
differences. Moreover,NED sometimes punishes
such manual parameter tweaking by yielding worse
results. We explain this behavior using an exper-
iment revealing thatNED always prefers the struc-
tures that are more consistent with the modeling as-
sumptions lying in the basis of the algorithm. When
manual parameter modification is done against this
preference, theNED results decrease.

The contributions of this paper are as follows.
First, we show the impact of a small number of an-
notation decisions on the performance of unsuper-
vised dependency parsers. Second, we observe that
often these decisions are linguistically controversial
and therefore this impact is misleading. This reveals
a problem in the common evaluation of unsuper-
vised dependency parsing. This is further demon-
strated by noting that recent papers evaluate the task
using three gold standards which differ in such deci-
sions and which yield substantially different results.
Third, we present theNED measure, which is agnos-
tic to errors arising from choosing the non-gold di-
rection in such cases.

Section 2 reviews related work. Section 3 de-
scribes the performed parameter modifications. Sec-
tion 4 discusses the linguistic controversies in anno-
tating problematic dependency structures. Section 5
presentsNED. Section 6 describes experiments with
it. A discussion is given in Section 7.

2 Related Work

Grammar induction received considerable attention
over the years (see (Clark, 2001; Klein, 2005) for
reviews). For unsupervised dependency parsing, the
Dependency Model with Valence (DMV)(Klein and
Manning, 2004) was the first to beat the simple
right-branching baseline. A technical description of
DMV is given at the end of this section.

The great majority of recent works, including
those experimented with in this paper, are elabora-
tions of DMV. Smith and Eisner (2005) improved
the DMV results by generalizing the function maxi-
mized by DMV’s EM training algorithm. Smith and

Eisner (2006) used a structural locality bias, experi-
menting on five languages. Cohen et al. (2008) ex-
tended DMV by using a variational EM training al-
gorithm and adding logistic normal priors. Cohen
and Smith (2009, 2010) further extended it by us-
ing asharedlogistic normal prior which provided a
new way to encode the knowledge that some POS
tags are more similar than others. A bilingual joint
learning further improved their performance.

Headden et al. (2009) obtained the best reported
results on WSJ10 by using a lexical extension of
DMV. Gillenwater et al. (2010) used posterior reg-
ularization to bias the training towards a small num-
ber of parent-child combinations. Berg-Kirkpatrick
et al. (2010) added new features to the M step of the
DMV EM procedure. Berg-Kirkpatrick and Klein
(2010) used a phylogenetic tree to model parame-
ter drift between different languages. Spitkovsky
et al. (2010a) explored several training protocols
for DMV. Spitkovsky et al. (2010c) showed the
benefits of Viterbi (“hard”) EM to DMV training.
Spitkovsky et al. (2010b) presented a novellightly-
supervisedapproach that used hyper-text mark-up
annotation of web-pages to train DMV.

A few non-DMV-based works were recently pre-
sented. Daumé III (2009) used shift-reduce tech-
niques. Blunsom and Cohn (2010) used tree sub-
stitution grammar to achieve best results on WSJ∞.

Druck et al. (2009) took a semi-supervised ap-
proach, using a set of rules such as “A noun is usu-
ally the parent of a determiner which is to its left”,
experimenting on several languages. Naseem et al.
(2010) further extended this idea by using a single
set of rules which globally applies to six different
languages. The latter used a model similar to DMV.

The controversial nature of some dependency
structures was discussed in (Nivre, 2006; Kübler
et al., 2009). Klein (2005) discussed controversial
constituency structures and the evaluation problems
stemming from them, stressing the importance of a
consistent standard of evaluation.

A few works explored the effects of annotation
conventions on parsing performance. Nilsson et
al. (2006) transformed the dependency annotations
of coordinations and verb groups in the Prague
TreeBank. They trained the supervised MaltParser
(Nivre et al., 2006) on the transformed data, parsed
the test data and re-transformed the resulting parse,
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w3 w2 w1

(a)
w3 w2 w1

(b)

Figure 1: A dependency structure on the words
w1, w2, w3 before (Figure 1(a)) and after (Figure 1(b))
anedge-flipof w2→w1.

thus improving performance. Klein and Manning
(2004) observed that a large portion of their errors is
caused by predicting the wrong direction of the edge
between a noun and its determiner. Kübler (2005)
compared two different conversion schemes in Ger-
man supervised constituency parsing and found one
to have positive influence on parsing quality.

Dependency Model with Valence (DMV). DMV
(Klein and Manning, 2004) defines a probabilistic
grammar for unlabeled dependency structures. It is
defined as follows: the root of the sentence is first
generated, and then each head recursively generates
its right and left dependents. The parameters of the
model are of two types:PSTOP and PATTACH .
PSTOP (dir, h, adj) determines the probability to
stop generating arguments, and is conditioned on 3
arguments: the headh, the directiondir ((L)eft

or (R)ight) and adjacencyadj (whether the head
already has dependents ((Y )es) in directiondir or
not ((N)o)). PATTACH(arg|h, dir) determines the
probability to generatearg as headh’s dependent in
directiondir.

3 Significant Effects of Edge Flipping

In this section we present recurring error patterns
in some of the leading unsupervised dependency
parsers. These patterns are all local, confined to a
sequence of up to three words (but mainly of just
two consecutive words). They can often be mended
by changing the directions of a few types of edges.

The modified parameters described in this section
were handpicked to improve performance: we ex-
amined the local parser errors occurring the largest
number of times, and found the corresponding pa-
rameters. Note that this is a valid methodology,
since our goal is not to design a new algorithm but
to demonstrate that modifying a small set of param-
eters can yield a major performance boost and even-
tually discover problems with evaluation methods or
algorithms.

I

PRP

want

VBP

to

TO

eat

VB

.

ROOT

Figure 2: A parse of the sentence “I want to eat”, before
(straight line) and after (dashed line) anedge-flipof the
edge “to”←“eat”.

We start with a few definitions. Consider Fig-
ure 1(a) that shows a dependency structure on the
wordsw1, w2, w3. Edge flipping (henceforth,edge-
flip) the edgew2→w1 is the following modification
of a parse tree: (1) settingw2’s parent asw1 (instead
of the other way around), and (2) settingw1’s par-
ent asw3 (instead of the edgew3→w2). Figure 1(b)
shows the dependency structure after theedge-flip.

Note that (1) imposes setting a new parent tow2,
as otherwise it would have had no parent. Setting
this parent to bew3 is the minimal modification of
the original parse, since it does not change the at-
tachment of the structure[w2, w1] to the rest of the
sentence, but only the direction of the internal edge.

Figure 2 presents a parse of the sentence “I want
to eat”, before and after anedge-flipof the edge
“to”←“eat”.

Since unsupervised dependency parsers are gen-
erally structure prediction models, the predictions
of the parse edges are not independent. Therefore,
there is no single parameter which completely con-
trols the edge direction, and hence there is no direct
way to perform anedge-flipby parameter modifica-
tion. However, setting extreme values for the param-
eters controlling the direction of a certain edge type
creates a strong preference towards one of the direc-
tions, and effectively determines the edge direction.
This procedure is henceforth termedparameter-flip.

We show that by performing a fewparameter-
flips, a substantial improvement in the attachment
score can be obtained. Results are reported for three
algorithms.

Parameter Changes. All the works experimented
with in this paper are not lexical and use sequences
of POS tags as their input. In addition, they all use
the DMV parameter set (PSTOP andPATTACH) for
parsing. We will henceforth refer to this set, condi-
tioned on POS tags, as the model parameter set.

We show how an edge in the dependency graph
is encoded using the DMV parameters. Say the
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model prefers setting “to” (POS tag:TO) as a de-
pendent of the infinitive verb (POS tag:V B) to its
right (e.g., “to eat”). This is reflected by a high
value of PATTACH(TO|V B,L), a low value of
PATTACH(V B|TO,R), since “to” tends to be a left
dependent of the verb and not the other way around,
and a low value ofPSTOP (V B,L,N), as the verb
usually has at least one left argument (i.e., “to”).

A parameter-flipof w1→w2 is hence performed
by setting PATTACH(w2|w1, R) to a very low
value and PATTACH(w1|w2, L) to a very high
value. When the modifications toPATTACH

are insufficient to modify the edge direction,
PSTOP (w2, L,N) is set to a very low value and
PSTOP (w1, R,N) to a very high value2.

Table 1 describes the changes made for the three
algorithms. The ‘+’ signs in the table correspond to
edges in which the algorithm disagreed with the gold
standard, and were thus modified. Similarly, the ‘–’
signs in the table correspond to edges in which the
algorithm agreed with the gold standard, and were
thus not modified. The number of modified param-
eters does not exceed 18 (out of a few thousands).

TheFreq. column in the table shows the percent-
age of the tokens in sections 2-21 of PTB WSJ that
participate in each structure. Equivalently, the per-
centage of edges in the corpus which are of either
of the types appearing in theOrig. Edgecolumn.
As the table shows, the modified structures cover a
significant portion of the tokens. Indeed, 42.9% of
the tokens in the corpus participate in at least one of
them3.

Experimenting with Edge Flipping. We experi-
mented with three DMV-based algorithms: a repli-
cation of (Klein and Manning, 2004), as appears in
(Cohen et al., 2008) (henceforth,km04), Cohen and
Smith (2009) (henceforth,cs09), and Spitkovsky et
al. (2010a) (henceforth,saj10a). Decoding is done
using the Viterbi algorithm4. For each of these algo-
rithms we present the performance gain when com-
pared to the original parameters.

The training set is sections 2-21 of the Wall Street

2Note that this yields unnormalized models. Again, this is
justified since the resulting model is only used as a basis for
discussion and is not a fully fledged algorithm.

3Some tokens participate in more than one structure.
4http://www.cs.cmu.edu/∼scohen/parser.html.

Structure Freq. Orig. Edge km04 cs09 saj10a
Coordination
(“John & Mary”)

2.9% CC→NNP – + –

Prepositional
Phrase (“in
the house”)

32.7%

DT→NN + + +

DT→NNP – + +

DT→NNS – – +

IN→DT + + –
IN←NN + + –
IN←NNP + – –
IN←NNS – + –
PRP$→NN – – +

Modal Verb
(“can eat”)

2.4% MD←V B – + –

Infinitive Verb
(“to eat”)

4.5% TO→V B – + +

Proper Name
Sequence
(“John Doe”)

18.5% NNP→NNP + – –

Table 1: Parameter changes for the three algorithms. The
Freq. column shows what percentage of the tokens in sec-
tions 2-21 of PTB WSJ participate in each structure. The
Orig. column indicates the original edge. The modified
edge is of the opposite direction. The other columns show
the different algorithms:km04: basic DMV model (repli-
cation of (Klein and Manning, 2004));cs09; (Cohen and
Smith, 2009);saj10a: (Spitkovsky et al., 2010a).

Journal Penn TreeBank (Marcus et al., 1993). Test-
ing is done on section 23. The constituency annota-
tion was converted to dependencies using the rules
of (Yamada and Matsumoto, 2003)5.

Following standard practice, we present the at-
tachment score (i.e., percentage of words that have a
correct head) of each algorithm, with both the origi-
nal parameters and the modified ones. We present
results both on all sentences and on sentences of
length≤ 10, excluding punctuation.

Table 2 shows results for all algorithms6. The
performance difference between the original and the
modified parameter set is considerable for all data
sets, where differences exceed 9.3%, and go up to
15.1%. These are enormous differences from the
perspective of current algorithm evaluation results.

4 Linguistically Problematic Annotations

In this section, we discuss the controversial nature
of the annotation in the modified structures (Kübler

5http://www.jaist.ac.jp/∼h-yamada/
6Results are slightly worse than the ones published in the

original papers due to the different decoding algorithms (cs09
use MBR while we used Viterbi) and a different conversion pro-
cedure (saj10aused (Collins, 1999) and not (Yamada and Mat-
sumoto, 2003)) ; see Section 5.
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Algo.
≤ 10 ≤ ∞

Orig. Mod. ∆ Orig. Mod. ∆

km04 45.8 59.8 14 34.6 43.9 9.3
cs09 60.9 72.9 12 39.9 54.6 14.7

saj10a 54.7 69.8 15.1 41.6 54.3 12.7

Table 2: Results of the original (Orig. columns), the
modified (Mod. columns) parameter sets and their dif-
ference (∆ columns) for the three algorithms.

et al., 2009). We remind the reader that structures
for which no linguistic consensus exists as to their
correct annotation are referred to as (linguistically)
problematic.

We begin by showing that all the structures mod-
ified are indeed linguistically problematic. We then
note that these controversies are reflected in the eval-
uation of this task, resulting in three, significantly
different, gold standards currently in use.

Coordination Structures are composed of two
proper nouns, separated by a conjunctor (e.g., “John
and Mary”). It is not clear which token should be the
head of this structure, if any (Nilsson et al., 2006).

Prepositional Phrases (e.g., “in the house” or “in
Rome”), where every word is a reasonable candidate
to head this structure. For example, in the annotation
scheme used by (Collins, 1999) the preposition is the
head, in the scheme used by (Johansson and Nugues,
2007) the noun is the head, while TUT annotation,
presented in (Bosco and Lombardo, 2004), takes the
determiner to be the noun’s head.

Verb Groups are composed of a verb and an aux-
iliary or a modal verb (e.g., “can eat”). Some
schemes choose the modal as the head (Collins,
1999), others choose the verb (Rambow et al., 2002).

Infinitive Verbs (e.g., “to eat”) are also in contro-
versy, as in (Yamada and Matsumoto, 2003) the verb
is the head while in (Collins, 1999; Bosco and Lom-
bardo, 2004) the “to” token is the head.

Sequences of Proper Nouns (e.g., “John Doe”)
are also subject to debate, as PTB’s scheme takes the
last proper noun as the head, and BIO’s scheme de-
fines a more complex scheme (Dredze et al., 2007).

Evaluation Inconsistency Across Papers. A fact
that may not be recognized by some readers is that
comparing the results of unsupervised dependency
parsers across different papers is not directly pos-
sible, since different papers use different gold stan-
dard annotationseven when they are all derived from
the Penn Treebank constituency annotation. This
happens because they use different rules for con-
verting constituency annotation to dependency an-
notation. A probable explanation for this fact is that
people have tried to correct linguistically problem-
atic annotations in different ways, which is why we
note this issue here7.

There are three different annotation schemes
in current use: (1) Collins head rules (Collins,
1999), used in e.g., (Berg-Kirkpatrick et al., 2010;
Spitkovsky et al., 2010a); (2) Conversion rules of
(Yamada and Matsumoto, 2003), used in e.g., (Co-
hen and Smith, 2009; Gillenwater et al., 2010); (3)
Conversion rules of (Johansson and Nugues, 2007)
used, e.g., in the CoNLL shared task 2007 (Nivre et
al., 2007) and in (Blunsom and Cohn, 2010).

The differences between the schemes are substan-
tial. For instance, 14.4% of section 23 is tagged dif-
ferently by (1) and (2)8.

5 The Neutral Edge Direction (NED)
Measure

As shown in the previous sections, the annotation
of problematic edges can substantially affect perfor-
mance. This was briefly discussed in (Klein and
Manning, 2004), which used undirected evaluation
as a measure which is less sensitive to alternative
annotations. Undirected accuracy was commonly
used since to assess the performance of unsuper-
vised parsers (e.g., (Smith and Eisner, 2006; Head-
den et al., 2008; Spitkovsky et al., 2010a)) but also
of supervised ones (Wang et al., 2005; Wang et al.,
2006). In this section we discuss why this measure
is in fact not indifferent toedge-flipsand propose a
new measure, Neutral Edge Direction (NED).

7Indeed, half a dozen flags in the LTH Constituent-to-
Dependency Conversion Tool (Johansson and Nugues, 2007)
are used to control the conversion in problematic cases.

8In our experiments we used the scheme of (Yamada and
Matsumoto, 2003), see Section 3. The significant effects of
edge flipping were observed with the other two schemes as well.
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w1

w2

w3

(a)

w1

w3

w2

(b)

w4

w3

w2

(c)

Figure 3: A dependency structure on the words
w1, w2, w3 before (Figure 3(a)) and after (Figure 3(b)) an
edge-flipof w2→w3, and when the direction of the edge
betweenw2 andw3 is switched and the new parent ofw3

is set to be some other word,w4 (Figure 3(c)).

Undirected Evaluation. The measure is defined
as follows: traverse over the tokens and mark a cor-
rect attachment if the token’s induced parent is either
(1) its gold parent or (2) its gold child. The score is
the ratio of correct attachments and the number of
tokens.

We show that this measure does not ignoreedge-
flips. Consider Figure 3 that shows a depen-
dency structure on the wordsw1, w2, w3 before (Fig-
ure 3(a)) and after (Figure 3(b)) anedge-flip of
w2→w3. Assume that 3(a) is the gold standard and
that 3(b) is the induced parse. Considerw2. Its
induced parent (w3) is its gold child, and thus undi-
rected evaluation does not consider it an error. On
the other hand,w3 is assignedw2’s gold parent,w1.
This is considered an error, sincew1 is neitherw3’s
gold parent (as it isw2), nor its gold child9. There-
fore, one of the two tokens involved in theedge-flip
is penalized by the measure.

Recall the example “I want to eat” and theedge-
flip of the edge “to”←“eat” (Figure 2). As “to”’s
parent in the induced graph (“want”) is neither its
gold parent nor its gold child, the undirected evalu-
ation measure marks it as an error. This is an exam-
ple where anedge-flipin a problematic edge, which
should not be considered an error, was in fact con-
sidered an error by undirected evaluation.

Neutral Edge Direction (NED). TheNED measure
is a simple extension of the undirected evaluation
measure10. Unlike undirected evaluation,NED ig-
nores all errors directly resulting from anedge-flip.

9Otherwise, the gold parse would have contained a
w1→w2→w3→w1 cycle.

10An implementation ofNED is available at
http://www.cs.huji.ac.il/∼roys02/software/ned.html

NED is defined as follows: traverse over the to-
kens and mark a correct attachment if the token’s in-
duced parent is either (1) its gold parent (2) its gold
child or (3) its gold grandparent. The score is the ra-
tio of correct attachments and the number of tokens.

NED, by its definition, ignoresedge-flips. Con-
sider again Figure 3, where we assume that 3(a) is
the gold standard and that 3(b) is the induced parse.
Much like undirected evaluation,NED will mark the
attachment ofw2 as correct, since its induced parent
is its gold child. However, unlike undirected evalua-
tion,w3’s induced attachment will also be marked as
correct, as its induced parent is its gold grandparent.

Now consider another induced parse in which the
direction of the edge betweenw2 andw3 is switched
and thew3’s parent is set to be some other word,
w4 (Figure 3(c)). This should be marked as an er-
ror, even if the direction of the edge betweenw2 and
w3 is controversial, since the structure[w2, w3] is no
longer a dependent ofw1. It is indeed aNED error.
Note that undirected evaluation gives the parses in
Figure 3(b) and Figure 3(c) the same score, while if
the structure[w2, w3] is problematic, there is a major
difference in their correctness.

Discussion. Problematic structures are ubiquitous,
with more than 40% of the tokens in PTB WSJ
appearing in at least one of them (see Section 3).
Therefore, even a substantial difference in the at-
tachment between two parsers is not necessarily in-
dicative of a true quality difference. However, an at-
tachment score difference that persists underNED is
an indication of a true quality difference, since gen-
erally problematic structures are local (i.e., obtained
by anedge-flip) andNED ignores such errors.

ReportingNED alone is insufficient, as obviously
the edge direction does matter in some cases. For
example, in adjective–noun structures (e.g., “big
house”), the correct edge direction is widely agreed
upon (“big”←“house”) (Kübler et al., 2009), and
thus choosing the wrong direction should be con-
sidered an error. Therefore, we suggest evaluating
using bothNED and attachment score in order to get
a full picture of the parser’s performance.

A possible criticism onNED is that it is only in-
different to alternative annotations in structures of
size 2 (e.g., “to eat”) and does not necessarily handle
larger problematic structures, such as coordinations
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ROOT

John

and Mary
(a)

ROOT
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(b)

ROOT

in

house

the
(c)

ROOT

in
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house
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house
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Figure 4: Alternative parses of “John and Mary” and “in
the house”. Figure 4(a) follows (Collins, 1999), Fig-
ure 4(b) follows (Johansson and Nugues, 2007). Fig-
ure 4(c) follows (Collins, 1999; Yamada and Matsumoto,
2003). Figure 4(d) and Figure 4(e) show induced parses
made by (km04,saj10a) andcs09, respectively.

(see Section 4). For example, Figure 4(a) and Fig-
ure 4(b) present two alternative annotations of the
sentence “John and Mary”. Assume the parse in Fig-
ure 4(a) is the gold parse and that in Figure 4(b) is
the induced parse. The word “Mary” is aNED error,
since its induced parent (“and”) is neither its gold
child nor its gold grandparent. Thus,NED does not
accept all possible annotations of structures of size
3. On the other hand, using a method which accepts
all possible annotations of structures of size 3 seems
too permissive. A better solution may be to modify
the gold standard annotation, so to explicitly anno-
tate problematic structures as such. We defer this
line of research to future work.

NED is therefore an evaluation measure which is
indifferent to edge-flips, and is consequently less
sensitive to alternative annotations. We now show
thatNED is indifferent to the differences between the
structures originally learned by the algorithms men-
tioned in Section 3 and the gold standard annotation
in all the problematic cases we consider.

Most of the modifications made areedge-flips,
and are therefore ignored byNED. The exceptions
are coordinations and prepositional phrases which
are structures of size 3. In the former, the alter-
native annotations differ only in a singleedge-flip
(i.e.,CC→NNP ), and are thus notNED errors. Re-
garding prepositional phrases, Figure 4(c) presents
the gold standard of “in the house”, Figure 4(d) the
parse induced bykm04andsaj10aand Figure 4(e)
the parse induced bycs09. As the reader can verify,
both induced parses receive a perfectNED score.

In order to further demonstrateNED’s insensitiv-
ity to alternative annotations, we took two of the
three common gold standard annotations (see Sec-

tion 4) and evaluated them one against the other. We
considered section 23 of WSJ following the scheme
of (Yamada and Matsumoto, 2003) as the gold stan-
dard and of (Collins, 1999) as the evaluated set. Re-
sults show that the attachment score is only 85.6%,
the undirected accuracy is improved to 90.3%, while
theNED score is 95.3%. This shows thatNED is sig-
nificantly less sensitive to the differences between
the different annotation schemes, compared to the
other evaluation measures.

6 Experimenting with NED

In this section we show thatNED indeed reduces
the performance difference between the original and
the modified parameter sets, thus providing empiri-
cal evidence for its validity. For brevity, we present
results only for the entire WSJ corpus. Results on
WSJ10 are similar. The datasets and decoding algo-
rithms are the same as those used in Section 3.

Table 3 shows the score differences between the
parameter sets using attachment score, undirected
evaluation andNED. A substantial difference per-
sists under undirected evaluation: a gap of 7.7% in
cs09, of 3.5% insaj10aand of 1.3% inkm04.

The differences are further reduced usingNED.
This is consistent with our discussion in Section 5,
and shows that undirected evaluation only ignores
some of the errors inflicted byedge-flips.

For cs09, the difference is substantially reduced,
but a 4.2% performance gap remains. Forkm04and
saj10a, the original parameters outperform the new
ones by 3.6% and 1% respectively.

We can see that even when ignoringedge-flips,
some difference remains, albeit not necessarily in
the favor of the modified models. This is because
we did not directly performedge-flips, but rather
parameter-flips. The difference is thus a result of
second-order effects stemming from theparameter-
flips. In the next section, we explain why the remain-
ing difference is positive for some algorithms (cs09)
and negative for others (km04, saj10a).

For completeness, Table 4 shows a comparison of
some of the current state-of-the-art algorithms, using
attachment score, undirected evaluation andNED.
The training and test sets are those used in Section 3.
The table shows that the relative orderings of the al-
gorithms underNED is different than under the other
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Algo.
Mod. – Orig.

Attach. Undir. NED

km04 9.3 (43.9–34.6) 1.3 (54.2–52.9) –3.6 (63–66.6)
cs09 14.7 (54.6–39.9) 7.7 (56.9–49.2) 4.2 (66.8–62.6)

saj10a 12.7 (54.3–41.6) 3.5 (59.4–55.9) –1 (66.8–67.8)

Table 3: Differences between the modified and original
parameter sets when evaluated using attachment score
(Attach.), undirected evaluation (Undir.), andNED.

measures. This is an indication thatNED provides a
different perspective on algorithm quality11.

Algo. Att10 Att∞ Un10 Un∞ NED10 NED∞

bbdk10 66.1 49.6 70.1 56.0 75.5 61.8
bc10 67.2 53.6 73 61.7 81.6 70.2
cs09 61.5 42 66.9 50.4 81.5 62.9

gggtp10 57.1 45 62.5 53.2 80.4 65.1
km04 45.8 34.6 60.3 52.9 78.4 66.6
saj10a 54.7 41.6 66.5 55.9 78.9 67.8
saj10c 63.8 46.1 72.6 58.8 84.2 70.8

saj10b∗ 67.9 48.2 74.0 57.7 86.0 70.7

Table 4: A comparison of recent works, usingAtt (at-
tachment score) Un (undirected evaluation) andNED, on
sentences of length≤ 10 (excluding punctuation) and
on all sentences. The gold standard is obtained using
the rules of (Yamada and Matsumoto, 2003).bbdk10:
(Berg-Kirkpatrick et al., 2010),bc10: (Blunsom and
Cohn, 2010),cs09: (Cohen and Smith, 2009),gggtp10:
(Gillenwater et al., 2010),km04: A replication of (Klein
and Manning, 2004),saj10a: (Spitkovsky et al., 2010a),
saj10c: (Spitkovsky et al., 2010c),saj10b∗: A lightly-
supervised algorithm (Spitkovsky et al., 2010b).

7 Discussion

In this paper we explored two ways of dealing with
cases in which there is no clear theoretical justifi-
cation to prefer one dependency structure over an-
other. Our experiments suggest that it is crucial to
deal with such structures if we would like to have
a proper evaluation of unsupervised parsing algo-
rithms against a gold standard.

The first way was to modify the parameters of the
parsing algorithms so that in cases where such prob-
lematic decisions are to be made they follow the gold
standard annotation. Indeed, this modification leads
to a substantial improvement in the attachment score
of the algorithms.

11Results may be different than the ones published in the
original papers due to the different conversion proceduresused
in each work. See Section 4 for discussion.

The second way was to change the evaluation.
The NED measure we proposed does not punish for
differences between gold and induced structures in
the problematic cases. Indeed, in Section 6 (Table 3)
we show that the differences between the original
and modified models are much smaller when eval-
uating withNED compared to when evaluating with
the traditional attachment score.

As Table 3 reveals, however, even when evaluat-
ing with NED, there is still some difference between
the original and the modified model, for each of the
algorithms we consider. Moreover, for two of the al-
gorithms (km04andsaj10a) NED prefers the original
model while for one (cs09) it prefers the modified
version. In this section we explain these patterns and
show that they are both consistent and predictable.

Our hypothesis, for which we provide empirical
justification, is that in cases where there is no theo-
retically preferred annotation,NED prefers the struc-
tures that are more learnable by DMV. That is,NED

gives higher scores to the annotations that better fit
the assumptions and modeling decisions of DMV,
the model that lies in the basis of the parsing algo-
rithms.

To support our hypothesis we perform an experi-
ment requiring two preparatory steps for each algo-
rithm. First, we construct a supervised version of
the algorithm. This supervised version consists of
the same statistical model as the original unsuper-
vised algorithm, but the parameters are estimated to
maximize the likelihood of asyntactically annotated
training corpus, rather than of a plain text corpus.

Second, we construct two corpora for the algo-
rithm, both consist of the same text and differ only
in their syntactic annotation. The first is annotated
with the gold standard annotation. The second is
similarly annotated except in the linguistically prob-
lematic structures. We replace these structures with
the ones that would have been created with the un-
supervised version of the algorithm (see Table 1 for
the relevant structures for each algorithm)12. Each

12In cases the structures are comprised of a single edge, the
second corpus is obtained from the gold standard by anedge-
flip. The only exceptions are the cases of the prepositional
phrases. Their gold standard and the learned structures foreach
of the algorithms are shown in Figure 4. In this case, the sec-
ond corpus is obtained from the gold standard by replacing each
prepositional phrase in the gold standard with the corresponding

670



corpus is divided into a training and a test set.

We then train the supervised version of the algo-
rithms on each of the training sets. We parse the test
data twice, once with each of the resulting models.
We evaluate both parsed corpora against the corpus
annotation from which they originated.

The training set of each corpus consists of sec-
tions 2–21 of WSJ20 (i.e., WSJ sentences of length
≤20, excluding punctuation)13 and the test set is sec-
tion 23 of WSJ∞. Evaluation is performed using
both NED and attachment score. The patterns we
observed are very similar for both. For brevity, we
report only attachment score results.

km04 cs09 saj10a
Orig. Gold Orig. Gold Orig. Gold

NED,
Unsup.

66.6 63 62.6 66.8 67.8 66.8

Sup. 71.3 69.9 63.3 69.9 71.8 69.9

Table 5: The first line shows theNED results from
Section 6, when using the original parameters (Orig.
columns) and the modified parameters (Gold columns).
The second line shows the results of the supervised ver-
sions of the algorithms using the corpus which agrees
with the unsupervised model in the problematic cases
(Orig.) and the gold standard (Gold).

The results of our experiment are presented in Ta-
ble 5 along with a comparison to theNED scores
from Section 6. The table clearly demonstrates that a
set of parameters (original or modified) is preferred
by NED in the unsupervised experiments reported in
Section 6 (top line) if and only if the structures pro-
duced by this set are better learned by the supervised
version of the algorithm (bottom line).

This observation supports our hypothesis that in
cases where there is no theoretical preference for
one structure over the other,NED (unlike the other
measures) prefers the structures that are more con-
sistent with the modeling assumptions lying in the
basis of the algorithm. We consider this to be a de-
sired property of a measure since a more consistent
model should be preferred where no theoretical pref-
erence exists.

learned structure.
13In using WSJ20, we follow (Spitkovsky et al., 2010a),

which showed that training the DMV on sentences of bounded
length yields a higher score than using the entire corpus. We
use it as we aim to use an optimal setting.

8 Conclusion

In this paper we showed that the standard evalua-
tion of unsupervised dependency parsers is highly
sensitive to problematic annotations. We modified a
small set of parameters that controls the annotation
in such problematic cases in three leading parsers.
This resulted in a major performance boost, which
is unindicative of a true difference in quality.

We presentedNeutral Edge Direction(NED), a
measure that is less sensitive to the annotation of
local structures. As the problematic structures are
generally local,NED is less sensitive to their alterna-
tive annotations. In the future, we suggest reporting
NED along with the current measures.
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Sandra Kübler, R. McDonald and Joakim Nivre, 2009.
Dependency Parsing. Morgan And Claypool Publish-
ers.

Mitchell Marcus, Beatrice Santorini and Mary Ann
Marcinkiewicz, 1993.Building a large annotated cor-
pus of English: The Penn treebank. Computational
Linguistics19:313-330.

Tahira Naseem, Harr Chen, Regina Barzilay and Mark
Johnson, 2010.Using universal linguistic knowledge
to guide grammar induction. In Proc. of EMNLP.

Joakim Nivre, 2006. Inductive Dependency Parsing.
Springer.

Joakim Nivre, Johan Hall and Jens Nilsson, 2006.Malt-
Parser: A data-driven parser-generator for depen-
dency parsing. In Proc. of LREC-2006.

Joakim Nivre, Johan Hall, Sandra Kübler, Ryan McDon-
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Abstract

We develop a general dynamic programming
technique for the tabulation of transition-based
dependency parsers, and apply it to obtain
novel, polynomial-time algorithms for parsing
with the arc-standard and arc-eager models. We
also show how to reverse our technique to ob-
tain new transition-based dependency parsers
from existing tabular methods. Additionally,
we provide a detailed discussion of the con-
ditions under which the feature models com-
monly used in transition-based parsing can be
integrated into our algorithms.

1 Introduction

Dynamic programming algorithms, also known as
tabular or chart-based algorithms, are at the core of
many applications in natural language processing.
When applied to formalisms such as context-free
grammar, they provide polynomial-time parsing al-
gorithms and polynomial-space representations of
the resulting parse forests, even in cases where the
size of the search space is exponential in the length
of the input string. In combination with appropri-
ate semirings, these packed representations can be
exploited to compute many values of interest for ma-
chine learning, such as best parses and feature expec-
tations (Goodman, 1999; Li and Eisner, 2009).

In this paper, we follow the line of investigation
started by Huang and Sagae (2010) and apply dy-
namic programming to (projective) transition-based
dependency parsing (Nivre, 2008). The basic idea,
originally developed in the context of push-down
automata (Lang, 1974; Tomita, 1986; Billot and
Lang, 1989), is that while the number of computa-
tions of a transition-based parser may be exponential

in the length of the input string, several portions of
these computations, when appropriately represented,
can be shared. This can be effectively implemented
through dynamic programming, resulting in a packed
representation of the set of all computations.

The contributions of this paper can be summarized
as follows. We provide (declarative specifications of)
novel, polynomial-time algorithms for two widely-
used transition-based parsing models: arc-standard
(Nivre, 2004; Huang and Sagae, 2010) and arc-eager
(Nivre, 2003; Zhang and Clark, 2008). Our algorithm
for the arc-eager model is the first tabular algorithm
for this model that runs in polynomial time. Both
algorithms are derived using the same general tech-
nique; in fact, we show that this technique is applica-
ble to all transition-parsing models whose transitions
can be classified into “shift” and “reduce” transitions.
We also show how to reverse the tabulation to de-
rive a new transition system from an existing tabular
algorithm for dependency parsing, originally devel-
oped by Gómez-Rodríguez et al. (2008). Finally, we
discuss in detail the role of feature information in
our algorithms, and in particular the conditions under
which the feature models traditionally used in transi-
tion-based dependency parsing can be integrated into
our framework.

While our general approach is the same as the one
of Huang and Sagae (2010), we depart from their
framework by not representing the computations of
a parser as a graph-structured stack in the sense of
Tomita (1986). We instead simulate computations
as in Lang (1974), which results in simpler algo-
rithm specifications, and also reveals deep similari-
ties between transition-based systems for dependency
parsing and existing tabular methods for lexicalized
context-free grammars.
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2 Transition-Based Dependency Parsing

We start by briefly introducing the framework of
transition-based dependency parsing; for details, we
refer to Nivre (2008).

2.1 Dependency Graphs

Let w D w0 � � �wn�1 be a string over some fixed
alphabet, where n � 1 and w0 is the special token
root. A dependency graph for w is a directed graph
G D .Vw ; A/, where Vw D f0; : : : ; n � 1g is the set
of nodes, and A � Vw � Vw is the set of arcs. Each
node in Vw encodes the position of a token in w, and
each arc in A encodes a dependency relation between
two tokens. To denote an arc .i; j / 2 A, we write
i ! j ; here, the node i is the head, and the node j is
the dependent. A sample dependency graph is given
in the left part of Figure 2.

2.2 Transition Systems

A transition system is a structure S D .C; T; I; Ct /,
where C is a set of configurations, T is a finite set
of transitions, which are partial functions t WC * C ,
I is a total initialization function mapping each input
string to a unique initial configuration, and Ct � C
is a set of terminal configurations.

The transition systems that we investigate in this
paper differ from each other only with respect to
their sets of transitions, and are identical in all other
aspects. In each of them, a configuration is de-
fined relative to a string w as above, and is a triple
c D .�; ˇ; A/, where � and ˇ are disjoint lists of
nodes from Vw , called stack and buffer, respectively,
and A � Vw � Vw is a set of arcs. We denote the
stack, buffer and arc set associated with c by �.c/,
ˇ.c/, and A.c/, respectively. We follow a standard
convention and write the stack with its topmost ele-
ment to the right, and the buffer with its first element
to the left; furthermore, we indicate concatenation
in the stack and in the buffer by a vertical bar. The
initialization function maps each string w to the ini-
tial configuration .Œ�; Œ0; : : : ; jwj � 1�;;/. The set of
terminal configurations contains all configurations of
the form .Œ0�; Œ�; A/, where A is some set of arcs.

Given an input string w, a parser based on S pro-
cesses w from left to right, starting in the initial con-
figuration I.w/. At each point, it applies one of
the transitions, until at the end it reaches a terminal

.�; i jˇ;A/ ` .� ji; ˇ; A/ .sh/
.� ji jj; ˇ;A/ ` .� jj; ˇ;A [ fj ! ig/ .la/
.� ji jj; ˇ;A/ ` .� ji; ˇ; A [ fi ! j g/ .ra/

Figure 1: Transitions in the arc-standard model.

configuration; the dependency graph defined by the
arc set associated with that configuration is then re-
turned as the analysis for w. Formally, a computation
of S on w is a sequence  D c0; : : : ; cm, m � 0, of
configurations (defined relative to w) in which each
configuration is obtained as the value of the preced-
ing one under some transition. It is called complete
whenever c0 D I.w/, and cm 2 Ct . We note that a
computation can be uniquely specified by its initial
configuration c0 and the sequence of its transitions,
understood as a string over T . Complete computa-
tions, where c0 is fixed, can be specified by their
transition sequences alone.

3 Arc-Standard Model

To introduce the core concepts of the paper, we first
look at a particularly simple model for transition-
based dependency parsing, known as the arc-stan-
dard model. This model has been used, in slightly
different variants, by a number of parsers (Nivre,
2004; Attardi, 2006; Huang and Sagae, 2010).

3.1 Transition System

The arc-standard model uses three types of transi-
tions: Shift (sh) removes the first node in the buffer
and pushes it to the stack. Left-Arc (la) creates a
new arc with the topmost node on the stack as the
head and the second-topmost node as the dependent,
and removes the second-topmost node from the stack.
Right-Arc (ra) is symmetric to Left-Arc in that it
creates an arc with the second-topmost node as the
head and the topmost node as the dependent, and
removes the topmost node.

The three transitions can be formally specified as
in Figure 1. The right half of Figure 2 shows a com-
plete computation of the arc-standard transition sys-
tem, specified by its transition sequence. The picture
also shows the contents of the stack over the course of
the computation; more specifically, column i shows
the stack �.ci / associated with the configuration ci .
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Figure 2: A dependency tree (left) and a computation generating this tree in the arc-standard system (right).

3.2 Push Computations

The key to the tabulation of transition-based depen-
dency parsers is to find a way to decompose com-
putations into smaller, shareable parts. For the arc-
standard model, as well as for the other transition
systems that we consider in this paper, we base our
decomposition on the concept of push computations.
By this, we mean computations

 D c0; : : : ; cm ; m � 1 ;

on some input string w with the following properties:

(P1) The initial stack �.c0/ is not modified during
the computation, and is not even exposed after the
first transition: For every 1 � i � m, there exists a
non-empty stack �i such that �.ci / D �.c0/j�i .

(P2) The overall effect of the computation is to
push a single node to the stack: The stack �.cm/ can
be written as �.cm/ D �.c0/jh, for some h 2 Vw .

We can verify that the computation in Figure 2 is
a push computation. We can also see that it contains
shorter computations that are push computations; one
example is the computation 0 D c1; : : : ; c16, whose
overall effect is to push the node 3. In Figure 2, this
computation is marked by the zig-zag path traced
in bold. The dashed line delineates the stack �.c1/,
which is not modified during 0.

Every computation that consists of a single sh tran-
sition is a push computation. Starting from these
atoms, we can build larger push computations by
means of two (partial) binary operations fla and fra,
defined as follows. Let 1 D c10; : : : ; c1m1

and
2 D c20; : : : ; c2m2

be push computations on the
same input string w such that c1m1

D c20. Then

fra.1; 2/ D c10; : : : ; c1m1
; c21; : : : ; c2m2

; c ;

where c is obtained from c2m2
by applying the ra

transition. (The operation fla is defined analogously.)
We can verify that fra.1; 2/ is another push com-
putation. For instance, with respect to Figure 2,
fra.1; 2/ D 0. Conversely, we say that the push
computation 0 can be decomposed into the subcom-
putations 1 and 2, and the operation fra.

3.3 Deduction System
Building on the compositional structure of push com-
putations, we now construct a deduction system (in
the sense of Shieber et al. (1995)) that tabulates the
computations of the arc-standard model for a given
input string w D w0 � � �wn�1. For 0 � i � n, we
shall write ˇi to denote the buffer Œi; : : : ; n�1�. Thus,
ˇ0 denotes the full buffer, associated with the initial
configuration I.w/, and ˇn denotes the empty buffer,
associated with a terminal configuration c 2 Ct .

Item form. The items of our deduction system
take the form Œi; h; j �, where 0 � i � h < j � n.
The intended interpretation of an item Œi; h; j � is:
For every configuration c0 with ˇ.c0/ D ˇi , there
exists a push computation  D c0; : : : ; cm such that
ˇ.cm/ D ǰ , and �.cm/ D �.c0/jh.

Goal. The only goal item is Œ0; 0; n�, asserting
that there exists a complete computation for w.

Axioms. For every stack � , position i < n and
arc set A, by a single sh transition we obtain the
push computation .�; ˇi ; A/; .� ji; ˇiC1; A/. There-
fore we can take the set of all items of the form
Œi; i; i C 1� as the axioms of our system.

Inference rules. The inference rules parallel the
composition operations fla and fra. Suppose that
we have deduced the items Œi; h1; k� and Œk; h2; j �,
where 0 � i � h1 < k � h2 < j � n. The
item Œi; h1; k� asserts that for every configuration c10
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Item form: Œi; h; j � , 0 � i � h < j � jwj Goal: Œ0; 0; jwj� Axioms: Œi; i; i C 1�

Inference rules:
Œi; h1; k� Œk; h2; j �

Œi; h2; j �
.laI h2 ! h1/

Œi; h1; k� Œk; h2; j �

Œi; h1; j �
.raI h1 ! h2/

Figure 3: Deduction system for the arc-standard model.

with ˇ.c10/ D ˇi , there exists a push computation
1 D c10; : : : ; c1m1

such that ˇ.c1m1
/ D ˇk , and

�.c1m1
/ D �.c10/jh1. Using the item Œk; h2; j �,

we deduce the existence of a second push compu-
tation 2 D c20; : : : ; c2m2

such that c20 D c1m1
,

ˇ.c2m2
/ D ǰ , and �.c2m2

/ D �.c10/jh1jh2. By
means of fra, we can then compose 1 and 2 into a
new push computation

fra.1; 2/ D c10; : : : ; c1m1
; c21; : : : ; c2m2

; c :

Here, ˇ.c/ D ǰ , and �.c/ D �.c10/jh1. Therefore,
we may generate the item Œi; h1; j �. The inference
rule for la can be derived analogously.

Figure 3 shows the complete deduction system.

3.4 Completeness and Non-Ambiguity
We have informally argued that our deduction sys-
tem is sound. To show completeness, we prove the
following lemma: For all 0 � i � h < j � jwj and
every push computation  D c0; : : : ; cm on w with
ˇ.c0/ D ˇi , ˇ.cm/ D ǰ and �.cm/ D �.c0/jh, the
item Œi; h; j � is generated. The proof is by induction
on m, and there are two cases:

m D 1. In this case,  consists of a single sh transi-
tion, h D i , j D i C 1, and we need to show that the
item Œi; i; i C 1� is generated. This holds because this
item is an axiom.
m � 2. In this case,  ends with either a la or a ra
transition. Let c be the rightmost configuration in 
that is different from cm and whose stack size is one
larger than the size of �.c0/. The computations

1 D c0; : : : ; c and 2 D c; : : : ; cm�1

are both push computations with strictly fewer tran-
sitions than  . Suppose that the last transition in 
is ra. In this case, ˇ.c/ D ˇk for some i < k < j ,
�.c/ D �.c0/jh with h < k, ˇ.cm�1/ D ǰ , and
�.cm�1/ D �.c0/jhjh

0 for some k � h0 < j . By
induction, we may assume that we have generated
items Œi; h; k� and Œk; h0; j �. Applying the inference

rule for ra, we deduce the item Œi; h; j �. An analo-
gous argument can be made for fla.

Apart from being sound and complete, our deduc-
tion system also has the property that it assigns at
most one derivation to a given item. To see this,
note that in the proof of the lemma, the choice of c
is uniquely determined: If we take any other con-
figuration c0 that meets the selection criteria, then
the computation  02 D c0; : : : ; cm�1 is not a push
computation, as it contains c as an intermediate con-
figuration, and thereby violates property P1.

3.5 Discussion

Let us briefly take stock of what we have achieved
so far. We have provided a deduction system capable
of tabulating the set of all computations of an arc-
standard parser on a given input string, and proved
the correctness of this system relative to an interpre-
tation based on push computations. Inspecting the
system, we can see that its generic implementation
takes space in O.jwj3/ and time in O.jwj5/.

Our deduction system is essentially the same as the
one for the CKY algorithm for bilexicalized context-
free grammar (Collins, 1996; Gómez-Rodríguez et
al., 2008). This equivalence reveals a deep correspon-
dence between the arc-standard model and bilexical-
ized context-free grammar, and, via results by Eisner
and Satta (1999), to head automata. In particular,
Eisner’s and Satta’s “hook trick” can be applied to
our tabulation to reduce its runtime to O.jwj4/.

4 Adding Features

The main goal with the tabulation of transition-based
dependency parsers is to obtain a representation
based on which semiring values such as the high-
est-scoring computation for a given input (and with
it, a dependency tree) can be calculated. Such com-
putations involve the use of feature information. In
this section, we discuss how our tabulation of the arc-
standard system can be extended for this purpose.
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Œi; h1; kI hx2; x1i; hx1; x3i� W v1 Œk; h2; j I hx1; x3i; hx3; x4i� W v2

Œi; h1; j I hx2; x1i; hx1; x3i� W v1 C v2 C hx3; x4i � Ęra
.ra/

Œi; h; j I hx2; x1i; hx1; x3i� W v

Œj; j; j C 1I hx1; x3i; hx3; wj i� W hx1; x3i � Ęsh
.sh/

Figure 4: Extended inference rules under the feature model ˚ D hs1:w; s0:wi. The annotations indicate how to calculate
a candidate for an update of the Viterbi score of the conclusion using the Viterbi scores of the premises.

4.1 Scoring Computations
For the sake of concreteness, suppose that we want
to score computations based on the following model,
taken from Zhang and Clark (2008). The score of a
computation  is broken down into a sum of scores
score.t; ct / for combinations of a transition t in the
transition sequence associated with  and the config-
uration ct in which t was taken:

score./ D
X
t2

score.t; ct / (1)

The score score.t; ct / is defined as the dot product of
the feature representation of ct relative to a feature
model ˚ and a transition-specific weight vector Ęt :

score.t; ct / D ˚.ct / � Ęt

The feature model ˚ is a vector h�1; : : : ; �ni of
elementary feature functions, and the feature rep-
resentation ˚.c/ of a configuration c is a vector
Ex D h�1.c/; : : : ; �n.c/i of atomic values. Two ex-
amples of feature functions are the word form associ-
ated with the topmost and second-topmost node on
the stack; adopting the notation of Huang and Sagae
(2010), we will write these functions as s0:w and
s1:w, respectively. Feature functions like these have
been used in several parsers (Nivre, 2006; Zhang and
Clark, 2008; Huang et al., 2009).

4.2 Integration of Feature Models
To integrate feature models into our tabulation of
the arc-standard system, we can use extended items
of the form Œi; h; j I ExL; ExR� with the same intended
interpretation as the old items Œi; h; j �, except that
the initial configuration of the asserted computations
 D c0; : : : ; cm now is required to have the feature
representation ExL, and the final configuration is re-
quired to have the representation ExR:

˚.c0/ D ExL and ˚.cm/ D ExR

We shall refer to the vectors ExL and ExR as the left-
context vector and the right-context vector of the
computation  , respectively.

We now need to change the deduction rules so that
they become faithful to the extended interpretation.
Intuitively speaking, we must ensure that the feature
values can be computed along the inference rules.
As a concrete example, consider the feature model
˚ D hs1:w; s0:wi. In order to integrate this model
into our tabulation, we change the rule for ra as in
Figure 4, where x1; : : : ; x4 range over possible word
forms. The shared variable occurrences in this rule
capture the constraints that hold between the feature
values of the subcomputations 1 and 2 asserted
by the premises, and the computations fra.1; 2/

asserted by the conclusion. To illustrate this, suppose
that 1 and 2 are as in Figure 2. Then the three
occurrences of x3 for instance encode that

Œs0:w�.c6/ D Œs1:w�.c15/ D Œs0:w�.c16/ D w3 :

We also need to extend the axioms, which cor-
respond to computations consisting of a single sh
transition. The most conservative way to do this is
to use a generate-and-test technique: Extend the ex-
isting axioms by all valid choices of left-context and
right-context vectors, that is, by all pairs ExL; ExR such
that there exists a configuration c with ˚.c/ D ExL
and ˚.sh.c// D ExR. The task of filtering out use-
less guesses can then be delegated to the deduction
system.

A more efficient way is to only have one axiom, for
the case where c D I.w/, and to add to the deduction
system a new, unary inference rule for sh as in Fig-
ure 4. This rule only creates items whose left-context
vector is the right-context vector of some other item,
which prevents the generation of useless items. In
the following, we take this second approach, which
is also the approach of Huang and Sagae (2010).
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Œi; h; j I hx2; x1i; hx1; x3i� W .p; v/

Œj; j; j C 1I hx1; x3i; hx3; wj i� W .p C �; �/
.sh/ , where � D hx1; x3i � Ęsh

Œi; h1; kI hx2; x1i; hx1; x3i� W .p1; v1/ Œk; h2; j I hx1; x3i; hx3; x4i� W .p2; v2/

Œi; h1; j I hx2; x1i; hx1; x3i� W .p1 C v2 C �; v1 C v2 C �/
.ra/ , where � D hx3; x4i � Ęra

Figure 5: Extended inference rules under the feature model ˚ D hs0:w; s1:wi. The annotations indicate how to calculate
a candidate for an update of the prefix score and Viterbi score of the conclusion.

4.3 Computing Viterbi Scores
Once we have extended our deduction system with
feature information, many values of interest can be
computed. One simple example is the Viterbi score
for an input w, defined as

arg max
2� .w/

score./ ; (2)

where � .w/ denotes the set of all complete compu-
tations for w. The score of a complex computation
ft .1; 2/ is the sum of the scores of its subcomputa-
tions 1; 2, plus the transition-specific dot product.
Since this dot product only depends on the feature
representation of the final configuration of 2, the
Viterbi score can be computed on top of the infer-
ence rules using standard techniques. The crucial
calculation is indicated in Figure 4.

4.4 Computing Prefix Scores
Another interesting value is the prefix score of an
item, which, apart from the Viterbi score, also in-
cludes the cost of the best search path leading to
the item. Huang and Sagae (2010) use this quan-
tity to order the items in a beam search on top of
their dynamic programming method. In our frame-
work, prefix scores can be computed as indicated in
Figure 5. Alternatively, we can also use the more
involved calculation employed by Huang and Sagae
(2010), which allows them to get rid of the left-con-
text vector from their items.1

4.5 Compatibility
So far we have restricted our attention to a concrete
and extremely simplistic feature model. The fea-
ture models that are used in practical systems are
considerably more complex, and not all of them are

1The essential idea in the calculation by Huang and Sagae
(2010) is to delegate (in the computation of the Viterbi score)
the scoring of sh transitions to the inference rules for la/ra.

compatible with our framework in the sense that they
can be integrated into our deduction system in the
way described in Section 4.2.

For a simple example of a feature model that is
incompatible with our tabulation, consider the model
˚ 0 D hs0:rc:wi, whose single feature function ex-
tracts the word form of the right child (rc) of the
topmost node on the stack. Even if we know the val-
ues of this feature for two computations 1; 2, we
have no way to compute its value for the composed
computation fra.1; 2/: This value coincides with
the word form of the topmost node on the stack asso-
ciated with 2, but in order to have access to it in the
context of the ra rule, our feature model would need
to also include the feature function s0:w.

The example just given raises the question whether
there is a general criterion based on which we can de-
cide if a given feature model is compatible with our
tabulation. An attempt to provide such a criterion has
been made by Huang and Sagae (2010), who define
a constraint on feature models called “monotonicity”
and claim that this constraint guarantees that feature
values can be computed using their dynamic program-
ming approach. Unfortunately, this claim is wrong.
In particular, the feature model ˚ 0 given above is
“monotonic”, but cannot be tabulated, neither in our
nor in their framework. In general, it seems clear
that the question of compatibility is a question about
the relation between the tabulation and the feature
model, and not about the feature model alone. To find
practically useful characterizations of compatibility
is an interesting avenue for future research.

5 Arc-Eager Model

Up to now, we have only discussed the arc-standard
model. In this section, we show that the framework
of push computations also provides a tabulation of
another widely-used model for dependency parsing,
the arc-eager model (Nivre, 2003).
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.�; i jˇ;A/ ` .� ji; ˇ; A/ .sh/
.� ji; j jˇ;A/ ` .�; j jˇ;A [ fj ! ig/ .lae/

only if i does not have an incoming arc
.� ji; j jˇ;A/ ` .� ji jj; ˇ;A [ fi ! j g/ .rae/

.� ji; ˇ; A/ ` .�; ˇ; A/ .re/
only if i has an incoming arc

Figure 6: Transitions in the arc-eager model.

5.1 Transition System

The arc-eager model has three types of transitions,
shown in Figure 6: Shift (sh) works just like in arc-
standard, moving the first node in the buffer to the
stack. Left-Arc (lae) creates a new arc with the first
node in the buffer as the head and the topmost node
on the stack as the dependent, and pops the stack.
It can only be applied if the topmost node on the
stack has not already been assigned a head, so as to
preserve the single-head constraint. Right-Arc (rae)
creates an arc in the opposite direction as Left-Arc,
and moves the first node in the buffer to the stack.
Finally, Reduce (re) simply pops the stack; it can
only be applied if the topmost node on the stack has
already been assigned a head.

Note that, unlike in the case of arc-standard, the
parsing process in the arc-eager model is not bottom-
up: the right dependents of a node are attached before
they have been assigned their own right dependents.

5.2 Shift-Reduce Parsing

If we look at the specification of the transitions of the
arc-standard and the arc-eager model and restrict our
attention to the effect that they have on the stack and
the buffer, then we can see that all seven transitions
fall into one of three types:

.�; i jˇ/ ` .� ji; ˇ/ sh; rae (T1)

.� ji jj; ˇ/ ` .� jj; ˇ/ la (T2)

.� ji; ˇ/ ` .�; ˇ/ ra; lae; re (T3)

We refer to transitions of type T1 as shift and to
transitions of type T2 and T3 as reduce transitions.

The crucial observation now is that the concept of
push computations and the approach to their tabula-
tion that we have taken for the arc-standard system
can easily be generalized to other transition systems

whose transitions are of the type shift or reduce. In
particular, the proof of the correctness of our de-
duction system that we gave in Section 3 still goes
through if instead of sh we write “shift” and instead
of la and ra we write “reduce”.

5.3 Deduction System

Generalizing our construction for the arc-standard
model along these lines, we obtain a tabulation of
the arc-eager model. Just like in the case of arc-
standard, each single shift transition in that model
(be it sh or rae) constitutes a push computation, while
the reduce transitions induce operations flae and fre.
The only difference is that the preconditions of lae
and re must be met. Therefore, flae.1; 2/ is only
defined if the topmost node on the stack in the final
configuration of 2 has not yet been assigned a head,
and fre.1; 2/ is only defined in the opposite case.

Item form. In our deduction system for the arc-ea-
ger model we use items of the form Œi; hb; j �, where
0 � i � h < j � jwj, and b 2 f0; 1g. An item
Œi; hb; j � has the same meaning as the corresponding
item in our deduction system for arc-standard, but
also keeps record of whether the node h has been
assigned a head (b D 1) or not (b D 0).

Goal. The only goal item is Œ0; 00; jwj�. (The item
Œ0; 01; jwj� asserts that the node 0 has a head, which
never happens in a complete computation.)

Axioms. Reasoning as in arc-standard, the axioms
of the deduction system for the arc-eager model are
the items of the form Œi; i0; i C 1� and Œj; j 1; j C 1�,
where j > 0: the former correspond to the push
computations obtained from a single sh, the latter to
those obtained from a single rae, which apart from
shifting a node also assigns it a head.

Inference rules. Also analogously to arc-standard,
if we know that there exists a push computation 1
of the form asserted by the item Œi; hb; k�, and a push
computation 2 of the form asserted by Œk; g0; j �,
where j < jwj, then we can build the push compu-
tation flae.1; 2/ of the form asserted by the item
Œi; hb; j �. Similarly, if 2 is of the form asserted by
Œk; g1; j �, then we can build fre.1; 2/, which again
is of the form by asserted Œi; hb; j �. Thus:

Œi; ib; k� Œk; k0; j �

Œi; ib; j �
.lae/ ,

Œi; ib; k� Œk; k1; j �

Œi; ib; j �
.re/ .
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Item form: Œib; j � , 0 � i < j � jwj , b 2 f0; 1g Goal: Œ00; jwj� Axioms: Œ00; 1�

Œib; j �

Œj 0; j C 1�
.sh/

Œib; k� Œk0; j �

Œib; j �
.laeI j ! k/ , j < jwj

Œib; j �

Œj 1; j C 1�
.raeI i ! j /

Œib; k� Œk1; j �

Œib; j �
.re/

Figure 7: Deduction system for the arc-eager model.

As mentioned above, the correctness and non-am-
biguity of the system can be proved as in Section 3.
Features can be added in the same way as discussed
in Section 4.

5.4 Computational Complexity

Looking at the inference rules, it is clear that an im-
plementation of the deduction system for arc-eager
takes space inO.jwj3/ and time inO.jwj5/, just like
in the case of arc-standard. However, a closer inspec-
tion reveals that we can give even tighter bounds.

In all derivable items Œi; hb; j �, it holds that i D h.
This can easily be shown by induction: The property
holds for the axioms, and the first two indexes of a
consequent of a deduction rule coincide with the first
two indexes of the left antecedent. Thus, if we use
the notation Œib; k� as a shorthand for Œi; ib; k�, then
we can rewrite the inference rules for the arc-eager
system as in Figure 7, where, additionally, we have
added unary rules for sh and ra and restricted the
set of axioms along the lines set out in Section 4.2.
With this formulation, it is apparent that the space
complexity of the generic implementation of the de-
duction system is in fact even in O.jwj2/, and its
time complexity is in O.jwj3/.

6 Hybrid Model

We now reverse the approach that we have taken in
the previous sections: Instead of tabulating a transi-
tion system in order to get a dynamic-programming
parser that simulates its computations, we start with
a tabular parser and derive a transition system from
it. In the new model, dependency trees are built bot-
tom-up as in the arc-standard model, but the set of all
computations in the system can be tabulated in space
O.jwj2/ and time O.jwj3/, as in arc-eager.

6.1 Deduction System

Gómez-Rodríguez et al. (2008) present a deductive
version of the dependency parser of Yamada and Mat-
sumoto (2003); their deduction system is given in Fig-

ure 8. The generic implementation of the deduction
system takes space O.jwj2/ and time O.jwj3/.

In the original interpretation of the deduction
system, an item Œi; j � asserts the existence of a
pair of (projective) dependency trees: the first tree
rooted at token wi , having all nodes in the substring
wi � � �wk�1 as descendants, where i < k � j ; and
the second tree rooted at token wj , having all nodes
in the substring wk � � �wj as descendants. (Note that
we use fencepost indexes, while Gómez-Rodríguez
et al. (2008) indexes positions.)

6.2 Transition System
In the context of our tabulation framework, we adopt
a new interpretation of items: An item Œi; j � has the
same meaning as an item Œi; i; j � in the tabulation
of the arc-standard model; for every configuration c
with ˇ.c/ D ˇi , it asserts the existence of a push
computation that starts with c and ends with a config-
uration c0 for which ˇ.c0/ D ǰ and �.c0/ D �.c/ji .

If we interpret the inference rules of the system in
terms of composition operations on push computa-
tions as usual, and also take the intended direction of
the dependency arcs into account, then this induces a
transition system with three transitions:

.�; i jˇ;A/ ` .� ji; ˇ; A/ .sh/
.� ji; j jˇ;A/ ` .�; j jˇ;A [ fj ! ig/ .lah/

.� ji jj; ˇ;A/ ` .� ji; ˇ; A [ fi ! j g/ .ra/

We call this transition system the hybrid model, as sh
and ra are just like in arc-standard, while lah is like
the Left-Arc transition in the arc-eager model (lae),
except that it does not have the precondition. Like
the arc-standard but unlike the arc-eager model, the
hybrid model builds dependencies bottom-up.

7 Conclusion

In this paper, we have provided a general technique
for the tabulation of transition-based dependency
parsers, and applied it to obtain dynamic program-
ming algorithms for two widely-used parsing models,
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Item form: Œi; j � , 0 � i < j � jwj Goal: Œ0; jwj� Axioms: Œ0; 1�

Inference rules:
Œi; j �

Œj; j C 1�
.sh/

Œi; k� Œk; j �

Œi; j �
.lahI j ! k/ , j < jwj

Œi; k� Œk; j �

Œi; j �
.raI i ! k/

Figure 8: Deduction system for the hybrid model.

arc-standard and (for the first time) arc-eager. The
basic idea behind our technique is the same as the
one implemented by Huang and Sagae (2010) for
the special case of the arc-standard model, but in-
stead of their graph-structured stack representation
we use a tabulation akin to Lang’s approach to the
simulation of pushdown automata (Lang, 1974). This
considerably simplifies both the presentation and the
implementation of parsing algorithms. It has also
enabled us to give simple proofs of correctness and
establish relations between transition-based parsers
and existing parsers based on dynamic programming.

While this paper has focused on the theoretical
aspects and the analysis of dynamic programming
versions of transition-based parsers, an obvious av-
enue for future work is the evaluation of the empiri-
cal performance and efficiency of these algorithms in
connection with specific feature models. The feature
models used in transition-based dependency parsing
are typically very expressive, and exhaustive search
with them quickly becomes impractical even for our
cubic-time algorithms of the arc-eager and hybrid
model. However, Huang and Sagae (2010) have pro-
vided evidence that the use of dynamic programming
on top of a transition-based dependency parser can
improve accuracy even without exhaustive search.
The tradeoff between expressivity of the feature mod-
els on the one hand and the efficiency of the search
on the other is a topic that we find worth investigat-
ing. Another interesting observation is that dynamic
programming makes it possible to use predictive fea-
tures, which cannot easily be integrated into a non-
tabular transition-based parser. This could lead to the
development of parsing models that cross the border
between transition-based and tabular parsing.
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Abstract

CCGs are directly compatible with binary-
branching bottom-up parsing algorithms, in
particular CKY and shift-reduce algorithms.
While the chart-based approach has been the
dominant approach forCCG, the shift-reduce
method has been little explored. In this paper,
we develop a shift-reduceCCG parser using
a discriminative model and beam search, and
compare its strengths and weaknesses with the
chart-based C&C parser. We study different
errors made by the two parsers, and show that
the shift-reduce parser gives competitive accu-
racies compared to C&C. Considering our use
of a small beam, and given the high ambigu-
ity levels in an automatically-extracted gram-
mar and the amount of information in theCCG

lexical categories which form the shift actions,
this is a surprising result.

1 Introduction

Combinatory Categorial Grammar (CCG; Steedman
(2000)) is a lexicalised theory of grammar which has
been successfully applied to a range of problems in
NLP, including treebank creation (Hockenmaier and
Steedman, 2007), syntactic parsing (Hockenmaier,
2003; Clark and Curran, 2007), logical form con-
struction (Bos et al., 2004) and surface realization
(White and Rajkumar, 2009). From a parsing per-
spective, the C&C parser (Clark and Curran, 2007)
has been shown to be competitive with state-of-the-
art statistical parsers on a variety of test suites, in-
cluding those consisting of grammatical relations
(Clark and Curran, 2007), Penn Treebank phrase-

structure trees (Clark and Curran, 2009), and un-
bounded dependencies (Rimell et al., 2009).

The binary branching nature ofCCG means that
it is naturally compatible with bottom-up parsing al-
gorithms such as shift-reduce andCKY (Ades and
Steedman, 1982; Steedman, 2000). However, the
parsing work by Clark and Curran (2007), and also
Hockenmaier (2003) and Fowler and Penn (2010),
has only considered chart-parsing. In this paper we
fill a gap in theCCG literature by developing a shift-
reduce parser forCCG.

Shift-reduce parsers have become popular for de-
pendency parsing, building on the initial work of Ya-
mada and Matsumoto (2003) and Nivre and Scholz
(2004). One advantage of shift-reduce parsers is that
the scoring model can be defined over actions, al-
lowing highly efficient parsing by using a greedy
algorithm in which the highest scoring action (or a
small number of possible actions) is taken at each
step. In addition, high accuracy can be maintained
by using a model which utilises a rich set of features
for making each local decision (Nivre et al., 2006).

Following recent work applying global discrim-
inative models to large-scale structured prediction
problems (Collins and Roark, 2004; Miyao and
Tsujii, 2005; Clark and Curran, 2007; Finkel et
al., 2008), we build our shift-reduce parser using a
global linear model, and compare it with the chart-
based C&C parser. Using standard development
and test sets from CCGbank, our shift-reduce parser
gives a labeled F-measure of 85.53%, which is com-
petitive with the 85.45% F-measure of the C&C
parser on recovery of predicate-argument dependen-
cies from CCGbank. Hence our work shows that
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transition-based parsing can be successfully applied
to CCG, improving on earlier attempts such as Has-
san et al. (2008). Detailed analysis shows that our
shift-reduce parser yields a higher precision, lower
recall and higher F-score on most of the common
CCG dependency types compared to C&C.

One advantage of the shift-reduce parser is that
it easily handles sentences for which it is difficult
to find a spanning analysis, which can happen with
CCG because the lexical categories at the leaves of a
derivation place strong contraints on the set of possi-
ble derivations, and the supertagger which provides
the lexical categories sometimes makes mistakes.
Unlike the C&C parser, the shift-reduce parser nat-
urally produces fragmentary analyses when appro-
priate (Nivre et al., 2006), and can produce sensible
local structures even when a full spanning analysis
cannot be found.1

Finally, considering this work in the wider pars-
ing context, it provides an interesting comparison
between heuristic beam search using a rich set of
features, and optimal dynamic programming search
where the feature range is restricted. We are able to
perform this comparison because the use of theCCG

supertagger means that the C&C parser is able to
build the complete chart, from which it can find the
optimal derivation, with no pruning whatsoever at
the parsing stage. In contrast, the shift-reduce parser
uses a simple beam search with a relatively small
beam. Perhaps surprisingly, given the ambiguity lev-
els in an automatically-extracted grammar, and the
amount of information in theCCG lexical categories
which form the shift actions, the shift-reduce parser
using heuristic beam search is able to outperform the
chart-based parser.

2 CCG Parsing

CCG, and the application ofCCG to wide-coverage
parsing, is described in detail elsewhere (Steedman,
2000; Hockenmaier, 2003; Clark and Curran, 2007).
Here we provide only a short description.

During CCGparsing, adjacent categories are com-
bined usingCCG’s combinatory rules. For example,
a verb phrase in English (S\NP ) can combine with

1See e.g. Riezler et al. (2002) and Zhang et al. (2007) for chart-
based parsers which can produce fragmentary analyses.

anNP to its left using function application:

NP S\NP ⇒ S

Categories can also combine using function
composition, allowing the combination of “may”
((S\NP)/(S\NP)) and “like” ((S\NP)/NP) in
coordination examples such as “John may like but
may detest Mary”:

(S\NP)/(S\NP) (S\NP)/NP ⇒ (S\NP)/NP

In addition to binary rules, such as function appli-
cation and composition, there are also unary rules
which operate on a single category in order to
change its type. For example, forward type-raising
can change a subjectNP into a complex category
looking to the right for a verb phrase:

NP ⇒ S/(S\NP)

An exampleCCG derivation is given in Section 3.
The resource used for building wide-coverage

CCG parsers of English is CCGbank (Hockenmaier
and Steedman, 2007), a version of the Penn Tree-
bank in which each phrase-structure tree has been
transformed into a normal-formCCG derivation.
There are two ways to extract a grammar from this
resource. One approach is to extract a lexicon,
i.e. a mapping from words to sets of lexical cat-
egories, and then manually define the combinatory
rule schemas, such as functional application and
composition, which combine the categories together.
The derivations in the treebank are then used to pro-
vide training data for the statistical disambiguation
model. This is the method used in the C&C parser.2

The second approach is to read the complete
grammar from the derivations, by extracting combi-
natory ruleinstancesfrom the local trees consisting
of a parent category and one or two child categories,
and applying only those instances during parsing.
(These rule instances also include rules to deal with
punctuation and unary type-changing rules, in addi-
tion to instances of the combinatory rule schemas.)
This is the method used by Hockenmaier (2003) and
is the method we adopt in this paper.

Fowler and Penn (2010) demonstrate that the sec-
ond extraction method results in a context-free ap-
proximation to the grammar resulting from the first
2Although the C&C default mode applies a restriction for effi-
ciency reasons in which only rule instances seen in CCGbank
can be applied, making the grammar of the second type.
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method, which has the potential to produce a mildly-
context sensitive grammar (given the existence of
certain combinatory rules) (Weir, 1988). However,
it is important to note that the advantages ofCCG, in
particular the tight relationship between syntax and
semantic interpretation, are still maintained with the
second approach, as Fowler and Penn (2010) argue.

3 The Shift-reduce CCG Parser

Given an input sentence, our parser uses a stack of
partial derivations, a queue of incoming words, and
a series of actions—derived from the rule instances
in CCGbank—to build a derivation tree. Following
Clark and Curran (2007), we assume that each input
word has been assigned aPOS-tag (from the Penn
Treebank tagset) and a set ofCCG lexical categories.
We use the same maximum entropyPOS-tagger and
supertagger as the C&C parser. The derivation tree
can be transformed intoCCG dependencies or gram-
matical relations by a post-processing step, which
essentially runs the C&C parser deterministically
over the derivation, interpreting the derivation and
generating the required output.

The configuration of the parser, at each step of
the parsing process, is shown in part (a) of Figure 1,
where the stack holds the partial derivation trees that
have been built, and the queue contains the incoming
words that have not been processed. In the figure,
S(H) represents a categoryS on the stack with head
wordH, while Qi represents a word in the incoming
queue.

The set of action types used by the parser is as
follows: {SHIFT, COMBINE, UNARY, FINISH}.
Each action type represents a set of possible actions
available to the parser at each step in the process.

The SHIFT-X action pushes the next incoming
word onto the stack, and assigns the lexical category
X to the word (Figure 1(b)). The labelX can be any
lexical category from the set assigned to the word
being shifted by the supertagger. Hence the shift ac-
tion performs lexical category disambiguation. This
is in contrast to a shift-reduce dependency parser in
which a shift action typically just pushes a word onto
the stack.

TheCOMBINE-X action pops the top two nodes
off the stack, and combines them into a new node,
which is pushed back on the stack. The category of

Figure 1: The parser configuration and set of actions.

the new node isX. A COMBINE action corresponds
to a combinatory rule in theCCGgrammar (or one of
the additional punctuation or type-changing rules),
which is applied to the categories of the top two
nodes on the stack.

The UNARY-X action pops the top of the stack,
transforms it into a new node with categoryX, and
pushes the new node onto the stack. AUNARY ac-
tion corresponds to a unary type-changing or type-
raising rule in theCCG grammar, which is applied to
the category on top of the stack.

The FINISH action terminates the parsing pro-
cess; it can be applied when all input words have
been shifted onto the stack. Note that theFINISH
action can be applied when the stack contains more
than one node, in which case the parser produces
a set of partial derivation trees, each corresponding
to a node on the stack. This sometimes happens
when a full derivation tree cannot be built due to su-
pertagging errors, and provides a graceful solution
to the problem of producing high-quality fragmen-
tary parses when necessary.
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Figure 2: An example parsing process.

Figure 2 shows the shift-reduce parsing process
for the example sentence “IBM bought Lotus”. First
the word “IBM” is shifted onto the stack as an NP;
then “bought” is shifted as a transitive verb look-
ing for its object NP on the right and subject NP on
the left ((S[dcl]\NP)/NP); and then “Lotus” is shifted
as an NP. Then “bought” is combined with its ob-
ject “Lotus” resulting in a verb phrase looking for its
subject on the left (S[dcl]\NP). Finally, the resulting
verb phrase is combined with its subject, resulting in
a declarative sentence (S[dcl]).

A key difference with previous work on shift-
reduce dependency (Nivre et al., 2006) andCFG

(Sagae and Lavie, 2006b) parsing is that, forCCG,
there are many more shift actions – a shift action for
each word-lexical category pair. Given the amount
of syntactic information in the lexical categories, the
choice of correct category, from those supplied by
the supertagger, is often a difficult one, and often
a choice best left to the parsing model. The C&C
parser solves this problem by building the complete
packed chart consistent with the lexical categories
supplied by the supertagger, leaving the selection of
the lexical categories to the Viterbi algorithm. For
the shift-reduce parser the choice is also left to the
parsing model, but in contrast to C&C the correct
lexical category could be lost at any point in the
heuristic search process. Hence it is perhaps sur-
prising that we are able to achieve a high parsing ac-
curacy of 85.5%, given a relatively small beam size.

4 Decoding

Greedy local search (Yamada and Matsumoto, 2003;
Sagae and Lavie, 2005; Nivre and Scholz, 2004)
has typically been used for decoding in shift-reduce
parsers, while beam-search has recently been ap-
plied as an alternative to reduce error-propagation
(Johansson and Nugues, 2007; Zhang and Clark,
2008; Zhang and Clark, 2009; Huang et al., 2009).
Both greedy local search and beam-search have lin-
ear time complexity. We use beam-search in our
CCG parser.

To formulate the decoding algorithm, we define a
candidate itemas a tuple〈S,Q,F 〉, whereS repre-
sents the stack with partial derivations that have been
built, Q represents the queue of incoming words that
have not been processed, andF is a boolean value
that represents whether the candidate item has been
finished. A candidate item isfinishedif and only if
the FINISH action has been applied to it, and no
more actions can be applied to a candidate item af-
ter it reaches the finished status. Given an input sen-
tence, we define thestart itemas the unfinished item
with an empty stack and the whole input sentence as
the incoming words. A derivation is built from the
start item by repeated applications of actions until
the item is finished.

To apply beam-search, an agenda is used to hold
the N -best partial (unfinished) candidate items at
each parsing step. A separatecandidate outputis
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function DECODE(input, agenda, list, N ,
grammar, candidateoutput):

agenda.clear()
agenda.insert(GETSTARTITEM(input))
candidateoutput= NONE

while not agenda.empty():
list.clear()
for item in agenda:

for action in grammar.getActions(item):
item′ = item.apply(action)
if item′.F == TRUE:

if candidateoutput== NONE or
item′.score> candidateoutput.score:
candidateoutput= item′

else:
list.append(item′)

agenda.clear()
agenda.insert(list.best(N ))

Figure 3: The decoding algorithm;N is the agenda size

used to record the current best finished item that has
been found, since candidate items can be finished at
different steps. Initially the agenda contains only the
start item, and thecandidate outputis set to none. At
each step during parsing, each candidate item from
the agenda is extended in all possible ways by apply-
ing one action according to the grammar, and a num-
ber of new candidate items are generated. If a newly
generated candidate is finished, it is compared with
the currentcandidate output. If the candidate output
is none or the score of the newly generated candi-
date is higher than the score of the candidate output,
the candidate output is replaced with the newly gen-
erated item; otherwise the newly generated item is
discarded. If the newly generated candidate is un-
finished, it is appended to alist of newly generated
partial candidates. After all candidate items from the
agenda have been processed, the agenda is cleared
and theN -best items from the list are put on the
agenda. Then the list is cleared and the parser moves
on to the next step. This process repeats until the
agenda is empty (which means that no new items
have been generated in the previous step), and the
candidate output is the final derivation. Pseudocode
for the algorithm is shown in Figure 3.

feature templates

1 S0wp, S0c, S0pc, S0wc,
S1wp, S1c, S1pc, S1wc,
S2pc, S2wc,
S3pc, S3wc,

2 Q0wp, Q1wp, Q2wp, Q3wp,
3 S0Lpc, S0Lwc, S0Rpc, S0Rwc,

S0Upc, S0Uwc,
S1Lpc, S1Lwc, S1Rpc, S1Rwc,
S1Upc, S1Uwc,

4 S0wcS1wc, S0cS1w, S0wS1c, S0cS1c,
S0wcQ0wp, S0cQ0wp, S0wcQ0p, S0cQ0p,
S1wcQ0wp, S1cQ0wp, S1wcQ0p, S1cQ0p,

5 S0wcS1cQ0p, S0cS1wcQ0p, S0cS1cQ0wp,
S0cS1cQ0p, S0pS1pQ0p,
S0wcQ0pQ1p, S0cQ0wpQ1p, S0cQ0pQ1wp,
S0cQ0pQ1p, S0pQ0pQ1p,
S0wcS1cS2c, S0cS1wcS2c, S0cS1cS2wc,
S0cS1cS2c, S0pS1pS2p,

6 S0cS0HcS0Lc, S0cS0HcS0Rc,
S1cS1HcS1Rc,
S0cS0RcQ0p, S0cS0RcQ0w,
S0cS0LcS1c, S0cS0LcS1w,
S0cS1cS1Rc, S0wS1cS1Rc.

Table 1: Feature templates.

5 Model and Training

We use a global linear model to score candidate
items, trained discriminatively with the averaged
perceptron (Collins, 2002). Features for a (finished
or partial) candidate are extracted from each ac-
tion that have been applied to build the candidate.
Following Collins and Roark (2004), we apply the
“early update” strategy to perceptron training: at any
step during decoding, if neither the candidate out-
put nor any item in the agenda is correct, decoding
is stopped and the parameters are updated using the
current highest scored item in the agenda or the can-
didate output, whichever has the higher score.

Table 1 shows the feature templates used by the
parser. The symbols S0, S1, S2 and S3 in the ta-
ble represent the top four nodes on the stack (if ex-
istent), and Q0, Q1, Q2 and Q3 represent the front
four words in the incoming queue (if existent). S0H
and S1H represent the subnodes of S0 and S1 that
have the lexical head of S0 and S1, respectively. S0L
represents the left subnode of S0, when the lexical
head is from the right subnode. S0R and S1R rep-
resent the right subnode of S0 and S1, respectively,
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when the lexical head is from the left subnode. If S0

is built by aUNARY action, S0U represents the only
subnode of S0. The symbols w, p and c represent the
word, thePOS, and theCCG category, respectively.

These rich feature templates produce a large num-
ber of features: 36 million after the first training it-
eration, compared to around 0.5 million in the C&C
parser.

6 Experiments

Our experiments were performed using CCGBank
(Hockenmaier and Steedman, 2007), which was
split into three subsets for training (Sections 02–21),
development testing (Section 00) and the final test
(Section 23). Extracted from the training data, the
CCG grammar used by our parser consists of 3070
binary rule instances and 191 unary rule instances.

We compute F-scores over labeledCCG depen-
dencies and also lexical category accuracy.CCG de-
pendencies are defined in terms of lexical categories,
by numbering each argument slot in a complex cat-
egory. For example, the first NP in a transitive verb
category is aCCG dependency relation, correspond-
ing to the subject of the verb. Clark and Curran
(2007) gives a more precise definition. We use the
generate script from the C&C tools3 to transform
derivations intoCCG dependencies.

There is a mismatch between the grammar that
generate uses, which is the same grammar as the
C&C parser, and the grammar we extract from CCG-
bank, which contains more rule instances. Hence
generate is unable to produce dependencies for
some of the derivations our shift-reduce parser pro-
duces. In order to allowgenerate to process all
derivations from the shift-reduce parser, we repeat-
edly removed rules that thegenerate script can-
not handle from our grammar, until all derivations
in the development data could be dealt with. In
fact, this procedure potentially reduces the accuracy
of the shift-reduce parser, but the effect is compar-
atively small because only about4% of the devel-
opment and test sentences contain rules that are not
handled by thegenerate script.

All experiments were performed using automati-

3Available at http://svn.ask.it.usyd.edu.au/trac/candc/wiki; we
used thegenerate andevaluate scripts, as well as the
C&C parser, for evaluation and comparison.

cally assignedPOS-tags, with 10-fold cross valida-
tion used to assignPOS-tags and lexical categories
to the training data. At the supertagging stage, mul-
tiple lexical categories are assigned to each word in
the input. For each word, the supertagger assigns all
lexical categories whose forward-backward proba-
bility is aboveβ · max, wheremax is the highest
lexical category probability for the word, andβ is a
threshold parameter. To give the parser a reasonable
freedom in lexical category disambiguation, we used
a smallβ value of 0.0001, which results in 3.6 lexi-
cal categories being assigned to each word on aver-
age in the training data. For training, but not testing,
we also added the correct lexical category to the list
of lexical categories for a word in cases when it was
not provided by the supertagger.

Increasing the size of the beam in the parser beam
search leads to higher accuracies but slower running
time. In our development experiments, the accu-
racy improvement became small when the beam size
reached 16, and so we set the size of the beam to16
for the remainder of the experiments.

6.1 Development test accuracies

Table 2 shows the labeled precision (lp), recall (lr),
F-score (lf), sentence-level accuracy (lsent) and lex-
ical category accuracy (cats) of our parser and the
C&C parser on the development data. We ran the
C&C parser using the normal-form model (we re-
produced the numbers reported in Clark and Cur-
ran (2007)), and copied the results of the hybrid
model from Clark and Curran (2007), since the hy-
brid model is not part of the public release.

The accuracy of our parser is much better when
evaluated on all sentences, partly because C&C
failed on 0.94% of the data due to the failure to pro-
duce a spanning analysis. Our shift-reduce parser
does not suffer from this problem because it pro-
duces fragmentary analyses for those cases. When
evaluated on only those sentences that C&C could
analyze, our parser gave 0.29% higher F-score. Our
shift-reduce parser also gave higher accuracies on
lexical category assignment. The sentence accuracy
of our shift-reduce parser is also higher than C&C,
which confirms that our shift-reduce parser produces
reasonable sentence-level analyses, despite the pos-
sibility for fragmentary analysis.
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lp. lr. lf. lsent. cats. evaluated on

shift-reduce 87.15% 82.95% 85.00% 33.82% 92.77% all sentences
C&C (normal-form) 85.22% 82.52% 83.85% 31.63% 92.40% all sentences

shift-reduce 87.55% 83.63% 85.54% 34.14% 93.11% 99.06% (C&C coverage)
C&C (hybrid) – – 85.25% – – 99.06% (C&C coverage)
C&C (normal-form) 85.22% 84.29% 84.76% 31.93% 92.83% 99.06% (C&C coverage)

Table 2: Accuracies on the development test data.
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Figure 4: P & R scores relative to dependency length.

6.2 Error comparison with C&C parser

Our shift-reduce parser and the chart-based C&C
parser offer two different solutions to theCCG pars-
ing problem. The comparison reported in this sec-
tion is similar to the comparison between the chart-
based MSTParser (McDonald et al., 2005) and shift-
reduce MaltParser (Nivre et al., 2006) for depen-
dency parsing. We follow McDonald and Nivre
(2007) and characterize the errors of the two parsers
by sentence and dependency length and dependency
type.

We measured precision, recall and F-score rel-
ative to different sentence lengths. Both parsers
performed better on shorter sentences, as expected.
Our shift-reduce parser performed consistently bet-
ter than C&C on all sentence lengths, and there
was no significant difference in the rate of perfor-
mance degradation between the parsers as the sen-
tence length increased.

Figure 4 shows the comparison of labeled preci-
sion and recall relative to the dependency length (i.e.
the number of words between the head and depen-
dent), in bins of size 5 (e.g. the point atx=5 shows

the precision or recall for dependency lengths 1 – 5).
This experiment was performed using the normal-
form version of the C&C parser, and the evaluation
was on the sentences for which C&C gave an anal-
ysis. The number of dependencies drops when the
dependency length increases; there are 141, 180 and
124 dependencies from the gold-standard, C&C out-
put and our shift-reduce parser output, respectively,
when the dependency length is between 21 and 25,
inclusive. The numbers drop to 47, 56 and 36 when
the dependency length is between 26 and 30. The
recall of our parser drops more quickly as the de-
pendency length grows beyond 15. A likely reason
is that the recovery of longer-range dependencies re-
quires more processing steps, increasing the chance
of the correct structure being thrown off the beam.
In contrast, the precision did not drop more quickly
than C&C, and in fact is consistently higher than
C&C across all dependency lengths, which reflects
the fact that the long range dependencies our parser
managed to recover are comparatively reliable.

Table 3 shows the comparison of labeled precision
(lp), recall (lr) and F-score (lf) for the most common
CCG dependency types. The numbers for C&C are
for the hybrid model, copied from Clark and Curran
(2007). While our shift-reduce parser gave higher
precision for almost all categories, it gave higher re-
call on only half of them, but higher F-scores for all
but one dependency type.

6.3 Final results

Table 4 shows the accuracies on the test data. The
numbers for the normal-form model are evaluated
by running the publicly available parser, while those
for the hybrid dependency model are from Clark
and Curran (2007). Evaluated on all sentences, the
accuracies of our parser are much higher than the
C&C parser, since the C&C parser failed to produce
any output for 10 sentences. When evaluating both

689



category arg lp. (o) lp. (C) lr. (o) lr. (C) lf. (o) lf. (C) freq.

N/N 1 95.77% 95.28% 95.79% 95.62% 95.78% 95.45% 7288
NP/N 1 96.70% 96.57% 96.59% 96.03% 96.65% 96.30% 4101
(NP\NP)/NP 2 83.19% 82.17% 89.24% 88.90% 86.11% 85.40% 2379
(NP\NP)/NP 1 82.53% 81.58% 87.99% 85.74% 85.17% 83.61% 2174
((S\NP)\(S\NP))/NP 3 77.60% 71.94% 71.58% 73.32% 74.47% 72.63% 1147
((S\NP)\(S\NP))/NP 2 76.30% 70.92% 70.60% 71.93% 73.34% 71.42% 1058
((S[dcl]\NP)/NP 2 85.60% 81.57% 84.30% 86.37% 84.95% 83.90% 917
PP/NP 1 73.76% 75.06% 72.83% 70.09% 73.29% 72.49% 876
((S[dcl]\NP)/NP 1 85.32% 81.62% 82.00% 85.55% 83.63% 83.54% 872
((S\NP)\(S\NP)) 2 84.44% 86.85% 86.60% 86.73% 85.51% 86.79% 746

Table 3: Accuracy comparison on the most commonCCG dependency types. (o) – our parser; (C) – C&C (hybrid)

lp. lr. lf. lsent. cats. evaluated

shift-reduce 87.43% 83.61% 85.48% 35.19% 93.12% all sentences
C&C (normal-form) 85.58% 82.85% 84.20% 32.90% 92.84% all sentences

shift-reduce 87.43% 83.71% 85.53% 35.34% 93.15% 99.58% (C&C coverage)
C&C (hybrid) 86.17% 84.74% 85.45% 32.92% 92.98% 99.58% (C&C coverage)
C&C (normal-form) 85.48% 84.60% 85.04% 33.08% 92.86% 99.58% (C&C coverage)

F&P (Petrov I-5)* 86.29% 85.73% 86.01% – – –(F&P∩ C&C coverage; 96.65% on dev. test)

C&C hybrid* 86.46% 85.11% 85.78% – – –(F&P∩ C&C coverage; 96.65% on dev. test)

Table 4: Comparison with C&C; final test. * – not directly comparable.

parsers on the sentences for which C&C produces an
analysis, our parser still gave the highest accuracies.
The shift-reduce parser gave higher precision, and
lower recall, than C&C; it also gave higher sentence-
level and lexical category accuracy.

The last two rows in the table show the accuracies
of Fowler and Penn (2010) (F&P), who applied the
CFG parser of Petrov and Klein (2007) toCCG, and
the corresponding accuracies for the C&C parser on
the same test sentences. F&P can be treated as an-
other chart-based parser; their evaluation is based
on the sentences for which both their parser and
C&C produced dependencies (or more specifically
those sentences for whichgenerate could pro-
duce dependencies), and is not directly comparable
with ours, especially considering that their test set is
smaller and potentially slightly easier.

The final comparison is parser speed. The shift-
reduce parser is linear-time (in both sentence length
and beam size), and can analyse over 10 sentences
per second on a 2GHz CPU, with a beam of 16,
which compares very well with other constituency
parsers. However, this is no faster than the chart-

based C&C parser, although speed comparisons
are difficult because of implementation differences
(C&C uses heavily engineered C++ with a focus on
efficiency).

7 Related Work

Sagae and Lavie (2006a) describes a shift-reduce
parser for the Penn Treebank parsing task which
uses best-first search to allow some ambiguity into
the parsing process. Differences with our approach
are that we use a beam, rather than best-first, search;
we use a global model rather than local models
chained together; and finally, our results surpass
the best published results on theCCG parsing task,
whereas Sagae and Lavie (2006a) matched the best
PTB results only by using a parser combination.

Matsuzaki et al. (2007) describes similar work
to ours but using an automatically-extractedHPSG,
rather thanCCG, grammar. They also use the gen-
eralised perceptron to train a disambiguation model.
One difference is that Matsuzaki et al. (2007) use an
approximatingCFG, in addition to the supertagger,
to improve the efficiency of the parser.
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Ninomiya et al. (2009) (and Ninomiya et al.
(2010)) describe a greedy shift-reduce parser for
HPSG, in which a single action is chosen at each
parsing step, allowing the possibility of highly ef-
ficient parsing. Since theHPSG grammar has rela-
tively tight constraints, similar toCCG, the possibil-
ity arises that a spanning analysis cannot be found
for some sentences. Our approach to this problem
was to allow the parser to return a fragmentary anal-
ysis; Ninomiya et al. (2009) adopt a different ap-
proach based on default unification.

Finally, our work is similar to the comparison of
the chart-based MSTParser (McDonald et al., 2005)
and shift-reduce MaltParser (Nivre et al., 2006) for
dependency parsing. MSTParser can perform ex-
haustive search, given certain feature restrictions,
because the complexity of the parsing task is lower
than for constituent parsing. C&C can perform ex-
haustive search because the supertagger has already
reduced the search space. We also found that ap-
proximate heuristic search for shift-reduce parsing,
utilising a rich feature space, can match the perfor-
mance of the optimal chart-based parser, as well as
similar error profiles for the twoCCG parsers com-
pared to the two dependency parsers.

8 Conclusion

This is the first work to present competitive results
for CCG using a transition-based parser, filling a gap
in the CCG parsing literature. Considered in terms
of the wider parsing problem, we have shown that
state-of-the-art parsing results can be obtained using
a global discriminative model, one of the few pa-
pers to do so without using a generative baseline as a
feature. The comparison with C&C also allowed us
to compare a shift-reduce parser based on heuristic
beam search utilising a rich feature set with an opti-
mal chart-based parser whose features are restricted
by dynamic programming, with favourable results
for the shift-reduce parser.

The complementary errors made by the chart-
based and shift-reduce parsers opens the possibil-
ity of effective parser combination, following sim-
ilar work for dependency parsing.

The parser code can be downloaded at
http://www.sourceforge.net/projects/zpar,
version 0.5.
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Abstract

Counts from large corpora (like the web) can
be powerful syntactic cues. Past work has
used web counts to help resolve isolated am-
biguities, such as binary noun-verb PP attach-
ments and noun compound bracketings. In
this work, we first present a method for gener-
ating web count features that address the full
range of syntactic attachments. These fea-
tures encode both surface evidence of lexi-
cal affinities as well as paraphrase-based cues
to syntactic structure. We then integrate our
features into full-scale dependency and con-
stituent parsers. We show relative error re-
ductions of 7.0% over the second-order depen-
dency parser of McDonald and Pereira (2006),
9.2% over the constituent parser of Petrov et
al. (2006), and 3.4% over a non-local con-
stituent reranker.

1 Introduction

Current state-of-the art syntactic parsers have
achieved accuracies in the range of 90% F1 on the
Penn Treebank, but a range of errors remain. From
a dependency viewpoint, structural errors can be
cast as incorrect attachments, even for constituent
(phrase-structure) parsers. For example, in the
Berkeley parser (Petrov et al., 2006), about 20%
of the errors are prepositional phrase attachment er-
rors as in Figure 1, where a preposition-headed (IN)
phrase was assigned an incorrect parent in the im-
plied dependency tree. Here, the Berkeley parser
(solid blue edges) incorrectly attaches from debt to
the noun phrase $ 30 billion whereas the correct at-
tachment (dashed gold edges) is to the verb rais-
ing. However, there are a range of error types, as
shown in Figure 2. Here, (a) is a non-canonical PP

VBG 

VP 

NP 

NP … raising 

$ 30 billion 

PP 

from debt … 

Figure 1: A PP attachment error in the parse output of the
Berkeley parser (on Penn Treebank). Guess edges are in solid
blue, gold edges are in dashed gold and edges common in guess
and gold parses are in black.

attachment ambiguity where by yesterday afternoon
should attach to had already, (b) is an NP-internal
ambiguity where half a should attach to dozen and
not to newspapers, and (c) is an adverb attachment
ambiguity, where just should modify fine and not the
verb ’s.

Resolving many of these errors requires informa-
tion that is simply not present in the approximately
1M words on which the parser was trained. One
way to access more information is to exploit sur-
face counts from large corpora like the web (Volk,
2001; Lapata and Keller, 2004). For example, the
phrase raising from is much more frequent on the
Web than $ x billion from. While this ‘affinity’ is
only a surface correlation, Volk (2001) showed that
comparing such counts can often correctly resolve
tricky PP attachments. This basic idea has led to a
good deal of successful work on disambiguating iso-
lated, binary PP attachments. For example, Nakov
and Hearst (2005b) showed that looking for para-
phrase counts can further improve PP resolution.
In this case, the existence of reworded phrases like
raising it from on the Web also imply a verbal at-
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S 

NP 

NP PP 

…Lehman Hutton Inc. by yesterday afternoon 

VP 

had already … 
PDT 

NP 

… half 

DT 

a 

PDT 

dozen 

PDT 

newspapers 

QP 
VBZ 

VP 

… ´s 

ADVP 

RB 

just 

ADJP 

JJ 

fine 

ADJP 

(a) (b) (c) 

Figure 2: Different kinds of attachment errors in the parse output of the Berkeley parser (on Penn Treebank). Guess edges are in
solid blue, gold edges are in dashed gold and edges common in guess and gold parses are in black.

tachment. Still other work has exploited Web counts
for other isolated ambiguities, such as NP coordina-
tion (Nakov and Hearst, 2005b) and noun-sequence
bracketing (Nakov and Hearst, 2005a; Pitler et al.,
2010). For example, in (b), half dozen is more fre-
quent than half newspapers.

In this paper, we show how to apply these ideas
to all attachments in full-scale parsing. Doing so
requires three main issues to be addressed. First,
we show how features can be generated for arbitrary
head-argument configurations. Affinity features are
relatively straightforward, but paraphrase features,
which have been hand-developed in the past, are
more complex. Second, we integrate our features
into full-scale parsing systems. For dependency
parsing, we augment the features in the second-order
parser of McDonald and Pereira (2006). For con-
stituent parsing, we rerank the output of the Berke-
ley parser (Petrov et al., 2006). Third, past systems
have usually gotten their counts from web search
APIs, which does not scale to quadratically-many
attachments in each sentence. Instead, we consider
how to efficiently mine the Google n-grams corpus.

Given the success of Web counts for isolated am-
biguities, there is relatively little previous research
in this direction. The most similar work is Pitler
et al. (2010), which use Web-scale n-gram counts
for multi-way noun bracketing decisions, though
that work considers only sequences of nouns and
uses only affinity-based web features. Yates et al.
(2006) use Web counts to filter out certain ‘seman-
tically bad’ parses from extraction candidate sets
but are not concerned with distinguishing amongst
top parses. In an important contrast, Koo et al.
(2008) smooth the sparseness of lexical features in a
discriminative dependency parser by using cluster-
based word-senses as intermediate abstractions in

addition to POS tags (also see Finkel et al. (2008)).
Their work also gives a way to tap into corpora be-
yond the training data, through cluster membership
rather than explicit corpus counts and paraphrases.

This work uses a large web-scale corpus (Google
n-grams) to compute features for the full parsing
task. To show end-to-end effectiveness, we incor-
porate our features into state-of-the-art dependency
and constituent parsers. For the dependency case,
we can integrate them into the dynamic program-
ming of a base parser; we use the discriminatively-
trained MST dependency parser (McDonald et al.,
2005; McDonald and Pereira, 2006). Our first-order
web-features give 7.0% relative error reduction over
the second-order dependency baseline of McDon-
ald and Pereira (2006). For constituent parsing, we
use a reranking framework (Charniak and Johnson,
2005; Collins and Koo, 2005; Collins, 2000) and
show 9.2% relative error reduction over the Berke-
ley parser baseline. In the same framework, we
also achieve 3.4% error reduction over the non-local
syntactic features used in Huang (2008). Our web-
scale features reduce errors for a range of attachment
types. Finally, we present an analysis of influential
features. We not only reproduce features suggested
in previous work but also discover a range of new
ones.

2 Web-count Features

Structural errors in the output of state-of-the-art
parsers, constituent or dependency, can be viewed
as attachment errors, examples of which are Figure 1
and Figure 2.1 One way to address attachment errors
is through features which factor over head-argument

1For constituent parsers, there can be minor tree variations
which can result in the same set of induced dependencies, but
these are rare in comparison.
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raising          $           from    debt 

𝝓(raising     from) 𝝓($     from) 

𝜙(head     arg) 

Figure 3: Features factored over head-argument pairs.

pairs, as is standard in the dependency parsing liter-
ature (see Figure 3). Here, we discuss which web-
count based features φ(h, a) should fire over a given
head-argument pair (we consider the words h and
a to be indexed, and so features can be sensitive to
their order and distance, as is also standard).

2.1 Affinity Features

Affinity statistics, such as lexical co-occurrence
counts from large corpora, have been used previ-
ously for resolving individual attachments at least as
far back as Lauer (1995) for noun-compound brack-
eting, and later for PP attachment (Volk, 2001; La-
pata and Keller, 2004) and coordination ambigu-
ity (Nakov and Hearst, 2005b). The approach of
Lauer (1995), for example, would be to take an am-
biguous noun sequence like hydrogen ion exchange
and compare the various counts (or associated con-
ditional probabilities) of n-grams like hydrogen ion
and hydrogen exchange. The attachment with the
greater score is chosen. More recently, Pitler et al.
(2010) use web-scale n-grams to compute similar
association statistics for longer sequences of nouns.

Our affinity features closely follow this basic idea
of association statistics. However, because a real
parser will not have access to gold-standard knowl-
edge of the competing attachment sites (see Atterer
and Schutze (2007)’s criticism of previous work),
we must instead compute features for all possible
head-argument pairs from our web corpus. More-
over, when there are only two competing attachment
options, one can do things like directly compare two
count-based heuristics and choose the larger. Inte-
gration into a parser requires features to be functions
of single attachments, not pairwise comparisons be-
tween alternatives. A learning algorithm can then
weight features so that they compare appropriately

across parses.
We employ a collection of affinity features of

varying specificity. The basic feature is the core ad-
jacency count feature ADJ, which fires for all (h, a)
pairs. What is specific to a particular (h, a) is the
value of the feature, not its identity. For example, in
a naive approach, the value of the ADJ feature might
be the count of the query issued to the web-corpus –
the 2-gram q = ha or q = ah depending on the or-
der of h and a in the sentence. However, it turns out
that there are several problems with this approach.
First, rather than a single all-purpose feature like
ADJ, the utility of such query counts will vary ac-
cording to aspects like the parts-of-speech of h and
a (because a high adjacency count is not equally in-
formative for all kinds of attachments). Hence, we
add more refined affinity features that are specific
to each pair of POS tags, i.e. ADJ ∧ POS(h) ∧
POS(a). The values of these POS-specific features,
however, are still derived from the same queries as
before. Second, using real-valued features did not
work as well as binning the query-counts (we used
b = floor(logr(count)/5) ∗ 5) and then firing in-
dicator features ADJ ∧ POS(h) ∧ POS(a) ∧ b for
values of b defined by the query count. Adding still
more complex features, we conjoin to the preceding
features the order of the words h and a as they occur
in the sentence, and the (binned) distance between
them. For features which mark distances, wildcards
(?) are used in the query q = h ? a, where the num-
ber of wildcards allowed in the query is proportional
to the binned distance between h and a in the sen-
tence. Finally, we also include unigram variants of
the above features, which are sensitive to only one of
the head or argument. For all features used, we add
cumulative variants where indicators are fired for all
count bins b′ up to query count bin b.

2.2 Paraphrase Features

In addition to measuring counts of the words present
in the sentence, there exist clever ways in which
paraphrases and other accidental indicators can help
resolve specific ambiguities, some of which are dis-
cussed in Nakov and Hearst (2005a), Nakov and
Hearst (2005b). For example, finding attestations of
eat : spaghetti with sauce suggests a nominal attach-
ment in Jean ate spaghetti with sauce. As another
example, one clue that the example in Figure 1 is
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a verbal attachment is that the proform paraphrase
raising it from is commonly attested. Similarly, the
attestation of be noun prep suggests nominal attach-
ment.

These paraphrase features hint at the correct at-
tachment decision by looking for web n-grams
with special contexts that reveal syntax superficially.
Again, while effective in their isolated disambigua-
tion tasks, past work has been limited by both the
range of attachments considered and the need to in-
tuit these special contexts. For instance, frequency
of the pattern The noun prep suggests noun attach-
ment and of the pattern verb adverb prep suggests
verb attachment for the preposition in the phrase
verb noun prep, but these features were not in the
manually brainstormed list.

In this work, we automatically generate a large
number of paraphrase-style features for arbitrary at-
tachment ambiguities. To induce our list of fea-
tures, we first mine useful context words. We take
each (correct) training dependency relation (h, a)
and consider web n-grams of the form cha, hca,
and hac. Aggregating over all h and a (of a given
POS pair), we determine which context words c are
most frequent in each position. For example, for h =
raising and a = from (see Figure 1), we look at web
n-grams of the form raising c from and see that one
of the most frequent values of c on the web turns out
to be the word it.

Once we have collected context words (for each
position p in {BEFORE, MIDDLE, AFTER}), we
turn each context word c into a collection of features
of the form PARA ∧ POS(h) ∧ POS(a) ∧ c ∧ p ∧
dir, where dir is the linear order of the attachment
in the sentence. Note that h and a are head and ar-
gument words and so actually occur in the sentence,
but c is a context word that generally does not. For
such features, the queries that determine their val-
ues are then of the form cha, hca, and so on. Con-
tinuing the previous example, if the test set has a
possible attachment of two words like h = lower-
ing and a = with, we will fire a feature PARA ∧
VBG ∧ IN ∧ it ∧ MIDDLE ∧ → with value (indi-
cator bins) set according to the results of the query
lowering it with. The idea is that if frequent oc-
currences of raising it from indicated a correct at-
tachment between raising and from, frequent occur-
rences of lowering it with will indicate the correct-

ness of an attachment between lowering and with.
Finally, to handle the cases where no induced con-
text word is helpful, we also construct abstracted
versions of these paraphrase features where the con-
text words c are collapsed to their parts-of-speech
POS(c), obtained using a unigram-tagger trained on
the parser training set. As discussed in Section 5, the
top features learned by our learning algorithm dupli-
cate the hand-crafted configurations used in previous
work (Nakov and Hearst, 2005b) but also add nu-
merous others, and, of course, apply to many more
attachment types.

3 Working with Web n-Grams

Previous approaches have generally used search en-
gines to collect count statistics (Lapata and Keller,
2004; Nakov and Hearst, 2005b; Nakov and Hearst,
2008). Lapata and Keller (2004) uses the number
of page hits as the web-count of the queried n-
gram (which is problematic according to Kilgarriff
(2007)). Nakov and Hearst (2008) post-processes
the first 1000 result snippets. One challenge with
this approach is that an external search API is now
embedded into the parser, raising issues of both
speed and daily query limits, especially if all pos-
sible attachments trigger queries. Such methods
also create a dependence on the quality and post-
processing of the search results, limitations of the
query process (for instance, search engines can ig-
nore punctuation (Nakov and Hearst, 2005b)).

Rather than working through a search API (or
scraper), we use an offline web corpus – the Google
n-gram corpus (Brants and Franz, 2006) – which
contains English n-grams (n = 1 to 5) and their ob-
served frequency counts, generated from nearly 1
trillion word tokens and 95 billion sentences. This
corpus allows us to efficiently access huge amounts
of web-derived information in a compressed way,
though in the process it limits us to local queries.
In particular, we only use counts of n-grams of the
form x ? y where the gap length is ≤ 3.

Our system requires the counts from a large col-
lection of these n-gram queries (around 4.5 million).
The most basic queries are counts of head-argument
pairs in contiguous h a and gapped h ? a configura-
tions.2 Here, we describe how we process queries

2Paraphrase features give situations where we query ? h a
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of the form (q1, q2) with some number of wildcards
in between. We first collect all such queries over
all trees in preprocessing (so a new test set requires
a new query-extraction phase). Next, we exploit a
simple but efficient trie-based hashing algorithm to
efficiently answer all of them in one pass over the
n-grams corpus.

Consider Figure 4, which illustrates the data
structure which holds our queries. We first create
a trie of the queries in the form of a nested hashmap.
The key of the outer hashmap is the first word q1
of the query. The entry for q1 points to an inner
hashmap whose key is the final word q2 of the query
bigram. The values of the inner map is an array of
4 counts, to accumulate each of (q1q2), (q1 ? q2),
(q1 ? ?q2), and (q1 ? ? ? q2), respectively. We use k-
grams to collect counts of (q1...q2) with gap length
= k− 2, i.e. 2-grams to get count(q1q2), 3-grams to
get count(q1 ? q2) and so on.

With this representation of our collection of
queries, we go through the web n-grams (n = 2 to
5) one by one. For an n-gram w1...wn, if the first n-
gram word w1 doesn’t occur in the outer hashmap,
we move on. If it does match (say q̄1 = w1), then
we look into the inner map for q̄1 and check for the
final word wn. If we have a match, we increment the
appropriate query’s result value.

In similar ways, we also mine the most frequent
words that occur before, in between and after the
head and argument query pairs. For example, to col-
lect mid words, we go through the 3-gramsw1w2w3;
if w1 matches q̄1 in the outer hashmap and w3 oc-
curs in the inner hashmap for q̄1, then we store w2

and the count of the 3-gram. After the sweep, we
sort the context words in decreasing order of count.
We also collect unigram counts of the head and ar-
gument words by sweeping over the unigrams once.

In this way, our work is linear in the size of the
n-gram corpus, but essentially constant in the num-
ber of queries. Of course, if the number of queries is
expected to be small, such as for a one-off parse of
a single sentence, other solutions might be more ap-
propriate; in our case, a large-batch setting, the num-
ber of queries was such that this formulation was
chosen. Our main experiments (with no paralleliza-
tion) took 115 minutes to sweep over the 3.8 billion

and h a ?; these are handled similarly.

𝒒𝟏 = 𝒘𝟏 

𝒒𝟐 = 𝒘𝒏 

Web N-grams Query Count-Trie 

counts 

𝒒𝟏 𝒒𝟐 

𝒒𝟏 ∗ 𝒒𝟐 

𝒒𝟏 ∗∗ 𝒒𝟐 

𝒒𝟏 ∗∗∗ 𝒒𝟐 

 𝑤1   .   .   .   𝑤𝑛 
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A

N
 

{𝑞2} hash 

{𝑞1} hash 

Figure 4: Trie-based nested hashmap for collecting ngram web-
counts of queries.

n-grams (n = 1 to 5) to compute the answers to 4.5
million queries, much less than the time required to
train the baseline parsers.

4 Parsing Experiments

Our features are designed to be used in full-sentence
parsing rather than for limited decisions about iso-
lated ambiguities. We first integrate our features into
a dependency parser, where the integration is more
natural and pushes all the way into the underlying
dynamic program. We then add them to a constituent
parser in a reranking approach. We also verify that
our features contribute on top of standard reranking
features.3

4.1 Dependency Parsing

For dependency parsing, we use the
discriminatively-trained MSTParser4, an im-
plementation of first and second order MST parsing
models of McDonald et al. (2005) and McDonald
and Pereira (2006). We use the standard splits of
Penn Treebank into training (sections 2-21), devel-
opment (section 22) and test (section 23). We used
the ‘pennconverter’5 tool to convert Penn trees from
constituent format to dependency format. Following
Koo et al. (2008), we used the MXPOST tagger
(Ratnaparkhi, 1996) trained on the full training data
to provide part-of-speech tags for the development

3All reported experiments are run on all sentences, i.e. with-
out any length limit.

4http://sourceforge.net/projects/mstparser
5This supersedes ‘Penn2Malt’ and is available at

http://nlp.cs.lth.se/software/treebank converter. We follow
its recommendation to patch WSJ data with NP bracketing by
Vadas and Curran (2007).
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Order 2 + Web features % Error Redn.
Dev (sec 22) 92.1 92.7 7.6%
Test (sec 23) 91.4 92.0 7.0%

Table 1: UAS results for English WSJ dependency parsing. Dev
is WSJ section 22 (all sentences) and Test is WSJ section 23
(all sentences). The order 2 baseline represents McDonald and
Pereira (2006).

and the test set, and we used 10-way jackknifing to
generate tags for the training set.

We added our first-order Web-scale features to
the MSTParser system to evaluate improvement over
the results of McDonald and Pereira (2006).6 Ta-
ble 1 shows unlabeled attachments scores (UAS)
for their second-order projective parser and the im-
proved numbers resulting from the addition of our
Web-scale features. Our first-order web-scale fea-
tures show significant improvement even over their
non-local second-order features.7 Additionally, our
web-scale features are at least an order of magnitude
fewer in number than even their first-order base fea-
tures.

4.2 Constituent Parsing

We also evaluate the utility of web-scale features
on top of a state-of-the-art constituent parser – the
Berkeley parser (Petrov et al., 2006), an unlexical-
ized phrase-structure parser. Because the underly-
ing parser does not factor along lexical attachments,
we instead adopt the discriminative reranking frame-
work, where we generate the top-k candidates from
the baseline system and then rerank this k-best list
using (generally non-local) features.

Our baseline system is the Berkeley parser, from
which we obtain k-best lists for the development set
(WSJ section 22) and test set (WSJ section 23) using
a grammar trained on all the training data (WSJ sec-
tions 2-21).8 To get k-best lists for the training set,
we use 3-fold jackknifing where we train a grammar

6Their README specifies ‘training-k:5 iters:10 loss-
type:nopunc decode-type:proj’, which we used for all final ex-
periments; we used the faster ‘training-k:1 iters:5’ setting for
most development experiments.

7Work such as Smith and Eisner (2008), Martins et al.
(2009), Koo and Collins (2010) has been exploring more non-
local features for dependency parsing. It will be interesting to
see how these features interact with our web features.

8Settings: 6 iterations of split and merge with smoothing.

k = 1 k = 2 k = 10 k = 25 k = 50 k = 100
Dev 90.6 92.3 95.1 95.8 96.2 96.5
Test 90.2 91.8 94.7 95.6 96.1 96.4

Table 2: Oracle F1-scores for k-best lists output by Berkeley
parser for English WSJ parsing (Dev is section 22 and Test is
section 23, all lengths).

on 2 folds to get parses for the third fold.9 The ora-
cle scores of the k-best lists (for different values of
k) for the development and test sets are shown in Ta-
ble 2. Based on these results, we used 50-best lists
in our experiments. For discriminative learning, we
used the averaged perceptron (Collins, 2002; Huang,
2008).

Our core feature is the log conditional likelihood
of the underlying parser.10 All other features are in-
dicator features. First, we add all the Web-scale fea-
tures as defined above. These features alone achieve
a 9.2% relative error reduction. The affinity and
paraphrase features contribute about two-fifths and
three-fifths of this improvement, respectively. Next,
we rerank with only the features (both local and
non-local) from Huang (2008), a simplified merge
of Charniak and Johnson (2005) and Collins (2000)
(here configurational). These features alone achieve
around the same improvements over the baseline as
our web-scale features, even though they are highly
non-local and extensive. Finally, we rerank with
both our Web-scale features and the configurational
features. When combined, our web-scale features
give a further error reduction of 3.4% over the con-
figurational reranker (and a combined error reduc-
tion of 12.2%). All results are shown in Table 3.11

5 Analysis

Table 4 shows error counts and relative reductions
that our web features provide over the 2nd-order
dependency baseline. While we do see substantial
gains for classic PP (IN) attachment cases, we see
equal or greater error reductions for a range of at-
tachment types. Further, Table 5 shows how the to-

9Default: we ran the Berkeley parser in its default ‘fast’
mode; the output k-best lists are ordered by max-rule-score.

10This is output by the flag -confidence. Note that baseline
results with just this feature are slightly worse than 1-best re-
sults because the k-best lists are generated by max-rule-score.
We report both numbers in Table 3.

11We follow Collins (1999) for head rules.
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Dev (sec 22) Test (sec 23)
Parsing Model F1 EX F1 EX
Baseline (1-best) 90.6 39.4 90.2 37.3
log p(t|w) 90.4 38.9 89.9 37.3
+ Web features 91.6 42.5 91.1 40.6
+ Configurational features 91.8 43.8 91.1 40.6
+ Web + Configurational 92.1 44.0 91.4 41.4

Table 3: Parsing results for reranking 50-best lists of Berkeley
parser (Dev is WSJ section 22 and Test is WSJ section 23, all
lengths).

Arg Tag # Attach Baseline This Work % ER
NN 5725 5387 5429 12.4

NNP 4043 3780 3804 9.1
IN 4026 3416 3490 12.1
DT 3511 3424 3429 5.8

NNS 2504 2319 2348 15.7
JJ 2472 2310 2329 11.7

CD 1845 1739 1738 -0.9
VBD 1705 1571 1580 6.7
RB 1308 1097 1100 1.4
CC 1000 855 854 -0.7
VB 983 940 945 11.6
TO 868 761 776 14.0

VBN 850 776 786 13.5
VBZ 705 633 629 -5.6
PRP 612 603 606 33.3

Table 4: Error reduction for attachments of various child (argu-
ment) categories. The columns depict the tag, its total attach-
ments as argument, number of correct ones in baseline (Mc-
Donald and Pereira, 2006) and this work, and the relative error
reduction. Results are for dependency parsing on the dev set for
iters:5,training-k:1.

tal errors break down by gold head. For example,
the 12.1% total error reduction for attachments of an
IN argument (which includes PPs as well as comple-
mentized SBARs) includes many errors where the
gold attachments are to both noun and verb heads.
Similarly, for an NN-headed argument, the major
corrections are for attachments to noun and verb
heads, which includes both object-attachment am-
biguities and coordination ambiguities.

We next investigate the features that were given
high weight by our learning algorithm (in the con-
stituent parsing case). We first threshold features
by a minimum training count of 400 to focus on
frequently-firing ones (recall that our features are
not bilexical indicators and so are quite a bit more

Arg Tag % Error Redn for Various Parent Tags
NN IN: 18, NN: 23, VB: 30, NNP:20, VBN: 33
IN NN: 11, VBD: 11, NNS: 20, VB:18, VBG: 23
NNS IN: 9, VBD: 29, VBP: 21, VB:15, CC: 33

Table 5: Error reduction for each type of parent attachment for
a given child in Table 4.

POShead POSarg Example (head, arg)
RB IN back→ into
NN IN review→ of
NN DT The← rate

NNP IN Regulation→ of
VB NN limit→ access

VBD NN government← cleared
NNP NNP Dean← Inc
NN TO ability→ to
JJ IN active→ for

NNS TO reasons→ to
IN NN under→ pressure

NNS IN reports→ on
NN NNP Warner← studio

NNS JJ few← plants

Table 6: The highest-weight features (thresholded at a count of
400) of the affinity schema. We list only the head and argu-
ment POS and the direction (arrow from head to arg). We omit
features involving punctuation.

frequent). We then sort them by descending (signed)
weight.

Table 6 shows which affinity features received the
highest weights, as well as examples of training set
attachments for which the feature fired (for concrete-
ness), suppressing both features involving punctua-
tion and the features’ count and distance bins. With
the standard caveats that interpreting feature weights
in isolation is always to be taken for what it is,
the first feature (RB→IN) indicates that high counts
for an adverb occurring adjacent to a preposition
(like back into the spotlight) is a useful indicator
that the adverb actually modifies that preposition.
The second row (NN→IN) indicates that whether a
preposition is appropriate to attach to a noun is well
captured by how often that preposition follows that
noun. The fifth row (VB→NN) indicates that when
considering an NP as the object of a verb, it is a good
sign if that NP’s head frequently occurs immediately
following that verb. All of these features essentially
state cases where local surface counts are good indi-
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POShead mid-word POSarg Example (head, arg)
VBN this IN leaned, from
VB this IN publish, in

VBG him IN using, as
VBG them IN joining, in
VBD directly IN converted, into
VBD held IN was, in
VBN jointly IN offered, by
VBZ it IN passes, in
VBG only IN consisting, of
VBN primarily IN developed, for
VB us IN exempt, from

VBG this IN using, as
VBD more IN looked, like
VB here IN stay, for

VBN themselves IN launched, into
VBG down IN lying, on

Table 7: The highest-weight features (thresholded at a count of
400) of the mid-word schema for a verb head and preposition
argument (with head on left of argument).

cators of (possibly non-adjacent) attachments.
A subset of paraphrase features, which in the

automatically-extracted case don’t really correspond
to paraphrases at all, are shown in Table 7. Here
we show features for verbal heads and IN argu-
ments. The mid-words m which rank highly are
those where the occurrence of hma as an n-gram
is a good indicator that a attaches to h (m of course
does not have to actually occur in the sentence). In-
terestingly, the top such features capture exactly the
intuition from Nakov and Hearst (2005b), namely
that if the verb h and the preposition a occur with
a pronoun in between, we have evidence that a at-
taches to h (it certainly can’t attach to the pronoun).
However, we also see other indicators that the prepo-
sition is selected for by the verb, such as adverbs like
directly.

As another example of known useful features
being learned automatically, Table 8 shows the
previous-context-word paraphrase features for a
noun head and preposition argument (N → IN).
Nakov and Hearst (2005b) suggested that the attes-
tation of be N IN is a good indicator of attachment to
the noun (the IN cannot generally attach to forms of
auxiliaries). One such feature occurs on this top list
– for the context word have – and others occur far-
ther down. We also find their surface marker / punc-

bfr-word POShead POSarg Example (head, arg)
second NN IN season, in

The NN IN role, of
strong NN IN background, in

our NNS IN representatives, in
any NNS IN rights, against
A NN IN review, of
: NNS IN Results, in

three NNS IN years, in
In NN IN return, for
no NN IN argument, about

current NN IN head, of
no NNS IN plans, for

public NN IN appearance, at
from NNS IN sales, of
net NN IN revenue, of
, NNS IN names, of

you NN IN leave, in
have NN IN time, for
some NN IN money, for

annual NNS IN reports, on

Table 8: The highest-weight features (thresholded at a count of
400) of the before-word schema for a noun head and preposition
argument (with head on left of argument).

tuation cues of : and , preceding the noun. However,
we additionally find other cues, most notably that if
the N IN sequence occurs following a capitalized de-
terminer, it tends to indicate a nominal attachment
(in the n-gram, the preposition cannot attach left-
ward to anything else because of the beginning of
the sentence).

In Table 9, we see the top-weight paraphrase fea-
tures that had a conjunction as a middle-word cue.
These features essentially say that if two heads w1

and w2 occur in the direct coordination n-gram w1

and w2, then they are good heads to coordinate (co-
ordination unfortunately looks the same as comple-
mentation or modification to a basic dependency
model). These features are relevant to a range of
coordination ambiguities.

Finally, Table 10 depicts the high-weight, high-
count general paraphrase-cue features for arbitrary
head and argument categories, with those shown
in previous tables suppressed. Again, many inter-
pretable features appear. For example, the top entry
(the JJ NNS) shows that when considering attaching
an adjective a to a noun h, it is a good sign if the
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POShead mid-CC POSarg Example (head, arg)
NNS and NNS purchases, sales
VB and VB buy, sell
NN and NN president, officer
NN and NNS public, media

VBD and VBD said, added
VBZ and VBZ makes, distributes

JJ and JJ deep, lasting
IN and IN before, during

VBD and RB named, now
VBP and VBP offer, need

Table 9: The highest-weight features (thresholded at a count
of 400) of the mid-word schema where the mid-word was a
conjunction. For variety, for a given head-argument POS pair,
we only list features corresponding to the and conjunction and
h→ a direction.

trigram the a h is frequent – in that trigram, the ad-
jective attaches to the noun. The second entry (NN
- NN) shows that one noun is a good modifier of
another if they frequently appear together hyphen-
ated (another punctuation-based cue mentioned in
previous work on noun bracketing, see Nakov and
Hearst (2005a)). While they were motivated on sep-
arate grounds, these features can also compensate
for inapplicability of the affinity features. For exam-
ple, the third entry (VBD this NN) is a case where
even if the head (a VBD like adopted) actually se-
lects strongly for the argument (a NN like plan), the
bigram adopted plan may not be as frequent as ex-
pected, because it requires a determiner in its mini-
mal analogous form adopted the plan.

6 Conclusion

Web features are a way to bring evidence from a
large unlabeled corpus to bear on hard disambigua-
tion decisions that are not easily resolvable based on
limited parser training data. Our approach allows re-
vealing features to be mined for the entire range of
attachment types and then aggregated and balanced
in a full parsing setting. Our results show that these
web features resolve ambiguities not correctly han-
dled by current state-of-the-art systems.
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Abstract

Unrehearsed spoken language often contains
disfluencies. In order to correctly inter-
pret a spoken utterance, any such disfluen-
cies must be identified and removed or other-
wise dealt with. Operating on transcripts of
speech which contain disfluencies, we study
the effect of language model and loss func-
tion on the performance of a linear reranker
that rescores the 25-best output of a noisy-
channel model. We show that language mod-
els trained on large amounts of non-speech
data improve performance more than a lan-
guage model trained on a more modest amount
of speech data, and that optimising f-score
rather than log loss improves disfluency detec-
tion performance.

Our approach uses a log-linear reranker, oper-
ating on the topn analyses of a noisy chan-
nel model. We use large language models,
introduce new features into this reranker and
examine different optimisation strategies. We
obtain a disfluency detection f-scores of0.838
which improves upon the current state-of-the-
art.

1 Introduction

Most spontaneous speech contains disfluencies such
as partial words, filled pauses (e.g., “uh”, “um”,
“huh”), explicit editing terms (e.g., “I mean”), par-
enthetical asides and repairs. Of these, repairs
pose particularly difficult problems for parsing and
related Natural Language Processing (NLP) tasks.
This paper presents a model of disfluency detec-
tion based on the noisy channel framework, which

specifically targets the repair disfluencies. By com-
bining language models and using an appropriate
loss function in a log-linear reranker we are able to
achieve f-scores which are higher than previously re-
ported.

Often in natural language processing algorithms,
more data is more important than better algorithms
(Brill and Banko, 2001). It is this insight that drives
the first part of the work described in this paper. This
paper investigates how we can use language models
trained on large corpora to increase repair detection
accuracy performance.

There are three main innovations in this paper.
First, we investigate the use of a variety of language
models trained from text or speech corpora of vari-
ous genres and sizes. The largest available language
models are based on written text: we investigate the
effect of written text language models as opposed to
language models based on speech transcripts. Sec-
ond, we develop a new set of reranker features ex-
plicitly designed to capture important properties of
speech repairs. Many of these features are lexically
grounded and provide a large performance increase.
Third, we utilise a loss function, approximate ex-
pected f-score, that explicitly targets the asymmetric
evaluation metrics used in the disfluency detection
task. We explain how to optimise this loss func-
tion, and show that this leads to a marked improve-
ment in disfluency detection. This is consistent with
Jansche (2005) and Smith and Eisner (2006), who
observed similar improvements when using approx-
imate f-score loss for other problems. Similarly we
introduce a loss function based on the edit-f-score in
our domain.703



Together, these three improvements are enough to
boost detection performance to a higher f-score than
previously reported in literature. Zhang et al. (2006)
investigate the use of ‘ultra large feature spaces’ as
an aid for disfluency detection. Using over 19 mil-
lion features, they report a final f-score in this task of
0.820. Operating on the same body of text (Switch-
board), our work leads to an f-score of0.838, this is
a9% relative improvement in residual f-score.

The remainder of this paper is structured as fol-
lows. First in Section 2 we describe related work.
Then in Section 3 we present some background on
disfluencies and their structure. Section 4 describes
appropriate evaluation techniques. In Section 5 we
describe the noisy channel model we are using. The
next three sections describe the new additions: Sec-
tion 6 describe the corpora used for language mod-
els, Section 7 describes features used in the log-
linear model employed by the reranker and Section 8
describes appropriate loss functions which are criti-
cal for our approach. We evaluate the new model in
Section 9. Section 10 draws up a conclusion.

2 Related work

A number of different techniques have been pro-
posed for automatic disfluency detection. Schuler
et al. (2010) propose a Hierarchical Hidden Markov
Model approach; this is a statistical approach which
builds up a syntactic analysis of the sentence and
marks those subtrees which it considers to be made
up of disfluent material. Although they are inter-
ested not only in disfluency but also a syntactic anal-
ysis of the utterance, including the disfluencies be-
ing analysed, their model’s final f-score for disflu-
ency detection is lower than that of other models.

Snover et al. (2004) investigate the use of purely
lexical features combined with part-of-speech tags
to detect disfluencies. This approach is compared to
approaches which use primarily prosodic cues, and
appears to perform equally well. However, the au-
thors note that this model finds it difficult to identify
disfluencies which by themselves are very fluent. As
we will see later, the individual components of a dis-
fluency do not have to be disfluent by themselves.
This can occur when a speaker edits her speech for
meaning-related reasons, rather than errors that arise
from performance. The edit repairs which are the fo-

cus of our work typically have this characteristic.
Noisy channel models have done well on the dis-

fluency detection task in the past; the work of John-
son and Charniak (2004) first explores such an ap-
proach. Johnson et al. (2004) adds some hand-
written rules to the noisy channel model and use a
maximum entropy approach, providing results com-
parable to Zhang et al. (2006), which are state-of-the
art results.

Kahn et al. (2005) investigated the role of
prosodic cues in disfluency detection, although the
main focus of their work was accurately recovering
and parsing a fluent version of the sentence. They
report a0.782 f-score for disfluency detection.

3 Speech Disfluencies

We follow the definitions of Shriberg (1994) regard-
ing speech disfluencies. She identifies and defines
three distinct parts of a speech disfluency, referred
to as thereparandum, the interregnumand there-
pair. Consider the following utterance:

I want a flight

reparandum︷ ︸︸ ︷
to Boston,

uh, I mean
︸ ︷︷ ︸

interregnum

to Denver
︸ ︷︷ ︸

repair

on Friday
(1)

The reparandumto Bostonis the part of the utterance
that is ‘edited out’; the interregnumuh, I meanis a
filled pause, which need not always be present; and
the repairto Denverreplaces the reparandum.

Shriberg and Stolcke (1998) studied the location
and distribution of repairs in the Switchboard cor-
pus (Godfrey and Holliman, 1997), the primary cor-
pus for speech disfluency research, but did not pro-
pose an actual model of repairs. They found that the
overall distribution of speech disfluencies in a large
corpus can be fit well by a model that uses only in-
formation on a very local level. Our model, as ex-
plained in section 5, follows from this observation.

As our domain of interest we use the Switchboard
corpus. This is a large corpus consisting of tran-
scribed telephone conversations between two part-
ners. In the Treebank III (Marcus et al., 1999) cor-
pus there is annotation available for the Switchboard
corpus, which annotates which parts of utterances
are in a reparandum, interregnum or repair.704



4 Evaluation metrics for disfluency
detection systems

Disfluency detection systems like the one described
here identify a subset of the word tokens in each
transcribed utterance as “edited” or disfluent. Per-
haps the simplest way to evaluate such systems is
to calculate the accuracy of labelling they produce,
i.e., the fraction of words that are correctly labelled
(i.e., either “edited” or “not edited”). However,
as Charniak and Johnson (2001) observe, because
only 5.9% of words in the Switchboard corpus are
“edited”, the trivial baseline classifier which assigns
all words the “not edited” label achieves a labelling
accuracy of 94.1%.

Because the labelling accuracy of the trivial base-
line classifier is so high, it is standard to use a dif-
ferent evaluation metric that focuses more on the de-
tection of “edited” words. We follow Charniak and
Johnson (2001) and report the f-score of our disflu-
ency detection system. The f-scoref is:

f =
2c

g + e
(2)

whereg is the number of “edited” words in the gold
test corpus,e is the number of “edited” words pro-
posed by the system on that corpus, andc is the num-
ber of the “edited” words proposed by the system
that are in fact correct. A perfect classifier which
correctly labels every word achieves an f-score of
1, while the trivial baseline classifiers which label
every word as “edited” or “not edited” respectively
achieve a very low f-score.

Informally, the f-score metric focuses more on
the “edited” words than it does on the “not edited”
words. As we will see in section 8, this has implica-
tions for the choice of loss function used to train the
classifier.

5 Noisy Channel Model

Following Johnson and Charniak (2004), we use a
noisy channel model to propose a 25-best list of
possible speech disfluency analyses. The choice of
this model is driven by the observation that the re-
pairs frequently seem to be a “rough copy” of the
reparandum, often incorporating the same or very
similar words in roughly the same word order. That

is, they seem to involve “crossed” dependencies be-
tween the reparandum and the repair. Example (3)
shows the crossing dependencies. As this exam-
ple also shows, the repair often contains many of
the same words that appear in the reparandum. In
fact, in our Switchboard training corpus we found
that 62reparandum also appeared in the associated
repair,

to Boston uh, I mean, to Denver︸ ︷︷ ︸
reparandum

︸ ︷︷ ︸
interregnum

︸ ︷︷ ︸
repair

(3)

5.1 Informal Description

Given an observed sentenceY we wish to find the
most likely source sentencêX, where

X̂ = argmax
X

P (Y |X)P (X) (4)

In our model the unobservedX is a substring of the
complete utteranceY .

Noisy-channel models are used in a similar way
in statistical speech recognition and machine trans-
lation. The language model assigns a probability
P (X) to the stringX, which is a substring of the
observed utteranceY . The channel modelP (Y |X)
generates the utteranceY , which is a potentially dis-
fluent version of the source sentenceX. A repair
can potentially begin before any word ofX. When
a repair has begun, the channel model incrementally
processes the succeeding words from the start of the
repair. Before each succeeding word either the re-
pair can end or else a sequence of words can be in-
serted in the reparandum. At the end of each re-
pair, a (possibly null) interregnum is appended to the
reparandum.

We will look at these two components in the next
two Sections in more detail.

5.2 Language Model

Informally, the task of language model component
of the noisy channel model is to assess fluency of
the sentence with disfluency removed. Ideally we
would like to have a model which assigns a very
high probability to disfluency-free utterances and a
lower probability to utterances still containing dis-
fluencies. For computational complexity reasons, as
described in the next section, inside the noisy chan-
nel model we use a bigram language model. This705



bigram language model is trained on the fluent ver-
sion of the Switchboard corpus (training section).

We realise that a bigram model might not be able
to capture more complex language behaviour. This
motivates our investigation of a range of additional
language models, which are used to define features
used in the log-linear reranker as described below.

5.3 Channel Model

The intuition motivating the channel model design
is that the words inserted into the reparandum are
very closely related to those in the repair. Indeed,
in our training data we find that 62% of the words
in the reparandum are exact copies of words in the
repair; this identity is strong evidence of a repair.
The channel model is designed so that exact copy
reparandum words will have high probability.

Because these repair structures can involve an un-
bounded number of crossed dependencies, they can-
not be described by a context-free or finite-state
grammar. This motivates the use of a more expres-
sive formalism to describe these repair structures.

We assume thatX is a substring ofY , i.e., that the
source sentence can be obtained by deleting words
from Y , so for a fixed observed utteranceY there
are only a finite number of possible source sen-
tences. However, the number of possible source sen-
tences,X, grows exponentially with the length ofY ,
so exhaustive search is infeasible. Tree Adjoining
Grammars (TAG) provide a systematic way of for-
malising the channel model, and their polynomial-
time dynamic programming parsing algorithms can
be used to search for likely repairs, at least when
used with simple language models like a bigram
language model. In this paper we first identify the
25 most likely analyses of each sentence using the
TAG channel model together with a bigram lan-
guage model.

Further details of the noisy channel model can be
found in Johnson and Charniak (2004).

5.4 Reranker

To improve performance over the standard noisy
channel model we use a reranker, as previously sug-
gest by Johnson and Charniak (2004). We rerank a
25-best list of analyses. This choice is motivated by
an oracle experiment we performed, probing for the
location of the best analysis in a 100-best list. This

experiment shows that in99.5% of the cases the best
analysis is located within the first 25, and indicates
that an f-score of0.958 should be achievable as the
upper bound on a model using the first 25 best anal-
yses. We therefore use the top25 analyses from the
noisy channel model in the remainder of this paper
and use a reranker to choose the most suitable can-
didate among these.

6 Corpora for language modelling

We would like to use additional data to model
the fluent part of spoken language. However, the
Switchboard corpus is one of the largest widely-
available disfluency-annotated speech corpora. It is
reasonable to believe that for effective disfluency de-
tection Switchboard is not large enough and more
text can provide better analyses. Schwartz et al.
(1994), although not focusing on disfluency detec-
tion, show that using written language data for mod-
elling spoken language can improve performance.
We turn to three other bodies of text and investi-
gate the use of these corpora for our task, disfluency
detection. We will describe these corpora in detail
here.

The predictions made by several language models
are likely to be strongly correlated, even if the lan-
guage models are trained on different corpora. This
motivates the choice for log-linear learners, which
are built to handle features which are not necessar-
ily independent. We incorporate information from
the external language models by defining a reranker
feature for each external language model. The value
of this feature is the log probability assigned by the
language model to the candidate underlying fluent
substringX

For each of our corpora (including Switchboard)
we built a 4-gram language model with Kneser-Ney
smoothing (Kneser and Ney, 1995). For each analy-
sis we calculate the probability under that language
model for the candidate underlying fluent substring
X. We use this log probability as a feature in the
reranker. We use the SRILM toolkit (Stolcke, 2002)
both for estimating the model from the training cor-
pus as well as for computing the probabilities of the
underlying fluent sentencesX of the different anal-
ysis.

As previously described,Switchboard is our pri-706



mary corpus for our model. The language model
part of the noisy channel model already uses a bi-
gram language model based on Switchboard, but in
the reranker we would like to also use 4-grams for
reranking. Directly using Switchboard to build a 4-
gram language model is slightly problematic. When
we use the training data of Switchboard both for lan-
guage fluency prediction and the same training data
also for the loss function, the reranker will overesti-
mate the weight associated with the feature derived
from the Switchboard language model, since the flu-
ent sentence itself is part of the language model
training data. We solve this by dividing the Switch-
board training data into 20 folds. For each fold we
use the 19 other folds to construct a language model
and then score the utterance in this fold with that
language model.

The largest widely-available corpus for language
modelling is theWeb 1T 5-gramcorpus (Brants and
Franz, 2006). This data set, collected by Google
Inc., contains English wordn-grams and their ob-
served frequency counts. Frequency counts are pro-
duced from this billion-token corpus of web text.
Because of the noise1 present in this corpus there is
an ongoing debate in the scientific community of the
use of this corpus for serious language modelling.

The Gigaword Corpus (Graff and Cieri, 2003)
is a large body of newswire text. The corpus con-
tains1.6 · 109 tokens, however fluent newswire text
is not necessarily of the same domain as disfluency
removed speech.

TheFisher corpora Part I (David et al., 2004) and
Part II (David et al., 2005) are large bodies of tran-
scribed text. Unlike Switchboard there is no disflu-
ency annotation available for Fisher. Together the
two Fisher corpora consist of2.2 · 107 tokens.

7 Features

The log-linear reranker, which rescores the 25-best
lists produced by the noisy-channel model, can
also include additional features besides the noisy-
channel log probabilities. As we show below, these
additional features can make a substantial improve-
ment to disfluency detection performance. Our
reranker incorporates two kinds of features. The first

1We do not mean speech disfluencies here, but noise in web-
text; web-text is often poorly written and unedited text.

are log-probabilities of various scores computed by
the noisy-channel model and the external language
models. We only include features which occur at
least 5 times in our training data.

The noisy channel and language model features
consist of:

1. LMP: 4 features indicating the probabilities of
the underlying fluent sentences under the lan-
guage models, as discussed in the previous sec-
tion.

2. NCLogP: The Log Probability of the entire
noisy channel model. Since by itself the noisy
channel model is already doing a very good job,
we do not want this information to be lost.

3. LogFom: This feature is the log of the “fig-
ure of merit” used to guide search in the noisy
channel model when it is producing the 25-best
list for the reranker. The log figure of merit is
the sum of the log language model probability
and the log channel model probability plus 1.5
times the number of edits in the sentence. This
feature is redundant, i.e., it is a linear combina-
tion of other features available to the reranker
model: we include it here so the reranker has
direct access to all of the features used by the
noisy channel model.

4. NCTransOdd: We include as a feature parts of
the noisy channel model itself, i.e. the channel
model probability. We do this so that the task
to choosing appropriate weights of the channel
model and language model can be moved from
the noisy channel model to the log-linear opti-
misation algorithm.

The boolean indicator features consist of the fol-
lowing 3 groups of features operating on words and
their edit status; the latter indicated by one of three
possible flags: when the word is not part of a dis-
fluency or E when it is part of the reparandum or I
when it is part of the interregnum.

1. CopyFlagsX Y: When there is an exact copy
in the input text of lengthX (1 ≤ X ≤ 3) and
the gap between the copies isY (0 ≤ Y ≤ 3)
this feature is the sequence of flags covering the
two copies. Example:CopyFlags 1 0 (E707



) records a feature when two identical words
are present, directly consecutive and the first
one is part of a disfluency (Edited) while the
second one is not. There are 745 different in-
stances of these features.

2. WordsFlagsL n R: This feature records the
immediate area around ann-gram (n ≤ 3).
L denotes how many flags to the left and R
(0 ≤ R ≤ 1) how many to the right are includes
in this feature (BothL andR range over 0 and
1). Example: WordsFlags 1 1 0 (need
) is a feature that fires when a fluent word is

followed by the word ‘need’ (one flag to the
left, none to the right). There are 256808 of
these features present.

3. SentenceEdgeFlagsB L: This feature indi-
cates the location of a disfluency in an ut-
terance. The Boolean B indicates whether
this features records sentence initial or sen-
tence final behaviour, L (1 ≤ L ≤ 3)
records the length of the flags. Example
SentenceEdgeFlags 1 1 (I) is a fea-
ture recording whether a sentence ends on an
interregnum. There are 22 of these features
present.

We give the following analysis as an example:

butE but that does n’t work

The language model features are the probability
calculated over the fluent part. NCLogP, Log-
Fom and NCTransOdd are present with their asso-
ciated value. The following binary flags are present:
CopyFlags 1 0 (E )
WordsFlags:0:1:0 (but E)
WordsFlags:0:1:0 (but )
WordsFlags:1:1:0 (E but )
WordsFlags:1:1:0 ( that )
WordsFlags:0:2:0 (but E but ) etc.2

SentenceEdgeFlags:0:1 (E)
SentenceEdgeFlags:0:2 (E )
SentenceEdgeFlags:0:3 (E )

These three kinds of boolean indicator features to-
gether constitute theextended feature set.

2An exhaustive list here would be too verbose.

8 Loss functions for reranker training

We formalise the reranker training procedure as fol-
lows. We are given a training corpusT containing
information aboutn possibly disfluent sentences.
For the ith sentenceT specifies the sequence of
wordsxi, a setYi of 25-best candidate “edited” la-
bellings produced by the noisy channel model, as
well as the correct “edited” labellingy⋆

i ∈ Yi.3

We are also given a vectorf = (f1, . . . , fm)
of feature functions, where eachfj maps a word
sequencex and an “edit” labellingy for x to a
real valuefj(x, y). Abusing notation somewhat,
we write f(x, y) = (f1(x, y), . . . , fm(x, y)). We
interpret a vectorw = (w1, . . . , wm) of feature
weightsas defining a conditional probability distri-
bution over a candidate setY of “edited” labellings
for a stringx as follows:

Pw(y | x,Y) =
exp(w · f(x, y))

∑
y′∈Y exp(w · f(x, y′))

We estimate the feature weightsw from the train-
ing dataT by finding a feature weight vector̂w that
optimises a regularised objective function:

ŵ = argmin
w

LT (w) + α
m∑

j=1

w2

j

Here α is the regulariser weightand LT is a loss
function. We investigate two different loss functions
in this paper.LogLoss is the negative log conditional
likelihood of the training data:

LogLossT (w) =
m∑

i=1

− log P(y⋆
i | xi,Yi)

OptimisingLogLoss finds theŵ that define (regu-
larised) conditional Maximum Entropy models.

It turns out that optimisingLogLoss yields sub-
optimal weight vectorŝw here. LogLoss is a sym-
metric loss function (i.e., each mistake is equally
weighted), while our f-score evaluation metric
weights “edited” labels more highly, as explained
in section 4. Because our data is so skewed (i.e.,
“edited” words are comparatively infrequent), we

3In the situation where the true “edited” labelling does not
appear in the 25-best listYi produced by the noisy-channel
model, we choosey⋆

i to be a labelling inYi closest to the true
labelling.708



can improve performance by using an asymmetric
loss function.

Inspired by our evaluation metric, we devised an
approximate expected f-score loss functionFLoss.

FLossT (w) = 1 −
2Ew[c]

g + Ew[e]

This approximation assumes that the expectations
approximately distribute over the division: see Jan-
sche (2005) and Smith and Eisner (2006) for other
approximations to expected f-score and methods for
optimising them. We experimented with other asym-
metric loss functions (e.g., the expected error rate)
and found that they gave very similar results.

An advantage ofFLoss is that it and its deriva-
tives with respect tow (which are required for
numerical optimisation) are easy to calculate ex-
actly. For example, the expected number of correct
“edited” words is:

Ew[c] =
n∑

i=1

Ew[cy⋆

i
| Yi], where:

Ew[cy⋆

i
| Yi] =

∑

y∈Yi

cy⋆

i
(y) Pw(y | xi,Yi)

andcy⋆(y) is the number of correct “edited” labels
in y given the gold labellingy⋆. The derivatives of
FLoss are:
∂FLossT

∂wj

(w) =

1

g + Ew[e]

(

FLossT (w)
∂Ew[e]

∂wj

− 2
∂Ew[c]

∂wj

)

where:

∂Ew[c]

∂wj

=
n∑

i=1

∂Ew[cy⋆

i
| xi,Yi]

∂wj

∂Ew[cy⋆ | x,Y]

∂wj

=

Ew[fjcy⋆ | x,Y] − Ew[fj | x,Y] Ew[cy⋆ | x,Y].

∂E[e]/∂wj is given by a similar formula.

9 Results

We follow Charniak and Johnson (2001) and split
the corpus into main training data, held-out train-
ing data and test data as follows: main training con-
sisted of all sw[23]∗.dps files, held-out training con-
sisted of all sw4[5-9]∗.dps files and test consisted of

all sw4[0-1]∗.dps files. However, we follow (John-
son and Charniak, 2004) in deleting all partial words
and punctuation from the training and test data (they
argued that this is more realistic in a speech process-
ing application).

Table 1 shows the results for the different models
on held-out data. To avoid over-fitting on the test
data, we present the f-scores over held-out training
data instead of test data. We used the held-out data
to select the best-performing set of reranker features,
which consisted of features for all of the language
models plus the extended (i.e., indicator) features,
and used this model to analyse the test data. The f-
score of this model on test data was 0.838. In this
table, the set ofExtended Featuresis defined as all
the boolean features as described in Section 7.

We first observe that adding different external lan-
guage models does increase the final score. The
difference between the external language models is
relatively small, although the differences in choice
are several orders of magnitude. Despite the pu-
tative noise in the corpus, a language model built
on Google’s Web1T data seems to perform very
well. Only the model where Switchboard 4-grams
are used scores slightly lower, we explain this be-
cause the internal bigram model of the noisy chan-
nel model is already trained on Switchboard and so
this model adds less new information to the reranker
than the other models do.

Including additional features to describe the prob-
lem space is very productive. Indeed the best per-
forming model is the model which has all extended
features and all language model features. The dif-
ferences among the different language models when
extended features are present are relatively small.
We assume that much of the information expressed
in the language models overlaps with the lexical fea-
tures.

We find that using a loss function related to our
evaluation metric, rather than optimisingLogLoss,
consistently improves edit-word f-score. The stan-
dardLogLoss function, which estimates the “max-
imum entropy” model, consistently performs worse
than the loss function minimising expected errors.

The best performing model (Base + Ext. Feat.
+ All LM, using expected f-score loss) scores an f-
score of0.838on test data. The results as indicated
by the f-score outperform state-of-the-art models re-709



Model F-score
Base (noisy channel, no reranking) 0.756

Model log loss expected f-score loss
Base + Switchboard 0.776 0.791
Base + Fisher 0.771 0.797
Base + Gigaword 0.777 0.797
Base + Web1T 0.781 0.798
Base + Ext. Feat. 0.824 0.827
Base + Ext. Feat. + Switchboard 0.827 0.828
Base + Ext. Feat. + Fisher 0.841 0.856
Base + Ext. Feat. + Gigaword 0.843 0.852
Base + Ext. Feat. + Web1T 0.843 0.850
Base + Ext. Feat. + All LM 0.841 0.857

Table 1: Edited word detection f-score on held-out data for avariety of language models and loss functions

ported in literature operating on identical data, even
though we use vastly less features than other do.

10 Conclusion and Future work

We have described a disfluency detection algorithm
which we believe improves upon current state-of-
the-art competitors. This model is based on a noisy
channel model which scores putative analyses with
a language model; its channel model is inspired by
the observation that reparandum and repair are of-
ten very similar. As Johnson and Charniak (2004)
noted, although this model performs well, a log-
linear reranker can be used to increase performance.

We built language models from a variety of
speech and non-speech corpora, and examine the ef-
fect they have on disfluency detection. We use lan-
guage models derived from different larger corpora
effectively in a maximum reranker setting. We show
that the actual choice for a language model seems
to be less relevant and newswire text can be used
equally well for modelling fluent speech.

We describe different features to improve disflu-
ency detection even further. Especially these fea-
tures seem to boost performance significantly.

Finally we investigate the effect of different loss
functions. We observe that using a loss function di-
rectly optimising our interest yields a performance
increase which is at least at large as the effect of us-
ing very large language models.

We obtained an f-score which outperforms other
models reported in literature operating on identical

data, even though we use vastly fewer features than
others do.
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Abstract

Large vocabulary speech recognition systems
fail to recognize words beyond their vocab-
ulary, many of which are information rich
terms, like named entities or foreign words.
Hybrid word/sub-word systems solve this
problem by adding sub-word units to large vo-
cabulary word based systems; new words can
then be represented by combinations of sub-
word units. Previous work heuristically cre-
ated the sub-word lexicon from phonetic rep-
resentations of text using simple statistics to
select common phone sequences. We pro-
pose a probabilistic model to learn the sub-
word lexicon optimized for a given task. We
consider the task of out of vocabulary (OOV)
word detection, which relies on output from
a hybrid model. A hybrid model with our
learned sub-word lexicon reduces error by
6.3% and 7.6% (absolute) at a 5% false alarm
rate on an English Broadcast News and MIT
Lectures task respectively.

1 Introduction

Most automatic speech recognition systems operate
with a large but limited vocabulary, finding the most
likely words in the vocabulary for the given acoustic
signal. While large vocabulary continuous speech
recognition (LVCSR) systems produce high quality
transcripts, they fail to recognize out of vocabulary
(OOV) words. Unfortunately, OOVs are often infor-
mation rich nouns, such as named entities and for-
eign words, and mis-recognizing them can have a
disproportionate impact on transcript coherence.

Hybrid word/sub-word recognizers can produce a
sequence of sub-word units in place of OOV words.
Ideally, the recognizer outputs a complete word for
in-vocabulary (IV) utterances, and sub-word units
for OOVs. Consider the word “Slobodan”, the given
name of the former president of Serbia. As an un-
common English word, it is unlikely to be in the vo-
cabulary of an English recognizer. While a LVCSR
system would output the closest known words (e.x.
“slow it dawn”), a hybrid system could output a
sequence of multi-phoneme units: s l ow, b ax,
d ae n. The latter is more useful for automatically
recovering the word’s orthographic form, identify-
ing that an OOV was spoken, or improving perfor-
mance of a spoken term detection system with OOV
queries. In fact, hybrid systems have improved OOV
spoken term detection (Mamou et al., 2007; Parada
et al., 2009), achieved better phone error rates, espe-
cially in OOV regions (Rastrow et al., 2009b), and
obtained state-of-the-art performance for OOV de-
tection (Parada et al., 2010).

Hybrid recognizers vary in a number of ways:
sub-word unit type: variable-length phoneme
units (Rastrow et al., 2009a; Bazzi and Glass, 2001)
or joint letter sound sub-words (Bisani and Ney,
2005); unit creation: data-driven or linguistically
motivated (Choueiter, 2009); and how they are in-
corporated in LVCSR systems: hierarchical (Bazzi,
2002) or flat models (Bisani and Ney, 2005).

In this work, we consider how to optimally cre-
ate sub-word units for a hybrid system. These units
are variable-length phoneme sequences, although in
principle our work can be use for other unit types.
Previous methods for creating the sub-word lexi-
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con have relied on simple statistics computed from
the phonetic representation of text (Rastrow et al.,
2009a). These units typically represent the most fre-
quent phoneme sequences in English words. How-
ever, it isn’t clear why these units would produce the
best hybrid output. Instead, we introduce a prob-
abilistic model for learning the optimal units for a
given task. Our model learns a segmentation of a
text corpus given some side information: a mapping
between the vocabulary and a label set; learned units
are predictive of class labels.

In this paper, we learn sub-word units optimized
for OOV detection. OOV detection aims to identify
regions in the LVCSR output where OOVs were ut-
tered. Towards this goal, we are interested in select-
ing units such that the recognizer outputs them only
for OOV regions while prefering to output a com-
plete word for in-vocabulary regions. Our approach
yields improvements over state-of-the-art results.

We begin by presenting our log-linear model for
learning sub-word units with a simple but effective
inference procedure. After reviewing existing OOV
detection approaches, we detail how the learned
units are integrated into a hybrid speech recognition
system. We show improvements in OOV detection,
and evaluate impact on phone error rates.

2 Learning Sub-Word Units

Given raw text, our objective is to produce a lexicon
of sub-word units that can be used by a hybrid sys-
tem for open vocabulary speech recognition. Rather
than relying on the text alone, we also utilize side
information: a mapping of words to classes so we
can optimize learning for a specific task.

The provided mapping assigns labels Y to the cor-
pus. We maximize the probability of the observed
labeling sequence Y given the text W : P (Y |W ).
We assume there is a latent segmentation S of this
corpus which impacts Y . The complete data likeli-
hood becomes: P (Y |W ) =

∑
S P (Y, S|W ) during

training. Since we are maximizing the observed Y ,
segmentation S must discriminate between different
possible labels.

We learn variable-length multi-phone units by
segmenting the phonetic representation of each word
in the corpus. Resulting segments form the sub-

word lexicon.1 Learning input includes a list of
words to segment taken from raw text, a mapping
between words and classes (side information indi-
cating whether token is IV or OOV), a pronuncia-
tion dictionaryD, and a letter to sound model (L2S),
such as the one described in Chen (2003). The cor-
pus W is the list of types (unique words) in the raw
text input. This forces each word to have a unique
segmentation, shared by all common tokens. Words
are converted into phonetic representations accord-
ing to their most likely dictionary pronunciation;
non-dictionary words use the L2S model.2

2.1 Model

Inspired by the morphological segmentation model
of Poon et al. (2009), we assume P (Y, S|W ) is a
log-linear model parameterized by Λ:

PΛ(Y, S|W ) =
1

Z(W )
uΛ(Y, S,W ) (1)

where uΛ(Y, S,W ) defines the score of the pro-
posed segmentation S for words W and labels Y
according to model parameters Λ. Sub-word units
σ compose S, where each σ is a phone sequence, in-
cluding the full pronunciation for vocabulary words;
the collection of σs form the lexicon. Each unit
σ is present in a segmentation with some context
c = (φl, φr) of the form φlσφr. Features based on
the context and the unit itself parameterize uΛ.

In addition to scoring a segmentation based on
features, we include two priors inspired by the Min-
imum Description Length (MDL) principle sug-
gested by Poon et al. (2009). The lexicon prior
favors smaller lexicons by placing an exponential
prior with negative weight on the length of the lex-
icon

∑
σ |σ|, where |σ| is the length of the unit σ

in number of phones. Minimizing the lexicon prior
favors a trivial lexicon of only the phones. The
corpus prior counters this effect, an exponential
prior with negative weight on the number of units
in each word’s segmentation, where |si| is the seg-
mentation length and |wi| is the length of the word
in phones. Learning strikes a balance between the
two priors. Using these definitions, the segmenta-
tion score uΛ(Y, S,W ) is given as:

1Since sub-word units can expand full-words, we refer to
both words and sub-words simply as units.

2The model can also take multiple pronunciations (§3.1).
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s l ow b ax d ae n

s l ow
(#,#, , b, ax)

b ax
(l,ow, , d, ae)

d ae n
(b,ax, , #, #)

Figure 1: Units and bigram phone context (in parenthesis)
for an example segmentation of the word “slobodan”.

uΛ(Y, S,W ) = exp

(∑
σ,y

λσ,yfσ,y(S, Y )

+
∑
c,y

λc,yfc,y(S, Y )

+ α ·
∑
σ∈S
|σ|

+ β ·
∑
i∈W
|si|/|wi|

)
(2)

fσ,y(S, Y ) are the co-occurrence counts of the pair
(σ, y) where σ is a unit under segmentation S and y
is the label. fc,y(S, Y ) are the co-occurrence counts
for the context c and label y under S. The model
parameters are Λ = {λσ,y, λc,y : ∀σ, c, y}. The neg-
ative weights for the lexicon (α) and corpus priors
(β) are tuned on development data. The normalizer
Z sums over all possible segmentations and labels:

Z(W ) =
∑
S′

∑
Y ′

uΛ(Y ′, S′,W ) (3)

Consider the example segmentation for the word
“slobodan” with pronunciation s,l,ow,b,ax,d,ae,n
(Figure 1). The bigram phone context as a four-tuple
appears below each unit; the first two entries corre-
spond to the left context, and last two the right con-
text. The example corpus (Figure 2) demonstrates
how unit features fσ,y and context features fc,y are
computed.

3 Model Training

Learning maximizes the log likelihood of the ob-
served labels Y ∗ given the words W :

`(Y ∗|W ) = log
∑
S

1
Z(W )

uΛ(Y ∗, S,W ) (4)

We use the Expectation-Maximization algorithm,
where the expectation step predicts segmentations S

Labeled corpus: president/y = 0 milosevic/y = 1
Segmented corpus: p r eh z ih d ih n t/0 m ih/1 l aa/1
s ax/1 v ih ch/1
Unit-feature:Value p r eh z ih d ih n t/0:1 m ih/1:1
l aa/1:1 s ax/1:1 v ih ch/1:1
Context-feature:Value
(#/0,#/0, ,l/1,aa/1):1,

(m/1,ih/1, ,s/1,ax/1):1,

(l/1,aa/1, ,v/1,ih/1):1,

(s/1,ax/1, ,#/0,#/0):1,

(#/0,#/0, ,#/0,#/0):1

Figure 2: A small example corpus with segmentations
and corresponding features. The notation m ih/1:1
represents unit/label:feature-value. Overlapping context
features capture rich segmentation regularities associated
with each class.

given the model’s current parameters Λ (§3.1), and
the maximization step updates these parameters us-
ing gradient ascent. The partial derivatives of the
objective (4) with respect to each parameter λi are:

∂`(Y ∗|W )
∂λi

= ES|Y ∗,W [fi]− ES,Y |W [fi] (5)

The gradient takes the usual form, where we en-
courage the expected segmentation from the current
model given the correct labels to equal the expected
segmentation and expected labels. The next section
discusses computing these expectations.

3.1 Inference
Inference is challenging since the lexicon prior ren-
ders all word segmentations interdependent. Con-
sider a simple two word corpus: cesar (s,iy,z,er),
and cesium (s,iy,z,iy,ax,m). Numerous segmen-
tations are possible; each word has 2N−1 possible
segmentations, where N is the number of phones in
its pronunciation (i.e., 23 × 25 = 256). However,
if we decide to segment the first word as: {s iy,
z er}, then the segmentation for “cesium”:{s iy,
z iy ax m} will incur a lexicon prior penalty for
including the new segment z iy ax m. If instead
we segment “cesar” as {s iy z, er}, the segmen-
tation {s iy, z iy ax m} incurs double penalty
for the lexicon prior (since we are including two new
units in the lexicon: s iy and z iy ax m). This
dependency requires joint segmentation of the entire
corpus, which is intractable. Hence, we resort to ap-
proximations of the expectations in Eq. (5).

One approach is to use Gibbs Sampling: it-
erating through each word, sampling a new seg-
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mentation conditioned on the segmentation of all
other words. The sampling distribution requires
enumerating all possible segmentations for each
word (2N−1) and computing the conditional prob-
abilities for each segmentation: P (S|Y ∗,W ) =
P (Y ∗, S|W )/P (Y ∗|W ) (the features are extracted
from the remaining words in the corpus). Using M
sampled segmentations S1, S2, . . . Sm we compute
ES|Y ∗,W [fi] as follows:

ES|Y ∗,W [fi] ≈
1
M

∑
j

fi[Sj ]

Similarly, to compute ES,Y |W we sample a seg-
mentation and a label for each word. We com-
pute the joint probability of P (Y, S|W ) for each
segmentation-label pair using Eq. (1). A sampled
segmentation can introduce new units, which may
have higher probability than existing ones.

Using these approximations in Eq. (5), we update
the parameters using gradient ascent:

λ̄new = λ̄old + γ∇`λ̄(Y ∗|W )

where γ > 0 is the learning rate.
To obtain the best segmentation, we use determin-

istic annealing. Sampling operates as usual, except
that the parameters are divided by a value, which
starts large and gradually drops to zero. To make
burn in faster for sampling, the sampler is initialized
with the most likely segmentation from the previous
iteration. To initialize the sampler the first time, we
set all the parameters to zero (only the priors have
non-zero values) and run deterministic annealing to
obtain the first segmentation of the corpus.

3.2 Efficient Sampling
Sampling a segmentation for the corpus requires
computing the normalization constant (3), which
contains a summation over all possible corpus seg-
mentations. Instead, we approximate this constant
by sampling words independently, keeping fixed all
other segmentations. Still, even sampling a single
word’s segmentation requires enumerating probabil-
ities for all possible segmentations.

We sample a segmentation efficiently using dy-
namic programming. We can represent all possible
segmentations for a word as a finite state machine
(FSM) (Figure 3), where arcs weights arise from

scoring the segmentation’s features. This weight is
the negative log probability of the resulting model
after adding the corresponding features and priors.

However, the lexicon prior poses a problem for
this construction since the penalty incurred by a new
unit in the segmentation depends on whether that
unit is present elsewhere in that segmentation. For
example, consider the segmentation for the word
ANJANI: AA N, JH, AA N, IY. If none of these units
are in the lexicon, this segmentation yields the low-
est prior penalty since it repeats the unit AA N. 3 This
global dependency means paths must encode the full
unit history, making computing forward-backward
probabilities inefficient.

Our solution is to use the Metropolis-Hastings al-
gorithm, which samples from the true distribution
P (Y, S|W ) by first sampling a new label and seg-
mentation (y′, s′) from a simpler proposal distribu-
tion Q(Y, S|W ). The new assignment (y′, s′) is ac-
cepted with probability:

α(Y ′, S′|Y, S,W )=min

„
1,
P (Y ′, S′|W )Q(Y, S|Y ′, S′,W )

P (Y, S|W )Q(Y ′, S′|Y, S,W )

«

We choose the proposal distribution Q(Y, S|W )
as Eq. (1) omitting the lexicon prior, removing the
challenge for efficient computation. The probability
of accepting a sample becomes:

α(Y ′, S′|Y, S,W )=min

„
1,

P
σ∈S′ |σ|P
σ∈S |σ|

«
(6)

We sample a path from the FSM by running the
forward-backward algorithm, where the backward
computations are carried out explicitly, and the for-
ward pass is done through sampling, i.e. we traverse
the machine only computing forward probabilities
for arcs leaving the sampled state.4 Once we sample
a segmentation (and label) we accept it according to
Eq. (6) or keep the previous segmentation if rejected.

Alg. 1 shows our full sub-word learning proce-
dure, where sampleSL (Alg. 2) samples a segmen-
tation and label sequence for the entire corpus from
P (Y, S|W ), and sampleS samples a segmentation
from P (S|Y ∗,W ).

3Splitting at phone boundaries yields the same lexicon prior
but a higher corpus prior.

4We use OpenFst’s RandGen operation with a costumed arc-
selector (http://www.openfst.org/).
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0 1
AA

5

AA_N_JH_AA_N

4

AA_N_JH_AA

3

AA_N_JH

2

AA_N

N_JH_AA_N

N_JH_AA

N_JH

N

6

N_JH_AA_N_IY

IY

N

AA_N
AA

AA_N_IY

JH_AA_N

JH_AA

JH

JH_AA_N_IY

Figure 3: FSM representing all segmentations for the word ANJANI with pronunciation: AA,N,JH,AA,N,IY

Algorithm 1 Training
Input: Lexicon L from training text W , Dictionary D,

Mapping M , L2S pronunciations, Annealing temp T .
Initialization:

Assign label y∗m = M [wm]. λ̄0 = 0̄
S0 = random segmentation for each word in L.

for i = 1 to K do
/* E-Step */
Si = bestSegmentation(T, λi−1, Si−1).
for k = 1 to NumSamples do

(S′k, Y
′
k) = sampleSL(P (Y, Si|W ),Q(Y, Si|W ))

S̃k = sampleS(P (Si|Y ∗,W ),Q(Si|Y ∗,W ))
end for

/* M-Step */
ES,Y |W [fi] = 1

NumSamples

∑
k fσ,l[S

′
k, Y

′
k]

ES|Y ∗,W [fσ,l] = 1
NumSamples

∑
k fσ,l[S̃k, Y

∗]
λ̄i = λ̄i−1 + γ∇Lλ̄(Y ∗|W )

end for

S = bestSegmentation(T, λK , S0)
Output: Lexicon Lo from S

4 OOV Detection Using Hybrid Models

To evaluate our model for learning sub-word units,
we consider the task of out-of-vocabulary (OOV)
word detection. OOV detection for ASR output can
be categorized into two broad groups: 1) hybrid
(filler) models: which explicitly model OOVs us-
ing either filler, sub-words, or generic word mod-
els (Bazzi, 2002; Schaaf, 2001; Bisani and Ney,
2005; Klakow et al., 1999; Wang, 2009); and
2) confidence-based approaches: which label un-
reliable regions as OOVs based on different con-
fidence scores, such as acoustic scores, language
models, and lattice scores (Lin et al., 2007; Burget
et al., 2008; Sun et al., 2001; Wessel et al., 2001).

In the next section we detail the OOV detection
approach we employ, which combines hybrid and

Algorithm 2 sampleSL(P (S, Y |W ), Q(S, Y |W ))
for m = 1 to M (NumWords) do

(s′m, y
′
m) = Sample segmentation/label pair for

word wm according to Q(S, Y |W )
Y ′ = {y1 . . . ym−1y

′
mym+1 . . . yM}

S′ = {s1 . . . sm−1s
′
msm+1 . . . sM}

α=min
(

1,
P
σ∈S′ |σ|P
σ∈S |σ|

)
with prob α : ym,k = y′m, sm,k = s′m
with prob (1− α) : ym,k = ym, sm,k = sm

end for
return (S′k, Y

′
k) = [(s1,k, y1,k) . . . (sM,k, yM,k)]

confidence-based models, achieving state-of-the art
performance for this task.

4.1 OOV Detection Approach
We use the state-of-the-art OOV detection model of
Parada et al. (2010), a second order CRF with fea-
tures based on the output of a hybrid recognizer.
This detector processes hybrid recognizer output, so
we can evaluate different sub-word unit lexicons for
the hybrid recognizer and measure the change in
OOV detection accuracy.

Our model (§2.1) can be applied to this task by
using a dictionary D to label words as IV (yi = 0 if
wi ∈ D) and OOV (yi = 1 if wi /∈ D). This results
in a labeled corpus, where the labeling sequence Y
indicates the presence of out-of-vocabulary words
(OOVs). For comparison we evaluate a baseline
method (Rastrow et al., 2009b) for selecting units.

Given a sub-word lexicon, the word and sub-
words are combined to form a hybrid language
model (LM) to be used by the LVCSR system. This
hybrid LM captures dependencies between word and
sub-words. In the LM training data, all OOVs are
represented by the smallest number of sub-words
which corresponds to their pronunciation. Pronun-
ciations for all OOVs are obtained using grapheme
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to phone models (Chen, 2003).
Since sub-words represent OOVs while building

the hybrid LM, the existence of sub-words in ASR
output indicate an OOV region. A simple solution to
the OOV detection problem would then be reduced
to a search for the sub-words in the output of the
ASR system. The search can be on the one-best
transcripts, lattices or confusion networks. While
lattices contain more information, they are harder
to process; confusion networks offer a trade-off be-
tween richness (posterior probabilities are already
computed) and compactness (Mangu et al., 1999).

Two effective indications of OOVs are the exis-
tence of sub-words (Eq. 7) and high entropy in a
network region (Eq. 8), both of which are used as
features in the model of Parada et al. (2010).

Sub-word Posterior =
∑
σ∈tj

p(σ|tj) (7)

Word-Entropy =−
∑
w∈tj

p(w|tj) log p(w|tj) (8)

tj is the current bin in the confusion network and
σ is a sub-word in the hybrid dictionary. Improving
the sub-word unit lexicon, improves the quality of
the confusion networks for OOV detection.

5 Experimental Setup

We used the data set constructed by Can et al.
(2009) (OOVCORP) for the evaluation of Spoken
Term Detection of OOVs since it focuses on the
OOV problem. The corpus contains 100 hours of
transcribed Broadcast News English speech. There
are 1290 unique OOVs in the corpus, which were
selected with a minimum of 5 acoustic instances per
word and short OOVs inappropriate for STD (less
than 4 phones) were explicitly excluded. Example
OOVs include: NATALIE, PUTIN, QAEDA,
HOLLOWAY, COROLLARIES, HYPERLINKED,
etc. This resulted in roughly 24K (2%) OOV tokens.

For LVCSR, we used the IBM Speech Recogni-
tion Toolkit (Soltau et al., 2005)5 to obtain a tran-
script of the audio. Acoustic models were trained
on 300 hours of HUB4 data (Fiscus et al., 1998)
and utterances containing OOV words as marked in
OOVCORP were excluded. The language model was
trained on 400M words from various text sources

5The IBM system used speaker adaptive training based on
maximum likelihood with no discriminative training.

with a 83K word vocabulary. The LVCSR system’s
WER on the standard RT04 BN test set was 19.4%.
Excluded utterances amount to 100hrs. These were
divided into 5 hours of training for the OOV detec-
tor and 95 hours of test. Note that the OOV detector
training set is different from the LVCSR training set.

We also use a hybrid LVCSR system, combin-
ing word and sub-word units obtained from ei-
ther our approach or a state-of-the-art baseline ap-
proach (Rastrow et al., 2009a) (§5.2). Our hybrid
system’s lexicon has 83K words and 5K or 10K
sub-words. Note that the word vocabulary is com-
mon to both systems and only the sub-words are se-
lected using either approach. The word vocabulary
used is close to most modern LVCSR system vo-
cabularies for English Broadcast News; the result-
ing OOVs are more challenging but more realistic
(i.e. mostly named entities and technical terms). The
1290 words are OOVs to both the word and hybrid
systems.

In addition we report OOV detection results on a
MIT lectures data set (Glass et al., 2010) consisting
of 3 Hrs from two speakers with a 1.5% OOV rate.
These were divided into 1 Hr for training the OOV
detector and 2 Hrs for testing. Note that the LVCSR
system is trained on Broadcast News data. This out-
of-domain test-set help us evaluate the cross-domain
performance of the proposed and baseline hybrid
systems. OOVs in this data set correspond mainly to
technical terms in computer science and math. e.g.
ALGORITHM, DEBUG, COMPILER, LISP.

5.1 Learning parameters

For learning the sub-words we randomly selected
from training 5,000 words which belong to the 83K
vocabulary and 5,000 OOVs6. For development we
selected an additional 1,000 IV and 1,000 OOVs.
This was used to tune our model hyper parameters
(set to α = −1, β = −20). There is no overlap
of OOVs in training, development and test sets. All
feature weights were initialized to zero and had a
Gaussian prior with variance σ = 100. Each of the
words in training and development was converted to
their most-likely pronunciation using the dictionary

6This was used to obtain the 5K hybrid system. To learn sub-
words for the 10K hybrid system we used 10K in-vocabulary
words and 10K OOVs. All words were randomly selected from
the LM training text.
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for IV words or the L2S model for OOVs.7

The learning rate was γk = γ
(k+1+A)τ , where k is

the iteration,A is the stability constant (set to 0.1K),
γ = 0.4, and τ = 0.6. We used K = 40 itera-
tions for learning and 200 samples to compute the
expectations in Eq. 5. The sampler was initialized
by sampling for 500 iterations with deterministic an-
nealing for a temperature varying from 10 to 0 at 0.1
intervals. Final segmentations were obtained using
10, 000 samples and the same temperature schedule.
We limit segmentations to those including units of at
most 5 phones to speed sampling with no significant
degradation in performance. We observed improved
performance by dis-allowing whole word units.

5.2 Baseline Unit Selection

We used Rastrow et al. (2009a) as our baseline
unit selection method, a data driven approach where
the language model training text is converted into
phones using the dictionary (or a letter-to-sound
model for OOVs), and a N-gram phone LM is es-
timated on this data and pruned using a relative en-
tropy based method. The hybrid lexicon includes
resulting sub-words – ranging from unigrams to 5-
gram phones, and the 83K word lexicon.

5.3 Evaluation

We obtain confusion networks from both the word
and hybrid LVCSR systems. We align the LVCSR
transcripts with the reference transcripts and tag
each confusion region as either IV or OOV. The
OOV detector classifies each region in the confusion
network as IV/OOV. We report OOV detection accu-
racy using standard detection error tradeoff (DET)
curves (Martin et al., 1997). DET curves measure
tradeoffs between false alarms (x-axis) and misses
(y-axis), and are useful for determining the optimal
operating point for an application; lower curves are
better. Following Parada et al. (2010) we separately
evaluate unobserved OOVs.8

7In this work we ignore pronunciation variability and sim-
ply consider the most likely pronunciation for each word. It
is straightforward to extend to multiple pronunciations by first
sampling a pronunciation for each word and then sampling a
segmentation for that pronunciation.

8Once an OOV word has been observed in the OOV detector
training data, even if it was not in the LVCSR training data, it is
no longer truly OOV.

6 Results

We compare the performance of a hybrid sys-
tem with baseline units9 (§5.2) and one with units
learned by our model on OOV detection and phone
error rate. We present results using a hybrid system
with 5k and 10k sub-words.

We evaluate the CRF OOV detector with two dif-
ferent feature sets. The first uses only Word En-
tropy and Sub-word Posterior (Eqs. 7 and 8) (Fig-
ure 4)10. The second (context) uses the extended
context features of Parada et al. (2010) (Figure 5).
Specifically, we include all trigrams obtained from
the best hypothesis of the recognizer (a window of 5
words around current confusion bin). Predictions at
different FA rates are obtained by varying a proba-
bility threshold.

At a 5% FA rate, our system (This Paper 5k) re-
duces the miss OOV rate by 6.3% absolute over the
baseline (Baseline 5k) when evaluating all OOVs.
For unobserved OOVs, it achieves 3.6% absolute
improvement. A larger lexicon (Baseline 10k and
This Paper 10k ) shows similar relative improve-
ments. Note that the features used so far do not nec-
essarily provide an advantage for unobserved ver-
sus observed OOVs, since they ignore the decoded
word/sub-word sequence. In fact, the performance
on un-observed OOVs is better.

OOV detection improvements can be attributed to
increased coverage of OOV regions by the learned
sub-words compared to the baseline. Table 1 shows
the percent of Hits: sub-word units predicted in
OOV regions, and False Alarms: sub-word units
predicted for in-vocabulary words. We can see
that the proposed system increases the Hits by over
8% absolute, while increasing the False Alarms by
0.3%. Interestingly, the average sub-word length
for the proposed units exceeded that of the baseline
units by 0.3 phones (Baseline 5K average length
was 2.92, while that of This Paper 5K was 3.2).

9Our baseline results differ from Parada et al. (2010). When
implementing the lexicon baseline, we discovered that their hy-
brid units were mistakenly derived from text containing test
OOVs. Once excluded, the relative improvements of previous
work remain, but the absolute error rates are higher.

10All real-valued features were normalized and quantized us-
ing the uniform-occupancy partitioning described in White et
al. (2007). We used 50 partitions with a minimum of 100 train-
ing values per partition.
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Figure 4: DET curves for OOV detection using baseline hybrid systems for different lexicon size and proposed dis-
criminative hybrid system on OOVCORP data set. Evaluation on un-observed OOVs (a) and all OOVs (b).
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Figure 5: Effect of adding context features to baseline and discriminative hybrid systems on OOVCORP data set.
Evaluation on un-observed OOVs (a) and all OOVs (b).

Consistent with previously published results, in-
cluding context achieves large improvement in per-
formance. The proposed hybrid system (This Pa-
per 10k + context-features) still improves over the
baseline (Baseline 10k + context-features), however
the relative gain is reduced. In this case, we ob-
tain larger gains for un-observed OOVs which ben-
efit less from the context clues learned in training.

Lastly, we report OOV detection performance on
MIT Lectures. Both the sub-word lexicon and the
LVCSR models were trained on Broadcast News
data, helping us evaluate the robustness of learned
sub-words across domains. Note that the OOVs
in these domains are quite different: MIT Lec-
tures’ OOVs correspond to technical computer sci-

Hybrid System Hits FAs
Baseline (5k) 18.25 1.49

This Paper (5k) 26.78 1.78
Baseline (10k) 24.26 1.82

This Paper (10k) 28.96 1.92

Table 1: Coverage of OOV regions by baseline and pro-
posed sub-words in OOVCORP.

ence and math terms, while in Broadcast News they
are mainly named-entities.

Figure 6 and 7 show the OOV detection results in
the MIT Lectures data set. For un-observed OOVs,
the proposed system (This Paper 10k) reduces the
miss OOV rate by 7.6% with respect to the base-
line (Baseline 10k) at a 5% FA rate. Similar to
Broadcast News results, we found that the learned
sub-words provide larger coverage of OOV regions
in MIT Lectures domain. These results suggest that
the proposed sub-words are not simply modeling the
training OOVs (named-entities) better than the base-
line sub-words, but also describe better novel unex-
pected words. Furthermore, including context fea-
tures does not seem as helpful. We conjecture that
this is due to the higher WER11 and the less struc-
tured nature of the domain: i.e. ungrammatical sen-
tences, disfluencies, incomplete sentences, making
it more difficult to predict OOVs based on context.

11WER = 32.7% since the LVCSR system was trained on
Broadcast News data as described in Section 5.
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Figure 6: DET curves for OOV detection using baseline hybrid systems for different lexicon size and proposed dis-
criminative hybrid system on MIT Lectures data set. Evaluation on un-observed OOVs (a) and all OOVs (b).
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Figure 7: Effect of adding context features to baseline and discriminative hybrid systems on MIT Lectures data set.
Evaluation on un-observed OOVs (a) and all OOVs (b).

6.1 Improved Phonetic Transcription

We consider the hybrid lexicon’s impact on Phone
Error Rate (PER) with respect to the reference tran-
scription. The reference phone sequence is obtained
by doing forced alignment of the audio stream to the
reference transcripts using acoustic models. This
provides an alignment of the pronunciation variant
of each word in the reference and the recognizer’s
one-best output. The aligned words are converted to
the phonetic representation using the dictionary.

Table 2 presents PERs for the word and differ-
ent hybrid systems. As previously reported (Ras-
trow et al., 2009b), the hybrid systems achieve bet-
ter PER, specially in OOV regions since they pre-
dict sub-word units for OOVs. Our method achieves
modest improvements in PER compared to the hy-
brid baseline. No statistically significant improve-
ments in PER were observed on MIT Lectures.

7 Conclusions

Our probabilistic model learns sub-word units for
hybrid speech recognizers by segmenting a text cor-
pus while exploiting side information. Applying our

System OOV IV All
Word 1.62 6.42 8.04

Hybrid: Baseline (5k) 1.56 6.44 8.01
Hybrid: Baseline (10k) 1.51 6.41 7.92
Hybrid: This Paper (5k) 1.52 6.42 7.94
Hybrid: This Paper (10k) 1.45 6.39 7.85

Table 2: Phone Error Rate for OOVCORP.

method to the task of OOV detection, we obtain an
absolute error reduction of 6.3% and 7.6% at a 5%
false alarm rate on an English Broadcast News and
MIT Lectures task respectively, when compared to a
baseline system. Furthermore, we have confirmed
previous work that hybrid systems achieve better
phone accuracy, and our model makes modest im-
provements over a baseline with a similarly sized
sub-word lexicon. We plan to further explore our
new lexicon’s performance for other languages and
tasks, such as OOV spoken term detection.

Acknowledgments

We gratefully acknowledge Bhuvaha Ramabhadran
for many insightful discussions and the anonymous
reviewers for their helpful comments. This work
was funded by a Google PhD Fellowship.

720



References

Issam Bazzi and James Glass. 2001. Learning units
for domain-independent out-of-vocabulary word mod-
eling. In EuroSpeech.

Issam Bazzi. 2002. Modelling out-of-vocabulary words
for robust speech recognition. Ph.D. thesis, Mas-
sachusetts Institute of Technology.

M. Bisani and H. Ney. 2005. Open vocabulary speech
recognition with flat hybrid models. In INTER-
SPEECH.

L. Burget, P. Schwarz, P. Matejka, M. Hannemann,
A. Rastrow, C. White, S. Khudanpur, H. Hermansky,
and J. Cernocky. 2008. Combination of strongly and
weakly constrained recognizers for reliable detection
of OOVS. In ICASSP.

D. Can, E. Cooper, A. Sethy, M. Saraclar, and C. White.
2009. Effect of pronounciations on OOV queries in
spoken term detection. Proceedings of ICASSP.

Stanley F. Chen. 2003. Conditional and joint models
for grapheme-to-phoneme conversion. In Eurospeech,
pages 2033–2036.

G. Choueiter. 2009. Linguistically-motivated sub-
word modeling with applications to speech recogni-
tion. Ph.D. thesis, Massachusetts Institute of Technol-
ogy.

Jonathan Fiscus, John Garofolo, Mark Przybocki,
William Fisher, and David Pallett, 1998. 1997 En-
glish Broadcast News Speech (HUB4). Linguistic
Data Consortium, Philadelphia.

James Glass, Timothy Hazen, Lee Hetherington, and
Chao Wang. 2010. Analysis and processing of lec-
ture audio data: Preliminary investigations. In North
American Chapter of the Association for Computa-
tional Linguistics (NAACL).

Dietrich Klakow, Georg Rose, and Xavier Aubert. 1999.
OOV-detection in large vocabulary system using au-
tomatically defined word-fragments as fillers. In Eu-
rospeech.

Hui Lin, J. Bilmes, D. Vergyri, and K. Kirchhoff. 2007.
OOV detection by joint word/phone lattice alignment.
In ASRU, pages 478–483, Dec.

Jonathan Mamou, Bhuvana Ramabhadran, and Olivier
Siohan. 2007. Vocabulary independent spoken term
detection. In Proceedings of SIGIR.

L. Mangu, E. Brill, and A. Stolcke. 1999. Finding con-
sensus among words. In Eurospeech.

A. Martin, G. Doddington, T. Kamm, M. Ordowski, and
M. Przybocky. 1997. The det curve in assessment of
detection task performance. In Eurospeech.

Carolina Parada, Abhinav Sethy, and Bhuvana Ramab-
hadran. 2009. Query-by-example spoken term detec-
tion for oov terms. In ASRU.

Carolina Parada, Mark Dredze, Denis Filimonov, and
Fred Jelinek. 2010. Contextual information improves
oov detection in speech. In North American Chap-
ter of the Association for Computational Linguistics
(NAACL).

H. Poon, C. Cherry, and K. Toutanova. 2009. Unsu-
pervised morphological segmentation with log-linear
models. In ACL.

Ariya Rastrow, Abhinav Sethy, and Bhuvana Ramab-
hadran. 2009a. A new method for OOV detection
using hybrid word/fragment system. Proceedings of
ICASSP.

Ariya Rastrow, Abhinav Sethy, Bhuvana Ramabhadran,
and Fred Jelinek. 2009b. Towards using hybrid,
word, and fragment units for vocabulary independent
LVCSR systems. INTERSPEECH.

T. Schaaf. 2001. Detection of OOV words using gen-
eralized word models and a semantic class language
model. In Eurospeech.

H. Soltau, B. Kingsbury, L. Mangu, D. Povey, G. Saon,
and G. Zweig. 2005. The ibm 2004 conversational
telephony system for rich transcription. In ICASSP.

H. Sun, G. Zhang, f. Zheng, and M. Xu. 2001. Using
word confidence measure for OOV words detection in
a spontaneous spoken dialog system. In Eurospeech.

Stanley Wang. 2009. Using graphone models in au-
tomatic speech recognition. Master’s thesis, Mas-
sachusetts Institute of Technology.

F. Wessel, R. Schluter, K. Macherey, and H. Ney. 2001.
Confidence measures for large vocabulary continuous
speech recognition. IEEE Transactions on Speech and
Audio Processing, 9(3).

Christopher White, Jasha Droppo, Alex Acero, and Ju-
lian Odell. 2007. Maximum entropy confidence esti-
mation for speech recognition. In ICASSP.

721



Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics, pages 722–731,
Portland, Oregon, June 19-24, 2011. c©2011 Association for Computational Linguistics

    Computing and Evaluating Syntactic Complexity Features for  
              Automated Scoring of Spontaneous Non-Native Speech  

    
 

Miao Chen Klaus Zechner 
School of Information Studies NLP & Speech Group 

Syracuse University Educational Testing Service 
Syracuse, NY, USA Princeton, NJ, USA 
mchen14@syr.edu kzechner@ets.org 

 
 

 
 

Abstract 

This paper focuses on identifying, extracting 
and evaluating features related to syntactic 
complexity of spontaneous spoken responses as 
part of an effort to expand the current feature 
set of an automated speech scoring system in 
order to cover additional aspects considered 
important in the construct of communicative 
competence. 

Our goal is to find effective features, se-
lected from a large set of features proposed 
previously and some new features designed in 
analogous ways from a syntactic complexity 
perspective that correlate well with human rat-
ings of the same spoken responses, and to build 
automatic scoring models based on the most 
promising features by using machine learning 
methods. 

On human transcriptions with manually 
annotated clause and sentence boundaries, our 
best scoring model achieves an overall Pearson 
correlation with human rater scores of r=0.49 
on an unseen test set, whereas correlations of 
models using sentence or clause boundaries 
from automated classifiers are around r=0.2. 

1 Introduction 

Past efforts directed at automated scoring of 
speech have used mainly features related to fluen 
cy (e.g., speaking rate, length and distribution of 
pauses), pronunciation (e.g., using log-likelihood 
scores from the acoustic model of an Automatic 
Speech Recognition (ASR) system), or prosody 
(e.g., information related to pitch  contours or syl-
lable stress)  (e.g., Bernstein, 1999; Bernstein et 
al., 2000; Bernstein et al., 2010; Cucchiarini et al., 

1997; Cucchiarini et al., 2000; Franco et al., 2000a; 
Franco et al., 2000b; Zechner et al., 2007, Zechner 
et al., 2009). 

While this approach is a good match to most of 
the important properties related to low entropy 
speech (i.e., speech which is highly predictable), 
such as reading a passage aloud, it lacks many im-
portant aspects of spontaneous speech which are 
relevant to be evaluated both by a human rater and 
an automated scoring system. Examples of such 
aspects of speech, which are considered part of the 
construct1 of “communicative competence (Bach-
man, 1990), include grammatical accuracy, syntac-
tic complexity, vocabulary diversity, and aspects of 
spoken discourse structure, e.g., coherence and 
cohesion. These different aspects of speaking pro-
ficiency are often highly correlated in a non-native 
speaker (Xi and Mollaun, 2006; Bernstein et al., 
2010), and so scoring models built solely on fea-
tures of fluency and pronunciation may achieve 
reasonably high correlations with holistic human 
rater scores. However, it is important to point out 
that such systems would still be unable to assess 
many important aspects of the speaking construct 
and therefore cannot be seen as ideal from a validi-
ty point of view.2

The purpose of this paper is to address one of 
these important aspects of spoken language in 
more detail, namely syntactic complexity. This 
paper can be seen as a first step toward including 

 

                                                           
1  A construct is a set of knowledge, skills, and abilities 
measured by a test. 
2 “Construct validity” refers to the extent that a test measures 
what it is designed to measure, in this case, communicative 
competence via speaking. 
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features related to this part of the speaking con-
struct into an already existing automated speech 
scoring system for spontaneous speech which so 
far mostly uses features related to fluency and pro-
nunciation (Zechner et al., 2009). 

We use data from the speaking section of the 
TOEFL® Practice Online (TPO) test, which is a 
low stakes practice test for non-native speakers 
where they are asked to provide six spontaneous 
speech samples of about one minute in length each 
in response to a variety of prompts. Some prompts 
may be simple questions, and others may involve 
reading or listening to passages first and then ans-
wering related questions. All responses were 
scored holistically by human raters according to 
pre-defined scoring rubrics (i.e., specific scoring 
guidelines) on a scale of 1 to 4, 4 being the highest 
proficiency level. 

In our automated scoring system, the first com-
ponent is an ASR system that decodes the digitized 
speech sample, generating a time-annotated hypo-
thesis for every response. Next, fluency and pro-
nunciation features are computed based on the 
ASR output hypotheses, and finally a multiple re-
gression scoring model, trained on human rater 
scores, computes the score for a given spoken re-
sponse (see Zechner et al. (2009) for more details). 
We conducted the study in three steps: (1) finding 
important measures of syntactic complexity from 
second language acquisition (SLA) and English 
language learning (ELL) literature, and extending 
this feature set based on our observations of the 
TPO data in analogous ways; (2) computing fea-
tures based on transcribed speech responses and 
selecting features with highest correlations to hu-
man rater scores, also considering their compara-
tive values for native speakers taking the same test;  
and (3) building scoring models for the selected 
sub-set of the features to generate a proficiency 
score for each speaker, using all six responses of 
that speaker. 

In the remainder of the paper, we will address 
related work in syntactic complexity (Section 2), 
introduce the speech data sets of our study (Section 
3), describe the methods we used for feature ex-
traction (Section 4), provide the experiment design 
and results (Section 5), analyze and discuss the 
results in Section 6, before concluding the paper 
(Section 7). 

2 Related Work 

2.1 Literature on Syntactic Complexity 

Syntactic complexity is defined as “the range of 
forms that surface in language production and the 
degree of sophistication of such forms” (Ortega, 
2003). It is an important factor in the second lan-
guage assessment construct as described  in Bach-
man’s (1990) conceptual model of language 
ability, and therefore is often used as an index of 
language proficiency and development status of L2 
learners. Various studies have proposed and inves-
tigated measures of syntactic complexity as well as 
examined its predictiveness for language profi-
ciency, in both L2 writing and speaking settings, 
which will be reviewed respectively. 

Writing 

Wolfe-Quintero et al. (1998) reviewed a number of 
grammatical complexity measures in L2 writing 
from thirty-nine studies, and their usage for pre-
dicting language proficiency was discussed. Some 
examples of syntactic complexity measures are: 
mean number of clauses per T-unit3

                                                           
3 T-units are defined as “shortest grammatically allowable 
sentences into which (writing can be split) or minimally 
terminable units” (Hunt, 1965:20). 

, mean length 
of clauses, mean number of verbs per sentence, etc. 
The various measures can be grouped into two cat-
egories: (1) clauses, sentences, and T-units in 
terms of each other; and (2) specific grammatical 
structures (e.g., passives, nominals) in relation to 
clauses, sentences, or T-units (Wolfe-Quintero et 
al., 1998). Three primary methods of calculating 
syntactic complexity measures are frequency, ratio, 
and index, where frequency is the count of occur-
rences of a specific grammatical structure, ratio is 
the number of one type of unit divided by the total 
number of another unit, and index is computing 
numeric scores by specific formulae (Wolfe-
Quintero et al., 1998). For example, the measure 
“mean number of clauses per T-unit” is obtained 
by using the ratio calculation method and the 
clause and T-unit grammatical structures. Some 
structures such as clauses and T-units only need 
shallow linguistic processing to acquire, while 
some require parsing. There are numerous combi-
nations for measures and we need empirical evi-
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dence to select measures with the highest perfor-
mance. 

There have been a series of empirical studies 
examining the relationship of syntactic complexity 
measures to L2 proficiency using real-world data 
(Cooper, 1976; Larsen-Freeman, 1978; Perkins, 
1980; Ho-Peng, 1983; Henry, 1996; Ortega, 2003; 
Lu, 2010). The studies investigate measures that 
highly correlate with proficiency levels or distin-
guish between different proficiency levels. Many 
T-unit related measures were identified as statisti-
cally significant indicators to L2 proficiency, such 
as mean length of T-unit (Henry, 1996; Lu, 2010), 
mean number of clauses per T-unit (Cooper, 1976; 
Lu, 2010), mean number of complex nominals per 
T-unit (Lu, 2010), or the mean number of error-
free T-units per sentence (Ho-Peng, 1983). Other 
significant measures are mean length of clause (Lu, 
2010), or frequency of passives in composition 
(Kameen, 1979).   

Speaking 

Syntactic complexity analysis in speech mainly 
inherits measures from the writing domain, and the 
abovementioned measures can be employed in the 
same way on speech transcripts for complexity 
computation. A series of studies have examined 
relations between the syntactic complexity of 
speech and the speakers’ holistic speaking profi-
ciency levels (Halleck, 1995; Bernstein et al., 
2010; Iwashita, 2006). Three objective measures of 
syntactic complexity, including mean T-unit 
length, mean error-free T-unit length, and percent 
of error-free T-units were found to correlate with 
holistic evaluations of speakers in Halleck (1995). 
Iwashita’s (2006) study on Japanese L2 speakers 
found that length-based complexity features (i.e., 
number of T-units and number of clauses per T-
unit) are good predictors for oral proficiency. In 
studies directly employing syntactic complexity 
measures in other contexts, ratio-based measures 
are frequently used. Examples are mean length of 
utterance (Condouris et al., 2003), word count or 
tree depth (Roll et al., 2007), or mean length of T-
units and mean number of clauses per T-unit 
(Bernstein et al., 2010). Frequency-based measures 
were used less, such as number of full phrases in 
Roll et al. (2007). 

The speaking output is usually less clean than 
writing data (e.g., considering disfluencies such as 
false starts, repetitions, filled pauses etc.). There-

fore we may need to remove these disfluencies first 
before computing syntactic complexity features. 
Also, importantly, ASR output does not contain 
interpunctuation but both for sentential-based fea-
tures as well as for parser-based features, the 
boundaries of clauses and sentences need to be 
known. For this purpose, we will use automated 
classifiers that are trained to predict clause and 
sentence boundaries, as described in Chen et al. 
(2010). With previous studies providing us a rich 
pool of complexity features, additionally we also 
develop features analogous to the ones from the 
literature, mostly by using different calculation 
methods. For instance, the frequency of Preposi-
tional Phrases (PPs) is a feature from the literature, 
and we add some variants such as number of PPs 
per clause as a new feature to our extended feature 
set. 

2.2 Devising the Initial Feature Set 

Through this literature review, we identified some 
important features that were frequently used in 
previous studies in both L2 speaking and writing, 
such as length of sentences and number of clauses 
per sentence. In addition, we also collected candi-
date features that were less frequently mentioned 
in the literature, in order to start with a larger field 
of potential candidate features. We further ex-
tended the feature set by inspecting our data, de-
scribed in the following section, and created 
suitable additional features by means of analogy. 
This process resulted in a set of 91 features, 11 of 
which are related to clausal and sentential unit 
measurements (frequency-based) and 80 to mea-
surements within such units (ratio-based). From 
the perspective of extracting measures, in our study, 
some measures can be computed using only clause 
and sentence boundary information, and some can 
be derived only if the spoken responses are syntac-
tically parsed. In our feature set, there are two 
types of features: clause and sentence boundary 
based (26 in total) and parsing based (65). The fea-
tures will be described in detail in Section 4. 

3 Data 

Our data set contains (1) 1,060 non-native speech 
responses of 189 speakers from the TPO test (NN 
set), and (2) 100 responses from 48 native speakers 
that took the same test (Nat set). All responses 
were verbatim transcribed manually and scored 

724



holistically by human raters. (We only made use of 
the scores for the non-native data set in this study, 
since we purposefully selected speakers with per-
fect or near perfect scores for the Nat set from a 
larger native speech data set.) As mentioned above, 
there are four proficiency levels for human scoring, 
levels 1 to 4, with higher levels indicating better 
speaking proficiency. 

The NN set was randomly partitioned into a 
training (NN-train) and a test set with 760 and 300 
responses, respectively, and no speaker overlap.  
 
Data 
Set 

Res-
ponses 

Speakers Responses per 
Speaker  
(average) 

NN-
train 

760 137 5.55 
Description: used to train sentence and 
clause boundary detectors, evaluate fea-
tures and train scoring models 

1: 
NN-
test-1-
Hum 

300 52 5.77 
Description: human transcriptions and 
annotations of sentence and clause boun-
daries 

2: 
NN-
test-2-
CB 

300 52 5.77 
Description: human transcriptions, au-
tomatically predicted clause boundaries 

3: 
NN-
test-3-
SB 

300 52 5.77 
Description: human transcriptions, au-
tomatically predicted sentence bounda-
ries 

4: 
NN-
test-4-
ASR-
CB 

300 52 5.77 
Description: ASR hypotheses, automati-
cally predicted clause boundaries 

5: 
NN-
test-5-
ASR-
SB 

300 52 5.77 
Description: ASR hypotheses, automati-
cally predicted sentence boundaries 

Table 1. Overview of non-native data sets. 
 

A second version of the test set contains ASR 
hypotheses instead of human transcriptions. The 
word error rate (WER4

                                                           
4 Word error rate (WER) is the ratio of errors from a string 
between the ASR hypothesis and the reference transcript, 
where the sum of substitutions, insertions, and deletions is 

) on this data set is 50.5%. 

We used a total of five variants of the test sets, as 
described in Table 1. Sets 1-3 are based on human 
transcriptions, whereas sets 4 and 5 are based on 
ASR output. Further, set 1 contains human anno-
tated clause and sentence boundaries, whereas the 
other 4 sets have clause or sentence boundaries 
predicted by a classifier. 

All human transcribed files from the NN data 
set were annotated for clause boundaries, clause 
types, and disfluencies by human annotators (see 
Chen et al. (2010)). 

For the Nat data set, all of the 100 transcribed 
responses were annotated in the same manner by a 
human annotator. They are not used for any train-
ing purposes but serve as a comparative reference 
for syntactic complexity features derived from the 
non-native corpus. 

The NN-train set was used both for training 
clause and sentence boundary classifiers, as well as 
for feature selection and training of the scoring 
models. The two boundary detectors were machine 
learning based Hidden Markov Models, trained by 
using a language model derived from the 760 train-
ing files which had sentence and clause boundary 
labels (NN-train; see also Chen et al. (2010)).  

Since a speaker’s response to a single test item 
can be quite short (fewer than 100 words in many 
cases), it may contain only very few syntactic 
complexity features we are looking for. (Note that 
much of the previous work focused on written lan-
guage with much longer texts to be considered.) 
However, if we aggregate responses of a single 
speaker, we have a better chance of finding a larger 
number of syntactic complexity features in the ag-
gregated file. Therefore we joined files from the 
same speaker to one file for the training set and the 
five test sets, resulting in 52 aggregated files in 
each test set. Accordingly, we averaged the re-
sponse scores of a single speaker to obtain the total 
speaker score to be used later in scoring model 
training and evaluation (Section 5).5

While disfluencies were used for the training of 
the boundary detectors, they were removed after-
wards from the annotated data sets to obtain a tran-

 

                                                                                           
divided by the length of the reference. To obtain WER in 
percent, this ratio is multiplied by 100.0. 
5 Although in most operational settings, features are derived 
from single responses, this may not be true in all cases. 
Furthermore, scores of multiple responses are often combined 
for score reporting, which would make such an approach 
easier to implement and argue for operationally. 
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scription which is “cleaner” and lends itself better 
to most of the feature extraction methods we use.  

4 Feature Extraction 

4.1 Feature Set 

As mentioned in Section 2, we gathered 91 candi-
date syntactic complexity features based on our 
literature review as initial feature set, which is 
grouped into two categories: (1) Clause and sen-
tence Boundary based features (CB features); and 
(2) Parse Tree based features (PT features). Clause 
based features are based on both clause boundaries 
and clause types and can be generated from human 
clause annotations, e.g., “frequency of adjective 
clauses6

We first selected features showing high correla-
tion to human assigned scores. In this process the 
CB features were computed from human labeled 
clause boundaries in transcripts for best accuracy, 
and PT features were calculated from using parsing 
and other tools because we did not have human 
parse tree annotations for our data.  

 per one thousand words”, “mean number 
of dependent clauses per clause”, etc. Parse tree 
based features refer to features that are generated 
from parse trees and cannot be extracted from hu-
man annotated clauses directly.  

We used the Stanford Parser (Klein and Man-
ning, 2003) in conjunction with the Stanford Tre-
gex package (Levy and Andrew, 2006) which 
supports using rules to extract specific configura-
tions from parse trees, in a package put together by 
Lu (Lu, 2011). When given a sentence, the Stan-
ford Parser outputs its grammatical structure by 
grouping words (and phrases) in a tree structure 
and identifies grammatical roles of words and 
phrases.  

Tregex is a tree query tool that takes Stanford 
parser trees as input and queries the trees to find 
subtrees that meet specific rules written in Tregex 
syntax (Levy and Andrew, 2006). It uses relational 
operators regulated by Tregex, for example, “A << 
B” stands for “subtree A dominates subtree B”. 
The operators primarily function in subtree prece-
dence, dominance, negation, regular expression, 
tree node identity, headship, or variable groups, 
among others (Levy and Andrew, 2006).   
                                                           
6 An adjective clause is a clause that functions as an adjective 
in modifying a noun. E.g., “This cat is a cat that is difficult to 
deal with.” 

Lu’s tool (Lu, 2011), built upon the Stanford 
Parser and Tregex, does syntactic complexity anal-
ysis given textual data. Lu’s tool contributed 8 of 
the initial CB features and 6 of the initial PT fea-
tures, and we computed the remaining CB and PT 
features using Perl scripts, the Stanford Parser, and 
Tregex.  

Table 2 lists the sub-set of 17 features (out of 91 
features total) that were used for building the scor-
ing models described later (Section 5). 

4.2 Feature Selection 

We determined the importance of the features by 
computing each feature’s correlation with human 
raters’ proficiency scores based on the training set 
NN-train. We also used criteria related to the 
speaking construct, comparisons with native 
speaker data, and feature inter-correlations. While 
approaches coming from a pure machine learning 
perspective would likely use the entire feature pool 
as input for a classifier, our goal here is to obtain 
an initial feature set by judicious and careful fea-
ture selection that can withstand the scrutiny of 
construct validity in assessment development. 
 
As noted earlier, the disfluencies in the training set 
had been removed to obtain a “cleaner” text that 
looks somewhat more akin to a written passage and 
is easier to process by NLP modules such as pars-
ers and part-of-speech (POS) taggers. 7

                                                           
7 We are aware that disfluencies can provide valuable clues 
about spoken proficiency in and of themselves; however, this 
study is focused exclusively on syntactic complexity analysis, 
and in this context, disfluencies would distort the picture 
considerably due to the introduction of parsing errors, e.g. 

  The ex-
tracted features partly were taken directly from 
proposals in the literature and partly were slightly 
modified to fit our clause annotation scheme. In 
order to have a unified framework for computing 
syntactic complexity features, we used a combina-
tion of the Stanford Parser and Tregex for compu-
ting both clause- and sentence-based features as 
well as parse-tree-based features, i.e., we did not 
make use of the human clause boundary label an-
notations here. The only exception to this
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is that we are using human clause and sentence 
labels to create a candidate set for the clause boun-
dary features evaluated by the Stanford Parser and 
Tregex, as explained in the following subsection. 

                                                           
8  Feature type: CB=Clause boundary based feature type, 
PT=Parse tree based feature type 
9A “linguistically meaningful PP” (PP_ling) is defined as a PP 
immediately dominated by another PP in cases where a 
preposition contains a noun such as “in spite of” or “in front 
of”. An example would be “she stood in front of a house” 
where “in front of a house” would be parsed as two embedded 
PPs but only the top PP would be counted in this case.  
10 A “linguistically meaningful VP” (VP_ling) is defined  as a 
verb phrase immediately dominated by a clausal phrase, in 
order to avoid VPs embedded in another VP, e.g., "should go 
to work" is identified as one VP instead of two embedded 
VPs. 
11 The “P-based Sampson” is a raw production-based measure 
(Sampson, 1997), defined as "proportion of the daughters of a 
nonterminal node which are themselves nonterminal and 
nonrightmost, averaged over the nonterminals of a sentence". 

 

 
 
Clause and Sentence based Features (CB fea-
tures) 
 
Firstly, we extracted all 26 initial CB features di-
rectly from human annotated data of NN-train, us-
ing information from the clause and sentence type 
labels. The reasoning behind this was to create an 
initial pool of clause-based features that reflects 
the distribution of clauses and sentences as accu-
rately as possible, even though we did not plan to 
use this extraction method operationally, where the 
parser decides on clause and sentence types. After 
computing the values of each CB feature, we cal-
culated correlations between each feature and hu-
man-rated scores. Then we created an initial CB   
feature pool by selecting features that met two cri-
teria: (1) the absolute Pearson correlation coeffi-
cient with human scores was larger than 0.2; and 
(2) the mean value of the feature on non-native 
speakers was at least 20% lower than that for na-

Name Type8 Meaning  Correlation Regression 

MLS CB Mean length of sentences 0.329 0.101 

MLT CB Mean length of T-units 0.300 -0.059 

DC/C CB Mean number of dependent clauses per clause 0.291 2.873 

SSfreq CB Frequency of simple sentences per 1000 words -.0242 0.001 

MLSS CB Mean length of simple sentences 0.255 0.040 

ADJCfreq CB Frequency of adjective clauses per 1000 words 0.253 0.004 

Ffreq CB Frequency of fragments per 1000 words -0.386 -0.057 

MLCC CB Mean length of coordinate clauses 0.224 0.017 

CT/T PT Mean number of complex T-units per T-unit 0.248 0.908 

PP_ling/S PT Mean number of linguistically meaningful prepositional phrases (PP) per sentence9 0.310  0.423 

NP/S PT Mean number of noun phrases (NP) per sentence 0.244 -0.411 

CN/S PT Mean number of complex nominal per sentence 0.325 0.653 

VB _ling/T PT Mean number of linguistically meaningful10 0.273   verb phrases per T-unit -0.780 

PAS/S PT Mean number of passives per sentence 0.260 1.520 

DI/T PT Mean number of dependent infinitives per T-unit 0.325 1.550 

MLev PT Mean number of parsing tree levels per sentence 0.306 -0.134 

MPSam PT Mean P-based Sampson11 0.254  per sentence 0.234 

Table 2. List of syntactic complexity features selected to be included in building the scoring models. 
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tive speakers in case of positive correlation and at 
least by 20% higher than for native speakers in 
case of negative correlation, using the Nat data set 
for the latter criterion. Note that all of these fea-
tures were computed without using a parser. This 
resulted in 13 important features. 

Secondly, Tregex rules were developed based 
on Lu’s tool to extract these 13 CB features from 
parsing results where the parser is provided with 
one sentence at a time. By applying the same selec-
tion criteria as before, except for allowing for cor-
relations above 0.1 and giving preference to 
linguistically more meaningful features, we found 
8 features that matched our criteria:  
MLS, MLT, DC/C, SSfreq, MLSS, ADJCfreq, 
Ffreq, MLCC 

All 28 pairwise inter-correlations between these 
8 features were computed and inspected to avoid 
including features with high inter-correlations in 
the scoring model. Since we did not find any inter-
correlations larger than 0.9, the features were con-
sidered moderately independent and none of them 
were removed from this set so it also maintains 
linguistic richness for the feature set.  

Due to the importance of T-units in complexity 
analysis, we briefly introduce how we obtain them 
from annotations. Three types of clauses labeled in 
our transcript can serve as T-units, including sim-
ple sentences, independent clauses, and conjunct 
(coordination) clauses. These clauses were identi-
fied in the human-annotated text and extracted as 
T-units in this phase. T-units in parse trees are 
identified using rules in Lu’s tool. 
 
Parse Tree based Features (PT features) 
 
We evaluated 65 features in total and selected fea-
tures with highest importance using the following 
two criteria (which are very similar as before): (1) 
the absolute Pearson correlation coefficient with 
human scores is larger than 0.2; and (2) the feature 
mean value on native speakers (Nat) is higher than 
on score 4 for non-native speakers in case of posi-
tive correlation, or lower for negative correlation. 
20 of 65 features were found to meet the require-
ments. 

Next, we examined inter-correlations between 
these features and found some correlations larger 

than 0.85.12

CT/T, PP_ling/S, NP/S, CN/S, VP_ling/T, PAS/S, 
DI/T, MLev, MPSam  

 For each feature pair exhibiting high 
inter-correlation, we removed one feature accord-
ing to the criterion that the removed feature should 
be linguistically less meaningful than the remain-
ing one. After this filtering, the 9 remaining PT 
features are: 

In summary, as a result of the feature selection 
process, a total of 17 features were identified as 
important features to be used in scoring models for 
predicting speakers’ proficiency scores. Among 
them 8 are clause boundary based and the other 9 
are parse tree based. 

5 Experiments and Results 

In the previous section, we identified 17 syntactic 
features that show promising correlations with hu-
man rater speaking proficiency scores. These fea-
tures as well as the human-rated scores will be 
used to build scoring models by using machine 
learning methods. As introduced in Section 3, we 
have one training set (N=137 speakers with all of 
their responses combined) for model building and 
five testing sets (N=52 for each of them) for evalu-
ation.  

The publicly available machine learning pack-
age Weka was used in our experiments (Hall et al. 
2009). We experimented with two algorithms in 
Weka: multiple regression (called “LinearRegres-
sion” in Weka) and decision tree (called “M5P”in 
Weka). The score values to be predicted are real 
numbers (i.e., non-integer), because we have to 
compute the average score of one speaker’s res-
ponses. Our initial runs showed that decision tree 
models were consistently outperformed by mul-
tiple regression (MR) models and thus decided to 
only focus on MR models henceforth. 

We set the “AttributeSelectionMethod” parame-
ter in Weka’s LinearRegression algorithm to all 3 
of its possible values in turn: (Model-1) M5 me-
thod; (Model-2) no attribute selection; and (Model-
3) greedy method. The resulting three multiple re-
gression models were then tested against the five 
testing sets. Overall, correlations for all models for 
the NN-test-1-Hum set were between 0.45 and 
0.49, correlations for sets NN-test-2-CB and NN- 
                                                           
12 The reason for using a lower threshold than above was to 
obtain a roughly equal number of CB and PT features in the 
end. 
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test-3-SB (human transcript based, and using au-
tomated boundaries) around 0.2, and for sets NN-
test-4-ASR-CB  and NN-test-5-ASR-SB (ASR hy-
potheses, and using automated boundaries), the 
correlations were not significant. Model-2 (using 
all 17 features) had the highest correlation on NN-
test-1-Hum and we provide correlation results of 
this model in Table 3. 
 

Test set Correlation 
coefficient 

Correlation significance 
(p < 0.05) 

NN-test-1-Hum 0.488 Significant 

NN-test-2-CB 0.220 Significant 

NN-test-3-SB 0.170 Significant 

NN-test-4-ASR-CB -0.025 Not significant 

NN-test-5-ASR-SB -0.013 Not significant 

Table 3. Multiple regression model testing results for 
Model-2. 

6 Discussion 

As we can see from the result table (Table 3) in the 
previous section, using only syntactic complexity 
features, based on clausal or parse tree information 
derived from human transcriptions of spoken test 
responses, can predict holistic human rater scores 
for combined speaker responses over a whole test 
with an overall correlation of r=0.49. While this is 
a promising result for this study with a focus on a 
broad spectrum of syntactic complexity features, 
the results also show significant limitations for an 
immediate operational use of such features. First, 
the imperfect prediction of clause and sentence 
boundaries by the two automatic classifiers causes 
a substantial degradation of scoring model perfor-
mance to about r=0.2, and secondly, the rather high 
error rate of the ASR system (50.5%) does not al-
low for the computation of features that would re-
sult in any significant correlation with human 
scores. We want to note here that while ASR sys-
tems can be found that exhibit WERs below 10% 
for certain tasks, such as restricted dictation in 
low-noise environments by native speakers, our 
ASR task is significantly harder in several ways: 
(1) we have to recognize non-native speak-
ers’rresponses where speakers have a number of 
different native language backgrounds; (2) the pro-
ficiency level of the test takers varies widely; and 

(3) the responses are spontaneous and uncon-
strained in terms of vocabulary. 

As for the automatic clause and sentence boun-
dary classifiers, we can observe (in Table 4) that 
although the sentence boundary classifier has a 
slightly higher F-score than the clause boundary 
classifier, errors in sentence boundary detection 
have more negative effects on the accuracy of 
score prediction than those made by the clause 
boundary classifier. In fact, the lower F-score of 
the latter is mainly due to its lower precision which 
indicates that there are more spurious clause boun-
daries in its output which apparently cause little 
harm to the feature extraction processes. 

Among the 17 final features, 3 of them are fre-
quency-based and the remaining 14 are ratio-
based, which mirrors our findings from previous 
work that frequency features have been used less 
successfully than ratio features. As for ratio fea-
tures, 5 of them are grammatical structure counts 
against sentence units, 4 are counts against T-units, 
and only 1 is based on counts against clause units. 
The feature set covers a wide range of grammatical 
structures, such as T-units, verb phrases, noun 
phrases, complex nominals, adjective clauses, 
coordinate clauses, prepositional phrases, etc. 
While this wide coverage provides for richness of 
the construct of syntactic complexity, some of the 
features exhibit relatively high correlation with 
each other which reduces their overall contribu-
tions to the scoring model’s performance. 

Going through the workflow of our system, we 
find at least five major stages that can generate 
errors which in turn can adversely affect feature 
computation and scoring model building. Errors 
may appear in each stage of our workflow, passing 
or even enlarging their effects from previous stages 
to later stages: 
1) grammatical errors by the speakers (test takers); 
2) errors by the ASR system; 
3) sentence/clause boundary detection errors; 
4) parser errors; and 
5) rule extraction errors. 

 
In future work we will need to address each er-

ror source to obtain a higher overall system per-
formance. 
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Table 4. Performance of clause and sentence boundary 
detectors. 

7 Conclusion and Future Work 

In this paper, we investigated associations between 
speakers’ syntactic complexity features and their 
speaking proficiency scores provided by human 
raters. By exploring empirical evidence from non-
native and native speakers’ data sets of spontane-
ous speech test responses, we identified 17 features 
related to clause types and parse trees as effective 
predictors of human speaking scores. The features 
were implemented based on Lu’s L2 Syntactic 
Complexity Analyzer toolkit (Lu, 2011) to be au-
tomatically extracted from human or ASR tran-
scripts. Three multiple regression models were 
built from non-native speech training data with 
different parameter setup and were tested against 
five testing sets with different preprocessing steps. 
The best model used the complete set of 17 fea-
tures and exhibited a correlation with human 
scores of r=0.49 on human transcripts with boun-
dary annotations. 

When using automated classifiers to predict 
clause or sentence boundaries, correlations with 
human scores are around r=0.2. Our experiments 
indicate that by enhancing the accuracy of the two 
main automated preprocessing components, name-
ly ASR and automatic sentence and clause boun-
dary detectors, scoring model performance will 
increase substantially, as well. Furthermore, this 
result demonstrates clearly that syntactic complexi-
ty features can be devised that are able to predict 
human speaking proficiency scores. 

Since this is a preliminary study, there is ample 
space to improve all major stages in the feature 
extraction process. The errors listed in the previous 
section are potential working directions for prepro-
cessing enhancements prior to machine learning. 
Among the five types of errors, we can work on 
improving the accuracy of the speech recognizer, 
sentence and clause boundary detectors, parser, 
and feature extraction rules; as for the grammatical 
errors produced by test takers, we are envisioning 
to automatically identify and correct such errors. 
We will further experiment with syntactic com-

plexity measures to balance construct richness and 
model simplicity. Furthermore, we can also expe-
riment with additional types of machine learning 
models and tune parameters to derive scoring 
models with better performance. 
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Abstract

In this paper, we adopt an n-best rescoring
scheme using pitch-accent patterns to improve
automatic speech recognition (ASR) perfor-
mance. The pitch-accent model is decoupled
from the main ASR system, thus allowing us
to develop it independently. N-best hypothe-
ses from recognizers are rescored by addi-
tional scores that measure the correlation of
the pitch-accent patterns between the acoustic
signal and lexical cues. To test the robustness
of our algorithm, we use two different data
sets and recognition setups: the first one is En-
glish radio news data that has pitch accent la-
bels, but the recognizer is trained from a small
amount of data and has high error rate; the sec-
ond one is English broadcast news data using
a state-of-the-art SRI recognizer. Our experi-
mental results demonstrate that our approach
is able to reduce word error rate relatively by
about 3%. This gain is consistent across the
two different tests, showing promising future
directions of incorporating prosodic informa-
tion to improve speech recognition.

1 Introduction

Prosody refers to the suprasegmental features of nat-
ural speech, such as rhythm and intonation, since
it normally extends over more than one phoneme
segment. Speakers use prosody to convey paralin-
guistic information such as emphasis, intention, atti-
tude, and emotion. Humans listening to speech with
natural prosody are able to understand the content
with low cognitive load and high accuracy. How-
ever, most modern ASR systems only use an acous-

tic model and a language model. Acoustic informa-
tion in ASR is represented by spectral features that
are usually extracted over a window length of a few
tens of milliseconds. They miss useful information
contained in the prosody of the speech that may help
recognition.

Recently a lot of research has been done in au-
tomatic annotation of prosodic events (Wightman
and Ostendorf, 1994; Sridhar et al., 2008; Anan-
thakrishnan and Narayanan, 2008; Jeon and Liu,
2009). They used acoustic and lexical-syntactic
cues to annotate prosodic events with a variety of
machine learning approaches and achieved good
performance. There are also many studies us-
ing prosodic information for various spoken lan-
guage understanding tasks. However, research using
prosodic knowledge for speech recognition is still
quite limited. In this study, we investigate leverag-
ing prosodic information for recognition in an n-best
rescoring framework.

Previous studies showed that prosodic events,
such as pitch-accent, are closely related with acous-
tic prosodic cues and lexical structure of utterance.
The pitch-accent pattern given acoustic signal is
strongly correlated with lexical items, such as syl-
lable identity and canonical stress pattern. There-
fore as a first study, we focus on pitch-accent in this
paper. We develop two separate pitch-accent de-
tection models, using acoustic (observation model)
and lexical information (expectation model) respec-
tively, and propose a scoring method for the cor-
relation of pitch-accent patterns between the two
models for recognition hypotheses. The n-best list
is rescored using the pitch-accent matching scores
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combined with the other scores from the ASR sys-
tem (acoustic and language model scores). We show
that our method yields a word error rate (WER) re-
duction of about 3.64% and 2.07% relatively on two
baseline ASR systems, one being a state-of-the-art
recognizer for the broadcast news domain. The fact
that it holds across different baseline systems sug-
gests the possibility that prosody can be used to help
improve speech recognition performance.

The remainder of this paper is organized as fol-
lows. In the next section, we review previous work
briefly. Section 3 explains the models and features
for pitch-accent detection. We provide details of our
n-best rescoring approach in Section 4. Section 5
describes our corpus and baseline ASR setup. Sec-
tion 6 presents our experiments and results. The last
section gives a brief summary along with future di-
rections.

2 Previous Work

Prosody is of interest to speech researchers be-
cause it plays an important role in comprehension
of spoken language by human listeners. The use
of prosody in speech understanding applications has
been quite extensive. A variety of applications
have been explored, such as sentence and topic seg-
mentation (Shriberg et al., 2000; Rosenberg and
Hirschberg, 2006), word error detection (Litman et
al., 2000), dialog act detection (Sridhar et al., 2009),
speaker recognition (Shriberg et al., 2005), and emo-
tion recognition (Benus et al., 2007), just to name a
few.

Incorporating prosodic knowledge is expected
to improve the performance of speech recogni-
tion. However, how to effectively integrate prosody
within the traditional ASR framework is a difficult
problem, since prosodic features are not well de-
fined and they come from a longer region, which is
different from spectral features used in current ASR
systems. Various research has been conducted try-
ing to incorporate prosodic information in ASR. One
way is to directly integrate prosodic features into
the ASR framework (Vergyri et al., 2003; Ostendorf
et al., 2003; Chen and Hasegawa-Johnson, 2006).
Such efforts include prosody dependent acoustic and
pronunciation model (allophones were distinguished
according to different prosodic phenomenon), lan-

guage model (words were augmented by prosody
events), and duration modeling (different prosodic
events were modeled separately and combined with
conventional HMM). This kind of integration has
advantages in that spectral and prosodic features are
more tightly coupled and jointly modeled. Alterna-
tively, prosody was modeled independently from the
acoustic and language models of ASR and used to
rescore recognition hypotheses in the second pass.
This approach makes it possible to independently
model and optimize the prosodic knowledge and to
combine with ASR hypotheses without any modi-
fication of the conventional ASR modules. In or-
der to improve the rescoring performance, various
prosodic knowledge was studied. (Ananthakrishnan
and Narayanan, 2007) used acoustic pitch-accent
pattern and its sequential information given lexi-
cal cues to rescore n-best hypotheses. (Kalinli and
Narayanan, 2009) used acoustic prosodic cues such
as pitch and duration along with other knowledge
to choose a proper word among several candidates
in confusion networks. Prosodic boundaries based
on acoustic cues were used in (Szaszak and Vicsi,
2007).

We take a similar approach in this study as the
second approach above in that we develop prosodic
models separately and use them in a rescoring
framework. Our proposed method differs from pre-
vious work in the way that the prosody model is used
to help ASR. In our approach, we explicitly model
the symbolic prosodic events based on acoustic and
lexical information. We then capture the correla-
tion of pitch-accent patterns between the two differ-
ent cues, and use that to improve recognition perfor-
mance in an n-best rescoring paradigm.

3 Prosodic Model

Among all the prosodic events, we use only pitch-
accent pattern in this study, because previous stud-
ies have shown that acoustic pitch-accent is strongly
correlated with lexical items, such as canonical
stress pattern and syllable identity that can be eas-
ily acquired from the output of conventional ASR
and pronunciation dictionary. We treat pitch-accent
detection as a binary classification task, that is, a
classifier is used to determine whether the base unit
is prominent or not. Since pitch-accent is usually
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carried by syllables, we use syllables as our units,
and the syllable definition of each word is based
on CMU pronunciation dictionary which has lexi-
cal stress and syllable boundary marks (Bartlett et
al., 2009). We separately develop acoustic-prosodic
and lexical-prosodic models and use the correlation
between the two models for each syllable to rescore
the n-best hypotheses of baseline ASR systems.

3.1 Acoustic-prosodic Features
Similar to most previous work, the prosodic features
we use include pitch, energy, and duration. We also
add delta features of pitch and energy. Duration in-
formation for syllables is derived from the speech
waveform and phone-level forced alignment of the
transcriptions. In order to reduce the effect by both
inter-speaker and intra-speaker variation, both pitch
and energy values are normalized (z-value) with ut-
terance specific means and variances. For pitch, en-
ergy, and their delta values, we apply several cate-
gories of 12 functions to generate derived features.

• Statistics (7): minimum, maximum, range,
mean, standard deviation, skewness and kurto-
sis value. These are used widely in prosodic
event detection and emotion detection.

• Contour (5): This is approximated by taking
5 leading terms in the Legendre polynomial
expansion. The approximation of the contour
using the Legendre polynomial expansion has
been successfully applied in quantitative pho-
netics (Grabe et al., 2003) and in engineering
applications (Dehak et al., 2007). Each term
models a particular aspect of the contour, such
as the slope, and information about the curva-
ture.

We use 6 duration features, that is, raw, normal-
ized, and relative durations (ms) of the syllable and
vowel. Normalization (z-value) is performed based
on statistics for each syllable and vowel. The rela-
tive value is the difference between the normalized
current duration and the following one.

In the above description, we assumed that the
event of a syllable is only dependent on its observa-
tions, and did not consider contextual effect. To al-
leviate this restriction, we expand the features by in-
corporating information about the neighboring sylla-

bles. Based on the study in (Jeon and Liu, 2010) that
evaluated using left and right contexts, we choose to
use one previous and one following context in the
features. The total number of features used in this
study is 162.

3.2 Lexical-prosodic Features
There is a very strong correlation between pitch-
accent in an utterance and its lexical information.
Previous studies have shown that the lexical fea-
tures perform well for pitch-accent prediction. The
detailed features for training the lexical-prosodic
model are as follows.

• Syllable identity: We kept syllables that appear
more than 5 times in the training corpus. The
other syllables that occur less are collapsed into
one syllable representation.

• Vowel phone identity: We used vowel phone
identity as a feature.

• Lexical stress: This is a binary feature to rep-
resent if the syllable corresponds to a lexical
stress based on the pronunciation dictionary.

• Boundary information: This is a binary feature
to indicate if there is a word boundary before
the syllable.

For lexical features, based on the study in (Jeon
and Liu, 2010), we added two previous and two fol-
lowing contexts in the final features.

3.3 Prosodic Model Training
We choose to use a support vector machine (SVM)
classifier1 for the prosodic model based on previous
work on prosody labeling study in (Jeon and Liu,
2010). We use RBF kernel for the acoustic model,
and 3-order polynomial kernel for the lexical model.

In our experiments, we investigate two kinds
of training methods for prosodic modeling. The
first one is a supervised method where models are
trained using all the labeled data. The second is
a semi-supervised method using co-training algo-
rithm (Blum and Mitchell, 1998), described in Algo-
rithm 1. Given a set L of labeled data and a set U of
unlabeled data with two views, it then iterates in the

1LIBSVM – A Library for Support Vector Machines, loca-
tion: http://www.csie.ntu.edu.tw/˜cjlin/libsvm/
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Algorithm 1 Co-training algorithm.
Given:

- L: labeled examples; U: unlabeled examples
- there are two views V1 and V2 on an example x

Initialize:
- L1=L, samples used to train classifiers h1

- L2=L, samples used to train classifiers h2

Loop for k iterations
- create a small pool U´ choosing from U
- use V1(L1) to train classifier h1

and V2(L2) to train classifier h2

- let h1 label/select examples Dh1 from U´
- let h2 label/select examples Dh2 from U´
- add self-labeled examples Dh1 to L2

and Dh2 to L1

- remove Dh1
and Dh2

from U

following procedure. The algorithm first creates a
smaller pool U′ containing unlabeled data from U. It
uses Li (i = 1, 2) to train two distinct classifiers: the
acoustic classifier h1, and the lexical classifier h2.
We use function Vi (i = 1, 2) to represent that only
a single view is used for training h1 or h2. These two
classifiers are used to make predictions for the unla-
beled set U′, and only when they agree on the predic-
tion for a sample, their predicted class is used as the
label for this sample. Then among these self-labeled
samples, the most confident ones by one classifier
are added to the data set Li for training the other
classifier. This iteration continues until reaching the
defined number of iterations. In our experiment, the
size of the pool U´ is 5 times of the size of training
data Li, and the size of the added self-labeled ex-
ample set, Dhi

, is 5% of Li. For the newly selected
Dhi

, the distribution of the positive and negative ex-
amples is the same as that of the training data Li.

This co-training method is expected to cope with
two problems in prosodic model training. The first
problem is the different decision patterns between
the two classifiers: the acoustic model has relatively
higher precision, while the lexical model has rela-
tively higher recall. The goal of the co-training al-
gorithm is to learn from the difference of each clas-
sifier, thus it can improve the performance as well
as reduce the mismatch of two classifiers. The sec-

ond problem is the mismatch of data used for model
training and testing, which often results in system
performance degradation. Using co-training, we can
use the unlabeled data from the domain that matches
the test data, adapting the model towards test do-
main.

4 N-Best Rescoring Scheme

In order to leverage prosodic information for bet-
ter speech recognition performance, we augment the
standard ASR equation to include prosodic informa-
tion as following:

Ŵ = arg max
W

p(W |As, Ap)

= arg max
W

p(As, Ap|W )p(W ) (1)

where As and Ap represent acoustic-spectral fea-
tures and acoustic-prosodic features. We can further
assume that spectral and prosodic features are con-
ditionally independent given a word sequence W ,
therefore, Equation 1 can be rewritten as following:

Ŵ ≈ arg max
W

p(As|W )p(W )p(Ap|W ) (2)

The first two terms stand for the acoustic and lan-
guage models in the original ASR system, and the
last term means the prosody model we introduce. In-
stead of using the prosodic model in the first pass de-
coding, we use it to rescore n-best candidates from
a speech recognizer. This allows us to train the
prosody models independently and better optimize
the models.

For p(Ap|W ), the prosody score for a word se-
quence W , in this work we propose a method to es-
timate it, also represented as scoreW−prosody(W ).
The idea of scoring the prosody patterns is that there
is some expectation of pitch-accent patterns given
the lexical sequence (W ), and the acoustic pitch-
accent should match with this expectation. For in-
stance, in the case of a prominent syllable, both
acoustic and lexical evidence show pitch-accent, and
vice versa. In order to maximize the agreement be-
tween the two sources, we measure how good the
acoustic pitch-accent in speech signal matches the
given lexical cues. For each syllable Si in the n-best
list, we use acoustic-prosodic cues (ai) to estimate
the posterior probability that the syllable is promi-
nent (P), p(P |ai). Similarly, we use lexical cues (li)
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to determine the syllable’s pitch-accent probability
p(P |li). Then the prosody score for a syllable Si is
estimated by the match of the pitch-accent patterns
between acoustic and lexical information using the
difference of the posteriors from the two models:

scoreS−prosody(Si) ≈ 1− | p(P |ai) − p(P |li) | (3)

Furthermore, we take into account the effect due
to varying durations for different syllables. We no-
tice that syllables without pitch-accent have much
shorter duration than the prominent ones, and the
prosody scores for the short syllables tend to be
high. This means that if a syllable is split into two
consecutive non-prominent syllables, the agreement
score may be higher than a long prominent syllable.
Therefore, we introduce a weighting factor based on
syllable duration (dur(i)). For a candidate word se-
quence (W) consisting of n syllables, its prosodic
score is the sum of the prosodic scores for all the
syllables in it weighted by their duration (measured
using milliseconds), that is:

scoreW−prosody(W ) ≈
n∑

i=1

log(scoreS−prosody(Si)) · dur(i) (4)

We then combine this prosody score with the
original acoustic and language model likelihood
(P (As|W ) and P (W ) in Equation 2). In practice,
we need to weight them differently, therefore, the
combined score for a hypothesis W is:

Score(W ) = λ · scoreW−prosody(W )

+ scoreASR(W ) (5)

where scoreASR(W ) is generated by ASR systems
(composed of acoustic and language model scores)
and λ is optimized using held out data.

5 Data and Baseline Systems

Our experiments are carried out using two different
data sets and two different recognition systems as
well in order to test the robustness of our proposed
method.

The first data set is the Boston University Radio
News Corpus (BU) (Ostendorf et al., 1995), which
consists of broadcast news style read speech. The

BU corpus has about 3 hours of read speech from
7 speakers (3 female, 4 male). Part of the data has
been labeled with ToBI-style prosodic annotations.
In fact, the reason that we use this corpus, instead of
other corpora typically used for ASR experiments,
is because of its prosodic labels. We divided the
entire data corpus into a training set and a test set.
There was no speaker overlap between training and
test sets. The training set has 2 female speakers (f2
and f3) and 3 male ones (m2, m3, m4). The test set is
from the other two speakers (f1 and m1). We use 200
utterances for the recognition experiments. Each ut-
terance in BU corpus consists of more than one sen-
tences, so we segmented each utterance based on
pause, resulting in a total number of 713 segments
for testing. We divided the test set roughly equally
into two sets, and used one for parameter tuning and
the other for rescoring test. The recognizer used for
this data set was based on Sphinx-32. The context-
dependent triphone acoustic models with 32 Gaus-
sian mixtures were trained using the training par-
tition of the BU corpus described above, together
with the broadcast new data. A standard back-off tri-
gram language model with Kneser-Ney smoothing
was trained using the combined text from the train-
ing partition of the BU, Wall Street Journal data, and
part of Gigaword corpus. The vocabulary size was
about 10K words and the out-of-vocabulary (OOV)
rate on the test set was 2.1%.

The second data set is from broadcast news (BN)
speech used in the GALE program. The recognition
test set contains 1,001 utterances. The n-best hy-
potheses for this data set are generated by a state-of-
the-art SRI speech recognizer, developed for broad-
cast news speech (Stolcke et al., 2006; Zheng et
al., 2007). This system yields much better perfor-
mance than the first one. We also divided the test
set roughly equally into two sets for parameter tun-
ing and testing. From the data used for training the
speech recognizer, we randomly selected 5.7 hours
of speech (4,234 utterances) for the co-training al-
gorithm for the prosodic models.

For prosodic models, we used a simple binary
representation of pitch-accent in the form of pres-
ence versus absence. The reference labels are de-

2CMU Sphinx - Speech Recognition Toolkit, location:
http://www.speech.cs.cmu.edu/sphinx/tutorial.html
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rived from the ToBI annotation in the BU corpus,
and the ratio of pitch-accented syllables is about
34%. Acoustic-prosodic and lexical-prosodic mod-
els were separately developed using the features de-
scribed in Section 3. Feature extraction was per-
formed at the syllable level from force-aligned data.
For the supervised approach, we used those utter-
ances in the training data partition with ToBI labels
in the BU corpus (245 utterances, 14,767 syllables).
For co-training, the labeled data from BU corpus is
used as initial training, and the other unlabeled data
from BU and BN are used as unlabeled data.

6 Experimental Results

6.1 Pitch-accent Detection

First we evaluate the performance of our acoustic-
prosodic and lexical-prosodic models for pitch-
accent detection. For rescoring, not only the ac-
curacies of the two individual prosodic models are
important, but also the pitch-accent agreement score
between the two models (as shown in Equation 3)
is critical, therefore, we present results using these
two metrics. Table 1 shows the accuracy of each
model for pitch-accent detection, and also the av-
erage prosody score of the two models (i.e., Equa-
tion 3) for positive and negative classes (using ref-
erence labels). These results are based on the BU
labeled data in the test set. To compare our pitch ac-
cent detection performance with previous work, we
include the result of (Jeon and Liu, 2009) as a ref-
erence. Compared to previous work, the acoustic
model achieved similar performance, while the per-
formance of lexical model is a bit lower. The lower
performance of lexical model is mainly because we
do not use part-of-speech (POS) information in the
features, since we want to only use the word output
from the ASR system (without additional POS tag-
ging).

As shown in Table 1, when using the co-training
algorithm, as described in Section 3.3, the over-
all accuracies improve slightly and therefore the
prosody score is also increased. We expect this im-
proved model will be more beneficial for rescoring.

6.2 N-Best Rescoring

For the rescoring experiment, we use 100-best hy-
potheses from the two different ASR systems, as de-

Accuracy(%) Prosody score
Acoustic Lexical Pos Neg

Supervised 83.97 84.48 0.747 0.852
Co-training 84.54 84.99 0.771 0.867

Reference 83.53 87.92 - -

Table 1: Pitch accent detection results: performance of
individual acoustic and lexical models, and the agreement
between the two models (i.e., prosody score for a syllable,
Equation 3) for positive and negative classes. Also shown
is the reference result for pitch accent detection from Jeon
and Liu (2009).

scribed in Section 5. We apply the acoustic and lex-
ical prosodic models to each hypothesis to obtain its
prosody score, and combine it with ASR scores to
find the top hypothesis. The weights were optimized
using one test set and applied to the other. We report
the average result of the two testings.

Table 2 shows the rescoring results using the first
recognition system on BU data, which was trained
with a relatively small amount of data. The 1-
best baseline uses the first hypothesis that has the
best ASR score. The oracle result is from the best
hypothesis that gives the lowest WER by compar-
ing all the candidates to the reference transcript.
We used two prosodic models as described in Sec-
tion 3.3. The first one is the base prosodic model us-
ing supervised training (S-model). The second is the
prosodic model with the co-training algorithm (C-
model). For these rescoring experiments, we tuned
λ (in Equation 5) when combining the ASR acous-
tic and language model scores with the additional
prosody score. The value in parenthesis in Table 2
means the relative WER reduction when compared
to the baseline result. We show the WER results for
both the development and the test set.

As shown in Table 2, we observe performance
improvement using our rescoring method. Using
the base S-model yields reasonable improvement,
and C-model further reduces WER. Even though the
prosodic event detection performance of these two
prosodic models is similar, the improved prosody
score between the acoustic and lexical prosodic
models using co-training helps rescoring. After
rescoring using prosodic knowledge, the WER is re-
duced by 0.82% (3.64% relative). Furthermore, we
notice that the difference between development and
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WER (%)
1-best baseline 22.64

S-model
Dev 21.93 (3.11%)
Test 22.10 (2.39%)

C-model
Dev 21.76 (3.88%)
Test 21.81 (3.64%)

Oracle 15.58

Table 2: WER of the baseline system and after rescoring
using prosodic models. Results are based on the first ASR
system.

test data is smaller when using the C-model than S-
model, which means that the prosodic model with
co-training is more stable. In fact, we found that
the optimal value of λ is 94 and 57 for the two
folds using S-model, and is 99 and 110 for the C-
model. These verify again that the prosodic scores
contribute more in the combination with ASR likeli-
hood scores when using the C-model, and are more
robust across different tuning sets. Ananthakrish-
nan and Narayanan (2007) also used acoustic/lexical
prosodic models to estimate a prosody score and re-
ported 0.3% recognition error reduction on BU data
when rescoring 100-best list (their baseline WER is
22.8%). Although there is some difference in experi-
mental setup (data, classifier, features) between ours
and theirs, our S-model showed comparable perfor-
mance gain and the result of C-model is significantly
better than theirs.

Next we test our n-best rescoring approach using a
state-of-the-art SRI speech recognizer on BN data to
verify if our approach can generalize to better ASR
n-best lists. This is often the concern that improve-
ments observed on a poor ASR system do not hold
for better ASR systems. The rescoring results are
shown in Table 3. We can see that the baseline per-
formance of this recognizer is much better than that
of the first ASR system (even though the recogni-
tion task is also harder). Our rescoring approach
still yields performance gain even using this state-
of-the-art system. The WER is reduced by 0.29%
(2.07% relative). This error reduction is lower than
that in the first ASR system. There are several pos-
sible reasons. First, the baseline ASR performance
is higher, making further improvement hard; sec-
ond, and more importantly, the prosody models do
not match well to the test domain. We trained the

prosody model using the BU data. Even though co-
training is used to leverage unlabeled BN data to re-
duce data mismatch, it is still not as good as using
labeled in-domain data for model training.

WER (%)
1-best baseline 13.77

S-model
Dev 13.53 (1.78%)
Test 13.55 (1.63%)

C-model
Dev 13.48 (2.16%)
Test 13.49 (2.07%)

Oracle 9.23

Table 3: WER of the baseline system and after rescoring
using prosodic models. Results are based on the second
ASR system.

6.3 Analysis and Discussion
We also analyze what kinds of errors are reduced
using our rescoring approach. Most of the error re-
duction came from substitution and insertion errors.
Deletion error rate did not change much or some-
times even increased. For a better understanding of
the improvement using the prosody model, we ana-
lyzed the pattern of corrections (the new hypothesis
after rescoring is correct while the original 1-best is
wrong) and errors. Table 4 shows some positive and
negative examples from rescoring results using the
first ASR system. In this table, each word is asso-
ciated with some binary expressions inside a paren-
thesis, which stand for pitch-accent markers. Two
bits are used for each syllable: the first one is for
the acoustic-prosodic model and the second one is
for the lexical-prosodic model. For both bits, 1 rep-
resents pitch-accent, and 0 indicates none. These
hard decisions are obtained by setting a threshold of
0.5 for the posterior probabilities from the acoustic
or lexical models. For example, when the acoustic
classifier predicts a syllable as pitch-accented and
the lexical one as not accented, ‘10’ marker is as-
signed to the syllable. The number of such pairs of
pitch-accent markers is the same as the number of
syllables in a word. The bold words indicate correct
words and italic means errors. As shown in the pos-
itive example of Table 4, we find that our prosodic
model is effective at identifying an erroneous word
when it is split into two words, resulting in dif-
ferent pitch-accent patterns. Language models are
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Positive example
1-best : most of the massachusetts

(11 ) (10) (00) (11 00 01 00)

rescored : most other massachusetts
(11 ) (11 00) (11 00 01 00)

Negative example
1-best : robbery and on a theft

(11 00 00) (00) (10) (00) (11)

rescored : robbery and lot of theft
(11 00 00) (00) (11) (00) (11)

Table 4: Examples of rescoring results. Binary expressions inside the parenthesis below a word represent pitch-accent
markers for the syllables in the word.

not good at correcting this kind of errors since both
word sequences are plausible. Our model also intro-
duces some errors, as shown in the negative exam-
ple, which is mainly due to the inaccurate prosody
model.

We conducted more prosody rescoring experi-
ments in order to understand the model behavior.
These analyses are based on the n-best list from the
first ASR system for the entire test set. In the first
experiment, among the 100 hypotheses in n-best list,
we gave a prosody score of 0 to the 100th hypothe-
sis, and used automatically obtained prosodic scores
for the other hypotheses. A zero prosody score
means the perfect agreement given acoustic and lex-
ical cues. The original scores from the recognizer
were combined with the prosodic scores for rescor-
ing. This was to verify that the range of the weight-
ing factor λ estimated on the development data (us-
ing the original, not the modified prosody scores for
all candidates) was reasonable to choose proper hy-
pothesis among all the candidates. We noticed that
27% of the times the last hypothesis on the list was
selected as the best hypothesis. This hypothesis has
the highest prosodic scores, but lowest ASR score.
This result showed that if the prosodic models were
accurate enough, the correct candidate could be cho-
sen using our rescoring framework.

In the second experiment, we put the reference
text together with the other candidates. We use the
same ASR scores for all candidates, and generated
prosodic scores using our prosody model. This was
to test that our model could pick up correct candi-
date using only the prosodic score. We found that
for 26% of the utterances, the reference transcript
was chosen as the best one. This was significantly
better than random selection (i.e., 1/100), suggest-

ing the benefit of the prosody model; however, this
percentage is not very high, implying the limitation
of prosodic information for ASR or the current im-
perfect prosodic models.

In the third experiment, we replaced the 100th

candidate with the reference transcript and kept its
ASR score. When using our prosody rescoring ap-
proach, we obtained a relative error rate reduction
of 6.27%. This demonstrates again that our rescor-
ing method works well – if the correct hypothesis is
on the list, even though with a low ASR score, us-
ing prosodic information can help identify the cor-
rect candidate.

Overall the performance improvement we ob-
tained from rescoring by incorporating prosodic in-
formation is very promising. Our evaluation using
two different ASR systems shows that the improve-
ment holds even when we use a state-of-the-art rec-
ognizer and the training data for the prosody model
does not come from the same corpus. We believe
the consistent improvements we observed for differ-
ent conditions show that this is a direction worthy of
further investigation.

7 Conclusion

In this paper, we attempt to integrate prosodic infor-
mation for ASR using an n-best rescoring scheme.
This approach decouples the prosodic model from
the main ASR system, thus the prosodic model can
be built independently. The prosodic scores that we
use for n-best rescoring are based on the matching
of pitch-accent patterns by acoustic and lexical fea-
tures. Our rescoring method achieved a WER reduc-
tion of 3.64% and 2.07% relatively using two differ-
ent ASR systems. The fact that the gain holds across
different baseline systems (including a state-of-the-
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art speech recognizer) suggests the possibility that
prosody can be used to improve speech recognition
performance.

As suggested by our experiments, better prosodic
models can result in more WER reduction. The per-
formance of our prosodic model was improved with
co-training, but there are still problems, such as the
imbalance of the two classifiers’ prediction, as well
as for the two events. In order to address these prob-
lems, we plan to improve the labeling and selec-
tion method in the co-training algorithm, and also
explore other training algorithms to reduce domain
mismatch. Furthermore, we are also interested in
evaluating our approach on the spontaneous speech
domain, which is quite different from the data we
used in this study.

In this study, we used n-best rather than lattice
rescoring. Since the prosodic features we use in-
clude cross-word contextual information, it is not
straightforward to apply it directly to lattices. In
our future work, we will develop models with only
within-word context, and thus allowing us to explore
lattice rescoring, which we expect will yield more
performance gain.

References

Sankaranarayanan Ananthakrishnan and Shrikanth
Narayanan. 2007. Improved speech recognition using
acoustic and lexical correlated of pitch accent in a
n-best rescoring framework. Proc. of ICASSP, pages
65–68.

Sankaranarayanan Ananthakrishnan and Shrikanth
Narayanan. 2008. Automatic prosodic event detec-
tion using acoustic, lexical and syntactic evidence.
IEEE Transactions on Audio, Speech, and Language
Processing, 16(1):216–228.

Susan Bartlett, Grzegorz Kondrak, and Colin Cherry.
2009. On the syllabification of phonemes. Proc. of
NAACL-HLT, pages 308–316.

Stefan Benus, Agustı́n Gravano, and Julia Hirschberg.
2007. Prosody, emotions, and whatever. Proc. of In-
terspeech, pages 2629–2632.

Avrim Blum and Tom Mitchell. 1998. Combining la-
beled and unlabeled data with co-training. Proc. of the
Workshop on Computational Learning Theory, pages
92–100.

Ken Chen and Mark Hasegawa-Johnson. 2006. Prosody
dependent speech recognition on radio news corpus

of American English. IEEE Transactions on Audio,
Speech, and Language Processing, 14(1):232– 245.

Najim Dehak, Pierre Dumouchel, and Patrick Kenny.
2007. Modeling prosodic features with joint fac-
tor analysis for speaker verification. IEEE Transac-
tions on Audio, Speech, and Language Processing,
15(7):2095–2103.

Esther Grabe, Greg Kochanski, and John Coleman. 2003.
Quantitative modelling of intonational variation. Proc.
of SASRTLM, pages 45–57.

Je Hun Jeon and Yang Liu. 2009. Automatic prosodic
events detection suing syllable-based acoustic and syn-
tactic features. Proc. of ICASSP, pages 4565–4568.

Je Hun Jeon and Yang Liu. 2010. Syllable-level promi-
nence detection with acoustic evidence. Proc. of Inter-
speech, pages 1772–1775.

Ozlem Kalinli and Shrikanth Narayanan. 2009. Contin-
uous speech recognition using attention shift decoding
with soft decision. Proc. of Interspeech, pages 1927–
1930.

Diane J. Litman, Julia B. Hirschberg, and Marc Swerts.
2000. Predicting automatic speech recognition perfor-
mance using prosodic cues. Proc. of NAACL, pages
218–225.

Mari Ostendorf, Patti Price, and Stefanie Shattuck-
Hufnagel. 1995. The Boston University radio news
corpus. Linguistic Data Consortium.

Mari Ostendorf, Izhak Shafran, and Rebecca Bates.
2003. Prosody models for conversational speech
recognition. Proc. of the 2nd Plenary Meeting and
Symposium on Prosody and Speech Processing, pages
147–154.

Andrew Rosenberg and Julia Hirschberg. 2006. Story
segmentation of broadcast news in English, Mandarin
and Arabic. Proc. of HLT-NAACL, pages 125–128.

Elizabeth Shriberg, Andreas Stolcke, Dilek Hakkani-Tür,
and Gökhan Tür. 2000. Prosody-based automatic seg-
mentation of speech into sentences and topics. Speech
Communication, 32(1-2):127–154.

Elizabeth Shriberg, Luciana Ferrer, Sachin S. Kajarekar,
Anand Venkataraman, and Andreas Stolcke. 2005.
Modeling prosodic feature sequences for speaker
recognition. Speech Communication, 46(3-4):455–
472.

Vivek Kumar Rangarajan Sridhar, Srinivas Bangalore,
and Shrikanth S. Narayanan. 2008. Exploiting acous-
tic and syntactic features for automatic prosody label-
ing in a maximum entropy framework. IEEE Trans-
actions on Audio, Speech, and Language Processing,
16(4):797–811.

Vivek Kumar Rangarajan Sridhar, Srinivas Bangalore,
and Shrikanth Narayanan. 2009. Combining lexi-
cal, syntactic and prosodic cues for improved online

740



dialog act tagging. Computer Speech and Language,
23(4):407–422.

Andreas Stolcke, Barry Chen, Horacio Franco, Venkata
Ramana Rao Gadde, Martin Graciarena, Mei-Yuh
Hwang, Katrin Kirchhoff, Arindam Mandal, Nelson
Morgan, Xin Lin, Tim Ng, Mari Ostendorf, Kemal
Sönmez, Anand Venkataraman, Dimitra Vergyri, Wen
Wang, Jing Zheng, and Qifeng Zhu. 2006. Recent in-
novations in speech-to-text transcription at SRI-ICSI-
UW. IEEE Transactions on Audio, Speech and Lan-
guage Processing, 14(5):1729–1744. Special Issue on
Progress in Rich Transcription.

Gyorgy Szaszak and Klara Vicsi. 2007. Speech recogni-
tion supported by prosodic information for fixed stress
languages. Proc. of TSD Conference, pages 262–269.

Dimitra Vergyri, Andreas Stolcke, Venkata R. R. Gadde,
Luciana Ferrer, and Elizabeth Shriberg. 2003.
Prosodic knowledge sources for automatic speech
recognition. Proc. of ICASSP, pages 208–211.

Colin W. Wightman and Mari Ostendorf. 1994. Auto-
matic labeling of prosodic patterns. IEEE Transaction
on Speech and Auido Processing, 2(4):469–481.

Jing Zheng, Ozgur Cetin, Mei-Yuh Hwang, Xin Lei, An-
dreas Stolcke, and Nelson Morgan. 2007. Combin-
ing discriminative feature, transform, and model train-
ing for large vocabulary speech recognition. Proc. of
ICASSP, pages 633–636.

741



Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics, pages 742–751,
Portland, Oregon, June 19-24, 2011. c©2011 Association for Computational Linguistics

Lexically-Triggered Hidden Markov Models
for Clinical Document Coding

Svetlana Kiritchenko Colin Cherry
Institute for Information Technology
National Research Council Canada

{Svetlana.Kiritchenko,Colin.Cherry}@nrc-cnrc.gc.ca

Abstract

The automatic coding of clinical documents
is an important task for today’s healthcare
providers. Though it can be viewed as
multi-label document classification, the cod-
ing problem has the interesting property that
most code assignments can be supported by
a single phrase found in the input docu-
ment. We propose a Lexically-Triggered Hid-
den Markov Model (LT-HMM) that leverages
these phrases to improve coding accuracy. The
LT-HMM works in two stages: first, a lexical
match is performed against a term dictionary
to collect a set of candidate codes for a docu-
ment. Next, a discriminative HMM selects the
best subset of codes to assign to the document
by tagging candidates as present or absent.
By confirming codes proposed by a dictio-
nary, the LT-HMM can share features across
codes, enabling strong performance even on
rare codes. In fact, we are able to recover
codes that do not occur in the training set at
all. Our approach achieves the best ever per-
formance on the 2007 Medical NLP Challenge
test set, with an F-measure of 89.84.

1 Introduction

The clinical domain presents a number of interesting
challenges for natural language processing. Con-
ventionally, most clinical documentation, such as
doctor’s notes, discharge summaries and referrals,
are written in a free-text form. This narrative form
is flexible, allowing healthcare professionals to ex-
press any kind of concept or event, but it is not
particularly suited for large-scale analysis, search,

or decision support. Converting clinical narratives
into a structured form would support essential activi-
ties such as administrative reporting, quality control,
biosurveillance and biomedical research (Meystre
et al., 2008). One way of representing a docu-
ment is to code the patient’s conditions and the per-
formed procedures into a nomenclature of clinical
codes. The International Classification of Diseases,
9th and 10th revisions, Clinical Modification (ICD-
9-CM, ICD-10-CM) are the official administrative
coding schemes for healthcare organizations in sev-
eral countries, including the US and Canada. Typi-
cally, coding is performed by trained coding profes-
sionals, but this process can be both costly and error-
prone. Automated methods can speed-up the cod-
ing process, improve the accuracy and consistency
of internal documentation, and even result in higher
reimbursement for the healthcare organization (Ben-
son, 2006).

Traditionally, statistical document coding is
viewed as multi-class multi-label document classifi-
cation, where each clinical free-text document is la-
belled with one or several codes from a pre-defined,
possibly very large set of codes (Patrick et al., 2007;
Suominen et al., 2008). One classification model is
learned for each code, and then all models are ap-
plied in turn to a new document to determine which
codes should be assigned to the document. The
drawback of this approach is poor predictive perfor-
mance on low-frequency codes, which are ubiqui-
tous in the clinical domain.

This paper presents a novel approach to document
coding that simultaneously models code-specific as
well as general patterns in the data. This allows
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us to predict any code label, even codes for which
no training data is available. Our approach, the
lexically-triggered HMM (LT-HMM), is based on
the fact that a code assignment is often indicated
by short lexical triggers in the text. Consequently,
a two-stage coding method is proposed. First, the
LT-HMM identifies candidate codes by matching
terms from a medical terminology dictionary. Then,
it confirms or rejects each of the candidates by ap-
plying a discriminative sequence model. In this ar-
chitecture, low-frequency codes can still be matched
and confirmed using general characteristics of their
trigger’s local context, leading to better prediction
performance on these codes.

2 Document Coding and Lexical Triggers

Document coding is a special case of multi-class
multi-label text classification. Given a fixed set of
possible codes, the ultimate goal is to assign a set of
codes to documents, based on their content. Further-
more, we observe that for each code assigned to a
document, there is generally at least one correspond-
ing trigger term in the text that accounts for the
code’s assignment. For example, if an ICD-9-CM
coding professional were to see “allergic bronchitis”
somewhere in a clinical narrative, he or she would
immediately consider adding code 493.9 (Asthma,
unspecified) to the document’s code set. The pres-
ence of these trigger terms separates document cod-
ing from text classification tasks, such as topic or
genre classification, where evidence for a particular
label is built up throughout a document. However,
this does not make document coding a term recogni-
tion task, concerned only with the detection of trig-
gers. Codes are assigned to a document as a whole,
and code assignment decisions within a document
may interact. It is an interesting combination of sen-
tence and document-level processing.

Formally, we define the document coding task
as follows: given a set of documents X and a set
of available codes C, assign to each document xi

a subset of codes Ci ⊂ C. We also assume ac-
cess to a (noisy) mechanism to detect candidate trig-
gers in a document. In particular, we will assume
that an (incomplete) dictionary D(c) exists for each
code c ∈ C, which lists specific code terms asso-

ciated with c.1 To continue our running example:
D(493.9) would include the term “allergic bron-
chitis”. Each code can have several corresponding
terms while each term indicates the presence of ex-
actly one code. A candidate code c is proposed each
time a term from D(c) is found in a document.

2.1 From triggers to codes

The presence of a term from D(c) does not automat-
ically imply the assignment of code c to a document.
Even with extremely precise dictionaries, there are
three main reasons why a candidate code may not
appear in a document’s code subset.

1. The context of the trigger term might indicate
the irrelevancy of the code. In the clinical do-
main, such irrelevancy can be specified by a
negative or speculative statement (e.g., “evalu-
ate for pneumonia”) or a family-related context
(e.g., “family history of diabetes”). Only defi-
nite diagnosis of the patient should be coded.

2. There can be several closely related candidate
codes; yet only one, the best fitted code should
be assigned to the document. For example, the
triggers “left-sided flank pain” (code 789.09)
and “abdominal pain” (code 789.00) may both
appear in the same clinical report, but only the
most specific code, 789.09, should end up in
the document code set.

3. The domain can have code dependency rules.
For example, the ICD-9-CM coding rules state
that no symptom codes should be given to
a document if a definite diagnosis is present.
That is, if a document is coded with pneumo-
nia, it should not be coded with a fever or
cough. On the other hand, if the diagnosis is
uncertain, then codes for the symptoms should
be assigned.

This suggests a paradigm where a candidate code,
suggested by a detected trigger term, is assessed
in terms of both its local context (item 1) and the
presence of other candidate codes for the document
(items 2 and 3).

1Note that dictionary-based trigger detection could be re-
placed by tagging approaches similar to those used in named-
entity-recognition or information extraction.
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2.2 ICD-9-CM Coding

As a specific application we have chosen the task
of assigning ICD-9-CM codes to free-form clinical
narratives. We use the dataset collected for the 2007
Medical NLP Challenge organized by the Compu-
tational Medicine Center in Cincinnati, Ohio, here-
after refereed to as “CMC Challenge” (Pestian et al.,
2007). For this challenge, 1954 radiology reports
on outpatient chest x-ray and renal procedures were
collected, disambiguated, and anonymized. The re-
ports were annotated with ICD-9-CM codes by three
coding companies, and the majority codes were se-
lected as a gold standard. In total, 45 distinct codes
were used.

For this task, our use of a dictionary to detect lex-
ical triggers is quite reasonable. The medical do-
main is rich with manually-created and carefully-
maintained knowledge resources. In particular, the
ICD-9-CM coding guidelines come with an index
file that contains hundreds of thousands of terms
mapped to corresponding codes. Another valuable
resource is Metathesaurus from the Unified Medical
Language System (UMLS) (Lindberg et al., 1993).
It has millions of terms related to medical problems,
procedures, treatments, organizations, etc. Often,
hospitals, clinics, and other healthcare organizations
maintain their own vocabularies to introduce con-
sistency in their internal and external documenta-
tion and to support reporting, reviewing, and meta-
analysis.

This task has some very challenging properties.
As mentioned above, the ICD-9-CM coding rules
create strong code dependencies: codes are assigned
to a document as a set and not individually. Fur-
thermore, the code distribution throughout the CMC
training documents has a very heavy tail; that is,
there are a few heavily-used codes and a large
number of codes that are used only occasionally.
An ideal approach will work well with both high-
frequency and low-frequency codes.

3 Related work

Automated clinical coding has received much atten-
tion in the medical informatics literature. Stanfill et
al. reviewed 113 studies on automated coding pub-
lished in the last 40 years (Stanfill et al., 2010). The
authors conclude that there exists a variety of tools

covering different purposes, healthcare specialties,
and clinical document types; however, these tools
are not generalizable and neither are their evaluation
results. One major obstacle that hinders the progress
in this domain is data privacy issues. To overcome
this obstacle, the CMC Challenge was organized in
2007. The purpose of the challenge was to provide
a common realistic dataset to stimulate the research
in the area and to assess the current level of perfor-
mance on the task. Forty-four teams participated in
the challenge. The top-performing system achieved
micro-averaged F1-score of 0.8908, and the mean
score was 0.7670.

Several teams, including the winner, built pure
symbolic (i.e., hand-crafted rule-based) systems
(e.g., (Goldstein et al., 2007)). This approach is fea-
sible for the small code set used in the challenge,
but it is questionable in real-life settings where thou-
sands of codes need to be considered. Later, the
winning team showed how their hand-crafted rules
can be built in a semi-automatic way: the initial set
of rules adopted from the official coding guidelines
were automatically extended with additional syn-
onyms and code dependency rules generated from
the training data (Farkas and Szarvas, 2008).

Statistical systems trained on only text-derived
features (such as n-grams) did not show good per-
formance due to a wide variety of medical language
and a relatively small training set (Goldstein et al.,
2007). This led to the creation of hybrid systems:
symbolic and statistical classifiers used together in
an ensemble or cascade (Aronson et al., 2007; Cram-
mer et al., 2007) or a symbolic component provid-
ing features for a statistical component (Patrick et
al., 2007; Suominen et al., 2008). Strong competi-
tion systems had good answers for dealing with neg-
ative and speculative contexts, taking advantage of
the competition’s limited set of possible code com-
binations, and handling of low-frequency codes.

Our proposed approach is a combination system
as well. We combine a symbolic component that
matches lexical strings of a document against a med-
ical dictionary to determine possible codes (Lussier
et al., 2000; Kevers and Medori, 2010) and a sta-
tistical component that finalizes the assignment of
codes to the document. Our statistical component
is similar to that of Crammer et al. (2007), in that
we train a single model for all codes with code-
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specific and generic features. However, Crammer
et al. (2007) did not employ our lexical trigger step
or our sequence-modeling formulation. In fact, they
considered all possible code subsets, which can be
infeasible in real-life settings.

4 Method

To address the task of document coding, our
lexically-triggered HMM operates using a two-stage
procedure:

1. Lexically match text to the dictionary to get a
set of candidate codes;

2. Using features derived from the candidates and
the document, select the best code subset.

In the first stage, dictionary terms are detected in the
document using exact string matching. All codes
corresponding to matches become candidate codes,
and no other codes can be proposed for this docu-
ment.

In the second stage, a single classifier is trained to
select the best code subset from the matched candi-
dates. By training a single classifier, we use all of
the training data to assign binary labels (present or
absent) to candidates. This is the key distinction of
our method from the traditional statistical approach
where a separate classifier is trained for each code.
The LT-HMM allows features learned from a doc-
ument coded with ci to transfer at test time to pre-
dict code cj , provided their respective triggers ap-
pear in similar contexts. Training one common clas-
sifier improves our chances to reliably predict codes
that have few training instances, and even codes that
do not appear at all in the training data.

4.1 Trigger Detection
We have manually assembled a dictionary of terms
for each of the 45 codes used in the CMC chal-
lenge.2 The dictionaries were built by collecting rel-
evant medical terminology from UMLS, the ICD-9-
CM coding guidelines, and the CMC training data.
The test data was not consulted during dictionary
construction. The dictionaries contain 440 terms,
with 9.78 terms per code on average. Given these
dictionaries, the exact-matching of terms to input

2Online at https://sites.google.com/site/
colinacherry/ICD9CM ACL11.txt

documents is straightforward. In our experiments,
this process finds on average 1.83 distinct candidate
codes per document.

The quality of the dictionary significantly affects
the prediction performance of the proposed two-
stage approach. Especially important is the cover-
age of the dictionary. If a trigger term is missing
from the dictionary and, as the result, the code is not
selected as a candidate code, it will not be recov-
ered in the following stage, resulting in a false neg-
ative. Preliminary experiments show that our dictio-
nary recovers 94.42% of the codes in the training set
and 93.20% in the test set. These numbers provide
an upper bound on recall for the overall approach.

4.2 Sequence Construction

After trigger detection, we view the input document
as a sequence of candidate codes, each correspond-
ing to a detected trigger (see Figure 1). By tagging
these candidates in sequence, we can label each can-
didate code as present or absent and use previous
tagging decisions to model code interactions. The
final code subset is constructed by collecting all can-
didate codes tagged as present.

Our training data consists of [document, code set]
pairs, augmented with the trigger terms detected
through dictionary matching. We transform this into
a sequence to be tagged using the following steps:

Ordering: The candidate code sequence is pre-
sented in reverse chronological order, according to
when their corresponding trigger terms appear in the
document. That is, the last candidate to be detected
by the dictionary will be the first code to appear in
our candidate sequence. Reverse order was chosen
because clinical documents often close with a final
(and informative) diagnosis.

Merging: Each detected trigger corresponds to
exactly one code; however, several triggers may be
detected for the same code throughout a document.
If a code has several triggers, we keep only the last
occurrence. When possible, we collect relevant fea-
tures (such as negation information) of all occur-
rences and associate them with this last occurrence.

Labelling: Each candidate code is assigned a bi-
nary label (present or absent) based on whether it
appears in the gold-standard code set. Note that this
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Cough,	  fever	  in	  9-‐year-‐
old	  male.	  IMPRESSION:	  
1.	  Right	  middle	  lobe	  
pneumonia.	  2.	  Minimal	  
pleural	  thickening	  on	  
the	  right	  may	  represent	  
small	  pleural	  effusion.	  	  

486	  
pneumonia	  
context=pos	  
sem=disease	  

	  

N	  Y	   N	  N	  

511.9	  
pleural	  effusion	  
context=neg	  
sem=disease	  

	  

780.6	  
fever	  

context=pos	  
sem=symptom	  

	  

786.2	  
cough	  

context=pos	  
sem=symptom	  

	  

Gold	  code	  set:	  {486}	  

Figure 1: An example document and its corresponding gold-standard tag sequence. The top binary layer is the correct
output tag sequence, which confirms or rejects the presence of candidate codes. The bottom layer shows the candidate
code sequence derived from the text, with corresponding trigger phrases and some prominent features.

process can not introduce gold-standard codes that
were not proposed by the dictionary.

The final output of these steps is depicted in Fig-
ure 1. To the left, we have an input text with un-
derlined trigger phrases, as detected by our dictio-
nary. This implies an input sequence (bottom right),
which consists of detected codes and their corre-
sponding trigger phrases. The gold-standard code
set for the document is used to infer a gold-standard
label sequence for these codes (top right). At test
time, the goal of the classifier is to correctly predict
the correct binary label sequence for new inputs. We
discuss the construction of the features used to make
this prediction in section 4.3.

4.3 Model
We model this sequence data using a discriminative
SVM-HMM (Taskar et al., 2003; Altun et al., 2003).
This allows us to use rich, over-lapping features of
the input while also modeling interactions between
labels. A discriminative HMM has two major cate-
gories of features: emission features, which charac-
terize a candidate’s tag in terms of the input docu-
ment x, and transition features, which characterize
a tag in terms of the tags that have come before it.
We describe these two feature categories and then
our training mechanism. All feature engineering dis-
cussed below was carried out using 10-fold cross-
validation on the training set.

Transition Features
The transition features are modeled as simple in-

dicators over n-grams of present codes, for values of
n up to 10, the largest number of codes proposed by

our dictionary in the training set.3 This allows the
system to learn sequences of codes that are (and are
not) likely to occur in the gold-standard data.

We found it useful to pad our n-grams with “be-
ginning of document” tokens for sequences when
fewer than n codes have been labelled as present,
but found it harmful to include an end-of-document
tag once labelling is complete. We suspect that the
small training set for the challenge makes the system
prone to over-fit when modeling code-set length.

Emission Features
The vast majority of our training signal comes

from emission features, which carefully model both
the trigger term’s local context and the document as
a whole. For each candidate code, three types of
features are generated: document features, ConText
features, and code-semantics features (Table 1).

Document: Document features include indicators
on all individual words, 2-grams, 3-grams, and 4-
grams found in the document. These n-gram fea-
tures have the candidate code appended to them,
making them similar to features traditionally used
in multiclass document categorization.

ConText: We take advantage of the ConText algo-
rithm’s output. ConText is publicly available soft-
ware that determines the presence of negated, hypo-
thetical, historical, and family-related context for a
given phrase in a clinical text (Harkema et al., 2009).

3We can easily afford such a long history because input se-
quences are generally short and the tagging is binary, resulting
in only a small number of possible histories for a document.
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Features gen. spec.
Document
n-gram x
ConText
current match
context x x
only in context x x
more than once in context x x

other matches
present x x
present in context = pos x x
code present in context x x

Code Semantics
current match
sem type x

other matches
sem type, context = pos x x

Table 1: The emission features used in LT-HMM.
Typeset words represent variables replaced with spe-
cific values, i.e. context ∈ {pos,neg}, sem type ∈
{symptom,disease}, code is one of 45 challenge codes,
n-gram is a document n-gram. Features can come in
generic and/or code-specific version.

The algorithm is based on regular expression match-
ing of the context to a precompiled list of context
indicators. Regardless of its simplicity, the algo-
rithm has shown very good performance on a vari-
ety of clinical document types. We run ConText for
each trigger term located in the text and produce two
types of features: features related to the candidate
code in question and features related to other candi-
date codes of the document. Negated, hypothetical,
and family-related contexts are clustered into a sin-
gle negative context for the term. Absence of the
negative context implies the positive context.

We used the following ConText derived indicator
features: for the current candidate code, if there is at
least one trigger term found in a positive (negative)
context, if all trigger terms for this code are found
in a positive (negative) context, if there are more
than one trigger terms for the code found in a posi-
tive (negative) context; for other candidate codes of
the document, if there is at least one other candidate
code, if there is another candidate code with at least
one trigger term found in a positive context, if there
is a trigger term for candidate code ci found in a pos-

itive (negative) context.

Code Semantics: We include features that indi-
cate if the code itself corresponds to a disease or a
symptom. This assignment was determined based
on the UMLS semantic type of the code. Like the
ConText features, code features come in two types:
those regarding the candidate code in question and
those regarding other candidate codes from the same
document.

Generic versus Specific: Most of our features
come in two versions: generic and code-specific.
Generic features are concerned with classifying any
candidate as present or absent based on characteris-
tics of its trigger or semantics. Code-specific fea-
tures append the candidate code to the feature. For
example, the feature context=pos represents that
the current candidate has a trigger term in a positive
context, while context=pos:486 adds the infor-
mation that the code in question is 486. Note that
n-grams features are only code-specific, as they are
not connected to any specific trigger term.

To an extent, code-specific features allow us
to replicate the traditional classification approach,
which focuses on one code at a time. Using these
features, the classifier is free to build complex sub-
models for a particular code, provided that this code
has enough training examples. Generic versions of
the features, on the other hand, make it possible to
learn common rules applicable to all codes, includ-
ing low-frequency ones. In this way, even in the ex-
treme case of having zero training examples for a
particular code, the model can still potentially assign
the code to new documents, provided it is detected
by our dictionary. This is impossible in a traditional
document-classification setting.

Training
We train our SVM-HMM with the objective of

separating the correct tag sequence from all others
by a fixed margin of 1, using a primal stochastic
gradient optimization algorithm that follows Shalev-
Shwartz et al. (2007). Let S be a set of training
points (x, y), where x is the input and y is the cor-
responding gold-standard tag sequence. Let φ(x, y)
be a function that transforms complete input-output
pairs into feature vectors. We also use φ(x, y′, y)
as shorthand for the difference in features between

747



begin
Input: S, λ, n
Initialize: Set w0 to the 0 vector
for t = 1, 2 . . . , n|S|

Choose (x, y) ∈ S at random
Set the learning rate: ηt = 1

λt
Search:

y′ = arg maxy′′ [δ(y, y′′) + wt · φ(x, y′′)]
Update:

wt+1 = wt + ηt

(
φ(x, y, y′) − λwt

)
Adjust:

wt+1 = wt+1 · min
[
1, 1/

√
λ

‖wt+1‖

]
end
Output: wn|S|+1

end

Figure 2: Training an SVM-HMM

two outputs: φ(x, y′, y) = φ(x, y′) − φ(x, y). With
this notation in place, the SVM-HMM minimizes
the regularized hinge-loss:

min
w

λ

2
w2 +

1
|S|

∑
(x,y)∈S

`(w; (x, y)) (1)

where

`(w; (x, y)) = max
y′

[
δ(y, y′) + w · φ(x, y′, y)

]
(2)

and where δ(y, y′) = 0 when y = y′ and 1 oth-
erwise.4 Intuitively, the objective attempts to find
a small weight vector w that separates all incorrect
tag sequences y′ from the correct tag sequence y by
a margin of 1. λ controls the trade-off between reg-
ularization and training hinge-loss.

The stochastic gradient descent algorithm used
to optimize this objective is shown in Figure 2. It
bears many similarities to perceptron HMM train-
ing (Collins, 2002), with theoretically-motivated al-
terations, such as selecting training points at ran-
dom5 and the explicit inclusion of a learning rate η

4We did not experiment with structured versions of δ that
account for the number of incorrect tags in the label sequence
y′, as a fixed margin was already working very well. We intend
to explore structured costs in future work.

5Like many implementations, we make n passes through S,
shuffling S before each pass, rather than sampling from S with
replacement n|S| times.

training test
# of documents 978 976
# of distinct codes 45 45
# of distinct code subsets 94 94
# of codes with < 10 ex. 24 24
avg # of codes per document 1.25 1.23

Table 2: The training and test set characteristics.

and a regularization term λ. The search step can be
carried out with a two-best version of the Viterbi al-
gorithm; if the one-best answer y′1 matches the gold-
standard y, that is δ(y, y′1) = 0, then y′2 is checked
to see if its loss is higher.

We tune two hyper-parameters using 10-fold
cross-validation: the regularization parameter λ and
a number of passes n through the training data. Us-
ing F1 as measured by 10-fold cross-validation on
the training set, we found values of λ = 0.1 with
n = 5 to prove optimal. Training time is less than
one minute on modern hardware.

5 Experiments

5.1 Data
For testing purposes, we use the CMC Challenge
dataset. The data consists of 978 training and 976
test medical records labelled with one or more ICD-
9-CM codes from a set of 45 codes. The data statis-
tics are presented in Table 2. The training and test
sets have similar, very imbalanced distributions of
codes. In particular, all codes in the test set have at
least one training example. Moreover, for any code
subset assigned to a test document there is at least
one training document labelled with the same code
subset. Notably, more than half of the codes have
less than 10 instances in both training and test sets.
Following the challenge’s protocol, we use micro-
averaged F1-measure for evaluation.

5.2 Baseline
As the first baseline for comparison, we built a
one-classifier-per-code statistical system. A docu-
ment’s code subset is implied by the set of classi-
fiers that assign it a positive label. The classifiers
use a feature set designed to mimic our LT-HMM
as closely as possible, including n-grams, dictionary
matches, ConText output, and symptom/disease se-
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mantic types. Each classifier is trained as an SVM
with a linear kernel.

Unlike our approach, this baseline cannot share
features across codes, and it does not allow coding
decisions for a document to inform one another. It
also cannot propose codes that have not been seen in
the training data as it has no model for these codes.
However, one should note that it is a very strong
baseline. Like our proposed system, it is built with
many features derived from dictionary matches and
their contexts, and thus it shares many of our sys-
tem’s strengths. In fact, this baseline system outper-
forms all published statistical approaches tested on
the CMC data.

Our second baseline is a symbolic system, de-
signed to evaluate the quality of our rule-based com-
ponents when used alone. It is based on the same
hand-crafted dictionary, filtered according to the
ConText algorithm and four code dependency rules
from (Farkas and Szarvas, 2008). These rules ad-
dress the problem of overcoding: some symptom
codes should be omitted when a specific disease
code is present.6

This symbolic system has access to the same
hand-crafted resources as our LT-HMM and, there-
fore, has a good chance of predicting low-frequency
and unseen codes. However, it lacks the flexibility of
our statistical solution to accept or reject code candi-
dates based on the whole document text, which pre-
vents it from compensating for dictionary or Con-
Text errors. Similarly, the structure of the code de-
pendency rules may not provide the same flexibility
as our features that look at other detected triggers
and previous code assignments.

5.3 Coding Accuracy
We evaluate the proposed approach on both the
training set (using 10-fold cross-validation) and the
test set (Table 3). The experiments demonstrate the
superiority of the proposed LT-HMM approach over
the one-per-code statistical scheme as well as our
symbolic baseline. Furthermore, the new approach
shows the best results ever achieved on the dataset,
beating the top-performing system in the challenge,
a symbolic method.

6Note that we do not match the performance of the Farkas
and Szarvas system, likely due to our use of a different (and
simpler) dictionary.

Cross-fold Test
Symbolic baseline N/A 85.96
Statistical baseline 87.39 88.26
LT-HMM 89.39 89.84
CMC Best N/A 89.08

Table 3: Micro-averaged F1-scores for statistical and
symbolic baselines, the proposed LT-HMM approach,
and the best CMC hand-crafted rule-based system.

System Prec. Rec. F1
Full 90.91 88.80 89.84
-ConText 88.54 85.89 87.19
-Document 89.89 88.55 89.21
-Code Semantics 90.10 88.38 89.23
-Append code-specific 88.96 88.30 88.63
-Transition 90.79 88.38 89.57
-ConText & Transition 86.91 85.39 86.14

Table 4: Results on the CMC test data with each major
component removed.

5.4 Ablation
Our system employs a number of emission feature
templates. We measure the impact of each by re-
moving the template, re-training, and testing on the
challenge test data, as shown in Table 4. By far the
most important component of our system is the out-
put of the ConText algorithm.

We also tested a version of the system that does
not create a parallel code-specific feature set by ap-
pending the candidate code to emission features.
This system tags code-candidates without any code-
specific components, but it still does very well, out-
performing the baselines.

Removing the sequence-based transition features
from our system has only a small impact on accu-
racy. This is because several of our emission fea-
tures look at features of other candidate codes. This
provides a strong approximation to the actual tag-
ging decisions for these candidates. If we remove
the ConText features, the HMM’s transition features
become more important (compare line 2 of Table 4
to line 7).

5.5 Low-frequency codes
As one can see from Table 2, more than half of the
available codes appear fewer than 10 times in the
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System Prec. Rec. F1
Symbolic baseline 42.53 56.06 48.37
Statistical baseline 73.33 33.33 45.83
LT-HMM 70.00 53.03 60.34

Table 5: Results on the CMC test set, looking only at the
codes with fewer than 10 examples in the training set.

System Prec. Rec. F1
Symbolic baseline 60.00 80.00 68.57
All training data 72.92 74.47 73.68
One code held out 79.31 48.94 60.53

Table 6: Results on the CMC test set when all instances
of a low-frequency code are held-out during training.

training documents. This does not provide much
training data for a one-classifier-per-code approach,
which has been a major motivating factor in the de-
sign of our LT-HMM. In Table 5, we compare our
system to the baselines on the CMC test set, con-
sidering only these low-frequency codes. We show
a 15-point gain in F1 over the statistical baseline
on these hard cases, brought on by an substantial
increase in recall. Similarly, we improve over the
symbolic baseline, due to a much higher precision.
In this way, the LT-HMM captures the strengths of
both approaches.

Our system also has the ability to predict codes
that have not been seen during training, by labelling
a dictionary match for a code as present according to
its local context. We simulate this setting by drop-
ping training data. For each low-frequency code c,
we hold out all training documents that include c in
their gold-standard code set. We then train our sys-
tem on the reduced training set and measure its abil-
ity to detect c on the unseen test data. 11 of the 24
low-frequency codes have no dictionary matches in
our test data; we omit them from our analysis as we
are unable to predict them. The micro-averaged re-
sults for the remaining 13 low-frequency codes are
shown in Table 6, with the results from the symbolic
baseline and from our system trained on the com-
plete training data provided for comparison.

We were able to recover 49% of the test-time oc-
currences of codes withheld from training, while
maintaining our full system’s precision. Consider-
ing that traditional statistical strategies would lead

to recall dropping uniformly to 0, this is a vast im-
provement. However, the symbolic baseline recalls
80% of occurrences in aggregate, indicating that we
are not yet making optimal use of the dictionary for
cases when a code is missing from the training data.
By holding out only correct occurrences of a code
c, our system becomes biased against it: all trigger
terms for c that are found in the training data must
be labelled absent. Nonetheless, out of the 13 codes
with dictionary matches, there were 9 codes that we
were able to recall at a rate of 50% or more, and 5
codes that achieved 100% recall.

6 Conclusion

We have presented the lexically-triggered HMM, a
novel and effective approach for clinical document
coding. The LT-HMM takes advantage of lexical
triggers for clinical codes by operating in two stages:
first, a lexical match is performed against a trigger
term dictionary to collect a set of candidates codes
for a document; next, a discriminative HMM se-
lects the best subset of codes to assign to the docu-
ment. Using both generic and code-specific features,
the LT-HMM outperforms a traditional one-per-
code statistical classification method, with substan-
tial improvements on low-frequency codes. Also,
it achieves the best ever performance on a common
testbed, beating the top-performer of the 2007 CMC
Challenge, a hand-crafted rule-based system. Fi-
nally, we have demonstrated that the LT-HMM can
correctly predict codes never seen in the training set,
a vital characteristic missing from previous statisti-
cal methods.

In the future, we would like to augment our
dictionary-based matching component with entity-
recognition technology. It would be interesting to
model triggers as latent variables in the document
coding process, in a manner similar to how latent
subjective sentences have been used in document-
level sentiment analysis (Yessenalina et al., 2010).
This would allow us to employ a learned matching
component that is trained to compliment our classi-
fication component.
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Abstract

In this work we address the task of computer-
assisted assessment of short student answers.
We combine several graph alignment features
with lexical semantic similarity measures us-
ing machine learning techniques and show
that the student answers can be more accu-
rately graded than if the semantic measures
were used in isolation. We also present a first
attempt to align the dependency graphs of the
student and the instructor answers in order to
make use of a structural component in the au-
tomatic grading of student answers.

1 Introduction

One of the most important aspects of the learning
process is the assessment of the knowledge acquired
by the learner. In a typical classroom assessment
(e.g., an exam, assignment or quiz), an instructor or
a grader provides students with feedback on their
answers to questions related to the subject matter.
However, in certain scenarios, such as a number of
sites worldwide with limited teacher availability, on-
line learning environments, and individual or group
study sessions done outside of class, an instructor
may not be readily available. In these instances, stu-
dents still need some assessment of their knowledge
of the subject, and so, we must turn to computer-
assisted assessment (CAA).

While some forms of CAA do not require sophis-
ticated text understanding (e.g., multiple choice or
true/false questions can be easily graded by a system
if the correct solution is available), there are also stu-
dent answers made up of free text that may require

textual analysis. Research to date has concentrated
on two subtasks of CAA: grading essay responses,
which includes checking the style, grammaticality,
and coherence of the essay (Higgins et al., 2004),
and the assessment of short student answers (Lea-
cock and Chodorow, 2003; Pulman and Sukkarieh,
2005; Mohler and Mihalcea, 2009), which is the fo-
cus of this work.

An automatic short answer grading system is one
that automatically assigns a grade to an answer pro-
vided by a student, usually by comparing it to one
or more correct answers. Note that this is different
from the related tasks of paraphrase detection and
textual entailment, since a common requirement in
student answer grading is to provide a grade on a
certain scale rather than make a simple yes/no deci-
sion.

In this paper, we explore the possibility of im-
proving upon existing bag-of-words (BOW) ap-
proaches to short answer grading by utilizing ma-
chine learning techniques. Furthermore, in an at-
tempt to mirror the ability of humans to understand
structural (e.g. syntactic) differences between sen-
tences, we employ a rudimentary dependency-graph
alignment module, similar to those more commonly
used in the textual entailment community.

Specifically, we seek answers to the following
questions.First, to what extent can machine learn-
ing be leveraged to improve upon existing ap-
proaches to short answer grading.Second, does the
dependency parse structure of a text provide clues
that can be exploited to improve upon existing BOW
methodologies?
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2 Related Work

Several state-of-the-art short answer grading sys-
tems (Sukkarieh et al., 2004; Mitchell et al., 2002)
require manually crafted patterns which, if matched,
indicate that a question has been answered correctly.
If an annotated corpus is available, these patterns
can be supplemented by learning additional pat-
terns semi-automatically. The Oxford-UCLES sys-
tem (Sukkarieh et al., 2004) bootstraps patterns by
starting with a set of keywords and synonyms and
searching through windows of a text for new pat-
terns. A later implementation of the Oxford-UCLES
system (Pulman and Sukkarieh, 2005) compares
several machine learning techniques, including in-
ductive logic programming, decision tree learning,
and Bayesian learning, to the earlier pattern match-
ing approach, with encouraging results.

C-Rater (Leacock and Chodorow, 2003) matches
the syntactical features of a student response (i.e.,
subject, object, and verb) to that of a set of correct
responses. This method specifically disregards the
BOW approach to take into account the difference
between “dog bites man” and “man bites dog” while
still trying to detect changes in voice (i.e., “the man
was bitten by the dog”).

Another short answer grading system, AutoTutor
(Wiemer-Hastings et al., 1999), has been designed
as an immersive tutoring environment with a graph-
ical “talking head” and speech recognition to im-
prove the overall experience for students. AutoTutor
eschews the pattern-based approach entirely in favor
of a BOW LSA approach (Landauer and Dumais,
1997). Later work on AutoTutor(Wiemer-Hastings
et al., 2005; Malatesta et al., 2002) seeks to expand
upon their BOW approach which becomes less use-
ful as causality (and thus word order) becomes more
important.

A text similarity approach was taken in (Mohler
and Mihalcea, 2009), where a grade is assigned
based on a measure of relatedness between the stu-
dent and the instructor answer. Several measures are
compared, including knowledge-based and corpus-
based measures, with the best results being obtained
with a corpus-based measure using Wikipedia com-
bined with a “relevance feedback” approach that it-
eratively augments the instructor answer by inte-
grating the student answers that receive the highest

grades.
In the dependency-based classification compo-

nent of the Intelligent Tutoring System (Nielsen et
al., 2009), instructor answers are parsed, enhanced,
and manually converted into a set of content-bearing
dependency triples or facets. For each facet of the
instructor answer each student’s answer is labelled
to indicate whether it has addressed that facet and
whether or not the answer was contradictory. The
system uses a decision tree trained on part-of-speech
tags, dependency types, word count, and other fea-
tures to attempt to learn how best to classify an an-
swer/facet pair.

Closely related to the task of short answer grading
is the task of textual entailment (Dagan et al., 2005),
which targets the identification of a directional in-
ferential relation between texts. Given a pair of two
texts as input, typically referred to astext and hy-
pothesis, a textual entailment system automatically
finds if the hypothesis is entailed by the text.

In particular, the entailment-related works that are
most similar to our own are the graph matching tech-
niques proposed by Haghighi et al. (2005) and Rus
et al. (2007). Both input texts are converted into a
graph by using the dependency relations obtained
from a parser. Next, a matching score is calculated,
by combining separate vertex- and edge-matching
scores. The vertex matching functions use word-
level lexical and semantic features to determine the
quality of the match while the the edge matching
functions take into account the types of relations and
the difference in lengths between the aligned paths.

Following the same line of work in the textual en-
tailment world are (Raina et al., 2005), (MacCartney
et al., 2006), (de Marneffe et al., 2007), and (Cham-
bers et al., 2007), which experiment variously with
using diverse knowledge sources, using a perceptron
to learn alignment decisions, and exploiting natural
logic.

3 Answer Grading System

We use a set of syntax-aware graph alignment fea-
tures in a three-stage pipelined approach to short an-
swer grading, as outlined in Figure 1.

In the first stage (Section 3.1), the system is pro-
vided with the dependency graphs for each pair of
instructor (Ai) and student (As) answers. For each
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Figure 1: Pipeline model for scoring short-answer pairs.

node in the instructor’s dependency graph, we com-
pute a similarity score for each node in the student’s
dependency graph based upon a set of lexical, se-
mantic, and syntactic features applied to both the
pair of nodes and their corresponding subgraphs.
The scoring function is trained on a small set of man-
ually aligned graphs using the averaged perceptron
algorithm.

In the second stage (Section 3.2), the node simi-
larity scores calculated in the previous stage are used
to weight the edges in a bipartite graph representing
the nodes inAi on one side and the nodes inAs on
the other. We then apply the Hungarian algorithm
to find both an optimal matching and the score asso-
ciated with such a matching. In this stage, we also
introduce question demoting in an attempt to reduce
the advantage of parroting back words provided in
the question.

In the final stage (Section 3.4), we produce an
overall grade based upon the alignment scores found
in the previous stage as well as the results of several
semantic BOW similarity measures (Section 3.3).
Using each of these as features, we use Support Vec-
tor Machines (SVM) to produce a combined real-
number grade. Finally, we build an Isotonic Regres-
sion (IR) model to transform our output scores onto
the original [0,5] scale for ease of comparison.

3.1 Node to Node Matching

Dependency graphs for both the student and in-
structor answers are generated using the Stanford
Dependency Parser (de Marneffe et al., 2006) in
collapse/propagate mode. The graphs are further
post-processed to propagate dependencies across the
“APPOS” (apposition) relation, to explicitly encode
negation, part-of-speech, and sentence ID within
each node, and to add an overarching ROOT node
governing the main verb or predicate of each sen-
tence of an answer. The final representation is a
list of (relation,governor,dependent) triples, where

governor and dependent are both tokens described
by the tuple (sentenceID:token:POS:wordPosition).
For example: (nsubj, 1:provide:VBZ:4, 1:pro-
gram:NN:3) indicates that the noun “program” is a
subject in sentence 1 whose associated verb is “pro-
vide.”

If we consider the dependency graphs output by
the Stanford parser as directed (minimally cyclic)
graphs,1 we can define for each nodex a set of nodes
Nx that are reachable fromx using a subset of the
relations (i.e., edge types)2. We variously define
“reachable” in four ways to create four subgraphs
defined for each node. These are as follows:

• N0
x : All edge types may be followed

• N1
x : All edge types except for subject types,

ADVCL, PURPCL, APPOS, PARATAXIS,
ABBREV, TMOD, and CONJ

• N2
x : All edge types except for those inN1

x plus
object/complement types, PREP, and RCMOD

• N3
x : No edge types may be followed (This set

is the single starting nodex)

Subgraph similarity (as opposed to simple node
similarity) is a means to escape the rigidity involved
in aligning parse trees while making use of as much
of the sentence structure as possible. Humans intu-
itively make use of modifiers, predicates, and subor-
dinate clauses in determining that two sentence en-
tities are similar. For instance, the entity-describing
phrase “men who put out fires” matches well with
“firemen,” but the words “men” and “firemen” have

1The standard output of the Stanford Parser produces rooted
trees. However, the process of collapsing and propagating de-
pendences violates the tree structure which results in a tree
with a few cross-links between distinct branches.

2For more information on the relations used in this experi-
ment, consult the Stanford Typed Dependencies Manual at
http://nlp.stanford.edu/software/dependenciesmanual.pdf
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less inherent similarity. It remains to be determined
how much of a node’s subgraph will positively en-
rich its semantics. In addition to the completeN0

x

subgraph, we chose to includeN1
x andN2

x as tight-
ening the scope of the subtree by first removing
more abstract relations, then sightly more concrete
relations.

We define a total of 68 features to be used to train
our machine learning system to compute node-node
(more specifically, subgraph-subgraph) matches. Of
these, 36 are based upon the semantic similarity
of four subgraphs defined byN [0..3]

x . All eight
WordNet-based similarity measures listed in Sec-
tion 3.3 plus the LSA model are used to produce
these features. The remaining 32 features are lexico-
syntactic features3 defined only forN3

x and are de-
scribed in more detail in Table 2.

We useφ(xi, xs) to denote the feature vector as-
sociated with a pair of nodes〈xi, xs〉, wherexi is
a node from the instructor answerAi and xs is a
node from the student answerAs. A matching score
can then be computed for any pair〈xi, xs〉 ∈ Ai ×
As through a linear scoring functionf(xi, xs) =
w

Tφ(xi, xs). In order to learn the parameter vec-
tor w, we use the averaged version of the percep-
tron algorithm (Freund and Schapire, 1999; Collins,
2002).

As training data, we randomly select a subset of
the student answers in such a way that our set was
roughly balanced between good scores, mediocre
scores, and poor scores. We then manually annotate
each node pair〈xi, xs〉 as matching, i.e.A(xi, xs) =
+1, or not matching, i.e.A(xi, xs) = −1. Overall,
32 student answers in response to 21 questions with
a total of 7303 node pairs (656 matches, 6647 non-
matches) are manually annotated. The pseudocode
for the learning algorithm is shown in Table 1. Af-
ter training the perceptron, these 32 student answers
are removed from the dataset, not used as training
further along in the pipeline, and are not included in
the final results. After training for 50 epochs,4 the
matching scoref(xi, xs) is calculated (and cached)
for each node-node pair across all student answers
for all assignments.

3Note that synonyms include negated antonyms (and vice
versa). Hypernymy and hyponymy are restricted to at most
two steps).

4This value was chosen arbitrarily and was not tuned in anyway

0. set w ← 0, w← 0, n← 0
1. repeat for T epochs:
2. foreach 〈Ai;As〉:
3. foreach 〈xi, xs〉 ∈ Ai ×As:
4. if sgn(wTφ(xi, xs)) 6= sgn(A(xi, xs)):
5. set w ← w+A(xi, xs)φ(xi, xs)
6. set w ← w+w, n← n+ 1
7. return w/n.

Table 1: Perceptron Training for Node Matching.

3.2 Graph to Graph Alignment

Once a score has been computed for each node-node
pair across all student/instructor answer pairs, we at-
tempt to find an optimal alignment for the answer
pair. We begin with a bipartite graph where each
node in the student answer is represented by a node
on the left side of the bipartite graph and each node
in the instructor answer is represented by a node
on the right side. The score associated with each
edge is the score computed for each node-node pair
in the previous stage. The bipartite graph is then
augmented by adding dummy nodes to both sides
which are allowed to match any node with a score of
zero. An optimal alignment between the two graphs
is then computed efficiently using the Hungarian al-
gorithm. Note that this results in an optimal match-
ing, not a mapping, so that an individual node is as-
sociated with at most one node in the other answer.

At this stage we also compute several alignment-
based scores by applying various transformations to
the input graphs, the node matching function, and
the alignment score itself.

The first and simplest transformation involves the
normalization of the alignment score. While there
are several possible ways to normalize a matching
such that longer answers do not unjustly receive
higher scores, we opted to simply divide the total
alignment score by the number of nodes in the in-
structor answer.

The second transformation scales the node match-
ing score by multiplying it with theidf5 of the in-
structor answer node, i.e., replacef(xi, xs) with
idf(xi) ∗ f(xi, xs).

The third transformation relies upon a certain
real-world intuition associated with grading student

5Inverse document frequency, as computed from the British Na-
tional Corpus (BNC)
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Name Type # features Description
RootMatch binary 5 Is a ROOT node matched to: ROOT, N, V, JJ, or Other
Lexical binary 3 Exact match, Stemmed match, close Levenshtein match
POSMatch binary 2 Exact POS match, Coarse POS match
POSPairs binary 8 Specific X-Y POS matches found
Ontological binary 4 WordNet relationships: synonymy, antonymy, hypernymy, hyponymy
RoleBased binary 3 Has as a child - subject, object, verb
VerbsSubject binary 3 Both are verbs and neither, one, or both have a subject child
VerbsObject binary 3 Both are verbs and neither, one, or both have an object child
Semantic real 36 Nine semantic measures across four subgraphs each
Bias constant 1 A value of 1 for all vectors
Total 68

Table 2: Subtree matching features used to train the perceptron

answers – repeating words in the question is easy
and is not necessarily an indication of student under-
standing. With this in mind, we remove any words
in the question from both the instructor answer and
the student answer.

In all, the application of the three transforma-
tions leads to eight different transform combina-
tions, and therefore eight different alignment scores.
For a given answer pair(Ai, As), we assemble the
eight graph alignment scores into a feature vector
ψG(Ai, As).

3.3 Lexical Semantic Similarity

Haghighi et al. (2005), working on the entailment
detection problem, point out that finding a good
alignment is not sufficient to determine that the
aligned texts are in fact entailing. For instance, two
identical sentences in which an adjective from one is
replaced by its antonym will have very similar struc-
tures (which indicates a good alignment). However,
the sentences will have opposite meanings. Further
information is necessary to arrive at an appropriate
score.

In order to address this, we combine the graph
alignment scores, which encode syntactic knowl-
edge, with the scores obtained from semantic sim-
ilarity measures.

Following Mihalcea et al. (2006) and Mohler
and Mihalcea (2009), we use eight knowledge-
based measures of semantic similarity: shortest path
[PATH], Leacock & Chodorow (1998) [LCH], Lesk
(1986), Wu & Palmer(1994) [WUP], Resnik (1995)
[RES], Lin (1998), Jiang & Conrath (1997) [JCN],
Hirst & St. Onge (1998) [HSO], and two corpus-
based measures: Latent Semantic Analysis [LSA]
(Landauer and Dumais, 1997) and Explicit Seman-

tic Analysis [ESA] (Gabrilovich and Markovitch,
2007).

Briefly, for the knowledge-based measures, we
use the maximum semantic similarity – for each
open-class word – that can be obtained by pairing
it up with individual open-class words in the sec-
ond input text. We base our implementation on
the WordNet::Similarity package provided by Ped-
ersen et al. (2004). For the corpus-based measures,
we create a vector for each answer by summing
the vectors associated with each word in the an-
swer – ignoring stopwords. We produce a score in
the range [0..1] based upon the cosine similarity be-
tween the student and instructor answer vectors. The
LSA model used in these experiments was built by
training Infomap6 on a subset of Wikipedia articles
that contain one or more common computer science
terms. Since ESA uses Wikipedia article associa-
tions as vector features, it was trained using a full
Wikipedia dump.

3.4 Answer Ranking and Grading

We combine the alignment scoresψG(Ai, As) with
the scoresψB(Ai, As) from the lexical seman-
tic similarity measures into a single feature vector
ψ(Ai, As) = [ψG(Ai, As)|ψB(Ai, As)]. The fea-
ture vectorψG(Ai, As) contains the eight alignment
scores found by applying the three transformations
in the graph alignment stage. The feature vector
ψB(Ai, As) consists of eleven semantic features –
the eight knowledge-based features plus LSA, ESA
and a vector consisting only of tf*idf weights – both
with and without question demoting. Thus, the en-
tire feature vectorψ(Ai, As) contains a total of 30
features.
6http://Infomap-nlp.sourceforge.net/
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An input pair (Ai, As) is then associated with a
gradeg(Ai, As) = u

Tψ(Ai, As) computed as a lin-
ear combination of features. The weight vectoru is
trained to optimize performance in two scenarios:
Regression: An SVM model for regression (SVR)
is trained using as target function the grades as-
signed by the instructors. We use the libSVM7 im-
plementation of SVR, with tuned parameters.
Ranking: An SVM model for ranking (SVMRank)
is trained using as ranking pairs all pairs of stu-
dent answers(As, At) such thatgrade(Ai, As) >
grade(Ai, At), whereAi is the corresponding in-
structor answer. We use the SVMLight8 implemen-
tation of SVMRank with tuned parameters.

In both cases, the parameters are tuned using a
grid-search. At each grid point, the training data is
partitioned into 5 folds which are used to train a tem-
porary SVM model with the given parameters. The
regression passage selects the grid point with the
minimal mean square error (MSE), and the SVM-
Rank package tries to minimize the number of dis-
cordant pairs. The parameters found are then used to
score the test set – a set not used in the grid training.

3.5 Isotonic Regression

Since the end result of any grading system is to give
a student feedback on their answers, we need to en-
sure that the system’s final score has some mean-
ing. With this in mind, we use isotonic regression
(Zadrozny and Elkan, 2002) to convert the system
scores onto the same [0..5] scale used by the an-
notators. This has the added benefit of making the
system output more directly related to the annotated
grade, which makes it possible to report root mean
square error in addition to correlation. We train the
isotonic regression model on each type of system
output (i.e., alignment scores, SVM output, BOW
scores).

4 Data Set

To evaluate our method for short answer grading,
we created a data set of questions from introductory
computer science assignments with answers pro-
vided by a class of undergraduate students. The as-
signments were administered as part of a Data Struc-

7http://www.csie.ntu.edu.tw/˜cjlin/libsvm/
8http://svmlight.joachims.org/

tures course at the University of North Texas. For
each assignment, the student answers were collected
via an online learning environment.

The students submitted answers to 80 questions
spread across ten assignments and two examina-
tions.9 Table 3 shows two question-answer pairs
with three sample student answers each. Thirty-one
students were enrolled in the class and submitted an-
swers to these assignments. The data set we work
with consists of a total of 2273 student answers. This
is less than the expected31 × 80 = 2480 as some
students did not submit answers for a few assign-
ments. In addition, the student answers used to train
the perceptron are removed from the pipeline after
the perceptron training stage.

The answers were independently graded by two
human judges, using an integer scale from 0 (com-
pletely incorrect) to 5 (perfect answer). Both human
judges were graduate students in the computer sci-
ence department; one (grader1) was the teaching as-
sistant assigned to the Data Structures class, while
the other (grader2) is one of the authors of this pa-
per. We treat the average grade of the two annotators
as the gold standard against which we compare our
system output.

Difference Examples % of examples
0 1294 57.7%
1 514 22.9%
2 231 10.3%
3 123 5.5%
4 70 3.1%
5 9 0.4%

Table 4: Annotator Analysis

The annotators were given no explicit instructions
on how to assign grades other than the [0..5] scale.
Both annotators gave the same grade 57.7% of the
time and gave a grade only 1 point apart 22.9% of
the time. The full breakdown can be seen in Table
4. In addition, an analysis of the grading patterns
indicate that the two graders operated off of differ-
ent grading policies where one grader (grader1) was
more generous than the other. In fact, when the two
differed, grader1 gave the higher grade 76.6% of the
time. The average grade given by grader1 is 4.43,

9Note that this is an expanded version of the dataset used by
Mohler and Mihalcea (2009)
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Sample questions, correct answers, and student answers Grades

Question: What is the role of a prototype program in problem solving?
Correct answer: To simulate the behavior of portions of the desired softwareproduct.
Student answer 1: A prototype program is used in problem solving to collect data for the problem. 1, 2
Student answer 2: It simulates the behavior of portions of the desired software product. 5, 5
Student answer 3: To find problem and errors in a program before it is finalized. 2, 2

Question: What are the main advantages associated with object-oriented programming?
Correct answer: Abstraction and reusability.
Student answer 1: They make it easier to reuse and adapt previously written code and they separate complex

programs into smaller, easier to understand classes. 5, 4
Student answer 2: Object oriented programming allows programmers to use an object with classes that can be

changed and manipulated while not affecting the entire object at once. 1, 1
Student answer 3: Reusable components, Extensibility, Maintainability, itreduces large problems into smaller

more manageable problems. 4, 4

Table 3: A sample question with short answers provided by students and the grades assigned by the two human judges

while the average grade given by grader2 is 3.94.
The dataset is biased towards correct answers. We
believe all of these issues correctly mirror real-world
issues associated with the task of grading.

5 Results

We independently test two components of our over-
all grading system: the node alignment detection
scores found by training the perceptron, and the
overall grades produced in the final stage. For the
alignment detection, we report the precision, recall,
and F-measure associated with correctly detecting
matches. For the grading stage, we report a single
Pearson’s correlation coefficient tracking the anno-
tator grades (average of the two annotators) and the
output score of each system. In addition, we re-
port the Root Mean Square Error (RMSE) for the
full dataset as well as the median RMSE across each
individual question. This is to give an indication of
the performance of the system for grading a single
question in isolation.10

5.1 Perceptron Alignment

For the purpose of this experiment, the scores as-
sociated with a given node-node matching are con-
verted into a simple yes/no matching decision where
positive scores are considered a match and negative

10We initially intended to report an aggregate of question-level
Pearson correlation results, but discovered that the dataset
contained one question for which each student received full
points – leaving the correlation undefined. We believe that
this casts some doubt on the applicability of Pearson’s (or
Spearman’s) correlation coefficient for the short answer grad-
ing task. We have retained its use here alongside RMSE for
ease of comparison.

scores a non-match. The threshold weight learned
from the bias feature strongly influences the point
at which real scores change from non-matches to
matches, and given the threshold weight learned by
the algorithm, we find an F-measure of 0.72, with
precision(P) = 0.85 and recall(R) = 0.62. However,
as the perceptron is designed to minimize error rate,
this may not reflect an optimal objective when seek-
ing to detect matches. By manually varying the
threshold, we find a maximum F-measure of 0.76,
with P=0.79 and R=0.74. Figure 2 shows the full
precision-recall curve with the F-measure overlaid.
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Figure 2: Precision, recall, and F-measure on node-level
match detection

5.2 Question Demoting

One surprise while building this system was the con-
sistency with which the novel technique ofquestion
demotingimproved scores for the BOW similarity
measures. With this relatively minor change the av-
erage correlation between the BOW methods’ sim-
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ilarity scores and the student grades improved by
up to 0.046 with an average improvement of 0.019
across all eleven semantic features. Table 5 shows
the results of applying question demoting to our
semantic features. When comparing scores using
RMSE, the difference is less consistent, yielding an
average improvement of 0.002. However, for one
measure (tf*idf), the improvement is 0.063 which
brings its RMSE score close to the lowest of all
BOW metrics. The reasons for this are not entirely
clear. As a baseline, we include here the results of
assigning the average grade (as determined on the
training data) for each question. The average grade
was chosen as it minimizes the RMSE on the train-
ing data.

ρ w/ QD RMSE w/ QD Med. RMSE w/ QD
Lesk 0.450 0.462 1.034 1.050 0.930 0.919
JCN 0.443 0.461 1.022 1.026 0.954 0.923
HSO 0.441 0.456 1.036 1.034 0.966 0.935
PATH 0.436 0.457 1.029 1.030 0.940 0.918
RES 0.409 0.431 1.045 1.035 0.996 0.941
Lin 0.382 0.407 1.069 1.056 0.981 0.949
LCH 0.367 0.387 1.068 1.069 0.986 0.958
WUP 0.325 0.343 1.090 1.086 1.027 0.977
ESA 0.395 0.401 1.031 1.086 0.990 0.955
LSA 0.328 0.335 1.065 1.061 0.951 1.000
tf*idf 0.281 0.327 1.085 1.022 0.991 0.918
Avg.grade 1.097 1.097 0.973 0.973

Table 5: BOW Features with Question Demoting (QD).
Pearson’s correlation, root mean square error (RMSE),
and median RMSE for all individual questions.

5.3 Alignment Score Grading

Before applying any machine learning techniques,
we first test the quality of the eight graph alignment
featuresψG(Ai, As) independently. Results indicate
that the basic alignment score performs comparably
to most BOW approaches. The introduction ofidf
weighting seems to degrade performance somewhat,
while introducing question demoting causes the cor-
relation with the grader to increase while increasing
RMSE somewhat. The four normalized components
of ψG(Ai, As) are reported in Table 6.

5.4 SVM Score Grading

The SVM components of the system are run on the
full dataset using a 12-fold cross validation. Each of
the 10 assignments and 2 examinations (for a total
of 12 folds) is scored independently with ten of the
remaining eleven used to train the machine learn-

Standard w/ IDF w/ QD w/ QD+IDF
Pearson’sρ 0.411 0.277 0.428 0.291
RMSE 1.018 1.078 1.046 1.076
Median RMSE 0.910 0.970 0.919 0.992

Table 6: Alignment Feature/Grade Correlations using
Pearson’sρ. Results are also reported when inverse doc-
ument frequency weighting (IDF) and question demoting
(QD) are used.

ing system. For each fold, one additional fold is
held out for later use in the development of an iso-
tonic regression model (see Figure 3). The param-
eters (for costC and tube widthǫ) were found us-
ing a grid search. At each point on the grid, the data
from the ten training folds was partitioned into 5 sets
which were scored according to the current param-
eters. SVMRank and SVR sought to minimize the
number of discordant pairs and the mean absolute
error, respectively.

Both SVM models are trained using a linear ker-
nel.11 Results from both the SVR and the SVMRank
implementations are reported in Table 7 along with
a selection of other measures. Note that the RMSE
score is computed after performing isotonic regres-
sion on the SVMRank results, but that it was unnec-
essary to perform an isotonic regression on the SVR
results as the system was trained to produce a score
on the correct scale.

We report the results of running the systems on
three subsets of featuresψ(Ai, As): BOW features
ψB(Ai, As) only, alignment featuresψG(Ai, As)
only, or the full feature vector (labeled “Hybrid”).
Finally, three subsets of the alignment features are
used: only unnormalized features, only normalized
features, or the full alignment feature set.

B CA − Ten Folds

B CA − Ten Folds

B CA − Ten FoldsIR Model

SVM Model

Features

Figure 3: Dependencies of the SVM/IR training stages.

11We also ran the SVR system using quadratic and radial-basis
function (RBF) kernels, but the results did not show signifi-
cant improvement over the simpler linear kernel.

759



Unnormalized Normalized Both
IAA Avg. grade tf*idf Lesk BOW Align Hybrid Align Hybrid Align Hybrid

SVMRank
Pearson’sρ 0.586 0.327 0.450 0.480 0.266 0.451 0.447 0.518 0.424 0.493
RMSE 0.659 1.097 1.022 1.050 1.042 1.093 1.038 1.015 0.998 1.029 1.021
Median RMSE 0.605 0.973 0.918 0.919 0.943 0.974 0.903 0.865 0.873 0.904 0.901

SVR
Pearson’sρ 0.586 0.327 0.450 0.431 0.167 0.437 0.433 0.459 0.434 0.464
RMSE 0.659 1.097 1.022 1.050 0.999 1.133 0.995 1.001 0.982 1.003 0.978
Median RMSE 0.605 0.973 0.918 0.919 0.910 0.987 0.893 0.894 0.877 0.886 0.862

Table 7: The results of the SVM models trained on the full suite of BOW measures, the alignment scores, and the
hybrid model. The terms “normalized”, “unnormalized”, and“both” indicate which subset of the 8 alignment features
were used to train the SVM model. For ease of comparison, we include in both sections the scores for the IAA, the
“Average grade” baseline, and two of the top performing BOW metrics – both with question demoting.

6 Discussion and Conclusions

There are three things that we can learn from these
experiments. First, we can see from the results that
several systems appear better when evaluating on a
correlation measure like Pearson’sρ, while others
appear better when analyzing error rate. The SVM-
Rank system seemed to outperform the SVR sys-
tem when measuring correlation, however the SVR
system clearly had a minimal RMSE. This is likely
due to the different objective function in the corre-
sponding optimization formulations: while the rank-
ing model attempts to ensure a correct ordering be-
tween the grades, the regression model seeks to min-
imize an error objective that is closer to the RMSE.
It is difficult to claim that either system is superior.

Likewise, perhaps the most unexpected result of
this work is the differing analyses of the simple
tf*idf measure – originally included only as a base-
line. Evaluating with a correlative measure yields
predictably poor results, but evaluating the error rate
indicates that it is comparable to (or better than) the
more intelligent BOW metrics. One explanation for
this result is that the skewed nature of this ”natural”
dataset favors systems that tend towards scores in
the 4 to 4.5 range. In fact, 46% of the scores output
by the tf*idf measure (after IR) were within the 4 to
4.5 range and only 6% were below 3.5. Testing on
a more balanced dataset, this tendency to fit to the
average would be less advantageous.

Second, the supervised learning techniques are
clearly able to leverage multiple BOW measures to
yield improvements over individual BOW metrics.
The correlation for the BOW-only SVM model for
SVMRank improved upon the best BOW feature

from .462 to .480. Likewise, using the BOW-only
SVM model for SVR reduces the RMSE by .022
overall compared to the best BOW feature.

Third, the rudimentary alignment features we
have introduced here are not sufficient to act as a
standalone grading system. However, even with a
very primitive attempt at alignment detection, we
show that it is possible to improve upon grade learn-
ing systems that only consider BOW features. The
correlations associated with the hybrid systems (esp.
those using normalized alignment data) frequently
show an improvement over the BOW-only SVM sys-
tems. This is true for both SVM systems when con-
sidering either evaluation metric.

Future work will concentrate on improving the
quality of the answer alignments by training a model
to directly output graph-to-graph alignments. This
learning approach will allow the use of more com-
plex alignment features, for example features that
are defined on pairs of aligned edges or on larger
subtrees in the two input graphs. Furthermore, given
an alignment, we can define several phrase-level
grammatical features such as negation, modality,
tense, person, number, or gender, which make bet-
ter use of the alignment itself.
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Abstract

We investigate whether wording, stylistic
choices, and online behavior can be used
to predict the age category of blog authors.
Our hypothesis is that significant changes
in writing style distinguish pre-social me-
dia bloggers from post-social media blog-
gers. Through experimentation with a
range of years, we found that the birth
dates of students in college at the time
when social media such as AIM, SMS text
messaging, MySpace and Facebook first
became popular, enable accurate age pre-
diction. We also show that internet writing
characteristics are important features for
age prediction, but that lexical content is
also needed to produce significantly more
accurate results. Our best results allow for
81.57% accuracy.

1 Introduction

The evolution of the internet has changed the
way that people communicate. The introduction
of instant messaging, forums, social networking
and blogs has made it possible for people of ev-
ery age to become authors. The users of these
social media platforms have created their own
form of unstructured writing that is best char-
acterized as informal. Even how people com-
municate has dramatically changed, with multi-
tasking increasing and responses generated im-
mediately. We should be able to exploit those
differences to automatically determine from blog
posts whether an author is part of a pre- or post-

social media generation. This problem is called
age prediction and raises two main questions:

• Is there a point in time that proves to be
a significantly better dividing line between
pre and post-social media generations?

• What features of communication most di-
rectly reveal the generation in which a blog-
ger was born?

We hypothesize that the dividing line(s) oc-
cur when people in generation Y1, or the millen-
nial generation, (born anywhere from the mid-
1970s to the early 2000s) were typical college-
aged students (18-22). We focus on this gen-
eration due to the rise of popular social media
technologies such as messaging and online social
networks sites that occurred during that time.
Therefore, we experimented with binary clas-
sification into age groups using all birth dates
from 1975 through 1988, thus including students
from generation Y who were in college during
the emergence of social media technologies. We
find five years where binary classification is sig-
nificantly more accurate than other years: 1977,
1979, and 1982-1984. The appearance of social
media technologies such as AOL Instant Messen-
ger (AIM), weblogs, SMS text messaging, Face-
book and MySpace occurred when people with
these birth dates were in college.

We explore two of these years in more detail,
1979 and 1984, and examine a wide variety of

1http://en.wikipedia.org/wiki/Generation Y
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features that differ between the pre-social me-
dia and post-social media bloggers. We examine
lexical-content features such as collocations and
part-of-speech collocations, lexical-stylistic fea-
tures such as internet slang and capitalization,
and features representing online behavior such
as time of post and number of friends. We find
that both stylistic and content features have a
significant impact on age prediction and show
that, for unseen blogs, we are able to classify
authors as born before or after 1979 with 80%
accuracy and born before or after 1984 with 82%
accuracy.

In the remainder of this paper, we first dis-
cuss work to date on age prediction for blogs
and then present the features that we extracted,
which is a larger set than previously explored.
We then turn separately to three experiments.
In the first, we implement a prior approach to
show that we can produce a similar outcome. In
the second, we show how the accuracy of age
prediction changes over time and pinpoint when
major changes occur. In the last experiment, we
describe our age prediction experiments in more
detail for the most significant years.

2 Related Work

In previous work, Mackinnon (2006) , used Live-
Journal data to identify a blogger’s age by ex-
amining the mean age of his peer group using
his social network and not just his immediate
friends. They were able to predict the correct
age within +/-5 years at 98% accuracy. This ap-
proach, however, is very different from ours as it
requires access to the age of each of the blogger’s
friends. Our approach uses only a body of text
written by a person along with his blogging be-
havior to determine which age group he is more
closely identified with.

Initial research on predicting age without us-
ing the ages of friends focuses on identifying im-
portant candidate features, including blogging
characteristics (e.g., time of post), text features
(e.g., length of post), and profile information
(e.g., interests) (Burger and Henderson, 2006).
They aimed at binary prediction of age, classify-
ing LiveJournal bloggers as either over or under

18, but were unable to automatically predict age
with more accuracy than a baseline model that
always chose the majority class. In our study on
determining the ideal age split we did not find
18 (bloggers born in 1986 in their dataset) to be
significant.

Prior work by Schler et al. (2006) has ex-
amined metadata such as gender and age in
blogger.com bloggers. In contrast to our work,
they examine bloggers based on their age at the
time of the experiment, whether in the 10’s, 20’s
or 30’s age bracket. They identify interesting
changes in content and style features across cat-
egories, in which they include blogging words
(e.g., “LOL”), all defined by the Linguistic In-
quiry and Word Count (LIWC) (Pennebaker et
al., 2007). They did not use characteristics of
online behavior (e.g., friends). They can distin-
guish between bloggers in the 10’s and in the 30’s
with relatively high accuracy (above 96%) but
many 30s are misclassified as 20s, which results
in a overall accuracy of 76.2%. We re-implement
Schler et al.’s work in section 5.1 with similar
findings. Their work shows that ease of classi-
fication is dependent in part on what division
is made between age groups and in turn moti-
vates our decision to study whether the creation
of social media technologies can be used to find
the dividing line(s). Neither Schler et al., nor
we, attempt to determine how a person’s writ-
ing changes over his lifespan (Pennebaker and
Stone, 2003; Robins et al., 2002). Goswami et
al. (2009) add to Schler et al.’s approach using
the same data and have a 4% increase in accu-
racy. However, the paper is lacking details and
it is entirely unclear how they were able to do
this with fewer features than Schler et al.

In other work, Tam and Martell (2009) at-
tempt to detect age in the NPS chat corpus be-
tween teens and other ages. They use an SVM
classifier with only n-grams as features. They
achieve > 90% accuracy when classifying teens
vs 30s, 40s, 50s, and all adults and achieve at
best 76% when using 3 character gram features
in classifying teens vs 20s. This work shows that
n-grams are useful features for detecting age and
it is difficult to detect differences between con-
secutive groups such as teens and 20s, and this

764



Figure 1: Number of bloggers in 2010 by year of birth
from 1950-1996. A minimal amount of data occurred
in years not shown.

provides evidence for the need to find a good
classification split.

Other researchers have investigated weblogs
for differences in writing style depending on gen-
der identification (Herring and Paolillo, 2006;
Yan and Yan, 2006; Nowson and Oberlander,
2006). Herring et al (2006) found that the typi-
cal gender related features were based on genre
and independent of author gender. Yan et al
(2006) used text categorization and stylistic web
features, such as emoticons, to identify gender
and achieved 60% F-measure. Nowson et al
(2006) employed dictionary and n-gram based
content analysis and achieved 91.5% accuracy
using an SVM classifier. We also use a super-
vised machine learning approach, but classifica-
tion by gender is naturally a binary classification
task, while our work requires determining a nat-
ural dividing point.

3 Data Collection

Our corpus consists of blogs downloaded from
the virtual community LiveJournal. We chose
to use LiveJournal blogs for our corpus because
the website provides an easy-to-use format in
XML for downloading and crawling their site.
In addition, LiveJournal gives bloggers the op-
portunity to post their age on their profile. We
take advantage of this feature by downloading
blogs where the user chooses to publicly provide
this metadata.

We downloaded approximately 24,500 Live-

Journal blogs containing age. We represent age
as the year a person was born and not his age
at the time of the experiment. Since technol-
ogy has different effects in different countries,
we only analyze the blogs of people who have
listed US as their country. It is possible that
text written in a language other than English
is included in our corpus. However, in a man-
ual check of a small portion of text from 500
blogs, we only found English words. Each blog
was written by a unique individual and includes
a user profile and up to 25 recent posts written
between 2000-2010 with the most recent post be-
ing written in 2009-2010. The birth dates of the
bloggers range in years from 1940 to 2000 and
thus, their age ranges from 10 to 70 in 2010. Fig-
ure 1 shows the number of bloggers per age in
our group with birth dates from 1950 to 1996.
The majority of bloggers on LiveJournal were
born between 1978-1989.

4 Methods

We pre-processed the data to add Part-of-
Speech tags (POS) and dependencies (de Marn-
effe et al., 2006) between words using the Stan-
ford Parser (Klein and Manning, 2003a; Klein
and Manning, 2003b). The POS and syntactic
dependencies were only found for approximately
the first 90 words in each sentence. Our classifi-
cation method investigates 17 different features
that fall into three categories: online behavior,
lexical-stylistic and lexical-content. All of the
features we used are explained in Table 1 along
with their trend as age decreases where applica-
ble. Any feature that increased, decreased, or
fluctuated should have some positive impact on
the accuracy of predicting age.

4.1 Online Behavior and Interests

Online behavior features are blog specific, such
as number of comments and friends as described
in Table 1.1. The first feature, interests, is our
only feature that is specific to LiveJournal. In-
terests appear in the LiveJournal user profile,
but are not found on all blog sites. All other
online behavior features are typically available
in any blog.
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Feature Explanation Example Trend as Age
Decreases

1 Interests Top3 interests provided on the profile page2 disney N/A

2

# of Friends Number of friends the blogger has 45 fluctuates
# of Posts Number of downloadable posts (0-25) 23 decrease
# of Lifetime Posts Number of posts written in total 821 decrease
Time Mode hour (00-23) and day the blogger posts 11/Monday no change
Comments Average number of comments per post 2.64 increase

3

Emoticons number of emoticons1 :) increase
Acronyms number of internet acronyms1 lol increase
Slang number of words that are not found in the dictionary1 wazzup increase
Punctuation number of stand-alone punctuation1 ... increase
Capitalization number of words (with length > 1) that are all CAPS1 YOU increase
Sentence Length average sentence length 40 decrease
Links/Images number of url and image links1 www.site.com fluctuates

4

Collocations Top3 Collocations in the age group. to [] the N/A
Syntax Collocations Top3 Syntax Collocations in the age group. best friends N/A
POS Collocations Top3 Part-of-Speech Collocations in the age group. this [] [] VB N/A
Words Top3 words in the age group his N/A

Table 1: List of all features used during classification divided into three categories (1,2) online behavior and
interests, (3) lexical - content, and (4) lexical - stylistic 1 normalized per sentence per entry, 2 available in
LiveJournal only, 3 pruned from top 200 features to include those that do not occur within +/- 10 position
in any other age group

We extracted the top 200 interests based on
occurrence in the profile page from 1500 random
blogs in three age groups. These age groups are
used solely to illustrate the differences that oc-
cur at different ages and are not used in our
classification experiments. We then pruned the
list of interests by excluding any interest that
occurred within a +/-10 window (based on its
position in the list) in multiple age groups. We
show the top interests in each age group in Ta-
ble 2. For example, “disney” is the most popu-
lar unique interest in the 18-22 age group with
only 39 other non-unique interests in that age
group occurring more frequently. “Fanfiction”
is a popular interest in all age groups, but it
is significantly more popular in the 18-22 age
group than in other age groups.

Amongst the other online behavior features,
the number of friends tends to fluctuate but
seems to be higher for older bloggers. The num-
ber of lifetime posts (Figure 2(d)), and posts de-
creases as bloggers get younger which is as one
would expect unless younger people were orders
of magnitude more prolific than older people.
The mode time (Figure 2(b)), refers to the most

18-22 28-32 38-42
disney 39 tori amos 49 polyamory 40
yaoi 40 hiking 55 sca 67
johnny depp 42 women 61 babylon 5 84
rent 44 gaming 62 leather 94
house 45 comic books 67 farscape 103
fanfiction 11 fanfiction 58 fanfiction 138
drawing 10 drawing 25 drawing 65
sci-fi 199 sci-fi 37 sci-fi 21

Table 2: Top interests for three different age groups.
The top half refers to the top 5 interests that are
unique to each age group. The value refers to the
position of the interest in its list

common hour of posting from 00-24 based on
GMT time. We didn’t compute time based on
the time zone because city/state is often not in-
cluded. We found time to not be a useful feature
in this manner and it is difficult to come to any
conclusions from its change as year of birth de-
creases.

4.2 Lexical - Stylistic

The Lexical-Stylistic features in Table 1.2, such
as slang and sentence length, are computed us-
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Figure 2: Examples of change to features over time (a) Average number of emoticons in a sentence increases
as age decreases (b) The most common time fluctuates until 1982, where it is consistent (c) The number
of links/images in a sentence fluctuates (d) The average number of lifetime posts per year decreases as age
decreases

ing the text from all of the posts written by the
blogger. Other than sentence length, they were
normalized by sentence and post to keep the
numbers consistent between bloggers regardless
of whether the user wrote one or many posts in
his/her blog. The number of emoticons (Figure
2(a)), acronyms, and capital words increased as
bloggers got younger. Slang and punctuation,
which excludes the emoticons and acronyms
counted in the other features, increased as well,
but not as significantly. The length of sentences
decreased as bloggers got younger and the num-
ber of links/images varied across all years as
shown in Figure 2(c).

4.3 Lexical - Content

The last category of features described in Ta-
ble 1.3 consists of collocations and words, which
are content based lexical terms. The top words
are produced using a typical “bag-of-words” ap-
proach. The top collocations are computed us-
ing a system called Xtract (Smadja, 1993).

We use Xtract to obtain important lexical col-
locations, syntactic collocations, and POS col-
locations as features from our text. Syntac-
tic collocations refer to significant word pairs
that have specific syntactic dependencies such
as subject/verb and verb/object. Due to the
length of time it takes to run this program, we
ran Xtract on 1500 random blogs from each age
group and examined the first 1000 words per
blog. We looked at 1.5 million words in total
and found approximately 2500-2700 words that
were repeated more than 50 times.

We extracted the top 200 words and colloca-
tions sorted by post frequency (pf), which is the
number of posts the term occurred in. Then,
similarly to interests, we pruned each list to
include the features that did not occur within
+/-10 window (based on its position in the list)
within each age group. Prior to settling on these
metrics, we also experimented with other met-
rics such as the number of times the collocation
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18-22 28-32 38-42
ldquot (’) 101 great 166 may 164
t 152 find 167 old 183
school 172 many 177 house 191
x 173 years 179 world 192
anything 175 week 181 please 198
maybe 179 post 190 - -
because 68 because 80 because 93
him 59 him 85 him 73

Table 3: Top words for three age groups. The top
half refers to the top 5 words that are unique to each
age group. The value refers to the position of the
interest in its list

occurred in total, defined as collocation or term
frequency (tf), the number of blogs the colloca-
tion occurred in, defined as blog frequency (bf),
and variations of TF*IDF (Salton and Buck-
ley, 1988) where we tried using inverse blog fre-
quency and inverse post frequency as the value
for IDF. In addition, we also experimented with
looking at a different number of important words
and collocations ranging from the top 100-300
terms and experimented without pruning. None
of these variations improved accuracy in our
experiments, however, and thus, were dropped
from further experimentation.

Table 3 shows the top words for each age
group; older people tend to use words such as
“house” and “old” frequently and younger peo-
ple talk about “school”.

In our analysis of the top collocations, we
found that younger people tend to use first per-
son singular (I,me) in subject position while
older people tend to use first person plural (we)
in subject position, both with a variety of verbs.

5 Experiments and Results

We ran three separate experiments to determine
how well we can predict age: 1. classifying into
three distinct age groups (Schler et al. (2006)
experiment), 2. binary classification with the
split at each birth year from 1975-1988 and 3.
Detailed classification on two significant splits
from the second experiment.

We ran all of our experiments in Weka (Hall et
al., 2009) using logistic regression over 10 runs
of 10-fold cross-validation. All values shown are

blogger.com livejournal.com
download
year

2004 2010

# of Blogs 19320 11521
# of Posts1 1.4 million 256,000
# of words1 295 million 50 million
age 13·17 23·27 33·37 18·22 28·32 38·42
size 8240 8086 2994 3518 5549 2454
majority
baseline

43.8% (13-17) 48.2% (22-32)

Table 4: Statistics for Schler et al.’s data (blog-
ger.com) vs our data (livejournal.com) 1 is approxi-
mate amount.

the averages of the accuracies from the 10 cross-
validation runs and all results were compared
for statistical significance using the t-test where
applicable.

We use logistic regression as our classifier be-
cause it has been shown that logistic regression
typically has lower asymptotic error than naive
Bayes for multiple classification tasks as well as
for text classification (Ng and Jordan, 2002).
We experimented with an SVM classifier and
found logistic regression to do slightly better.

5.1 Age Groups
The first experiment implements a variation of
the experiment done by Schler et al. (2006).
The differences between the two datasets are
shown in Tables 4. The experiment looks at
three age groups containing a 5-year gap be-
tween each group. Intermediate years were not
included to provide clear differentiation between
the groups because many of the blogs have been
active for several years and this will make it less
common for a blogger to have posts that fall into
two age groups (Schler et al., 2006).

We did not use the same age groups as Schler
et al. because very few blogs on LiveJournal, in
2010, are in the 13-17 age group. Many early de-
mographic studies (Perseus Development, 2004;
Herring et al., 2004) show teens as the dom-
inant age group in all blogs. However, more
recent studies (Nowson and Oberlander, 2006;
Lenhart et al., 2010) show that less teens blog.
Furthermore, an early study on the LiveJournal
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Figure 3: Style vs Content: Accuracy from 1975-
1988 for Style (Online-Behavior+Lexical-Stylistic)
vs Content (BOW)

demographic (Kumar et al., 2004) reported that
28.6% of blogs are written by bloggers between
the ages 13-18 whereas based on the current de-
mographic statistics, in 20102, only 6.96% of
blogs are written by that age group and the
number of bloggers in the 31-36 age group in-
creased from 3.9% to 12.08%. We chose the later
age groups because this study is based on blogs
updated in 2009-10 which is 5-6 years later and
thus, the 13-17 age group is now 18-22 and so
on.

We use style-based (lexical-stylistic) and
content-based features (BOW, interests) to
mimic Schler et al.’s experiment as closely as
possible and also experimented with adding
online-behavior features. Our experiment with
style-based and content-based features had an
accuracy of 57%. However, when we added
online-behavior, we increased our accuracy to
67%. A more detailed look at the better results
show that our accuracies are consistently 7%
lower than the original work but we have similar
findings; 18-22s are distinguishable from 38-42s
with accuracy of 94.5%, and 18-22s are distin-
guishable from 28-32s with accuracy of 80.5%.
However, many 38-42s are misclassified as 28-
32s with an accuracy of 72.1%, yielding overall
accuracy of 67%. Due to our findings, we believe
that adding online-behavior features to Schler et
al.’s dataset would improve their results as well.

2http://www.livejournal.com/stats.bml

5.2 Social Media and Generation Y
In the first experiment we used the current age
of a blogger based on when he wrote his last
post. However, the age of a person changes;
someone who was in one age group now will be
in a different age group in 5 years. Furthermore,
a blogger’s posts can fall into two categories de-
pending on his age at the time. Therefore, our
second experiment looks at year of birth instead
of age, as that never changes. In contrast to
Schler et al.’s experiment, our division does not
introduce a gap between age groups, we do bi-
nary classification, and we use significantly less
data.

We approach age prediction as attempting to
identify a shift in writing style over a 14 year
time span from birth years 1975-1988:

For each year X = 1975-1988:

• get 1500 blogs (∼33,000 posts) balanced across
years BEFORE X

• get 1500 blogs (∼33,000 posts) balanced across
years IN/AFTER X

• Perform binary classification between blogs BE-
FORE X and IN/AFTER X

The experiment focuses on the range of birth
years of bloggers from 1975-1888 to identify at
what point in time, if any, shift(s) in writing
style occurred amongst college-aged students in
generation Y. We were motivated to examine
these years due to the emergence of social me-
dia technologies during that time. Furthermore,
research by Pew Internet (Zickuhr, 2010) has
found that this generation (defined as 1977-
1992 in their research) uses social networking,
blogs, and instant messaging more than their
elders. The experiment is balanced to ensure
that each birth year is evenly represented. We
balance the data by choosing a blogger consec-
utively from each birth year in the category, re-
peating these sweeps through the category until
we have obtained 1500 blogs. We chose to use
1500 blogs from each group because of process-
ing power, time constraints, and the amount of
blogs needed to reasonably sample the age group
at each split. Due to the extensive running time,
we only examined variations of a combination of
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Figure 4: Style and Content: Accuracy from 1975-
1988 using BOW, Online Behavior, and Lexical-
Stylistic features

online-behavior, lexical-stylistic, and BOW fea-
tures.

We found accuracy to increase as year of birth
increases in various feature experiments which is
consistent with the trends we found while exam-
ining the distribution of features such as emoti-
cons and lifetime posts in Figure 2. We ex-
perimented with style and content features and
found that both help improve accuracy. Figure 3
shows that content helps more than style, but
style helps more as age decreases. However, as
shown in Figure 4, style and content combined
provided the best results. We found 5 years to
have significant improvement over all prior years
for p ≤ .0005: 1977, 1979, and 1982-1984.

Generation Y is considered the social me-
dia generation, so we decided to examine how
the creation and/or popularity of social media
technologies compared to the years that had a
change in writing style. We looked at many pop-
ular social media technologies such as weblogs,
messaging, and social networking sites. Figure 5
compares the significant years 1977,1979, and
1982-1984 against when each technology was
created or became popular amongst college aged
students. We find that all the technologies had
an effect on one or more of those years. AIM and
weblogs coincide with the earlier shifts at 1977
and 1979, SMS messaging coincide with both
the earlier and later shifts at 1979 and 1982,
and the social networking sites, MySpace and
Facebook coincide with the later shifts of 1982-

Figure 5: The impact of social media technologies:
The arrows correspond to the years that generation
Yers were college aged students. The highlighted
years represent the significant years. 1Year it be-
came popular (Urmann, 2009)

1984. On the other hand, web forums and Twit-
ter each coincide with only one outlying year
which suggests that either they had less of an
impact on writing style or, in the case of Twit-
ter, the change has not yet been transferred to
other writing forms.

5.3 A Closer Look: 1979 and 1984

Our final experiment provides a more detailed
explanation of the results using various feature
combinations when splitting pre- and post- so-
cial media bloggers by year of birth at two of
the significant years found in the previous sec-
tion; 1979 and 1984. The results for all of the
experiments described are shown in Table 5.

We experimented against two baselines, on-
line behavior and interests. We chose these two
features as baselines because they are both easy
to generate and not lexical in nature. We found
that we were able to exceed the baselines sig-
nificantly using a simple bag-of-words (BOW)
approach. This means the BOW does a better
job of picking topics than interests. We found
that including all 17 features did not do well, but
we were able to get good results using a subset
of the lexical features. We found the best re-
sults to have an accuracy of 79.96% and 81.57%
for 1979 and 1984 respectively using BOW, in-
terests, online behavior, and all lexical-stylistic
features.

In addition, we show accuracy without in-
terests since they are not always available.
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Experiment 1979 1984
Online-Behavior 59.66 61.61
Interests 70.22 74.61
Lexical-Stylistic 65.382 67.282

Slang+Emoticons+Acronyms 60.572 62.102

Online-Behavior + Lexical-
Stylistic

67.162 71.312

Collocations + Syntax Colloca-
tions

53.471 73.452

POS-Collocations + POS-
Syntax Collocations

55.541 74.002

BOW 75.26 77.76
BOW+Online-Behavior 76.39 79.22
BOW + Online-Behavior +
Lexical-Stylistic

77.45 80.88

BOW + Online-Behavior +
Lexical-Stylistic + Syntax Collo-
cations

74.8 80.36

BOW + Online-Behavior
+ Lexical-Stylistic + POS-
Collocations + POS Syntax
Collocations

74.73 80.54

Online-Behavior + Interests +
Lexical-Stylistic

74.39 77.20

BOW + Online-Behavior + In-
terests + Lexical-Stylistic

79.96 81.57

All Features 71.26 74.072

Table 5: Feature Accuracy. The top portion refers to
the baselines. The best accuracies are shown in bold.
Unless otherwise marked, all accuracies are statisti-
cally significant at p<=.0005 for both baselines. 1

not statistically significant over Online-Behavior and
Interests. 2 not statistically significant over Interests.

BOW, online-behavior, and lexical-stylistic fea-
tures combined did best achieving accuracy of
77.45% and 80.88% in 1979 and 1984 respec-
tively. This indicates that our classification
method could work well on blogs from any web-
site. It is interesting to note that colloca-
tions and POS-collocations were useful, but only
when we use 1984 as the split which implies that
bloggers born in 1984 and later are more homo-
geneous.

6 Conclusion and Future Work

We have shown that it is possible to predict the
age group of a person based on style, content,
and online behavior features with good accu-
racy; these are all features that are available

in any blog. While features representing writ-
ing practices that emerged with social media
(e.g., capitalized words, abbreviations, slang)
do not significantly impact age prediction on
their own, these features have a clear change of
value across time, with post-social media blog-
gers using them more often. We found that
the birth years that had a significant change
in writing style corresponded to the birth dates
of college-aged students at the time of the cre-
ation/popularity of social media technologies,
AIM, SMS text messaging, weblogs, Facebook
and MySpace.

In the future we plan on using age and other
metadata to improve results in larger tasks such
as identifying opinion, persuasion and power
by targeting our approach in those tasks to
the identified age of the person. Another ap-
proach that we will experiment with is the use
of ranking, regression, and/or clustering to cre-
ate meaningful age groups.
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Abstract 

Sociolinguists have long argued that social 
context influences language use in all manner 
of ways, resulting in lects 1 . This paper ex-
plores a text classification problem we will 
call lect modeling, an example of what has 
been termed computational sociolinguistics. In 
particular, we use machine learning techniques 
to identify social power relationships between 
members of a social network, based purely on 
the content of their interpersonal communica-
tion. We rely on statistical methods, as op-
posed to language-specific engineering, to 
extract features which represent vocabulary 
and grammar usage indicative of social power 
lect. We then apply support vector machines to 
model the social power lects representing su-
perior-subordinate communication in the En-
ron email corpus. Our results validate the 
treatment of lect modeling as a text classifica-
tion problem – albeit a hard one – and consti-
tute a case for future research in computational 
sociolinguistics. 

1 Introduction 

Linguists in sociolinguistics, pragmatics and re-

lated fields have analyzed the influence of social 

context on language and have catalogued countless 

phenomena that are influenced by it, confirming 

many with qualitative and quantitative studies. In-

                                                           
* This work was done while these authors were at SET Corpo-

ration, an SAIC Company. 
1 Fields that deal with society and language have inconsistent 

terminology; “lect” is chosen here because “lect” has no other 

English definitions and the etymology of the word gives it the 

sense we consider most relevant. 

deed, social context and function influence lan-

guage at every level – morphologically, lexically, 

syntactically, and semantically, through discourse 

structure, and through higher-level abstractions 

such as pragmatics.  

Considered together, the extent to which speak-

ers modify their language for a social context 

amounts to an identifiable variation on language, 

which we call a lect. Lect is a backformation from 

words such as dialect (geographically defined lan-

guage) and ethnolect (language defined by ethnic 

context). 

In this paper, we describe lect classifiers for so-

cial power relationships. We refer to these lects as: 

 

• UpSpeak: Communication directed to 

someone with greater social authority.  

• DownSpeak: Communication directed to 

someone with less social authority.  

• PeerSpeak: Communication to someone of 

equal social authority.  

 

We call the problem of modeling these lects Social 

Power Modeling (SPM). The experiments reported 

in this paper focused primarily on modeling Up-

Speak and DownSpeak.  

Manually constructing tools that effectively 

model specific linguistic phenomena suggested by 

sociolinguistics would be a Herculean effort. 

Moreover, it would be necessary to repeat the ef-

fort in every language! Our approach first identi-

fies statistically salient phrases of words and parts 

of speech – known as n-grams – in training texts 

generated in conditions where the social power 
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relationship is known. Then, we apply machine 

learning to train classifiers with groups of these n-

grams as features. The classifiers assign the Up-

Speak and DownSpeak labels to unseen text. This 

methodology is a cost-effective approach to model-

ing social information and requires no language- or 

culture-specific feature engineering, although we 

believe sociolinguistics-inspired features hold 

promise. 

When applied to the corpus of emails sent and 

received by Enron employees (CALO Project 

2009), this approach produced solid results, despite 

a limited number of training and test instances. 

This has many implications. Since manually de-

termining the power structure of social networks is 

a time-consuming process, even for an expert, ef-

fective SPM could support data driven socio-

cultural research and greatly aid analysts doing 

national intelligence work. Social network analysis 

(SNA) presupposes a collection of individuals, 

whereas a social power lect classifier, once trained, 

would provide useful information about individual 

author-recipient links. On networks where SNA 

already has traction, SPM could provide comple-

mentary information based on the content of com-

munications.  

If SPM were yoked with sentiment analysis, we 

might identify which opinions belong to respected 

members of online communities or lay the 

groundwork for understanding how respect is 

earned in social networks. 

More broadly, computational sociolinguistics is 

a nascent field with significant potential to aid in 

modeling and understanding human relationships. 

The results in this paper suggest that successes to 

date modeling authorship, sentiment, emotion, and 

personality extend to social power modeling, and 

our approach may well be applicable to other di-

mensions of social meaning. 

In the coming sections, we first establish the 

Related Work, primarily from Statistical NLP. 

We then cover our Approach, the Evaluation, 

and, finally, the Conclusions and Future Re-

search. 

2 Related Work 

The feasibility of Social Power Modeling is sup-

ported by sociolinguistic research identifying spe-

cific ways in which a person’s language reflects his 

relative power over others. Fairclough's classic 

work Language and Power explores how 

"sociolinguistic conventions . . . arise out of -- and 

give rise to – particular relations of power" (Fair-

clough, 1989). Brown and Levinson created a the-

ory of politeness, articulating a set of strategies 

which people employ to demonstrate different lev-

els of politeness (Brown & Levinson, 1987). Mo-

rand drew upon this theory in his analysis of 

emails sent within a corporate hierarchy; in it, he 

quantitatively showed that emails from subordi-

nates to superiors are, in fact, perceived as more 

polite, and that this perceived politeness is corre-

lated with specific linguistic tactics, including ones 

set out by Brown and Levinson (Morand, 2000). 

Similarly, Erikson et al identified measurable char-

acteristics of the speech of witnesses in a court-

room setting which were directly associated with 

the witness’s level of social power (Erikson, 1978). 

Given, then, that there are distinct differences 

among what we term UpSpeak and DownSpeak, 

we treat Social Power Modeling as an instance of 

text classification (or categorization): we seek to 

assign a class (UpSpeak or DownSpeak) to a text 

sample. Closely related natural language process-

ing problems are authorship attribution, sentiment 

analysis, emotion detection, and personality classi-

fication: all aim to extract higher-level information 

from language.  

Authorship attribution in computational linguis-

tics is the task of identifying the author of a text. 

The earliest modern authorship attribution work 

was (Mosteller & Wallace, 1964), although foren-

sic authorship analysis has been around much 

longer. Mosteller and Wallace used statistical lan-

guage-modeling techniques to measure the similar-

ity of disputed Federalist Papers to samples of 

known authorship. Since then, authorship identifi-

cation has become a mature area productively ex-

ploring a broad spectrum of features (stylistic, 

lexical, syntactic, and semantic) and many genera-

tive and discriminative modeling approaches (Sta-

matatos, 2009). The generative models of 

authorship identification motivated our statistically 

extracted lexical and grammatical features, and 

future work should consider these language model-

ing (a.k.a. compression) approaches.  

Sentiment analysis, which strives to determine 

the attitude of an author from text, has recently 

garnered much attention (e.g. Pang, Lee, & Vai-

thyanathan, 2002; Kim & Hovy, 2004; Breck, Choi 
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& Cardie, 2007). For example, one problem is 

classifying user reviews as positive, negative or 

neutral. Typically, polarity lexicons (each term is 

labeled as positive, negative or neutral) help de-

termine attitudes in text (Hiroya & Takamura, 

2005, Ravichandran 2009, Choi & Cardie 2009).  

The polarity of an expression can be determined 

based on the polarity of its component lexical 

items (Choi & Cardie 2008). For example, the po-

larity of the expression is determined by the major-

ity polarity of its lexical items or by rules applied 

to syntactic patterns of expressions on how to de-

termine the polarity from its lexical components. 

McDonald et al studied models that classify senti-

ment on multiple levels of granularity: sentence 

and document-level (McDonald, 2007). Their work 

jointly classifies sentiment at both levels instead of 

using independent classifiers for each level or cas-

caded classifiers. Similar to our techniques, these 

studies determine the polarity of text based on its 

component lexical and grammatical sequences. 

Unlike their works, our text classification tech-

niques take into account the frequency of occur-

rence of word n-grams and part-of-speech (POS) 

tag sequences, and other measures of statistical 

salience in training data. 

Text-based emotion prediction is another in-

stance of text classification, where the goal is to 

detect the emotion appropriate to a text (Alm, Roth 

& Sproat, 2005) or provoked by an author, for ex-

ample (Strapparava & Mihalcea, 2008). Alm, Roth, 

and Sproat explored a broad array of lexical and 

syntactic features, reminiscent of those of author-

ship attribution, as well as features related to story 

structure. A Winnow-based learning algorithm 

trained on these features convincingly predicted an 

appropriate emotion for individual sentences of 

narrative text. Strapparava and Mihalcea try to 

predict the emotion the author of a headline intends 

to provoke by leveraging words with known affec-

tive sense and by expanding those words’ syno-

nyms. They used a Naïve Bayes classifier trained 

on short blogposts of known emotive sense. The 

knowledge engineering approaches were generally 

superior to the Naïve Bayes approach. Our ap-

proach is corpus-driven like the Naïve Bayes ap-

proach, but we interject statistically driven feature 

selection between the corpus and the machine 

learning classifiers. 

In personality classification, a person’s lan-

guage is used to classify him on different personal-

ity dimensions, such as extraversion or neuroticism 

(Oberlander & Nowson, 2006; Mairesse & Walker; 

2006). The goal is to recover the more permanent 

traits of a person, rather than fleeting characteris-

tics such as sentiment or emotion. Oberlander and 

Nowson explore using a Naïve Bayes and an SVM 

classifier to perform binary classification of text on 

each personality dimension. For example, one clas-

sifier might determine if a person displays a high 

or low level of extraversion. Their attempt to clas-

sify each personality trait as either “high” or “low” 

echoes early sentiment analysis work that reduced 

sentiments to either positive or negative (Pang, 

Lee, & Vaithyanathan, 2002), and supports ini-

tially treating Social Power Modeling as a binary 

classification task. Personality classification seems 

to be the application of text classification which is 

the most relevant to Social Power Modeling. As 

Mairesse and Walker note, certain personality 

traits are indicative of leaders. Thus, the ability to 

model personality suggests an ability to model so-

cial power lects as well.  

Apart from text classification, work from the 

topic modeling community is also closely related 

to Social Power Modeling. Andrew McCallum ex-

tended Latent Dirichlet Allocation to model the 

author and recipient dependencies of per-message 

topic distributions with an Author-Recipient-Topic 

(ART) model (McCallum, Wang, & Corrada-

Emmanuel, 2007). This was the first significant 

work to model the content and relationships of 

communication in a social network. McCallum et 

al applied ART to the Enron email corpus to show 

that the resulting topics are strongly tied to role. 

They suggest that clustering these topic distribu-

tions would yield roles and argue that the person-

to-person similarity matrix yielded by this ap-

proach has advantages over those of canonical so-

cial network analysis. The same authors proposed 

several Role-Author-Recipient-Topic (RART) 

models to model authors, roles and words simulta-

neously. With a RART modeling roles-per-word, 

they produced per-author distributions of generated 

roles that appeared reasonable (e.g. they labeled 

Role 10 as ‘grant issues’ and Role 2 as ‘natural 

language researcher’). 

We have a similar emphasis on statistically 

modeling language and interpersonal communica-
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tion. However, we model social power relation-

ships, not roles or topics, and our approach pro-

duces discriminative classifiers, not generative 

models, which enables more concrete evaluation.  

Namata, Getoor, and Diehl effectively applied 

role modeling to the Enron email corpus, allowing 

them to infer the social hierarchy structure of En-

ron (Namata et al., 2006). They applied machine 

learning classifiers to map individuals to their roles 

in the hierarchy based on features related to email 

traffic patterns. They also attempt to identify cases 

of manager-subordinate relationships within the 

email domain by ranking emails using traffic-based 

and content-based features (Diehl et al., 2007). 

While their task is similar to ours, our goal is to 

classify any case in which one person has more 

social power than the other, not just identify in-

stances of direct reporting. 

3 Approach 

3.1 Feature Set-Up 

Previous work in traditional text classification and 

its variants – such as sentiment analysis – has 

achieved successful results by using the bag-of-

words representation; that is, by treating text as a 

collection of words with no interdependencies, 

training a classifier on a large feature set of word 

unigrams which appear in the corpus. However, 

our hypothesis was that this approach would not be 

the best for SPM. Morand’s study, for instance, 

identified specific features that correlate with the 

direction of communication within a social hierar-

chy (Morand, 2000). Few of these tactics would be 

effectively encapsulated by word unigrams. Many 

would be better modeled by POS tag unigrams 

(with no word information) or by longer n-grams 

consisting of either words, POS tags, or a combina-

tion of the two. “Uses subjunctive” and “Uses past 

tense” are examples. Because considering such 

features would increase the size of the feature 

space, we suspected that including these features 

would also benefit from algorithmic means of se-

lecting n-grams that are indicative of particular 

lects, and even from binning these relevant n-

grams into sets to be used as features. 

Therefore, we focused on an approach where 

each feature is associated with a set of one or more 

n-grams. Each n-gram is a sequence of words, POS 

tags or a combination of words and POS tags 

(“mixed” n-grams). Let S represent a set {n1, …, 

nk} of n-grams. The feature associated with S on 

text T would be: 
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where ( , )ifreq n T is the relative frequency (de-

fined later) of in  in text T. Let in  represent the 

sequence 1 ms s… where js  specifies either a word 

or a POS tag. Let T represent the text consisting of 

the sequence of tagged-word tokens 1 lt t… . 

( , )ifreq n T is then defined as follows: 
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To illustrate, consider the following feature set, a 

bigram and a trigram (each term in the n-gram ei-

ther has the form word or ^tag):  

 

{please ^VB, please ^‘comma’ ^VB}2
  

 

The tag “VB” denotes a verb. Suppose T consists 

of the following tokenized and tagged text (sen-

tence initial and final tokens are not shown):  

 

please^RB bring^VB the^DET report^NN 

to^TO our^PRP$ next^JJ weekly^JJ meet-

ing^NN .^.  

 

The first n-gram of the set, please ^VB, would 

match please^RB bring^VB from the text. The fre-

quency of this n-gram in T would then be 1/9, 

where 1 is the number of substrings in T that match 

                                                           
2
 To distinguish a comma separating elements of a set with a 
comma as part of an ngram, we use ‘comma’ to denote the 

punctuation mark ‘,’ as part of the ngram.  
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please ^VB and 9 is the number of bigrams in T, 

excluding sentence initial and final markers. The 

other n-gram, the trigram please ^‘comma’ ^VB, 

does not have any match, so the final value of the 

feature is 1/9. 

Defining features in this manner allows us to 

both explore the bag-of-words representation as 

well as use groups of n-grams as features, which 

we believed would be a better fit for this problem. 

3.2 N-Gram Selection 

To identify n-grams which would be useful fea-

tures, frequencies of n-grams in only the training 

set are considered. Different types of frequency 

measures were explored to capture different types 

of information about an n-gram’s usage. These are: 

 

• Absolute frequency: The total number of 

times a particular n-gram occurs in the text 

of a given class (social power lect).  

• Relative frequency: The total number of 

times a particular n-gram occurs in a given 

class, divided by the total number of n-

grams in that class. Normalization by the 

size of the class makes relative frequency a 

better metric for comparing n-gram usage 

across classes.  

  

We then used the following frequency-based met-

rics to select n-grams: 

 

• We set a minimum threshold for the abso-

lute frequency of the n-gram in a class. 

This helps weed out extremely infrequent 

words and spelling errors.  

• We require that the ratio of the relative 

frequency of the n-gram in one class to its 

relative frequency in the other class is also 

greater than a threshold. This is a simple 

means of selecting n-grams indicative of 

lect. 

 

In experiments based on the bag-of-words model, 

we only consider an absolute frequency threshold, 

whereas in later experiments, we also take into ac-

count the relative frequency ratio threshold.  

3.3 N-gram Binning  

In experiments in which we bin n-grams, selected 

n-grams are assigned to the class in which their 

relative frequency is highest. For example, an n-

gram whose relative frequency in UpSpeak text is 

twice that in DownSpeak text would be assigned to 

the class UpSpeak. 

N-grams assigned to a class are then partitioned 

into sets of n-grams. Each of these sets of n-grams 

is associated with a feature. This partition is based 

on the n-gram type, the length of n-grams and the 

relative frequency ratio of the n-grams. While the 

n-grams composing a set may themselves be in-

dicative of social power lects, this method of 

grouping them makes no guarantees as to how in-

dicative the overall set is. Therefore, we experi-

mented with filtering out sets which had a 

negligible information gain. Information gain is an 

information theoretic concept measuring how 

much the probability distributions for a feature dif-

fer among the different classes. A small informa-

tion gain suggests that a feature may not be 

effective at discriminating between classes. 

Although this approach to partitioning is simple 

and worthy of improvement, it effectively reduced 

the dimensionality of the feature space. 

3.4 Classification 

Once features are selected, a classifier is trained on 

these features. Many features are weak on their 

own; they either occur rarely or occur frequently 

but only hint weakly at social information. There-

fore, we experimented with classifiers friendly to 

weak features, such as Adaboost and Logistic Re-

gression (MaxEnt). However, we generally 

achieved the best results using support vector ma-

chines, a machine learning classifier which has 

been successfully applied to many previous text 

classification problems. We used Weka’s opti-

mized SVMs (SMO) (Witten 2005, Platt 1998) and 

default parameters, except where noted. 

4 Evaluation 

4.1 Data 

To validate our supervised learning approach, we 

sought an adequately large English corpus of per-

son-to-person communication labeled with the 

ground truth. For this, we used the publicly avail-
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able Enron corpus. After filtering for duplicates 

and removing empty or otherwise unusable emails, 

the total number of emails is 245K, containing 

roughly 90 million words. However, this total in-

cludes emails to non-Enron employees, such as 

family members and employees of other corpora-

tions, emails to multiple people, and emails re-

ceived from Enron employees without a known 

corporate role. Because the author-recipient rela-

tionships of these emails could not be established, 

they were not included in our experiments. 

Building upon previous annotation done on the 

corpus, we were able to ascertain the corporate role 

(CEO, Manager, Employee, etc.) of many email 

authors and recipients. From this information, we 

determined the author-recipient relationship by 

applying general rules about the structure of a cor-

porate hierarchy (an email from an Employee to a 

CEO, for instance, is UpSpeak). This annotation 

method does not take into account promotions over 

time, secretaries speaking on behalf of their super-

visors, or other causes of relationship irregularities. 

However, this misinformation would, if anything, 

generally hurt our classifiers.   

The emails were pre-processed to eliminate text 

not written by the author, such as forwarded text 

and email headers. As our approach requires text to 

be POS-tagged, we employed Stanford’s POS tag-

ger (http://nlp.stanford.edu/software/tagger.shtml). 

In addition, text was regularized by conversion to 

lower case and tokenized to improve counts. 

To create training and test sets, we partitioned 

the authors of text from the corpus into two sets: A 

and B. Then, we used text authored by individuals 

in A as a training set and text authored by indi-

viduals in B as a test set. The training set is used to 

determine discriminating features upon which clas-

sifiers are built and applied to the test set. We  

 

Table 1. Author-based Training and Test partitions. The 

number of author-recipient pairs (links) and the number 

of words in text labeled as UpSpeak and DownSpeak 

are shown. 

 

found that partitioning by authors was necessary to 

avoid artificially inflated scores, because the clas-

sifiers pick up aspects of particular authors’ lan-

guage (idiolect) in addition to social power lect 

information. It was not necessary to account for 

recipients because the emails did not contain text 

from the recipients. Table 1 summarizes the text 

partitions. 

Because preliminary experiments suggested that 

smaller text samples were harder to classify, the 

classifiers we describe in this paper were both 

trained and tested on a subset of the Enron corpus 

where at least 500 words of text was communi-

cated from a specific author to a specific recipient. 

This subset contained 142 links, 40% of which 

were used as the test set. 

Weighting for Cost-Sensitive Learning: The 

original corpus was not balanced: the number of 

UpSpeak links was greater than the number of 

DownSpeak links. Varying the weight given to 

training instances is a technique for creating a clas-

sifier that is cost-sensitive, since a classifier built 

on an unbalanced training set can be biased to-

wards avoiding errors on the overrepresented class 

(Witten, 2005). We wanted misclassifying Up-

Speak as DownSpeak to have the same cost as mis-

classifying DownSpeak as UpSpeak. To do this, 

we assigned weights to each instance in the train-

ing set. UpSpeak instances were weighted less than 

DownSpeak instances, creating a training set that 

was balanced between UpSpeak and DownSpeak. 

Balancing the training set generally improved re-

sults.  

Weighting the test set in the same manner al-

lowed us to evaluate the performance of the classi-

fier in a situation in which the numbers of 

UpSpeak and DownSpeak instances were equal. A 

baseline classifier that always predicted the major-

ity class would, on its own, achieve an accuracy of 

74% on UpSpeak/DownSpeak classification of 

unweighted test set instances with a minimum 

length of 500 words. However, results on the 

weighted test set are properly compared to a base-

line of 50%. We include both approaches to scor-

ing in this paper. 

4.2 UpSpeak/DownSpeak Classifiers 

In this section, we describe experiments on classi-

fication of interpersonal email communication into 

UpSpeak and DownSpeak. For these experiments, 

only emails exchanged between two people related 

by a superior/subordinate power relationship were  

 UpSpeak DownSpeak 

 Links Words Links Words 

Training 431 136K 328 63K 

Test 232 74K 148 27K 
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Table 2. Experiment Results. Accuracies/F-Scores with an SVM classifier for 10-fold cross validation on the 

weighted training set and evaluation against the weighted and unweighted test sets. Note that the baseline accu-

racy against the unweighted test set is 74%, but 50% for the weighted test set and cross-validation.   

 

Human-Engineered Features: Before examin-

ing the data itself, we identified some features 

which we thought would be predictive of UpSpeak 

or DownSpeak, and which could be fairly accu-

rately modeled by mixed n-grams. These features 

included the use of different types of imperatives. 

We also thought that the type of greeting or sig-

nature used in the email might be reflective of 

formality, and therefore of UpSpeak and Down-

Speak. For example, subordinates might be more 

likely to use an honorific when addressing a supe-

rior, or to sign an email with “Thanks.” We pre-

formed some preliminary experiments using these 

features. While the feature set was too small to 

produce notable results, we identified which fea-

tures actually were indicative of lect. One such 

feature was polite imperatives (imperatives pre-

ceded by the word “please”). The polite imperative 

feature was represented by the n-gram set: 

 

{please ^VB, please ^‘comma’ ^VB}. 

 

Unigrams and Bigrams: As a different sort of 

baseline, we considered the results of a bag-of-

words based classifier. Features used in these ex-

periments consist of single words which occurred a 

minimum of four times in the relevant lects (Up-

Speak and DownSpeak) of the training set. The 

results of the SVM classifier, shown in line (1) of 

Table 2, were fairly poor. We then performed ex-

periments with word bigrams, selecting as features 

those which occurred at least seven times in the 

relevant lects of the training set. This threshold for 

bigram frequency minimized the difference in the 

number of features between the unigram and bi-

gram experiments. While the bigrams on their own 

were less successful than the unigrams, as seen in 

line (2), adding them to the unigram features im-

proved accuracy against the test set, shown in line 

(3).  

As we had speculated that including surface-

level grammar information in the form of tag n-

grams would be beneficial to our problem, we per-

formed experiments using all tag unigrams and all 

tag bigrams occurring in the training set as fea-

tures. The results are shown in line (4) of Table 2. 

The results of these experiments were not particu-

larly strong, likely owing to the increased sparsity 

of the feature vectors. 

Binning: Next, we wished to explore longer n-

grams of words or POS tags and to reduce the 

sparsity of the feature vectors. We therefore ex-

perimented with our method of binning the indi-

vidual n-grams to be used as features. We binned 

features by their relative frequency ratios. In addi-

tion to binning, we also reduced the total number 

of n-grams by setting higher frequency thresholds 

and relative frequency ratio thresholds.  

When selecting n-grams for this experiment, we 

considered only word n-grams and tag n-grams – 

not mixed n-grams, which are a combination of 

words and tags. These mixed n-grams, while useful 

for specifying human-defined features, largely in-

creased the dimensionality of the feature search 

space and did not provide significant benefit in 

preliminary experiments. For the word sequences, 

Cross-Validation Test Set  

(weighted) 

Test Set  

(unweighted) 

 Features # of  

features 

# of  

n-grams 

Acc (%) F-score Acc (%) F-score Acc (%) F-score 

(1) Word unigrams 3899 3899 55.4 .481 62.1 .567 78.9 .748 

(2) Word bigrams 3740 3740 54.5 .457 56.4 .498 73.7 .693 

(3) Word unigrams + 

word bigrams 

7639 7639 51.8 .398 63.3 .576 80.7 .762 

(4) (3) + tag unigrams 

+ tag bigrams 

9014 9014 51.8 .398 58.8 .515 77.2 .719 

(5) Binned n-grams 8 106 83.0 .830 78.1 .781 77.2 .783 

(6) N-grams from (5), 

separated 

106 106 83.0 .828 60.5 .587 70.2 .698 

(7) (5) + polite  

imperatives 

9 108 83.9 .839 77.1 .771 78.9 .797 
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we set an absolute frequency threshold that de-

pended on class. The frequency of a word n-gram 

in a particular class was required to be 0.18 * 

nrlinks / n, where nrlinks is the number of links in 

each class (431 for UpSpeak and 328 for Down-

Speak), and n is the number of words in the class. 

The relative frequency ratio was required to be at 

least 1.5. The tag sequences were required to meet 

an absolute frequency threshold of 20, but the 

same relative frequency ratio of 1.5.  

Binning the n-grams into features was done 

based on both the length of the n-gram and the rel-

ative frequency ratio. For example, one feature 

might represent the set of all word unigrams which 

have a relative frequency ratio between 1.5 and 

1.6.  

We explored possible feature sets with cross va-

lidation. Before filtering for low information gain, 

we used six word n-gram bins per class (relative 

frequency ratios of 1.5, 1.6 ..., 1.9 and 2.0+), one 

tag n-gram bin for UpSpeak (2.0+), and three tag 

n-gram bins for DownSpeak (2.0+, 5.0+, 10.0+). 

Even with the weighted training set, DownSpeak 

instances were generally harder to identify and 

likely benefited from additional representation. 

Grouping features by length was a simple but arbi-

trary method for reducing dimensionality, yet 

sometimes produced small bins of otherwise good 

features.  Therefore, as we explored the feature 

space, small bins of different n-gram lengths were 

merged. We then employed Weka’s InfoGain fea-

ture selection tool to remove those features with a 

low information gain
3
, which removed all but eight 

features. The results of this experiment are shown 

in line (5) of Table 2. It far outperforms the bag-of-

words baselines, despite significantly fewer fea-

tures. 

To ascertain which feature reduction method had 

the greatest effect on performance – binning or 

setting a relative frequency ratio threshold – we 

performed an experiment in which all the n-grams 

that we used in the previous experiment were their 

own features. Line (6) of Table 2 shows that while 

this approach is an improvement over the basic 

bag-of-words method, grouping features still im-

proves results. 

                                                           
3
 In Weka, features (‘attributes’) with a sufficiently low in-

formation gain have this value rounded down to “0”; these are 

the features we removed. 

Our goal was to have successful results using 

only statistically extracted features; however, we 

examined the effect of augmenting this feature set 

with the most indicative of the human-identified 

feature – polite imperatives. The results, in line (7), 

show a slight improvement in both the cross vali-

dation accuracy, and the accuracy against the un-

weighted test set increases to 78.9%
4
. However, 

among the weighted test sets, the highest accuracy 

was 78.1%, with the features in line (5). 

We report the scores for cross-validation on the 

training set for these features; however, because 

the features were selected with knowledge of their 

per-class distribution in the training set, these 

cross-validation scores should not be seen as the 

classifier’s true accuracy. 

Self-Training: Besides sparse feature vectors, 

another factor likely to be hurting our classifier 

was the limited amount of training data. We at-

tempted to increase the training set size by per-

forming exploratory experiments with self-

training, an iterative semi-supervised learning me-

thod (Zhu, 2005) with the feature set from (7). On 

the first iteration, we trained the classifier on the 

labeled training set, classified the instances of the 

unlabeled test set, and then added the instances of 

the test set along with their predicted class to the 

training set to be used for the next iteration. After 

three iterations, the accuracy of the classifier when 

evaluated on the weighted test set improved to 

82%, suggesting that our classifiers would benefit 

from more data. 

Impact of Cost-Sensitive Learning: Without 

cost-sensitive learning, the classifiers were heavily 

biased towards UpSpeak, tending to classify both 

DownSpeak and UpSpeak test instances as Up-

Speak.  With cost-sensitive training, overall per-

formance improved and classifier performance on 

DownSpeak instances improved dramatically.  In 

(5) of Table 2, DownSpeak  classifier accuracy 

even edged out the accuracy for UpSpeak.  We 

expect that on a larger dataset behavior with un-

weighted training and test data would improve. 

5 Conclusions and Future Research 

We presented a corpus-based statistical learning 

approach to modeling social power relationships 

and experimental results for our methods. To our 

                                                           
4
 The associated p-value is 6.56E-6. 
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knowledge, this is the first corpus-based approach 

to learning social power lects beyond those in di-

rect reporting relationships. 

Our work strongly suggests that statistically ex-

tracted features are an efficient and effective ap-

proach to modeling social information. Our 

methods exploit many aspects of language use and 

effectively model social power information while 

using statistical methods at every stage to tease out 

the information we seek, significantly reducing 

language-, culture-, and lect-specific engineering 

needs. Our feature selection method picks up on 

indicators suggested by sociolinguistics, and it also 

allows for the identification of features that are not 

obviously characteristic of UpSpeak or Down-

Speak. Some easily recognizable features include: 

 
Lect Ngram Example 

UpSpeak if you “Let me know if you need any-

thing.” 

  “Please call me if you have any 

questions.” 

Down-

Speak 

give me “Read this over and give me a 

call.” 

  “Please give me your comments 

next week.” 

 

On the other hand, other features are less intuitive: 
 

Lect Ngram Example 

UpSpeak I’ll, we’ll “I’ll let you know the final re-

sults soon” 

  “Everyone is very excited […] 

and we’re confident we’ll be 

successful” 

DownSpeak that is, 

this is 

“Neither does any other group 

but that is not my problem” 

  “I think this is an excellent let-

ter” 

We hope to improve our methods for selecting 

and binning features with information theoretic 

selection metrics and clustering algorithms. 

We also have begun work on 3-way, UpSpeak/ 

DownSpeak/PeerSpeak classification. Training a 

multiclass SVM on the binned n-gram features 

from (5) produces 51.6% cross-validation accu-

racy on training data and 44.4% accuracy on the 

weighted test set (both numbers should be com-

pared to a 33% baseline). That classifier contained 

no n-gram features selected from the PeerSpeak 

class. Preliminary experiments incorporating 

PeerSpeak n-grams yield slightly better numbers. 

However, early results also suggest that the three-

way classification problem is made more tractable 

with cascaded two-way classifiers; feature selec-

tion was more manageable with binary problems. 

For example, one classifier determines whether an 

instance is UpSpeak; if it is not, a second classifier 

distinguishes between DownSpeak and PeerSpeak. 

Our text classification problem is similar to senti-

ment analysis in that there are class dependencies; 

for example, DownSpeak is more closely related to 

PeerSpeak than to UpSpeak. We might attempt to 

exploit these dependencies in a manner similar to 

Pang and Lee (2005) to improve three-way classi-

fication. 

In addition, we had promising early results for 

classification of author-recipient links with 200 to 

500 words, so we plan to explore performance im-

provements for links of few words. 

In early, unpublished work, we had promising 

results with generative model-based approach to 

SPM, and we plan to revisit it; language models 

are a natural fit for lect modeling. Finally, we hope 

to investigate how SPM and SNA can enhance one 

another, and explore other lect classification prob-

lems for which the ground truth can be found. 
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Abstract

In this paper, we present an unsupervised

framework that bootstraps a complete corefer-

ence resolution (CoRe) system from word as-

sociations mined from a large unlabeled cor-

pus. We show that word associations are use-

ful for CoRe – e.g., the strong association be-

tween Obama and President is an indicator

of likely coreference. Association information

has so far not been used in CoRe because it is

sparse and difficult to learn from small labeled

corpora. Since unlabeled text is readily avail-

able, our unsupervised approach addresses the

sparseness problem. In a self-training frame-

work, we train a decision tree on a corpus that

is automatically labeled using word associa-

tions. We show that this unsupervised system

has better CoRe performance than other learn-

ing approaches that do not use manually la-

beled data.

1 Introduction

Coreference resolution (CoRe) is the process of find-

ing markables (noun phrases) referring to the same

real world entity or concept. Until recently, most ap-

proaches tried to solve the problem by binary classi-

fication, where the probability of a pair of markables

being coreferent is estimated from labeled data. Al-

ternatively, a model that determines whether a mark-

able is coreferent with a preceding cluster can be

used. For both pair-based and cluster-based models,

a well established feature model plays an important

role. Typical systems use a rich feature space based

on lexical, syntactic and semantic knowledge. Most

commonly used features are described by Soon et al.

(2001).

Most existing systems are supervised systems,

trained on human-labeled benchmark data sets for

English. These systems use linguistic features based

on number, gender, person etc. It is a challenge to

adapt these systems to new domains, genres and lan-

guages because a significant human labeling effort is

usually necessary to get good performance.

To address this challenge, we pursue an unsuper-

vised self-training approach. We train a classifier

on a corpus that is automatically labeled using asso-

ciation information. Self-training approaches usu-

ally include the use of some manually labeled data.

In contrast, our self-trained system is not trained on

any manually labeled data and is therefore a com-

pletely unsupervised system. Although training on

automatically labeled data can be viewed as a form

of supervision, we reserve the term supervised sys-

tem for systems that are trained on manually labeled

data.

The key novelty of our approach is that we boot-

strap a competitive CoRe system from association

information that is mined from an unlabeled cor-

pus in a completely unsupervised fashion. While

this method is shallow, it provides valuable informa-

tion for CoRe because it considers the actual iden-

tity of the words in question. Consider the pair of

markables (Obama, President). It is a likely coref-

erence pair, but this information is not accessible

to standard CoRe systems because they only use

string-based features (often called lexical features),

named entity features and semantic word class fea-

tures (e.g., from WordNet) that do not distinguish,
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say, Obama from Hawking.

In our approach, word association information is

used for clustering markables in unsupervised learn-

ing. Association information is calculated as asso-

ciation scores between heads of markables as de-

scribed below. We view association information as

an example of a shallow feature space which con-

trasts with the rich feature space that is generally

used in CoRe.

Our experiments are conducted using the

MCORE system (“Modular COreference REso-

lution”).1 MCORE can operate in three different

settings: unsupervised (subsystem A-INF), super-

vised (subsystem SUCRE (Kobdani and Schütze,

2010)), and self-trained (subsystem UNSEL). The

unsupervised subsystem A-INF (“Association

INFormation”) uses the association scores between

heads as the distance measure when clustering

markables. SUCRE (“SUpervised Coreference

REsolution”) is trained on a labeled corpus

(manually or automatically labeled) similar to

standard CoRe systems. Finally, the unsupervised

self-trained subsystem UNSEL (“UNsupervised

SELf-trained”) uses the unsupervised subsystem

A-INF to automatically label an unlabeled corpus

that is then used as a training set for SUCRE.

Our main contributions in this paper are as fol-

lows:

1. We demonstrate that word association informa-

tion can be used to develop an unsupervised

model for shallow coreference resolution (sub-

system A-INF).

2. We introduce an unsupervised self-trained

method (UNSEL) that takes a two-learner two-

feature-space approach. The two learners are

A-INF and SUCRE. The feature spaces are the

shallow and rich feature spaces.

3. We show that the performance of UNSEL is

better than the performance of other unsuper-

vised systems when it is self-trained on the au-

tomatically labeled corpus and uses the lever-

aging effect of a rich feature space.

4. MCORE is a flexible and modular framework

that is able to learn from data with different
1MCORE can be downloaded from ifnlp.org/

˜schuetze/mcore.

quality and domain. Not only is it able to deal

with shallow information spaces (A-INF), but

it can also deliver competitive results for rich

feature spaces (SUCRE and UNSEL).

This paper is organized as follows. Related work

is discussed in Section 2. In Section 3, we present

our system architecture. Section 4 describes the ex-

periments and Section 5 presents and discusses our

results. The final section presents our conclusions.

2 Related Work

There are three main approaches to CoRe: super-

vised, semi-supervised (or weakly supervised) and

unsupervised. We use the term semi-supervised for

approaches that use some amount of human-labeled

coreference pairs.

Müller et al. (2002) used co-training for coref-

erence resolution, a semi-supervised method. Co-

training puts features into disjoint subsets when

learning from labeled and unlabeled data and tries

to leverage this split for better performance. Ng and

Cardie (2003) use self-training in a multiple-learner

framework and report performance superior to co-

training. They argue that the multiple learner ap-

proach is a better choice for CoRe than the multi-

ple view approach of co-training. Our self-trained

model combines multiple learners (A-INF and SU-

CRE) and multiple views (shallow/rich informa-

tion). A key difference to the work by Müller et al.

(2002) and Ng and Cardie (2003) is that we do not

use any human-labeled coreference pairs.

Our basic idea of self-training without human la-

bels is similar to (Kehler et al., 2004), but we ad-

dress the general CoRe problem, not just pronoun

interpretation.

Turning to unsupervised CoRe, Haghighi and

Klein (2007) proposed a generative Bayesian model

with good performance. Poon and Domingos (2008)

introduced an unsupervised system in the framework

of Markov logic. Ng (2008) presented a generative

model that views coreference as an EM clustering

process. We will show that our system, which is

simpler than prior work, outperforms these systems.

Haghighi and Klein (2010) present an “almost un-

supervised” CoRe system. In this paper, we only

compare with completely unsupervised approaches,
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not with approaches that make some limited use of

labeled data.

Recent work by Haghighi and Klein (2009), Klen-

ner and Ailloud (2009) and Raghunathan et al.

(2010) challenges the appropriateness of machine

learning methods for CoRe. These researchers show

that a “deterministic” system (essentially a rule-

based system) that uses a rich feature space includ-

ing lexical, syntactic and semantic features can im-

prove CoRe performance. Almost all CoRe systems,

including ours, use a limited number of rules or fil-

ters, e.g., to implement binding condition A that re-

flexives must have a close antecedent in some sense

of “close”. In our view, systems that use a few ba-

sic filters are fundamentally different from carefully

tuned systems with a large number of complex rules,

some of which use specific lexical information. A

limitation of complex rule-based systems is that they

require substantial effort to encode the large number

of deterministic constraints that guarantee good per-

formance. Moreover, these systems are not adapt-

able (since they are not machine-learned) and may

have to be rewritten for each new domain, genre

and language. Consequently, we do not compare our

performance with deterministic systems.

Ponzetto (2010) extracts metadata from

Wikipedia for supervised CoRe. Using such

additional resources in our unsupervised system

should further improve CoRe performance. Elsner

et al. (2009) present an unsupervised algorithm

for identifying clusters of entities that belong to

the same named entity (NE) class. Determining

common membership in an NE class like person is

an easier task than determining coreference of two

NEs.

3 System Architecture

Figure 1 illustrates the system architecture of our

unsupervised self-trained CoRe system (UNSEL).

Oval nodes are data, box nodes are processes. We

take a self-training approach to coreference resolu-

tion: We first label the corpus using the unsuper-

vised model A-INF and then train the supervised

model SUCRE on this automatically labeled train-

ing corpus. Even though we train on a labeled cor-

pus, the labeling of the corpus is produced in a com-

pletely automatic fashion, without recourse to hu-

Unlabeled Data

Unsupervised Model (A-INF)

Automatically Labeled Data

Supervised Model (SUCRE)

Figure 1: System Architecture of UNSEL (Unsupervised

Self-Trained Model).

man labeling. Thus, it is an unsupervised approach.

The MCORE architecture is very flexible; in par-

ticular, as will be explained presently, it can be eas-

ily adapted for supervised as well as unsupervised

settings.

The unsupervised and supervised models have an

identical top level architecture; we illustrate this in

Figure 2. In preprocessing, tokens (words), mark-

ables and their attributes are extracted from the input

text. The key difference between the unsupervised

and supervised approaches is in how pair estimation

is accomplished — see Sections 3.1 & 3.2 for de-

tails.

The main task in chain estimation is clustering.

Figure 3 presents our clustering method, which is

used for both supervised and unsupervised CoRe.

We search for the best predicted antecedent (with

coreference probability p ≥ 0.5) from right to left

starting from the end of the document. McEnery et

al. (1997) showed that in 98.68% of cases the an-

tecedent is within a 10-sentence window; hence we

use a window of 10 sentences for search. We have

found that limiting the search to a window increases

both efficiency and effectiveness.

Filtering. We use a feature definition language

to define the templates according to which the fil-

ters and features are calculated. These templates

are hard constraints that filter out all cases that are

clearly disreferent, e.g., (he, she) or (he, they). We

use the following filters: (i) the antecedent of a re-

flexive pronoun must be in the same sentence; (ii)

the antecedent of a pronoun must occur at a distance

of at most 3 sentences; (iii) a coreferent pair of a

noun and a pronoun or of two pronouns must not
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Input Text Preprocessing Markables Pair Estimation

Markable Chains Chain Estimation Markable Pairs

Figure 2: Common architecture of unsupervised (A-INF) and supervised (SUCRE) models.

Chain Estimation (M1, M2, . . . , Mn)

1. t← 1
2. For each markable Mi: Ci ← {Mi}
3. Proceed through the markables from the end

of the document. For each Mj , consider each

preceding Mi within 10 sentences:

If Pair Estimation(Mi, Mj)>=t: Ci ← Ci∪Cj

4. t← t− 0.01
5. If t >= 0.5: go to step 3

Pair Estimation (Mi, Mj):

If Filtering(Mi, Mj)==FALSE then return 0;

else return the probability p (or association

score N ) of markable pair (Mi, Mj) being

coreferent.

Filtering (Mi, Mj):

return TRUE if all filters for (Mi, Mj) are

TRUE else FALSE

Figure 3: MCORE chain estimation (clustering) algo-

rithm (test). t is the clustering threshold. Ci refers to

the cluster that Mi is a member of.

disagree in number; (iv) a coreferent pair of two pro-

nouns must not disagree in gender. These four filters

are used in supervised and unsupervised modes of

MCORE.

3.1 Unsupervised Model (A-INF)

Figure 4 (top) shows how A-INF performs pair esti-

mation. First, in the pair generation step, all possible

pairs inside 10 sentences are generated. Other steps

are separately explained for train and test as follows.

Train. In addition to the filters (i)–(iv) described

above, we use the following filter: (v) If the head

of markable M2 matches the head of the preceding

markable M1, then we ignore all other pairs for M2

in the calculation of association scores.

This additional filter is necessary because an ap-

proach without some kind of string matching con-

straint yields poor results, given the importance of

string matching for CoRe. As we will show below,

even the simple filters (i)–(v) are sufficient to learn

high-quality association scores; this means that we

do not need the complex features of “determinis-

tic” systems. However, if such complex features are

available, then we can use them to improve perfor-

mance in our self-trained setting.

To learn word association information from an

unlabeled corpus (see Section 4), we compute mu-

tual information (MI) scores between heads of mark-

ables. We defineMI as follows: (Cover and Thomas,

1991)

MI(a, b) =
∑

i∈{ā,a}

∑

j∈{b̄,b}

P (i, j) log2

P (i, j)

P (i)P (j)

E.g., P (a, b̄) is the probability of a pair whose two

elements are a and a word not equal to b.

Test. A key virtue of our approach is that in the

classification of pairs as coreferent/disreferent, the

coreference probability p estimated in supervised

learning plays exactly the same role as the associ-

ation information score N (defined below). For p, it

is important that we only consider pairs with p ≥ 0.5
as potentially coreferent (see Figure 3). To be able to

impose the same constraint on N , we normalize the

MI scores by the maximum values of the two words

and take the average:

N(a, b) =
1

2
(

MI(a, b)

argmaxxMI(a, x)
+

MI(a, b)

argmaxxMI(x, b)
)

In the above equation, the value of N indicates how

strongly two words are associated. N is normalized

to ensure 0 ≤ N ≤ 1. If a or b did not occur, then

we set N =0.
In filtering for test, we use filters (i)–(iv). We then

fetch the MI values and calculate N values. The

clustering algorithm described in Figure 3 uses these

N values in exactly the same way as p: we search for

the antecedent with the maximum association score
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N greater than 0.5 from right to left starting from

the end of the document.

As we will see below, using N scores acquired

from an unlabeled corpus as the only source of in-

formation for CoRe performs surprising well. How-

ever, the weaknesses of this approach are (i) the fail-

ure to cover pairs that do not occur in the unlabeled

corpus (negatively affecting recall) and (ii) the gen-

eration of pairs that are not plausible candidates for

coreference (negatively affecting precision). To ad-

dress these problems, we train a model on a corpus

labeled by A-INF in a self-training approach.

3.2 Supervised Model (SUCRE)

Figure 4 (bottom) presents the architecture of pair

estimation for the supervised approach (SUCRE).

In the pair generation step for train, we take each

coreferent markable pair (Mi, Mj) without inter-

vening coreferent markables and use (Mi, Mj) as a
positive training instance and (Mi, Mk), i < k < j,

as negative training instances. For test, we generate

all possible pairs within 10 sentences. After filter-

ing, we then calculate a feature vector for each gen-

erated pair that survived filters (i)–(iv).

Our basic features are similar to those described

by Soon et al. (2001): string-based features, dis-

tance features, span features, part-of-speech fea-

tures, grammatical features, semantic features, and

agreement features. These basic features are engi-

neered with the goal of creating a feature set that

will result in good performance. For this purpose

we used the relational feature engineering frame-

work which has been presented in (Kobdani et al.,

2010). It includes powerful and flexible methods for

implementing and extracting new features. It allows

systematic and fast search of the space of features

and thereby reduces the time and effort needed for

defining optimal features. We believe that the good

performance of our supervised system SUCRE (ta-

bles 1 and 2) is the result of our feature engineering

approach.2

As our classification method, we use a decision

2While this is not the focus of this paper, SUCRE has per-

formance comparable to other state-of-the-art supervised sys-

tems. E.g., B3/MUC F1 are 75.6/72.4 on ACE-2 and 69.4/70.6

on MUC-6 compared to 78.3/66.0 on ACE-2 and 70.9/68.5 on

MUC-6 for Reconcile (Stoyanov et al., 2010)

tree3 (Quinlan, 1993) that is trained on the training

set to estimate the coreference probability p for a

pair and then applied to the test set. Note that, as

is standard in CoRe, filtering and feature calculation

are exactly the same for training and test, but that

pair generation is different as described above.

4 Experimental Setup

4.1 Data Sets

For computing word association, we used a cor-

pus of about 63,000 documents from the 2009 En-

glish Wikipedia (the articles that were larger than

200 bytes). This corpus consists of more than 33.8

million tokens; the average document length is 500

tokens. The corpus was parsed using the Berkeley

parser (Petrov and Klein, 2007). We ignored all sen-

tences that had no parse output. The number of de-

tected markables (all noun phrases extracted from

parse trees) is about 9 million.

We evaluate unsupervised, supervised and self-

trained models on ACE (Phase 2) (Mitchell et al.,

2003).4 This data set is one of the most widely

used CoRe benchmarks and was used by the sys-

tems that are most comparable to our approach; in

particular, it was used in most prior work on unsu-

pervised CoRe. The corpus is composed of three

data sets from three different news sources. We give

the number of test documents for each: (i) Broadcast

News (BNEWS): 51. (ii) Newspaper (NPAPER):

17. (iii) Newswire (NWIRE): 29. We report re-

sults for true markables (markables extracted from

the answer keys) to be able to compare with other

systems that use true markables.

In addition, we use the recently published

OntoNotes benchmark (Recasens et al., 2010).

OntoNotes is an excerpt of news from the OntoNotes

Corpus Release 2.0 (Pradhan et al., 2007). The ad-

vantage of OntoNotes is that it contains two parallel

annotations: (i) a gold setting, gold standard manual

annotations of the preprocessing information and (ii)

an automatic setting, automatically predicted anno-

tations of the preprocessing information. The au-

tomatic setting reflects the situation a CoRe system

3We also tried support vector machines and maximum en-

tropy models, but they did not perform better.
4We used two variants of ACE (Phase 2): ACE-2 and

ACE2003
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Markable Pairs Filtering Association Calculation
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Markable Pairs Filtering Feature Calculation Feature Vectors
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Figure 4: Pair estimation in the unsupervised model A-INF (top) and in the supervised model SUCRE (bottom).

faces in reality; in contrast, the gold setting should

be considered less realistic.

The issue of gold vs. automatic setting is directly

related to a second important evaluation issue: the

influence of markable detection on CoRe evaluation

measures. In a real application, we do not have ac-

cess to true markables, so an evaluation on system

markables (markables automatically detected by the

system) reflects actual expected performance better.

However, reporting only CoRe numbers (even for

system markables) is not sufficient either since ac-

curacy of markable detection is necessary to inter-

pret CoRe scores. Thus, we need (i) measures of

the quality of system markables (i.e., an evaluation

of the markable detection subtask) and CoRe per-

formance on system markables as well as (ii) a mea-

sure of CoRe performance on true markables. We

use OntoNotes in this paper to perform such a, in

our view, complete and realistic evaluation of CoRe.

The two evaluations correspond to the two evalua-

tions performed at SemEval-2010 (Recasens et al.,

2010): the automatic setting with system markables

and the gold setting with true markables. Test set

size is 85 documents.

In the experiments with A-INF we use Wikipedia

to compute association information and then evalu-

ate the model on the test sets of ACE and OntoNotes.

For the experiments with UNSEL, we use its unsu-

pervised subsystem A-INF (which uses Wikipedia

association scores) to automatically label the train-

ing sets of ACE and OntoNotes. Then for each data

set, the supervised subsystem of UNSEL (i.e., SU-

CRE) is trained on its automatically labeled training

set and then evaluated on its test set. Finally, for

the supervised experiments, we use the manually la-

beled training sets and evaluate on the corresponding

test sets.

4.2 Evaluation Metrics

We report recall, precision, and F1 for MUC (Vilain

et al., 1995), B3 (Bagga and Baldwin, 1998), and

CEAF (Luo, 2005). We selected these three met-

rics because a single metric is often misleading and

because we need to use metrics that were used in

previous unsupervised work.

It is well known that MUC by itself is insuffi-

cient because it gives misleadingly high scores to the

“single-chain” system that puts all markables into

one chain (Luo et al., 2004; Finkel and Manning,

2008). However, B3 and CEAF have a different

bias: they give high scores to the “all-singletons”

system that puts each markable in a separate chain.

On OntoNotes test, we get B3 = 83.2 and CEAF

= 71.2 for all-singletons, which incorrectly sug-

gests that performance is good; but MUC F1 is 0 in

this case, demonstrating that all-singletons performs

poorly. With the goal of performing a complete eval-

uation, one that punishes all-singletons as well as

single-chain, we use one of the following two com-

binations: (i) MUC and B3 or (ii) MUC and CEAF.

Recasens et al. (2010) showed that B3 and CEAF

are highly correlated (Pearson’s r = 0.91). There-

fore, either combination (i) or combination (ii) fairly

characterizes CoRe performance.

5 Results and Discussion

Table 1 compares our unsupervised self-trained

model UNSEL and unsupervised model A-INF to
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MUC B3 CEAF

BNEWS-ACE-2 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

1 P&D 68.3 66.6 67.4 70.3 65.3 67.7 – – –

2 A-INF 60.8 61.4 61.1 55.5 69.0 61.5 52.6 52.0 52.3

3 UNSEL 72.5 65.6 68.9 72.5 66.4 69.3 56.7 64.8 60.5

4 SUCRE 86.6 60.3 71.0 87.6 64.6 74.4 56.1 81.6 66.5

NWIRE-ACE-2 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

5 P&D 67.7 67.3 67.4 74.7 68.8 71.6 – – –

6 A-INF 62.4 57.4 59.8 59.2 62.4 60.7 46.8 52.5 49.5

7 UNSEL 76.2 61.5 68.1 81.5 67.6 73.9 61.5 77.1 68.4

8 SUCRE 82.5 65.7 73.1 85.4 72.3 78.3 63.5 80.6 71.0

NPAPER-ACE-2 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

9 P&D 69.2 71.7 70.4 70.0 66.5 68.2 – – –

10 A-INF 60.6 56.0 58.2 52.4 60.3 56.0 38.9 44.0 41.3

11 UNSEL 78.6 65.7 71.6 74.0 68.0 70.9 57.6 73.2 64.5

12 SUCRE 82.5 67.0 73.9 80.7 69.5 74.6 58.8 77.1 66.7

BNEWS-ACE2003 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

13 H&K 68.3 56.8 62.0 – – – 59.9 53.9 56.7

14 Ng 71.4 56.1 62.8 – – – 60.5 53.3 56.7

15 A-INF 60.9 64.9 62.8 50.9 72.5 59.8 53.8 49.4 51.5

16 UNSEL 69.5 65.0 67.1 70.2 65.9 68.0 58.5 64.2 61.2

17 SUCRE 73.9 68.5 71.1 75.4 69.6 72.4 60.1 66.6 63.2

NWIRE-ACE2003 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

18 H&K 66.2 46.8 54.8 – – – 62.8 49.6 55.4

19 Ng 68.3 47.0 55.7 – – – 60.7 49.2 54.4

20 A-INF 62.7 60.5 61.6 54.8 66.1 59.9 47.7 50.2 49.0

21 UNSEL 64.8 68.6 66.6 61.5 73.6 67.0 59.8 55.1 57.3

22 SUCRE 77.6 69.3 73.2 78.8 75.2 76.9 65.1 74.4 69.5

Table 1: Scores for MCORE (A-INF, SUCRE and UNSEL) and three comparable systems on ACE-2 and ACE2003.

P&D (Poon and Domingos, 2008) on ACE-2; and

to Ng (Ng, 2008) and H&K5 (Haghighi and Klein,

2007) on ACE2003. To our knowledge, these three

papers are the best and most recent evaluation results

for unsupervised learning and they all report results

on ACE-2 and ACE-2003. Results on SUCRE will

be discussed later in this section.

A-INF scores are below some of the earlier unsu-

pervised work reported in the literature (lines 2, 6,

10) although they are close to competitive on two

of the datasets (lines 15 and 20: MUC scores are

equal or better, CEAF scores are worse). Given the

simplicity of A-INF, which uses nothing but asso-

5We report numbers for the better performing Pronoun-only

Salience variant of H&K proposed by Ng (2008).

ciations mined from a large unannotated corpus, its

performance is surprisingly good.

Turning to UNSEL, we see that F1 is always bet-

ter for UNSEL than for A-INF, for all three mea-

sures (lines 3 vs 2, 7 vs 6, 11 vs 10, 16 vs 15, 21

vs 20). This demonstrates that the self-training step

of UNSEL is able to correct many of the errors that

A-INF commits. Both precision and recall are im-

proved with two exceptions: recall of B3 decreases

from line 2 to 3 and from 15 to 16.

When comparing the unsupervised system UN-

SEL to previous unsupervised results, we find that

UNSEL’s F1 is higher in all runs (lines 3 vs 1, 7 vs

5, 11 vs 9, 16 vs 13&14, 21 vs 18&19). The differ-

ences are large (up to 11%) compared to H&K and
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Ng. The difference to P&D is smaller, ranging from

2.7% (B3, lines 11 vs 9) to 0.7% (MUC, lines 7 vs

5). Given that MCORE is a simpler and more ef-

ficient system than this prior work on unsupervised

CoRe, these results are promising.

In contrast to F1, there is no consistent trend for

precision and recall. For example, P&D is better

than UNSEL on MUC recall for BNEWS-ACE-2

(lines 1 vs 3) and H&K is better than UNSEL on

CEAF precision for NWIRE-ACE2003 (lines 18 vs

21). But this higher variability for precision and re-

call is to be expected since every system trades the

two measures off differently.

These results show that the application of self-

training significantly improves performance. As dis-

cussed in Section 3.1, self-training has positive ef-

fects on both recall and precision. We now present

two simplified examples that illustrate this point.

Example for recall. Consider the markable pair

(Novoselov6,he) in the test set. Its N score is 0 be-

cause our subset of 2009 Wikipedia sentences has

no occurrence of Novoselov. However, A-INF finds

many similar pairs like (Einstein,he) and (Hawk-

ing,he), pairs that have high N scores. Suppose

we represent pairs using the following five fea-

tures: <sentence distance, string match, type of

first markable, type of second markable, number

agreement>. Then (Einstein,he), (Hawking,he) and

(Novoselov,he) will all be assigned the feature vector

<1, No, Proper Noun, Personal Pronoun, Yes>. We

can now automatically label Wikipedia using A-INF

– this will label (Einstein,he) and (Hawking,he) as

coreferent – and train SUCRE on the resulting train-

ing set. SUCRE can then resolve the coreference

(Novoselov,he) correctly. We call this the better re-

call effect.

Example for precision. Using the same repre-

sentation of pairs, suppose that for the sequence of

markables Biden, Obama, President the markable

pairs (Biden,President) and (Obama,President) are

assigned the feature vectors <8, No, Proper Noun,

Proper Noun, Yes> and <1, No, Proper Noun,

Proper Noun, Yes>, respectively. Since both pairs

have N scores > 0.5, A-INF incorrectly puts the

three markables into one cluster. But as we would

expect, A-INF labels many more markable pairs

6The 2010 physics Nobel laureate.

 10

 20

 30

 40

 50

 60

 70

 80

 100  20000  40000  60000

P
re

c
.,
 R

e
c
. 
a
n
d
 F

1

Number of input Wikipedia articles

MUC-Prec.
MUC-Rec.

MUC-F1

Figure 5: MUC learning curve for A-INF.

with the second feature vector (distance=1) as coref-

erent than with the first one (distance=8) in the en-

tire automatically labeled training set. If we now

train SUCRE on this training set, it can resolve such

cases in the test set correctly even though they are

so similar: (Biden,President) is classified as disref-

erent and (Obama,President) as coreferent. We call

this the better precision effect.

Recall that UNSEL has better recall and precision

than A-INF in almost all cases (discussion of Ta-

ble 1). This result shows that better precision and

better recall effects do indeed benefit UNSEL.

To summarize, the advantages of our self-training

approach are: (i) We cover cases that do not occur

in the unlabeled corpus (better recall effect); and (ii)

we use the leveraging effect of a rich feature space

including distance, person, number, gender etc. to

improve precision (better precision effect).

Learning curve. Figure 5 presents MUC scores

of A-INF as a function of the number of Wikipedia

articles used in unsupervised learning. We can see

that a small number of input articles (e.g., 100) re-

sults in low recall and high precision. When we in-

crease the number of input articles, recall rapidly in-

creases and precision rapidly decreases up to about

10,000 articles. Increase and decrease continue

more slowly after that. F1 increases throughout be-

cause lower precision is compensated by higher re-

call. This learning curve demonstrates the impor-

tance of the size of the corpus for A-INF.

Comparison of UNSEL with SUCRE

Table 2 compares our unsupervised self-trained

(UNSEL) and supervised (SUCRE) models with

the recently published SemEval-2010 OntoNotes re-
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Gold setting + True markables

System MD MUC B3 CEAF

Relax 100 33.7 84.5 75.6

SUCRE2010 100 60.8 82.4 74.3

SUCRE 100 64.3 87.0 80.1

UNSEL 100 63.0 86.9 79.7

Automatic setting + System markables

System MD MUC B3 CEAF

SUCRE2010 80.7 52.5 67.1 62.7

Tanl-1 73.9 24.6 61.3 57.3

SUCRE 80.9 55.7 69.7 66.6

UNSEL 80.9 55.0 69.8 66.3

Table 2: F1 scores for MCORE (SUCRE and UNSEL)

and the best comparable systems in SemEval-2010. MD:

Markable Detection F1 (Recasens et al., 2010).

sults (gold and automatic settings). We compare

with the scores of the two best systems, Relax and

SUCRE2010
7 (for the gold setting with true mark-

ables) and SUCRE2010 and Tanl-1 (for the automatic

setting with system markables, 89.9% markable de-

tection (MD) F1). It is apparent from this table that

our supervised and unsupervised self-trained mod-

els outperform Relax, SUCRE2010 and Tanl-1. We

should make clear that we did not use the test set for

development to ensure a fair comparison with the

participant systems at SemEval-2010.

Table 1 shows that the unsupervised self-trained

system (UNSEL) does a lot worse than the su-

pervised system (SUCRE) on ACE.8 In contrast,

UNSEL performs almost as well as SUCRE on

OntoNotes (Table 2), for both gold and automatic

settings: F1 differences range from +.1 (Auto-

matic, B3) to −1.3 (Gold, MUC). We suspect that

this is partly due to the much higher proportion

of singletons in OntoNotes than in ACE-2: 85.2%

(OntoNotes) vs. 60.2% (ACE-2). The low recall of

the automatic labeling by A-INF introduces a bias

for singletons when UNSEL is self-trained. Another

reason is that the OntoNotes training set is about

4 times larger than each of BNEWS, NWIRE and

7It is the first version of our supervised system that took part

in SemEval-2010. We call it SUCRE2010.
8A reviewer observes that SUCRE’s performance is better

than the supervised system of Ng (2008). This may indicate

that part of our improved unsupervised performance in Table 1

is due to better feature engineering implemented in SUCRE.

NPAPER training sets. With more training data,

UNSEL can correct more of its precision and re-

call errors. For an unsupervised approach, which

only needs unlabeled data, there is little cost to cre-

ating large training sets. Thus, this comparison of

ACE-2/Ontonotes results is evidence that in a realis-

tic scenario using association information in an un-

supervised self-trained system is almost as good as

a system trained on manually labeled data.

It is important to note that the comparison of

SUCRE to UNSEL is the most direct comparison

of supervised and unsupervised CoRe learning we

are aware of. The two systems are identical with the

single exception that they are trained on manual vs.

automatic coreference labels.

6 Conclusion

In this paper, we have demonstrated the utility of

association information for coreference resolution.

We first developed a simple unsupervised model for

shallow CoRe that only uses association information

for finding coreference chains. We then introduced

an unsupervised self-trained approach where a su-

pervised model is trained on a corpus that was auto-

matically labeled by the unsupervised model based

on the association information. The results of the ex-

periments indicate that the performance of the unsu-

pervised self-trained approach is better than the per-

formance of other unsupervised learning systems. In

addition, we showed that our system is a flexible and

modular framework that is able to learn from data

with different quality (perfect vs noisy markable de-

tection) and domain; and is able to deliver good re-

sults for shallow information spaces and competitive

results for rich feature spaces. Finally, our frame-

work is the first CoRe system that is designed to sup-

port three major modes of machine learning equally

well: supervised, self-trained and unsupervised.
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Abstract

Cross-document coreference, the task of
grouping all the mentions of each entity in a
document collection, arises in information ex-
traction and automated knowledge base con-
struction. For large collections, it is clearly
impractical to consider all possible groupings
of mentions into distinct entities. To solve
the problem we propose two ideas: (a) a dis-
tributed inference technique that uses paral-
lelism to enable large scale processing, and
(b) a hierarchical model of coreference that
represents uncertainty over multiple granular-
ities of entities to facilitate more effective ap-
proximate inference. To evaluate these ideas,
we constructed a labeled corpus of 1.5 million
disambiguated mentions in Web pages by se-
lecting link anchors referring to Wikipedia en-
tities. We show that the combination of the
hierarchical model with distributed inference
quickly obtains high accuracy (with error re-
duction of 38%) on this large dataset, demon-
strating the scalability of our approach.

1 Introduction

Given a collection of mentions of entities extracted
from a body of text, coreference or entity resolu-
tion consists of clustering the mentions such that
two mentions belong to the same cluster if and
only if they refer to the same entity. Solutions to
this problem are important in semantic analysis and
knowledge discovery tasks (Blume, 2005; Mayfield
et al., 2009). While significant progress has been
made in within-document coreference (Ng, 2005;
Culotta et al., 2007; Haghighi and Klein, 2007;
Bengston and Roth, 2008; Haghighi and Klein,

2009; Haghighi and Klein, 2010), the larger prob-
lem of cross-document coreference has not received
as much attention.

Unlike inference in other language processing
tasks that scales linearly in the size of the corpus,
the hypothesis space for coreference grows super-
exponentially with the number of mentions. Conse-
quently, most of the current approaches are devel-
oped on small datasets containing a few thousand
mentions. We believe that cross-document coref-
erence resolution is most useful when applied to a
very large set of documents, such as all the news ar-
ticles published during the last 20 years. Such a cor-
pus would have billions of mentions. In this paper
we propose a model and inference algorithms that
can scale the cross-document coreference problem
to corpora of that size.

Much of the previous work in cross-document
coreference (Bagga and Baldwin, 1998; Ravin and
Kazi, 1999; Gooi and Allan, 2004; Pedersen et al.,
2006; Rao et al., 2010) groups mentions into entities
with some form of greedy clustering using a pair-
wise mention similarity or distance function based
on mention text, context, and document-level statis-
tics. Such methods have not been shown to scale up,
and they cannot exploit cluster features that cannot
be expressed in terms of mention pairs. We provide
a detailed survey of related work in Section 6.

Other previous work attempts to address some of
the above concerns by mapping coreference to in-
ference on an undirected graphical model (Culotta
et al., 2007; Poon et al., 2008; Wellner et al., 2004;
Wick et al., 2009a). These models contain pair-
wise factors between all pairs of mentions captur-
ing similarity between them. Many of these mod-
els also enforce transitivity and enable features over
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Filmmaker

Rapper

BEIJING, Feb. 21— Kevin Smith, who played the god of war in the "Xena"...

... The Physiological Basis of Politics,” by Kevin B. Smith, Douglas Oxley, Matthew Hibbing...

The filmmaker Kevin Smith returns to the role of Silent Bob...

Like Back in 2008, the Lions drafted Kevin Smith, even though Smith was badly...

Firefighter Kevin Smith spent almost 20 years preparing for Sept. 11. When he...

...shorthanded backfield in the wake of Kevin Smith's knee injury, and the addition of Haynesworth...

...were coming,'' said Dallas cornerback Kevin Smith. ''We just didn't know when...

...during the late 60's and early 70's, Kevin Smith worked with several local...
...the term hip-hop is attributed to Lovebug Starski. What does it actually mean...

Nothing could be more irrelevant to Kevin Smith's audacious ''Dogma'' than ticking off...

Cornerback

Firefighter

Actor

Running back

Author

Figure 1: Cross-Document Coreference Problem: Example mentions of “Kevin Smith” from New York
Times articles, with the true entities shown on the right.

entities by including set-valued variables. Exact in-
ference in these models is intractable and a number
of approximate inference schemes (McCallum et al.,
2009; Rush et al., 2010; Martins et al., 2010) may
be used. In particular, Markov chain Monte Carlo
(MCMC) based inference has been found to work
well in practice. However as the number of men-
tions grows to Web scale, as in our problem of cross-
document coreference, even these inference tech-
niques become infeasible, motivating the need for
a scalable, parallelizable solution.

In this work we first distribute MCMC-based in-
ference for the graphical model representation of
coreference. Entities are distributed across the ma-
chines such that the parallel MCMC chains on the
different machines use only local proposal distribu-
tions. After a fixed number of samples on each ma-
chine, we redistribute the entities among machines
to enable proposals across entities that were pre-
viously on different machines. In comparison to
the greedy approaches used in related work, our
MCMC-based inference provides better robustness
properties.

As the number of mentions becomes large, high-
quality samples for MCMC become scarce. To
facilitate better proposals, we present a hierarchi-
cal model. We add sub-entity variables that repre-
sent clusters of similar mentions that are likely to
be coreferent; these are used to propose composite
jumps that move multiple mentions together. We
also introduce super-entity variables that represent
clusters of similar entities; these are used to dis-

tribute entities among the machines such that similar
entities are assigned to the same machine. These ad-
ditional levels of hierarchy dramatically increase the
probability of beneficial proposals even with a large
number of entities and mentions.

To create a large corpus for evaluation, we iden-
tify pages that have hyperlinks to Wikipedia, and ex-
tract the anchor text and the context around the link.
We treat the anchor text as the mention, the con-
text as the document, and the title of the Wikipedia
page as the entity label. Using this approach, 1.5
million mentions were annotated with 43k entity la-
bels. On this dataset, our proposed model yields a
B3 (Bagga and Baldwin, 1998) F1 score of 73.7%,
improving over the baseline by 16% absolute (corre-
sponding to 38% error reduction). Our experimen-
tal results also show that our proposed hierarchical
model converges much faster even though it contains
many more variables.

2 Cross-document Coreference

The problem of coreference is to identify the sets of
mention strings that refer to the same underlying en-
tity. The identities and the number of the underlying
entities is not known. In within-document corefer-
ence, the mentions occur in a single document. The
number of mentions (and entities) in each document
is usually in the hundreds. The difficulty of the task
arises from a large hypothesis space (exponential in
the number of mentions) and challenge in resolv-
ing nominal and pronominal mentions to the correct
named mentions. In most cases, named mentions
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are not ambiguous within a document. In cross-
document coreference, the number of mentions and
entities is in the millions, making the combinatorics
even more daunting. Furthermore, naming ambigu-
ity is much more common as the same string can
refer to multiple entities in different documents, and
distinct strings may refer to the same entity in differ-
ent documents.

We show examples of ambiguities in Figure 1.
Resolving the identity of individuals with the same
name is a common problem in cross-document
coreference. This problem is further complicated
by the fact that in some situations, these individ-
uals may belong to the same field. Another com-
mon ambiguity is that of alternate names, in which
the same entity is referred to by different names or
aliases (e.g. “Bill” is often used as a substitute for
“William”). The figure also shows an example of
the renaming ambiguity – “Lovebug Starski” refers
to “Kevin Smith”, and this is an extreme form of al-
ternate names. Rare singleton entities (like the fire-
fighter) that may appear only once in the whole cor-
pus are also often difficult to isolate.

2.1 Pairwise Factor Model
Factor graphs are a convenient representation for a
probability distribution over a vector of output vari-
ables given observed variables. The model that we
use for coreference represents mentions (M) and en-
tities (E) as random variables. Each mention can
take an entity as its value, and each entity takes a set
of mentions as its value. Each mention also has a
feature vector extracted from the observed text men-
tion and its context. More precisely, the probability
of a configuration E = e is defined by

p(e) ∝ exp
∑

e∈e

{∑
m,n∈e,n 6=m ψa(m,n)

+
∑

m∈e,n/∈e ψr(m,n)
}

where factor ψa represents affinity between men-
tions that are coreferent according to e, and factor
ψr represents repulsion between mentions that are
not coreferent. Different factors are instantiated for
different predicted configurations. Figure 2 shows
the model instantiated with five mentions over a two-
entity hypothesis.

For the factor potentials, we use cosine sim-
ilarity of mention context pairs (φmn) such that

m1

m2

m3

m4

m5
e1

e2

Figure 2: Pairwise Coreference Model: Factor
graph for a 2-entity configuration of 5 mentions.
Affinity factors are shown with solid lines, and re-
pulsion factors with dashed lines.

ψa(m,n) = φmn − b and ψr(m,n) = −(φmn − b),
where b is the bias. While one can certainly make
use of a more sophisticated feature set, we leave this
for future work as our focus is to scale up inference.
However, it should be noted that this approach is
agnostic to the particular set of features used. As
we will note in the next section, we do not need to
calculate features between all pairs of mentions (as
would be prohibitively expensive for large datasets);
instead we only compute the features as and when
required.

2.2 MCMC-based Inference
Given the above model of coreference, we seek the
maximum a posteriori (MAP) configuration:

ê = arg maxe p(e)

= arg maxe
∑

e∈e

{∑
m,n∈e,n 6=m ψa(m,n)

+
∑

m∈e,n/∈e ψr(m,n)
}

Computing ê exactly is intractable due to the
large space of possible configurations.1 Instead,
we employ MCMC-based optimization to discover
the MAP configuration. A proposal function q is
used to propose a change e′ to the current config-
uration e. This jump is accepted with the following
Metropolis-Hastings acceptance probability:

α(e, e′) = min

(
1,

(
p(e′)

p(e)

)1/t q(e)

q(e′)

)
(1)

1Number of possible entities is Bell(n) in the number of
mentions, i.e. number of partitions of n items

795



where t is the annealing temperature parameter.
MCMC chains efficiently explore the high-

density regions of the probability distribution. By
slowly reducing the temperature, we can decrease
the entropy of the distribution to encourage con-
vergence to the MAP configuration. MCMC has
been used for optimization in a number of related
work (McCallum et al., 2009; Goldwater and Grif-
fiths, 2007; Changhe et al., 2004).

The proposal function moves a randomly chosen
mention l from its current entity es to a randomly
chosen entity et. For such a proposal, the log-model
ratio is:

log
p(e′)

p(e)
=
∑
m∈et

ψa(l,m) +
∑
n∈es

ψr(l, n)

−
∑
n∈es

ψa(l, n)−
∑
m∈et

ψr(l,m) (2)

Note that since only the factors between mention l
and mentions in es and et are involved in this com-
putation, the acceptance probability of each proposal
is calculated efficiently.

In general, the model may contain arbitrarily
complex set of features over pairs of mentions, with
parameters associated with them. Given labeled
data, these parameters can be learned by Percep-
tron (Collins, 2002), which uses the MAP config-
uration according to the model (ê). There also exist
more efficient training algorithms such as SampleR-
ank (McCallum et al., 2009; Wick et al., 2009b) that
update parameters during inference. However, we
only focus on inference in this work, and the only
parameter that we set manually is the bias b, which
indirectly influences the number of entities in ê. Un-
less specified otherwise, in this work the initial con-
figuration for MCMC is the singleton configuration,
i.e. all entities have a size of 1.

This MCMC inference technique, which has been
used in McCallum and Wellner (2004), offers sev-
eral advantages over other inference techniques: (a)
unlike message-passing-methods, it does not require
the full ground graph, (b) we only have to exam-
ine the factors that lie within the changed entities
to evaluate a proposal, and (c) inference may be
stopped at any point to obtain the current best con-
figuration. However, the super exponential nature of
the hypothesis space in cross-doc coreference ren-
ders this algorithm computationally unsuitable for

large scale coreference tasks. In particular, fruit-
ful proposals (that increase the model score) are ex-
tremely rare, resulting in a large number of propos-
als that are not accepted. We describe methods to
speed up inference by 1) evaluating multiple pro-
posal simultaneously (Section 3), and 2) by aug-
menting our model with hierarchical variables that
enable better proposal distributions (Section 4).

3 Distributed MAP Inference

The key observation that enables distribution is that
the acceptance probability computation of a pro-
posal only examines a few factors that are not com-
mon to the previous and next configurations (Eq. 2).
Consider a pair of proposals, one that moves men-
tion l from entity es to entity et, and the other that
moves mention l′ from entity e′s to entity e′t. The
set of factors to compute acceptance of the first pro-
posal are factors between l and mentions in es and
et, while the set of factors required to compute ac-
ceptance of the second proposal lie between l′ and
mentions in e′s and e′t. Since these set of factors
are completely disjoint from each other, and the re-
sulting configurations do not depend on each other,
these two proposals are mutually-exclusive. Differ-
ent orders of evaluating such proposals are equiv-
alent, and in fact, these proposals can be proposed
and evaluated concurrently. This mutual-exclusivity
is not restricted only to pairs of proposals; a set of
proposals are mutually-exclusive if no two propos-
als require the same factor for evaluation.

Using this insight, we introduce the following ap-
proach to distributed cross-document coreference.
We divide the mentions and entities among multiple
machines, and propose moves of mentions between
entities assigned to the same machine. These jumps
are evaluated exactly and accepted without commu-
nication between machines. Since acceptance of a
mention’s move requires examining factors that lie
between other mentions in its entity, we ensure that
all mentions of an entity are assigned the same ma-
chine. Unless specified otherwise, the distribution is
performed randomly. To enable exploration of the
complete configuration space, rounds of sampling
are interleaved by redistribution stages, in which the
entities are redistributed among the machines (see
Figure 3). We use MapReduce (Dean and Ghe-
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Distributor

Inference

Inference

Figure 3: Distributed MCMC-based Inference:
Distributor divides the entities among the machines,
and the machines run inference. The process is re-
peated by the redistributing the entities.

mawat, 2004) to manage the distributed computa-
tion.

This approach to distribution is equivalent to in-
ference with all mentions and entities on a single
machine with a restricted proposer, but is faster
since it exploits independencies to propose multiple
jumps simultaneously. By restricting the jumps as
described above, the acceptance probability calcu-
lation is exact. Partitioning the entities and propos-
ing local jumps are restrictions to the single-machine
proposal distribution; redistribution stages ensure
the equivalent Markov chains are still irreducible.
See Singh et al. (2010) for more details.

4 Hierarchical Coreference Model

The proposal function for MCMC-based MAP infer-
ence presents changes to the current entities. Since
we use MCMC to reach high-scoring regions of the
hypothesis space, we are interested in the changes
that improve the current configuration. But as the
number of mentions and entities increases, these
fruitful samples become extremely rare due to the
blowup in the possible space of configurations, re-
sulting in rejection of a large number of proposals.
By distributing as described in the previous section,
we propose samples in parallel, improving chances
of finding changes that result in better configura-
tions. However, due to random redistribution and a
naive proposal function within each machine, a large
fraction of proposals are still wasted. We address
these concerns by adding hierarchy to the model.

4.1 Sub-Entities
Consider the task of proposing moves of mentions
(within a machine). Given the large number of
mentions and entities, the probability that a ran-

domly picked mention that is moved to a random
entity results in a better configuration is extremely
small. If such a move is accepted, this gives us ev-
idence that the mention did not belong to the pre-
vious entity, and we should also move similar men-
tions from the previous entity simultaneously to the
same entity. Since the proposer moves only a sin-
gle mention at a time, a large number of samples
may be required to discover these fruitful moves.
To enable block proposals that move similar men-
tions simultaneously, we introduce latent sub-entity
variables that represent groups of similar mentions
within an entity, where the similarity is defined by
the model. For inference, we have stages of sam-
pling sub-entities (moving individual mentions) in-
terleaved with stages of entity sampling (moving all
mentions within a sub-entity). Even though our con-
figuration space has become larger due to these ex-
tra variables, the proposal distribution has also im-
proved since it proposes composite moves.

4.2 Super-Entities

Another issue faced during distributed inference is
that random redistribution is often wasteful. For ex-
ample, if dissimilar entities are assigned to a ma-
chine, none of the proposals may be accepted. For a
large number of entities and machines, the probabil-
ity that similar entities will be assigned to the same
machine is extremely small, leading to a larger num-
ber of wasted proposals. To alleviate this problem,
we introduce super-entities that represent groups of
similar entities. During redistribution, we ensure all
entities in the same super-entity are assigned to the
same machine. As for sub-entities above, inference
switches between regular sampling of entities and
sampling of super-entities (by moving entities). Al-
though these extra variables have made the config-
uration space larger, they also allow more efficient
distribution of entities, leading to useful proposals.

4.3 Combined Hierarchical Model

Each of the described levels of the hierarchy are sim-
ilar to the initial model (Section 2.1): mentions/sub-
entities have the same structure as the entities/super-
entities, and are modeled using similar factors. To
represent the “context” of a sub-entity we take the
union of the bags-of-words of the constituent men-
tion contexts. Similarly, we take the union of sub-
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Super-Entities
Entities

Mentions

Sub-Entities

Figure 4: Combined Hierarchical Model with factors instantiated for a hypothesis containing 2 super-
entities, 4 entities, and 8 sub-entities, shown as colored circles, over 16 mentions. Dotted lines represent
repulsion factors and solid lines represent affinity factors (the color denotes the type of variable that the
factor touches). The boxes on factors were excluded for clarity.

entity contexts to represent the context of an entity.
The factors are instantiated in the same manner as
Section 2.1 except that we change the bias factor
b for each level (increasing it for sub-entities, and
decreasing it for super-entities). The exact values
of these biases indirectly determines the number of
predicted sub-entities and super-entities.

Since these two levels of hierarchy operate at
separate granularities from each other, we combine
them into a single hierarchical model that contains
both sub- and super-entities. We illustrate this hi-
erarchical structure in Figure 4. Inference for this
model takes a round-robin approach by fixing two
of the levels of the hierarchy and sampling the third,
cycling through these three levels. Unless specified
otherwise, the initial configuration is the singleton
configuration, in which all sub-entities, entities, and
super-entities are of size 1.

5 Experiments

We evaluate our models and algorithms on a number
of datasets. First, we compare performance on the
small, publicly-available “John Smith” dataset. Sec-
ond, we run the automated Person-X evaluation to
obtain thousands of mentions that we use to demon-
strate accuracy and scalability improvements. Most
importantly, we create a large labeled corpus using
links to Wikipedia to explore the performance in the
large-scale setting.

5.1 John Smith Corpus

To compare with related work, we run an evalua-
tion on the “John Smith” corpus (Bagga and Bald-

win, 1998), containing 197 mentions of the name
“John Smith” from New York Times articles (la-
beled to obtain 35 true entities). The bias b for
our approach is set to result in the correct number
of entities. Our model achieves B3 F1 accuracy of
66.4% on this dataset. In comparison, Rao et al.
(2010) obtains 61.8% using the model most similar
to ours, while their best model (which uses sophis-
ticated topic-model features that do not scale easily)
achieves 69.7%. It is encouraging to note that our
approach, using only a subset of the features, per-
forms competitively with related work. However,
due to the small size of the dataset, we require fur-
ther evaluation before reaching any conclusions.

5.2 Person-X Evaluation

There is a severe lack of labeled corpora for cross-
document coreference due to the effort required
to evaluate the coreference decisions. Related
approaches have used automated Person-X evalu-
ation (Gooi and Allan, 2004), in which unique
person-name strings are treated as the true entity
labels for the mentions. Every mention string is
replaced with an “X” for the coreference system.
We use this evaluation methodology on 25k person-
name mentions from the New York Times cor-
pus (Sandhaus, 2008) each with one of 50 unique
strings. As before, we set the bias b to achieve the
same number of entities. We use 1 million samples
in each round of inference, followed by random re-
distribution in the flat model, and super-entities in
the hierarchical model. Results are averaged over
five runs.
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Figure 5: Person-X Evaluation of Pairwise model:
Performance as number of machines is varied, aver-
aged over 5 runs.

Number of Entities 43,928
Number of Mentions 1,567,028
Size of Largest Entity 6,096

Average Mentions per Entity 35.7
Variance of Mentions per Entity 5191.7

Table 1: Wikipedia Link Corpus Statistics. Size
of an entity is the number of mentions of that entity.

Figure 5 shows accuracy compared to relative
wallclock running time for distributed inference on
the flat, pairwise model. Speed and accuracy im-
prove as additional machines are added, but larger
number of machines lead to diminishing returns for
this small dataset. Distributed inference on our hi-
erarchical model is evaluated in Figure 6 against in-
ference on the pairwise model from Figure 5. We
see that the individual hierarchical models perform
much better than the pairwise model; they achieve
the same accuracy as the pairwise model in approx-
imately 10% of the time. Moreover, distributed in-
ference on the combined hierarchical model is both
faster and more accurate than the individual hierar-
chical models.

5.3 Wikipedia Link Corpus
To explore the application of the proposed approach
to a larger, realistic dataset, we construct a corpus
based on the insight that links to Wikipedia that ap-
pear on webpages can be treated as mentions, and
since the links were added manually by the page au-
thor, we use the destination Wikipedia page as the

Figure 6: Person-X Evaluation of Hierarchical
Models: Performance of inference on hierarchical
models compared to the pairwise model. Experi-
ments were run using 50 machines.

entity the link refers to.
The dataset is created as follows: First, we crawl

the web and select hyperlinks on webpages that link
to an English Wikipedia page.2 The anchors of
these links form our set of mentions, with the sur-
rounding block of clean text (obtained after remov-
ing markup, etc.) around each link being its con-
text. We assign the title of the linked Wikipedia
page as the entity label of that link. Since this set
of mentions and labels can be noisy, we use the
following filtering steps. All links that have less
than 36 words in their block, or whose anchor text
has a large string edit distance from the title of the
Wikipedia page, are discarded. While this results in
cases in which “President” is discarded when linked
to the “Barack Obama” Wikipedia page, it was nec-
essary to reduce noise. Further, we also discard
links to Wikipedia pages that are concepts (such as
“public_domain”) rather than entities. All enti-
ties with less than 6 links to them are also discarded.

Table 1 shows some statistics about our automat-
ically generated data set. We randomly sampled 5%
of the entities to create a development set, treating
the remaining entities as the test set. Unlike the
John Smith and Person-X evaluation, this data set
also contains non-person entities such as organiza-
tions and locations.

For our models, we augment the factor potentials
with mention-string similarity:

2e.g. http://en.wikipedia.org/Hillary_Clinton
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ψa/r(m,n) = ± (φmn − b+ wSTREQ(m,n))

where STREQ is 1 if mentions m and n are string
identical (0 otherwise), and w is the weight to this
feature.3 In our experiments we found that setting
w = 0.8 and b = 1e− 4 gave the best results on the
development set.

Due to the large size of the corpus, existing cross-
document coreference approaches could not be ap-
plied to this dataset. However, since a majority
of related work consists of using clustering after
defining a similarity function (Section 6), we pro-
vide a baseline evaluation of clustering with Sub-
Square (Bshouty and Long, 2010), a scalable, dis-
tributed clustering method. Subsquare takes as in-
put a weighted graph with mentions as nodes and
similarity between mentions used as edge weights.
Subsquare works by stochastically assigning a ver-
tex to the cluster of one its neighbors if they have
significant neighborhood overlap. This algorithm
is an efficient form of approximate spectral cluster-
ing (Bshouty and Long, 2010), and since it is given
the same distances between mentions as our models,
we expect it to get similar accuracy. We also gen-
erate another baseline clustering by assigning men-
tions with identical strings to the same entity. This
mention-string clustering is also used as the initial
configuration of our inference.

Figure 7: Wikipedia Link Evaluation: Perfor-
mance of inference for different number of machines
(N = 100, 500). Mention-string match clustering is
used as the initial configuration.

3Note that we do not use mention-string similarity for John
Smith or Person-X as the mention strings are all identical.

Method Pairwise B3 Score
P/ R F1 P/ R F1

String-Match 30.0 / 66.7 41.5 82.7 / 43.8 57.3
Subsquare 38.2 / 49.1 43.0 87.6 / 51.4 64.8

Our Model 44.2 / 61.4 51.4 89.4 / 62.5 73.7

Table 2: F1 Scores on the Wikipedia Link Data.
The results are significant at the 0.0001 level over
Subsquare according to the difference of proportions
significance test.

Inference is run for 20 rounds of 10 million sam-
ples each, distributed over N machines. We use
N = 100, 500 and the B3 F1 score results obtained
set for each case are shown in Figure 7. It can
be seen that N = 500 converges to a better solu-
tion faster, showing effective use of parallelism. Ta-
ble 2 compares the results of our approach (at con-
vergence for N = 500), the baseline mention-string
match and the Subsquare algorithm. Our approach
significantly outperforms the competitors.

6 Related Work

Although the cross-document coreference problem
is challenging and lacks large labeled datasets, its
ubiquitous role as a key component of many knowl-
edge discovery tasks has inspired several efforts.

A number of previous techniques use scoring
functions between pairs of contexts, which are then
used for clustering. One of the first approaches
to cross-document coreference (Bagga and Bald-
win, 1998) uses an idf-based cosine-distance scor-
ing function for pairs of contexts, similar to the one
we use. Ravin and Kazi (1999) extend this work to
be somewhat scalable by comparing pairs of con-
texts only if the mentions are deemed “ambiguous”
using a heuristic. Others have explored multiple
methods of context similarity, and concluded that
agglomerative clustering provides effective means
of inference (Gooi and Allan, 2004). Pedersen et
al. (2006) and Purandare and Pedersen (2004) inte-
grate second-order co-occurrence of words into the
similarity function. Mann and Yarowsky (2003) use
biographical facts from the Web as features for clus-
tering. Niu et al. (2004) incorporate information ex-
traction into the context similarity model, and anno-
tate a small dataset to learn the parameters. A num-
ber of other approaches include various forms of
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hand-tuned weights, dictionaries, and heuristics to
define similarity for name disambiguation (Blume,
2005; Baron and Freedman, 2008; Popescu et al.,
2008). These approaches are greedy and differ in the
choice of the distance function and the clustering al-
gorithm used. Daumé III and Marcu (2005) propose
a generative approach to supervised clustering, and
Haghighi and Klein (2010) use entity profiles to as-
sist within-document coreference.

Since many related methods use clustering, there
are a number of distributed clustering algorithms
that may help scale these approaches. Datta et
al. (2006) propose an algorithm for distributed k-
means. Chen et al. (2010) describe a parallel spectral
clustering algorithm. We use the Subsquare algo-
rithm (Bshouty and Long, 2010) as baseline because
it works well in practice. Mocian (2009) presents a
survey of distributed clustering algorithms.

Rao et al. (2010) have proposed an online deter-
ministic method that uses a stream of input mentions
and assigns them greedily to entities. Although it
can resolve mentions from non-trivial sized datasets,
the method is restricted to a single machine, which
is not scalable to the very large number of mentions
that are encountered in practice.

Our representation of the problem as an undi-
rected graphical model, and performing distributed
inference on it, provides a combination of advan-
tages not available in any of these approaches. First,
most of the methods will not scale to the hundreds
of millions of mentions that are present in real-world
applications. By utilizing parallelism across ma-
chines, our method can run on very large datasets
simply by increasing the number of machines used.
Second, approaches that use clustering are limited
to using pairwise distance functions for which ad-
ditional supervision and features are difficult to in-
corporate. In addition to representing features from
all of the related work, graphical models can also
use more complex entity-wide features (Culotta et
al., 2007; Wick et al., 2009a), and parameters can
be learned using supervised (Collins, 2002) or semi-
supervised techniques (Mann and McCallum, 2008).
Finally, the inference for most of the related ap-
proaches is greedy, and earlier decisions are not re-
visited. Our technique is based on MCMC inference
and simulated annealing, which are able to escape
local maxima.

7 Conclusions

Motivated by the problem of solving the corefer-
ence problem on billions of mentions from all of the
newswire documents from the past few decades, we
make the following contributions. First, we intro-
duce distributed version of MCMC-based inference
technique that can utilize parallelism to enable scal-
ability. Second, we augment the model with hierar-
chical variables that facilitate fruitful proposal distri-
butions. As an additional contribution, we use links
to Wikipedia pages to obtain a high-quality cross-
document corpus. Scalability and accuracy gains of
our method are evaluated on multiple datasets.

There are a number of avenues for future work.
Although we demonstrate scalability to more than a
million mentions, we plan to explore performance
on datasets in the billions. We also plan to examine
inference on complex coreference models (such as
with entity-wide factors). Another possible avenue
for future work is that of learning the factors. Since
our approach supports parameter estimation, we ex-
pect significant accuracy gains with additional fea-
tures and supervised data. Our work enables cross-
document coreference on very large corpora, and we
would like to explore the downstream applications
that can benefit from it.
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Università di Trento,

Center for Mind / Brain Sciences
University of Essex,

Language and Computation Group
massimo.poesio@unitn.it

Abstract

We present an ILP-based model of zero
anaphora detection and resolution that builds
on the joint determination of anaphoricity and
coreference model proposed by Denis and
Baldridge (2007), but revises it and extends it
into a three-way ILP problem also incorporat-
ing subject detection. We show that this new
model outperforms several baselines and com-
peting models, as well as a direct translation of
the Denis / Baldridge model, for both Italian
and Japanese zero anaphora. We incorporate
our model in complete anaphoric resolvers for
both Italian and Japanese, showing that our
approach leads to improved performance also
when not used in isolation, provided that sep-
arate classifiers are used for zeros and for ex-
plicitly realized anaphors.

1 Introduction

In so-called ‘pro-drop’ languages such as Japanese
and many romance languages including Italian,
phonetic realization is not required for anaphoric
references in contexts in which in English non-
contrastive pronouns are used: e.g., the subjects of
Italian and Japanese translations of buy in (1b) and
(1c) are not explicitly realized. We call these non-
realized mandatory arguments zero anaphors.

(1) a. [EN] [John]i went to visit some friends. On
the way, [he]i bought some wine.

b. [IT] [Giovanni]i andò a far visita a degli am-
ici. Per via, φi comprò del vino.

c. [JA] [John]i-wa yujin-o houmon-sita.
Tochu-de φi wain-o ka-tta.

The felicitousness of zero anaphoric reference
depends on the referred entity being sufficiently
salient, hence this type of data–particularly in
Japanese and Italian–played a key role in early
work in coreference resolution, e.g., in the devel-
opment of Centering (Kameyama, 1985; Walker et
al., 1994; Di Eugenio, 1998). This research high-
lighted both commonalities and differences between
the phenomenon in such languages. Zero anaphora
resolution has remained a very active area of study
for researchers working on Japanese, because of the
prevalence of zeros in such languages1 (Seki et al.,
2002; Isozaki and Hirao, 2003; Iida et al., 2007a;
Taira et al., 2008; Imamura et al., 2009; Sasano et
al., 2009; Taira et al., 2010). But now the availabil-
ity of corpora annotated to study anaphora, includ-
ing zero anaphora, in languages such as Italian (e.g.,
Rodriguez et al. (2010)), and their use in competi-
tions such as SEMEVAL 2010 Task 1 on Multilin-
gual Coreference (Recasens et al., 2010), is lead-
ing to a renewed interest in zero anaphora resolu-
tion, particularly at the light of the mediocre results
obtained on zero anaphors by most systems partici-
pating in SEMEVAL.

Resolving zero anaphora requires the simulta-
neous decision that one of the arguments of a
verb is phonetically unrealized (and which argu-
ment exactly–in this paper, we will only be con-
cerned with subject zeros as these are the only
type to occur in Italian) and that a particular en-
tity is its antecedent. It is therefore natural to
view zero anaphora resolution as a joint inference

1As shown in Table 1, 64.3% of anaphors in the NAIST Text
Corpus of Anaphora are zeros.
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task, for which Integer Linear Programming (ILP)–
introduced to NLP by Roth and Yih (2004) and suc-
cessfully applied by Denis and Baldridge (2007) to
the task of jointly inferring anaphoricity and deter-
mining the antecedent–would be appropriate.

In this work we developed, starting from the ILP
system proposed by Denis and Baldridge, an ILP
approach to zero anaphora detection and resolu-
tion that integrates (revised) versions of Denis and
Baldridge’s constraints with additional constraints
between the values of three distinct classifiers, one
of which is a novel one for subject prediction. We
demonstrate that treating zero anaphora resolution
as a three-way inference problem is successful for
both Italian and Japanese. We integrate the zero
anaphora resolver with a coreference resolver and
demonstrate that the approach leads to improved re-
sults for both Italian and Japanese.

The rest of the paper is organized as follows.
Section 2 briefly summarizes the approach proposed
by Denis and Baldridge (2007). We next present our
new ILP formulation in Section 3. In Section 4 we
show the experimental results with zero anaphora
only. In Section 5 we discuss experiments testing
that adding our zero anaphora detector and resolver
to a full coreference resolver would result in overall
increase in performance. We conclude and discuss
future work in Section 7.

2 Using ILP for joint anaphoricity and
coreference determination

Integer Linear Programming (ILP) is a method for
constraint-based inference aimed at finding the val-
ues for a set of variables that maximize a (linear) ob-
jective function while satisfying a number of con-
straints. Roth and Yih (2004) advocated ILP as a
general solution for a number of NLP tasks that re-
quire combining multiple classifiers and which the
traditional pipeline architecture is not appropriate,
such as entity disambiguation and relation extrac-
tion.

Denis and Baldridge (2007) defined the following
object function for the joint anaphoricity and coref-
erence determination problem.

min
∑

〈i,j〉∈P

cC
〈i,j〉 · x〈i,j〉 + c−C

〈i,j〉 · (1 − x〈i,j〉)

+
∑

j∈M

cA
j · yj + c−A

j · (1 − yj) (2)

subject to
x〈i,j〉 ∈ {0, 1} ∀〈i, j〉 ∈ P

yj ∈ {0, 1} ∀j ∈ M

M stands for the set of mentions in the document,
and P the set of possible coreference links over these
mentions. x〈i,j〉 is an indicator variable that is set to
1 if mentions i and j are coreferent, and 0 otherwise.
yj is an indicator variable that is set to 1 if mention
j is anaphoric, and 0 otherwise. The costs cC〈i,j〉 =
−log(P (COREF|i, j)) are (logs of) probabilities
produced by an antecedent identification classifier
with −log, whereas cA

j = −log(P (ANAPH|j)),
are the probabilities produced by an anaphoricity de-
termination classifier with −log. In the Denis &
Baldridge model, the search for a solution to an-
tecedent identification and anaphoricity determina-
tion is guided by the following three constraints.

Resolve only anaphors: if a pair of mentions 〈i, j〉
is coreferent (x〈i,j〉 = 1), then mention j must be
anaphoric (yj = 1).

x〈i,j〉 ≤ yj ∀〈i, j〉 ∈ P (3)

Resolve anaphors: if a mention is anaphoric (yj =
1), it must be coreferent with at least one antecedent.

yj ≤
∑

i∈Mj

x〈i,j〉 ∀j ∈ M (4)

Do not resolve non-anaphors: if a mention is non-
anaphoric (yj = 0), it should have no antecedents.

yj ≥ 1
|Mj |

∑

i∈Mj

x〈i,j〉 ∀j ∈ M (5)

3 An ILP-based account of zero anaphora
detection and resolution

In the corpora used in our experiments, zero
anaphora is annotated using as markable the first
verbal form (not necessarily the head) following the
position where the argument would have been real-
ized, as in the following example.
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(6) [Pahor]i è nato a Trieste, allora porto princi-
pale dell’Impero Austro-Ungarico.
A sette anni [vide]i l’incendio del Narodni
dom,

The proposal of Denis and Baldridge (2007) can be
easily turned into a proposal for the task of detecting
and resolving zero anaphora in this type of data by
reinterpreting the indicator variables as follows:

• yj is 1 if markable j (a verbal form) initiates a
verbal complex whose subject is unrealized, 0
otherwise;

• x〈i,j〉 is 1 if the empty mention realizing the
subject argument of markable j and markable
i are mentions of the same entity, 0 otherwise.

There are however a number of ways in which this
direct adaptation can be modified and extended. We
discuss them in turn.

3.1 Best First

In the context of zero anaphora resolution, the ‘Do
not resolve non-anaphors’ constraint (5) is too weak,
as it allows the redundant choice of more than one
candidate antecedent. We developed therefore the
following alternative, that blocks selection of more
than one antecedent.

Best First (BF):

yj ≥
∑

i∈Mj

x〈i,j〉 ∀j ∈ M (7)

3.2 A subject detection model

The greatest difficulty in zero anaphora resolution
in comparison to, say, pronoun resolution, is zero
anaphora detection. Simply relying for this on the
parser is not enough: most dependency parsers are
not very accurate at identifying cases in which the
verb does not have a subject on syntactic grounds
only. Again, it seems reasonable to suppose this
is because zero anaphora detection requires a com-
bination of syntactic information and information
about the current context. Within the ILP frame-
work, this hypothesis can be implemented by turn-
ing the zero anaphora resolution optimization prob-
lem into one with three indicator variables, with the
objective function in (8). The third variable, zj , en-
codes the information provided by the parser: it is
1 with cost cS

j = −log(P (SUBJ |j)) if the parser

thinks that verb j has an explicit subject with proba-
bility P (SUBJ |j), otherwise it is 0.

min
∑

〈i,j〉∈P

cC
〈i,j〉 · x〈i,j〉 + c−C

〈i,j〉 · (1 − x〈i,j〉)

+
∑

j∈M

cA
j · yj + c−A

j · (1 − yj)

+
∑

j∈M

cS
j · zj + c−S

j · (1 − zj) (8)

subject to
x〈i,j〉 ∈ {0, 1} ∀〈i, j〉 ∈ P

yj ∈ {0, 1} ∀j ∈ M

zj ∈ {0, 1} ∀j ∈ M

The crucial fact about the relation between zj and
yj is that a verb has either a syntactically realized NP
or a zero pronoun as a subject, but not both. This is
encoded by the following constraint.
Resolve only non-subjects: if a predicate j syntac-
tically depends on a subject (zj = 1), then the predi-
cate j should have no antecedents of its subject zero
pronoun.

yj + zj ≤ 1 ∀j ∈ M (9)

4 Experiment 1: zero anaphora resolution

In a first round of experiments, we evaluated the per-
formance of the model proposed in Section 3 on zero
anaphora only (i.e., not attempting to resolve other
types of anaphoric expressions).

4.1 Data sets

We use the two data sets summarized in Table 1.
The table shows that NP anaphora occurs more fre-
quently than zero-anaphora in Italian, whereas in
Japanese the frequency of anaphoric zero-anaphors2

is almost double the frequency of the remaining
anaphoric expressions.
Italian For Italian coreference, we used the anno-
tated data set presented in Rodriguez et al. (2010)
and developed for the Semeval 2010 task ‘Corefer-
ence Resolution in Multiple Languages’ (Recasens
et al., 2010), where both zero-anaphora and NP

2In Japanese, like in Italian, zero anaphors are often used
non-anaphorically, to refer to situationally introduced entities,
as in I went to John’s office, but they told me that he had left.
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#instances (anaphoric/total)
language type #docs #sentences #words zero-anaphors others all
Italian train 97 3,294 98,304 1,093 / 1,160 6,747 / 27,187 7,840 / 28,347

test 46 1,478 41,587 792 / 837 3,058 / 11,880 3,850 / 12,717
Japanese train 1,753 24,263 651,986 18,526 / 29,544 10,206 / 161,124 28,732 / 190,668

test 696 9,287 250,901 7,877 / 11,205 4,396 / 61,652 12,273 / 72,857
In the 6th column we use the term ‘anaphoric’ to indicate the number of zero anaphors that have an antecedent in
the text, whereas the total figure is the sum of anaphoric and exophoric zero-anaphors - zeros with a vague / generic
reference.

Table 1: Italian and Japanese Data Sets

coreference are annotated. This dataset consists
of articles from Italian Wikipedia, tokenized, POS-
tagged and morphologically analyzed using TextPro,
a freely available Italian pipeline (Pianta et al.,
2008). We parsed the corpus using the Italian ver-
sion of the DESR dependency parser (Attardi et al.,
2007).

In Italian, zero pronouns may only occur as omit-
ted subjects of verbs. Therefore, in the task of
zero-anaphora resolution all verbs appearing in a
text are considered candidates for zero pronouns,
and all gold mentions or system mentions preced-
ing a candidate zero pronoun are considered as can-
didate antecedents. (In contrast, in the experiments
on coreference resolution discussed in the following
section, all mentions are considered as both candi-
date anaphors and candidate antecedents. To com-
pare the results with gold mentions and with system
detected mentions, we carried out an evaluation us-
ing the mentions automatically detected by the Ital-
ian version of the BART system (I-BART) (Poesio
et al., 2010), which is freely downloadable.3

Japanese For Japanese coreference we used the
NAIST Text Corpus (Iida et al., 2007b) version
1.4β, which contains the annotated data about NP
coreference and zero-anaphoric relations. We also
used the Kyoto University Text Corpus4 that pro-
vides dependency relations information for the same
articles as the NAIST Text Corpus. In addition, we
also used a Japanese named entity tagger, CaboCha5

for automatically tagging named entity labels. In
the NAIST Text Corpus mention boundaries are not
annotated, only the heads. Thus, we considered

3http://www.bart-coref.org/
4http://www-lab25.kuee.kyoto-u.ac.jp/nl-

resource/corpus.html
5http://chasen.org˜taku/software/cabocha/

as pseudo-mentions all bunsetsu chunks (i.e. base
phrases in Japanese) whose head part-of-speech was
automatically tagged by the Japanese morphologi-
cal analyser Chasen6 as either ‘noun’ or ‘unknown
word’ according to the NAIST-jdic dictionary.7

For evaluation, articles published from January
1st to January 11th and the editorials from January
to August were used for training and articles dated
January 14th to 17th and editorials dated October
to December are used for testing as done by Taira
et al. (2008) and Imamura et al. (2009). Further-
more, in the experiments we only considered subject
zero pronouns for a fair comparison to Italian zero-
anaphora.

4.2 Models

In these first experiments we compared the three
ILP-based models discussed in Section 3: the direct
reimplementation of the Denis and Baldridge pro-
posal (i.e., using the same constrains), a version re-
placing Do-Not-Resolve-Not-Anaphors with Best-
First, and a version with Subject Detection as well.

As discussed by Iida et al. (2007a) and Imamura
et al. (2009), useful features in intra-sentential zero-
anaphora are different from ones in inter-sentential
zero-anaphora because in the former problem syn-
tactic information between a zero pronoun and its
candidate antecedent is essential, while the lat-
ter needs to capture the significance of saliency
based on Centering Theory (Grosz et al., 1995).
To directly reflect this difference, we created two
antecedent identification models; one for intra-
sentential zero-anaphora, induced using the training
instances which a zero pronoun and its candidate an-
tecedent appear in the same sentences, the other for

6http://chasen-legacy.sourceforge.jp/
7http://sourceforge.jp/projects/naist-jdic/
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inter-sentential cases, induced from the remaining
training instances.

To estimate the feature weights of each classifier,
we used MEGAM8, an implementation of the Max-
imum Entropy model, with default parameter set-
tings. The ILP-based models were compared with
the following baselines.
PAIRWISE: as in the work by Soon et al. (2001),
antecedent identification and anaphoricity determi-
nation are simultaneously executed by a single clas-
sifier.
DS-CASCADE: the model first filters out non-
anaphoric candidate anaphors using an anaphoric-
ity determination model, then selects an antecedent
from a set of candidate antecedents of anaphoric
candidate anaphors using an antecedent identifica-
tion model.

4.3 Features

The feature sets for antecedent identification and
anaphoricity determination are briefly summarized
in Table 2 and Table 3, respectively. The agreement
features such as NUM AGREE and GEN AGREE are
automatically derived using TextPro. Such agree-
ment features are not available in Japanese because
Japanese words do not contain such information.

4.4 Creating subject detection models

To create a subject detection model for Italian, we
used the TUT corpus9 (Bosco et al., 2010), which
contains manually annotated dependency relations
and their labels, consisting of 80,878 tokens in
CoNLL format. We induced an maximum entropy
classifier by using as items all arcs of dependency
relations, each of which is used as a positive instance
if its label is subject; otherwise it is used as a nega-
tive instance.

To train the Japanese subject detection model we
used 1,753 articles contained both in the NAIST
Text Corpus and the Kyoto University Text Corpus.
By merging these two corpora, we can obtain the an-
notated data including which dependency arc is sub-
ject10. To create the training instances, any pair of
a predicate and its dependent are extracted, each of

8http://www.cs.utah.edu/˜hal/megam/
9http://www.di.unito.it/˜tutreeb/

10Note that Iida et al. (2007b) referred to this relation as
‘nominative’.

feature description

SUBJ PRE 1 if subject is included in the preceding
words of ZERO in a sentence; otherwise 0.

TOPIC PRE* 1 if topic case marker appears in the preced-
ing words of ZERO in a sentence; otherwise
0.

NUM PRE

(GEN PRE)
1 if a candidate which agrees with ZERO
with regards to number (gender) is included
in the set of NP; otherwise 0.

FIRST SENT 1 if ZERO appears in the first sentence of a
text; otherwise 0.

FIRST WORD 1 if the predicate which has ZERO is the
first word in a sentence; otherwise 0.

POS / LEMMA

/ DEP LABEL

part-of-speech / dependency label / lemma
of the predicate which has ZERO.

D POS /
D LEMMA /
D DEP LABEL

part-of-speech / dependency label / lemma
of the dependents of the predicate which has
ZERO.

PATH* dependency labels (functional words) of
words intervening between a ZERO and the
sentence head

The features marked with ‘*’ used only in Japanese.

Table 3: Features for anaphoricity determination

which is judged as positive if its relation is subject;
as negative otherwise.

As features for Italian, we used lemmas, PoS tag
of a predicate and its dependents as well as their
morphological information (i.e. gender and num-
ber) automatically computed by TextPro (Pianta et
al., 2008). For Japanese, the head lemmas of predi-
cate and dependent chunks as well as the functional
words involved with these two chunks were used as
features. One case specially treated is when a de-
pendent is placed as an adnominal constituent of a
predicate, as in this case relation estimation of de-
pendency arcs is difficult. In such case we instead
use the features shown in Table 2 for accurate esti-
mation.

4.5 Results with zero anaphora only

In zero anaphora resolution, we need to find all pred-
icates that have anaphoric unrealized subjects (i.e.
zero pronouns which have an antecedent in a text),
and then identify an antecedent for each such argu-
ment.

The Italian and Japanese test data sets contain
4,065 and 25,467 verbal predicates respectively. The
performance of each model at zero-anaphora detec-
tion and resolution is shown in Table 4, using recall
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feature description

HEAD LEMMA characters of the head lemma in NP.
POS part-of-speech of NP.
DEFINITE 1 if NP contains the article corresponding to DEFINITE ‘the’; otherwise 0.
DEMONSTRATIVE 1 if NP contains the article corresponding to DEMONSTRATIVE such as ‘that’ and ‘this’; otherwise 0.
POSSESSIVE 1 if NP contains the article corresponding to POSSESSIVE such as ‘his’ and ‘their’; otherwise 0.
CASE MARKER** case marker followed by NP, such as ‘wa (topic)’, ‘ga (subject)’, ‘o (object)’.
DEP LABEL* dependency label of NP.
COOC MI** the score of well-formedness model estimated from a large number of triplets 〈 NP, Case, Predicate〉.
FIRST SENT 1 if NP appears in the first sentence of a text; otherwise 0.
FIRST MENTION 1 if NP first appears in the set of candidate antecedents; otherwise 0.
CL RANK** a rank of NP in forward looking-center list based on Centering Theory (Grosz et al., 1995)
CL ORDER** a order of NP in forward looking-center list based on Centering Theory (Grosz et al., 1995)
PATH dependency labels (functional words) of words intervening between a ZERO and NP
NUM (DIS)AGREE 1 if NP (dis)agrees with ZERO with regards to number; otherwise 0.
GEN (DIS)AGREE 1 if NP (dis)agrees with ZERO with regards to gender; otherwise 0.
HEAD MATCH 1 if ANA and NP have the same head lemma; otherwise 0.
REGEX MATCH 1 if the string of NP subsumes the string of ANA; otherwise 0.
COMP MATCH 1 if ANA and NP have the same string; otherwise 0.

NP, ANA and ZERO stand for a candidate antecedent, a candidate anaphor and a candidate zero pronoun respectively. The features
marked with ‘*’ are only used in Italian, while the features marked with ‘**’ are only used in Japanese.

Table 2: Features used for antecedent identification

Italian Japanese
system mentions gold mentions

model R P F R P F R P F
PAIRWISE 0.864 0.172 0.287 0.864 0.172 0.287 0.286 0.308 0.296
DS-CASCADE 0.396 0.684 0.502 0.404 0.697 0.511 0.345 0.194 0.248
ILP 0.905 0.034 0.065 0.929 0.028 0.055 0.379 0.238 0.293
ILP +BF 0.803 0.375 0.511 0.834 0.369 0.511 0.353 0.256 0.297
ILP +SUBJ 0.900 0.034 0.066 0.927 0.028 0.055 0.371 0.315 0.341
ILP +BF +SUBJ 0.777 0.398 0.526 0.815 0.398 0.534 0.345 0.348 0.346

Table 4: Results on zero pronouns

/ precision / F over link detection as a metric (model
theoretic metrics do not apply for this task as only
subsets of coreference chains are considered). As
can be seen from Table 4, the ILP version with Do-
Not-Resolve-Non-Anaphors performs no better than
the baselines for either languages, but in both lan-
guages replacing that constraint with Best-First re-
sults in a performance above the baselines; adding
Subject Detection results in further improvement for
both languages. Notice also that the performance of
the models on Italian is quite a bit higher than for
Japanese although the dataset is much smaller, pos-
sibly meaning that the task is easier in Italian.

5 Experiment 2: coreference resolution for
all anaphors

In a second series of experiments we evaluated the
performance of our models together with a full
coreference system resolving all anaphors, not just
zeros.

5.1 Separating vs combining classifiers

Different types of nominal expressions display very
different anaphoric behavior: e.g., pronoun res-
olution involves very different types of informa-
tion from nominal expression resolution, depend-
ing more on syntactic information and on the local
context and less on commonsense knowledge. But
the most common approach to coreference resolu-
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tion (Soon et al., 2001; Ng and Cardie, 2002, etc.)
is to use a single classifier to identify antecedents of
all anaphoric expressions, relying on the ability of
the machine learning algorithm to learn these differ-
ences. These models, however, often fail to capture
the differences in anaphoric behavior between dif-
ferent types of expressions–one of the reasons be-
ing that the amount of training instances is often too
small to learn such differences.11 Using different
models would appear to be key in the case of zero-
anaphora resolution, which differs even more from
the rest of anaphora resolution, e.g., in being partic-
ularly sensitive to local salience, as amply discussed
in the literature on Centering discussed earlier.

To test the hypothesis that using what we will
call separated models for zero anaphora and every-
thing else would work better than combined mod-
els induced from all the learning instances, we man-
ually split the training instances in terms of these
two anaphora types and then created two classifiers
for antecedent identification: one for zero-anaphora,
the other for NP-anaphora, separately induced from
the corresponding training instances. Likewise,
anaphoricity determination models were separately
induced with regards to these two anaphora types.

5.2 Results with all anaphors

In Table 5 and Table 6 we show the (MUC scorer)
results obtained by adding the zero anaphoric reso-
lution models proposed in this paper to both a com-
bined and a separated classifier. For the separated
classifier, we use the ILP+BF model for explicitly
realized NPs, and different ILP models for zeros.

The results show that the separated classi-
fier works systematically better than a combined
classifier. For both Italian and Japanese the
ILP+BF+SUBJ model works clearly better than the
baselines, whereas simply applying the original De-
nis and Baldridge model unchanged to this case we
obtain worse results than the baselines. For Italian
we could also compare our results with those ob-
tained on the same dataset by one of the two sys-
tems that participated to the Italian section of SE-
MEVAL, I-BART. I-BART’s results are clearly bet-
ter than those with both baselines, but also clearly in-

11E.g., the entire MUC-6 corpus contains a grand total of 3
reflexive pronouns.

Japanese
combined separated

model R P F R P F
PAIRWISE 0.345 0.236 0.280 0.427 0.240 0.308
DS-CASCADE 0.207 0.592 0.307 0.291 0.488 0.365
ILP 0.381 0.330 0.353 0.490 0.304 0.375
ILP +BF 0.349 0.390 0.368 0.446 0.340 0.386
ILP +SUBJ 0.376 0.366 0.371 0.484 0.353 0.408
ILP +BF +SUBJ 0.344 0.450 0.390 0.441 0.415 0.427

Table 6: Results for overall coreference: Japanese (MUC
score)

ferior to the results obtained with our models. In par-
ticular, the effect of introducing the separated model
with ILP+BF+SUBJ is more significant when us-
ing the system detected mentions; it obtained perfor-
mance more than 13 points better than I-BART when
the model referred to the system detected mentions.

6 Related work

We are not aware of any previous machine learn-
ing model for zero anaphora in Italian, but there
has been quite a lot of work on Japanese zero-
anaphora (Iida et al., 2007a; Taira et al., 2008; Ima-
mura et al., 2009; Taira et al., 2010; Sasano et al.,
2009). In work such as Taira et al. (2008) and Ima-
mura et al. (2009), zero-anaphora resolution is con-
sidered as a sub-task of predicate argument structure
analysis, taking the NAIST text corpus as a target
data set. Taira et al. (2008) and Taira et al. (2010) ap-
plied decision lists and transformation-based learn-
ing respectively in order to manually analyze which
clues are important for each argument assignment.
Imamura et al. (2009) also tackled to the same prob-
lem setting by applying a pairwise classifier for each
argument. In their approach, a ‘null’ argument is ex-
plicitly added into the set of candidate argument to
learn the situation where an argument of a predicate
is ‘exophoric’. They reported their model achieved
better performance than the work by Taira et al.
(2008).

Iida et al. (2007a) also used the NAIST text
corpus. They adopted the BACT learning algo-
rithm (Kudo and Matsumoto, 2004) to effectively
learn subtrees useful for both antecedent identifica-
tion and zero pronoun detection. Their model drasti-
cally outperformed a simple pairwise model, but it is
still performed as a cascaded process. Incorporating
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Italian
system mentions gold mentions

combined separated combined separated
model R P F R P F R P F R P F
PAIRWISE 0.508 0.208 0.295 0.472 0.241 0.319 0.582 0.261 0.361 0.566 0.314 0.404
DS-CASCADE 0.225 0.553 0.320 0.217 0.574 0.315 0.245 0.609 0.349 0.246 0.686 0.362
I-BART 0.324 0.294 0.308 – – – 0.532 0.441 0.482 – – –
ILP 0.539 0.321 0.403 0.535 0.316 0.397 0.614 0.369 0.461 0.607 0.384 0.470
ILP +BF 0.471 0.404 0.435 0.483 0.409 0.443 0.545 0.517 0.530 0.563 0.519 0.540
ILP +SUBJ 0.537 0.325 0.405 0.534 0.318 0.399 0.611 0.372 0.463 0.606 0.387 0.473
ILP +BF +SUBJ 0.464 0.410 0.435 0.478 0.418 0.446 0.538 0.527 0.533 0.559 0.536 0.547

R: Recall, P: Precision, F: f -score, BF: best first constraint, SUBJ: subject detection model.

Table 5: Results for overall coreference: Italian (MUC score)

their model into the ILP formulation proposed here
looks like a promising further extension.

Sasano et al. (2009) obtained interesting experi-
mental results about the relationship between zero-
anaphora resolution and the scale of automatically
acquired case frames. In their work, their case
frames were acquired from a very large corpus con-
sisting of 100 billion words. They also proposed
a probabilistic model to Japanese zero-anaphora
in which an argument assignment score is esti-
mated based on the automatically acquired case
frames. They concluded that case frames acquired
from larger corpora lead to better f -score on zero-
anaphora resolution.

In contrast to these approaches in Japanese, the
participants to Semeval 2010 task 1 (especially the
Italian coreference task) simply solved the prob-
lems using one coreference classifier, not distin-
guishing zero-anaphora from the other types of
anaphora (Kobdani and Schütze, 2010; Poesio et al.,
2010). On the other hand, our approach shows sep-
arating problems contributes to improving perfor-
mance in Italian zero-anaphora. Although we used
gold mentions in our evaluations, mention detection
is also essential. As a next step, we also need to take
into account ways of incorporating a mention detec-
tion model into the ILP formulation.

7 Conclusion

In this paper, we developed a new ILP-based model
of zero anaphora detection and resolution that ex-
tends the coreference resolution model proposed by
Denis and Baldridge (2007) by introducing modi-
fied constraints and a subject detection model. We

evaluated this model both individually and as part
of the overall coreference task for both Italian and
Japanese zero anaphora, obtaining clear improve-
ments in performance.

One avenue for future research is motivated by the
observation that whereas introducing the subject de-
tection model and the best-first constraint results in
higher precision maintaining the recall compared to
the baselines, that precision is still low. One of the
major source of the errors is that zero pronouns are
frequently used in Italian and Japanese in contexts in
which in English as so-called generic they would be
used: “I walked into the hotel and (they) said ..”. In
such case, the zero pronoun detection model is often
incorrect. We are considering adding a generic they
detection component.

We also intend to experiment with introducing
more sophisticated antecedent identification models
in the ILP framework. In this paper, we used a very
basic pairwise classifier; however Yang et al. (2008)
and Iida et al. (2003) showed that the relative com-
parison of two candidate antecedents leads to obtain-
ing better accuracy than the pairwise model. How-
ever, these approaches do not output absolute prob-
abilities, but relative significance between two can-
didates, and therefore cannot be directly integrated
with the ILP-framework. We plan to examine ways
of appropriately estimating an absolute score from a
set of relative scores for further refinement.

Finally, we would like to test our model with
English constructions which closely resemble zero
anaphora. One example were studied in the Semeval
2010 ‘Linking Events and their Participants in Dis-
course’ task, which provides data about null instan-
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tiation, omitted arguments of predicates like “We
arrived φgoal at 8pm.”. (Unfortunately the dataset
available for SEMEVAL was very small.) Another
interesting area of application of these techniques
would be VP ellipsis.
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Abstract

While world knowledge has been shown to
improve learning-based coreference resolvers,
the improvements were typically obtained by
incorporating world knowledge into a fairly
weak baseline resolver. Hence, it is not clear
whether these benefits can carry over to a
stronger baseline. Moreover, since there has
been no attempt to apply different sources of
world knowledge in combination to corefer-
ence resolution, it is not clear whether they of-
fer complementary benefits to a resolver. We
systematically compare commonly-used and
under-investigated sources of world knowl-
edge for coreference resolution by applying
them to two learning-based coreference mod-
els and evaluating them on documents anno-
tated with two different annotation schemes.

1 Introduction

Noun phrase (NP) coreference resolution is the task
of determining which NPs in a text or dialogue refer
to the same real-world entity. The difficulty of the
task stems in part from its reliance on world knowl-
edge (Charniak, 1972). To exemplify, consider the
following text fragment.

Martha Stewart is hoping people don’t run out on her.
The celebrity indicted on charges stemming from. . .

Having the (world) knowledge thatMartha Stewart
is a celebrity would be helpful for establishing the
coreference relation between the two NPs. One may
argue that employing heuristics such as subject pref-
erence or syntactic parallelism (which prefers re-
solving an NP to a candidate antecedent that has the
same grammatical role) in this example would also
allow us to correctly resolvethe celebrity(Mitkov,

2002), thereby obviating the need for world knowl-
edge. However, since these heuristics are not per-
fect, complementing them with world knowledge
would be an important step towards bringing coref-
erence systems to the next level of performance.

Despite the usefulness of world knowledge for
coreference resolution, early learning-based coref-
erence resolvers have relied mostly on morpho-
syntactic features (e.g., Soon et al. (2001), Ng and
Cardie (2002), Yang et al. (2003)). With recent ad-
vances in lexical semantics research and the devel-
opment of large-scale knowledge bases, researchers
have begun to employ world knowledge for corefer-
ence resolution. World knowledge is extracted pri-
marily from three data sources, web-based encyclo-
pedia (e.g., Ponzetto and Strube (2006), Uryupina
et al. (2011)), unannotated data (e.g., Daumé III
and Marcu (2005), Ng (2007)), and coreference-
annotated data (e.g., Bengtson and Roth (2008)).

While each of these three sources of world knowl-
edge has been shown to improve coreference resolu-
tion, the improvements were typically obtained by
incorporating world knowledge (as features) into a
baseline resolver composed of a rather weak coref-
erence model (i.e., the mention-pair model) and a
small set of features (i.e., the 12 features adopted
by Soon et al.’s (2001) knowledge-lean approach).
As a result, some questions naturally arise. First,
can world knowledge still offer benefits when used
in combination with a richer set of features? Sec-
ond, since automatically extracted world knowledge
is typically noisy (Ponzetto and Poesio, 2009), are
recently-developed coreference models more noise-
tolerant than the mention-pair model, and if so, can
they profit more from the noisily extracted world
knowledge? Finally, while different world knowl-
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edge sources have been shown to be useful when ap-
plied in isolation to a coreference system, do they of-
fer complementary benefits and therefore can further
improve a resolver when applied in combination?

We seek answers to these questions by conduct-
ing a systematic evaluation of different world knowl-
edge sources for learning-based coreference reso-
lution. Specifically, we (1) derive world knowl-
edge from encyclopedic sources that are under-
investigated for coreference resolution, including
FrameNet (Baker et al., 1998) and YAGO (Suchanek
et al., 2007), in addition to coreference-annotated
data and unannotated data; (2) incorporate such
knowledge as features into a richer baseline feature
set that we previously employed (Rahman and Ng,
2009); and (3) evaluate their utility using two coref-
erence models, the traditional mention-pair model
(Soon et al., 2001) and the recently developed
cluster-ranking model (Rahman and Ng, 2009).

Our evaluation corpus contains 410 documents,
which are coreference-annotated using the ACE an-
notation scheme as well as the OntoNotes annota-
tion scheme (Hovy et al., 2006). By evaluating on
two sets of coreference annotations for the same set
of documents, we can determine whether the use-
fulness of world knowledge sources for coreference
resolution is dependent on the underlying annotation
scheme used to annotate the documents.

2 Preliminaries

In this section, we describe the corpus, the NP ex-
traction methods, the coreference models, and the
evaluation measures we will use in our evaluation.

2.1 Data Set

We evaluate on documents that are coreference-
annotated using both the ACE annotation scheme
and the OntoNotes annotation scheme, so that we
can examine whether the usefulness of our world
knowledge sources is dependent on the underlying
coreference annotation scheme. Specifically, our
data set is composed of the 410 English newswire
articles that appear in both OntoNotes-2 and ACE
2004/2005. We partition the documents into a train-
ing set and a test set following a 80/20 ratio.

ACE and OntoNotes employ different guide-
lines to annotate coreference chains. A major

difference between the two annotation schemes is
that ACE only concerns establishing coreference
chains among NPs that belong to the ACE entity
types, whereas OntoNotes does not have this re-
striction. Hence, the OntoNotes annotation scheme
should produce more coreference chains (i.e., non-
singleton coreference clusters) than the ACE anno-
tation scheme for a given set of documents. For our
data set, the OntoNotes scheme yielded 4500 chains,
whereas the ACE scheme yielded only 3637 chains.

Another difference between the two annotation
schemes is that singleton clusters are annotated in
ACE but not OntoNotes. As discussed below, the
presence of singleton clusters may have an impact
on NP extraction and coreference evaluation.

2.2 NP Extraction

Following common practice, we employ different
methods to extract NPs from the documents anno-
tated with the two annotation schemes.

To extract NPs from the ACE-annotated docu-
ments, we train a mention extractor on the train-
ing texts (see Section 5.1 of Rahman and Ng (2009)
for details), which recalls 83.6% of the NPs in the
test set. On the other hand, to extract NPs from the
OntoNotes-annotated documents, the same method
should not be applied. To see the reason, recall that
only the NPs in non-singleton clusters are annotated
in these documents. Training a mention extractor
on these NPs implies that we are learning to ex-
tract non-singleton NPs, which are typically much
smaller in number than the entire set of NPs. In
other words, doing so could substantially simplify
the coreference task. Consequently, we follow the
approach adopted by traditional learning-based re-
solvers and employ an NP chunker to extract NPs.
Specifically, we use the markable identification sys-
tem in the Reconcile resolver (Stoyanov et al., 2010)
to extract NPs from the training and test texts. This
identifier recalls 77.4% of the NPs in the test set.

2.3 Coreference Models

We evaluate the utility of world knowledge using the
mention-pair model and the cluster-ranking model.

2.3.1 Mention-Pair Model

The mention-pair (MP) model is a classifier that
determines whether two NPs are coreferent or not.

815



Each instancei(NPj , NPk) corresponds toNPj and
NPk, and is represented by a Baseline feature set con-
sisting of 39 features. Linguistically, these features
can be divided into four categories: string-matching,
grammatical, semantic, and positional. These fea-
tures can also be categorized based on whether they
are relational or not. Relational features capture
the relationship betweenNPj andNPk, whereas non-
relational features capture the linguistic property of
one of these two NPs. Since space limitations pre-
clude a description of these features, we refer the
reader to Rahman and Ng (2009) for details.

We follow Soon et al.’s (2001) method for cre-
ating training instances: we create (1) a positive
instance for each anaphoric NP,NPk, and its clos-
est antecedent,NPj ; and (2) a negative instance for
NPk paired with each of the intervening NPs,NPj+1,
NPj+2, . . ., NPk−1. The classification of a training
instance is either positive or negative, depending on
whether the two NPs are coreferent in the associated
text. To train the MP model, we use the SVM learn-
ing algorithm from SVMlight (Joachims, 2002).1

After training, the classifier is used to identify an
antecedent for an NP in a test text. Specifically, each
NP, NPk, is compared in turn to each preceding NP,
NPj , from right to left, andNPj is selected as its an-
tecedent if the pair is classified as coreferent. The
process terminates as soon as an antecedent is found
for NPk or the beginning of the text is reached.

Despite its popularity, the MP model has two
major weaknesses. First, since each candidate an-
tecedent for an NP to be resolved (henceforth anac-
tive NP) is considered independently of the others,
this model only determines how good a candidate
antecedent is relative to the active NP, but not how
good a candidate antecedent is relative to other can-
didates. So, it fails to answer the critical question of
which candidate antecedent is most probable. Sec-
ond, it has limitations in its expressiveness: the in-
formation extracted from the two NPs alone may not
be sufficient for making a coreference decision.

2.3.2 Cluster-Ranking Model

The cluster-ranking (CR) model addresses the two
weaknesses of the MP model by combining the
strengths of theentity-mentionmodel (e.g., Luo et

1For this and subsequent uses of the SVM learner in our
experiments, we set all parameters to their default values.

al. (2004), Yang et al. (2008)) and themention-
ranking model (e.g., Denis and Baldridge (2008)).
Specifically, the CR model ranks the preceding clus-
ters for an active NP so that the highest-ranked clus-
ter is the one to which the active NP should be
linked. Employing a ranker addresses the first weak-
ness, as a ranker allows all candidates to be com-
paredsimultaneously. Considering preceding clus-
ters rather than antecedents as candidates addresses
the second weakness, ascluster-levelfeatures (i.e.,
features that are defined over any subset of NPs in a
preceding cluster) can be employed. Details of the
CR model can be found in Rahman and Ng (2009).

Since the CR model ranks preceding clusters, a
training instancei(cj , NPk) represents a preceding
cluster,cj , and an anaphoric NP,NPk. Each instance
consists of features that are computed based solely
on NPk as well as cluster-level features, which de-
scribe the relationship betweencj and NPk. Mo-
tivated in part by Culotta et al. (2007), we create
cluster-level features from therelational features in
our feature set using four predicates:NONE, MOST-
FALSE, MOST-TRUE, andALL . Specifically, for each
relational featureX, we first convertX into an equiv-
alent set of binary-valued features if it is multi-
valued. Then, for each resulting binary-valued fea-
ture Xb, we create four binary-valued cluster-level
features: (1)NONE-Xb is true whenXb is false be-
tweenNPk and each NP incj ; (2) MOST-FALSE-Xb

is true whenXb is true betweenNPk and less than half
(but at least one) of the NPs incj ; (3) MOST-TRUE-
Xb is true whenXb is true betweenNPk and at least
half (but not all) of the NPs incj ; and (4)ALL -Xb is
true whenXb is true betweenNPk and each NP incj .

We train a cluster ranker to jointly learn
anaphoricity determination and coreference reso-
lution using SVMlight’s ranker-learning algorithm.
Specifically, for each NP,NPk, we create a training
instance betweenNPk andeachpreceding clustercj

using the features described above. Since we are
learning a joint model, we need to provide the ranker
with the option to start a new cluster by creating an
additional training instance that contains the non-
relational features describingNPk. The rank value
of a training instancei(cj , NPk) created forNPk is the
rank of cj among the competing clusters. IfNPk is
anaphoric, its rank is HIGH if NPk belongs tocj , and
LOW otherwise. IfNPk is non-anaphoric, its rank is
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LOW unless it is the additional training instance de-
scribed above, which has rank HIGH.

After training, the cluster ranker processes the
NPs in a test text in a left-to-right manner. For each
active NP,NPk, we create test instances for it by pair-
ing it with each of its preceding clusters. To allow
for the possibility thatNPk is non-anaphoric, we cre-
ate an additional test instance as during training. All
these test instances are then presented to the ranker.
If the additional test instance is assigned the highest
rank value, then we create a new cluster containing
NPk. Otherwise,NPk is linked to the cluster that has
the highest rank. Note that the partial clusters pre-
ceding NPk are formed incrementally based on the
predictions of the ranker for the firstk − 1 NPs.

2.4 Evaluation Measures

We employ two commonly-used scoring programs,
B3 (Bagga and Baldwin, 1998) and CEAF (Luo,
2005), both of which report results in terms of recall
(R), precision (P), and F-measure (F) by comparing
the gold-standard (i.e., key) partition,KP , against
the system-generated (i.e., response) partition,RP .

Briefly, B3 computes the R and P values of each
NP and averages these values at the end. Specifi-
cally, for each NP,NPj , B3 first computes the number
of common NPs inKPj andRPj , the clusters con-
taining NPj in KP andRP , respectively, and then
divides this number by|KPj | and |RPj | to obtain
the R and P values ofNPj , respectively. On the other
hand, CEAF finds the best one-to-one alignment be-
tween the key clusters and the response clusters.

A complication arises when B3 is used to score
a response partition containing automatically ex-
tracted NPs. Recall that B3 constructs a mapping
between the NPs in the response and those in the
key. Hence, if the response is generated using gold-
standard NPs, then every NP in the response is
mapped to some NP in the key and vice versa. In
other words, there are notwinless(i.e., unmapped)
NPs (Stoyanov et al., 2009). This is not the case
when automatically extracted NPs are used, but the
original description of B3 does not specify how
twinless NPs should be scored (Bagga and Baldwin,
1998). To address this problem, we set the recall
and precision of a twinless NP to zero, regardless of
whether the NP appears in the key or the response.
Note that CEAF can compare partitions with twin-

less NPs without any modification, since it operates
by finding the best alignment between the clusters in
the two partitions.

Additionally, in order not to over-penalize a re-
sponse partition, we remove all the twinless NPs in
the response that are singletons. The rationale is
simple: since the resolver has successfully identified
these NPs as singletons, it should not be penalized,
and removing them avoids such penalty.

Since B3 and CEAF align NPs/clusters, the lack
of singleton clusters in the OntoNotes annotations
implies that the resulting scores reflect solely how
well a resolver identifies coreference links and do
not take into account how well it identifies singleton
clusters.

3 Extracting World Knowledge

In this section, we describe how we extract world
knowledge for coreference resolution from three
different sources: large-scale knowledge bases,
coreference-annotated data and unannotated data.

3.1 World Knowledge from Knowledge Bases

We extract world knowledge from two large-scale
knowledge bases, YAGO and FrameNet.

3.1.1 Extracting Knowledge from YAGO

We choose to employ YAGO rather than the more
popularly-used Wikipedia due to its potentially
richer knowledge, which comprises 5 million facts
extracted from Wikipedia and WordNet. Each fact
is represented as a triple (NPj , rel, NPk), whererel

is one of the 90 YAGO relation types defined on
two NPs,NPj and NPk. Motivated in part by previ-
ous work (Bryl et al., 2010; Uryupina et al., 2011),
we employ the two relation types that we believe
are most useful for coreference resolution, TYPE

and MEANS. TYPE is essentially an IS-A relation.
For instance, the triple (AlbertEinstein, TYPE,
physicist) denotes the fact thatAlbert Einstein
is a physicist. MEANS provides different ways of
expressing an entity, and therefore allows us to deal
with synonymy and ambiguity. For instance, the two
triples (Einstein, MEANS, AlbertEinstein)
and (Einstein, MEANS, AlfredEinstein)
denote the facts thatEinsteinmay refer to the physi-
cist Albert Einsteinand the musicologistAlfred Ein-
stein, respectively. Hence, the presence of one or
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both of these relations between two NPs provides
strong evidence that the two NPs are coreferent.

YAGO’s unification of the information in
Wikipedia and WordNet enables it to extract
facts that cannot be extracted with Wikipedia
or WordNet alone, such as (MarthaStewart,
TYPE, celebrity). To better appreciate YAGO’s
strengths, let us see how this fact was extracted.
YAGO first heuristically maps each of the Wiki
categories in the Wiki page forMartha Stewart
to its semantically closest WordNet synset. For
instance, the Wiki category AMERICAN TELE-
VISION PERSONALITIES is mapped to the synset
corresponding to sense #2 of the wordpersonality.
Then, given thatpersonalityis a direct hyponym of
celebrity in WordNet, YAGO extracts the desired
fact. This enables YAGO to extract facts that cannot
be extracted with Wikipedia or WordNet alone.

We incorporate the world knowledge from YAGO
into our coreference models as a binary-valued fea-
ture. If the MP model is used, the YAGO feature
for an instance will have the value 1 if and only if
the two NPs involved are in a TYPE or MEANS re-
lation. On the other hand, if the CR model is used,
the YAGO feature for an instance involvingNPk and
preceding clusterc will have the value 1 if and only
if NPk has a TYPE or MEANS relation with any of
the NPs inc. Since knowledge extraction from web-
based encyclopedia is typically noisy (Ponzetto and
Poesio, 2009), we use YAGO to determine whether
two NPs have a relation only if one NP is a named
entity (NE) of type person, organization, or location
according to the Stanford NE recognizer (Finkel et
al., 2005) and the other NP is a common noun.

3.1.2 Extracting Knowledge from FrameNet

FrameNet is a lexico-semantic resource focused on
semantic frames (Baker et al., 1998). As a schematic
representation of a situation, a frame contains the
lexical predicatesthat can invoke it as well as the
frame elements(i.e., semantic roles). For example,
the JUDGMENT COMMUNICATION frame describes
situations in which a COMMUNICATOR communi-
cates a judgment of an EVALUEE to an ADDRESSEE.
This frame has COMMUNICATOR and EVALUEE as
its core frame elements and ADDRESSEEas its non-
core frame elements, and can be invoked by more
than 40 predicates, such asacclaim, accuse, com-

mend, decry, denounce, praise, andslam.
To better understand why FrameNet contains po-

tentially useful knowledge for coreference resolu-
tion, consider the following text segment:

Peter Anthony decries program trading as “limiting the
game to a few,” but he is not sure whether he wants to
denounce it because ...

To establish the coreference relation betweenit and
program trading, it may be helpful to know thatde-
cry anddenounceappear in the same frame and the
two NPs have the same semantic role.

This example suggests that features encoding both
the semantic roles of the two NPs under considera-
tion and whether the associated predicates are “re-
lated” to each other in FrameNet (i.e., whether they
appear in the same frame) could be useful for iden-
tifying coreference relations. Two points regarding
our implementation of these features deserve men-
tion. First, since we do not employ verb sense dis-
ambiguation, we consider two predicatesrelatedas
long as there is at least one semantic frame in which
they both appear. Second, since FrameNet-style se-
mantic role labelers are not publicly available, we
use ASSERT (Pradhan et al., 2004), a semantic role
labeler that provides PropBank-style semantic roles
such as ARG0 (the PROTOAGENT, which is typi-
cally the subject of a transitive verb) and ARG1 (the
PROTOPATIENT, which is typically its direct object).

Now, assuming thatNPj and NPk are the argu-
ments of two stemmed predicates,predj andpredk,
we create 15 features using the knowledge extracted
from FrameNet and ASSERT as follows. First, we
encode the knowledge extracted from FrameNet as
one of three possible values: (1)predj and predk
are in the same frame; (2) they are both predicates
in FrameNet but never appear in the same frame;
and (3) one or both predicates do not appear in
FrameNet. Second, we encode the semantic roles of
NPj andNPk as one of five possible values: ARG0-
ARG0, ARG1-ARG1, ARG0-ARG1, ARG1-ARG0,
andOTHERS (the default case).2 Finally, we create
15 binary-valued features by pairing the 3 possible
values extracted from FrameNet and the 5 possible
values provided by ASSERT. Since these features

2We focus primarily on ARG0 and ARG1 because they are
the most important core arguments of a predicate and may pro-
vide more useful information than other semantic roles.
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are computed over two NPs, we can employ them di-
rectly for the MP model. Note that by construction,
exactly one of these features will have a non-zero
value. For the CR model, we extend their definitions
so that they can be computed between an NP,NPk,
and a preceding cluster,c. Specifically, the value of
a feature is 1 if and only if its value betweenNPk and
one of the NPs inc is 1 under its original definition.

The above discussion assumes that the two NPs
under consideration serve as predicate arguments. If
this assumption fails, we will not create any features
based on FrameNet for these two NPs.

To our knowledge, FrameNet has not been ex-
ploited for coreference resolution. However, the
use of related verbs is similar in spirit to Bean and
Riloff’s (2004) use of patterns for inducing contex-
tual role knowledge, and the use of semantic roles is
also discussed in Ponzetto and Strube (2006).

3.2 World Knowledge from Annotated Data

Since world knowledge is needed for coreference
resolution, a human annotator must have employed
world knowledge when coreference-annotating a
document. We aim to design features that can “re-
cover” such world knowledge from annotated data.

3.2.1 Features Based on Noun Pairs

A natural question is: what kind of world knowl-
edge can we extract from annotated data? We may
gather the knowledge thatBarack Obamais a U.S.
presidentif we see these two NPs appearing in the
same coreference chain. Equally importantly, we
may gather the commonsense knowledge needed for
determiningnon-coreference. For instance, we may
discover that alion and atiger are unlikely to refer
to the same real-world entity after realizing that they
never appear in the same chain in a large number of
annotated documents. Note that any features com-
puted based on WordNet distance or distributional
similarity are likely to incorrectly suggest thatlion
andtiger are coreferent, since the two nouns are sim-
ilar distributionally and according to WordNet.

Given these observations, one may collect the
noun pairs from the (coreference-annotated) train-
ing data and use them as features to train a resolver.
However, for these features to be effective, we need
to addressdata sparseness, as many noun pairs in
the training data may not appear in the test data.

To improve generalization, we instead create dif-
ferent kinds ofnoun-pair-basedfeatures given an
annotated text. To begin with, we preprocess each
document. Atraining text is preprocessed by ran-
domly replacing 10% of its common nouns with the
label UNSEEN. If an NP,NPk, is replaced withUN-
SEEN, all NPs that have the same string asNPk will
also be replaced withUNSEEN. A testtext is prepro-
cessed differently: we simply replace all NPs whose
strings are not seen in the training data withUN-
SEEN. Hence, artificially creatingUNSEEN labels
from a training text will allow a learner to learn how
to handle unseen words in a test text.

Next, we createnoun-pair-based featuresfor the
MP model, which will be used to augment the Base-
line feature set. Here, each instance corresponds to
two NPs,NPj and NPk, and is represented by three
groups ofbinary-valuedfeatures.

Unseen features are applicable when bothNPj
andNPk areUNSEEN. Either anUNSEEN-SAME fea-
ture or anUNSEEN-DIFF feature is created, depend-
ing on whether the two NPs are the same string be-
fore being replaced with theUNSEEN token.

Lexical features are applicable when neitherNPj
nor NPk is UNSEEN. A lexical feature is an ordered
pair consisting of the heads of the NPs. For a pro-
noun or a common noun, the head is the last word of
the NP; for a proper name, the head is the entire NP.

Semi-lexical features aim to improve generaliza-
tion, and are applicable when neitherNPj nor NPk is
UNSEEN. If exactly one ofNPj and NPk is tagged
as a NE by the Stanford NE recognizer, we create
a semi-lexical feature that is identical to the lexical
feature described above, except that the NE is re-
placed with its NE label. On the other hand, if both
NPs are NEs, we check whether they are the same
string. If so, we create a *NE*- SAME feature, where
* NE* is replaced with the corresponding NE label.
Otherwise, we check whether they have the same NE
taganda word-subset match (i.e., whether the word
tokens in one NP appears in the other’s list of word
tokens). If so, we create a *NE*- SUBSAME feature,
where *NE* is replaced with their NE label. Other-
wise, we create a feature that is the concatenation of
the NE labels of the two NPs.

The noun-pair-based features for the CR model
can be generated using essentially the same method.
Specifically, since each instance now corresponds to
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an NP,NPk, and a preceding cluster,c, we can gener-
ate a noun-pair-based feature by applying the above
method toNPk and each of the NPs inc, and its value
is the number of times it is applicable toNPk andc.

3.2.2 Features Based on Verb Pairs

As discussed above, features encoding the seman-
tic roles of two NPs and the relatedness of the asso-
ciated verbs could be useful for coreference resolu-
tion. Rather than encoding verb relatedness, we may
replace verb relatedness with the verbs themselves
in these features, and have the learner learn directly
from coreference-annotated data whether two NPs
serving as the objects ofdecry and denounceare
likely to be coreferent or not, for instance.

Specifically, assuming thatNPj and NPk are the
arguments of two stemmed predicates,predj and
predk, in the training data, we create five features
as follows. First, we encode the semantic roles of
NPj andNPk as one of five possible values: ARG0-
ARG0, ARG1-ARG1, ARG0-ARG1, ARG1-ARG0,
and OTHERS (the default case). Second, we create
five binary-valued features by pairing each of these
five values with the two stemmed predicates. Since
these features are computed over two NPs, we can
employ them directly for the MP model. Note that
by construction, exactly one of these features will
have a non-zero value. For the CR model, we extend
their definitions so that they can be computed be-
tween an NP,NPk, and a preceding cluster,c. Specif-
ically, the value of a feature is 1 if and only if its
value betweenNPk and one of the NPs inc is 1 un-
der its original definition.

The above discussion assumes that the two NPs
under consideration serve as predicate arguments. If
this assumption fails, we will not create any features
based on verb pairs for these two NPs.

3.3 World Knowledge from Unannotated Data

Previous work has shown that syntactic apposi-
tions, which can be extracted using heuristics from
unannotated documents or parse trees, are a useful
source of world knowledge for coreference resolu-
tion (e.g., Daumé III and Marcu (2005), Ng (2007),
Haghighi and Klein (2009)). Each extraction is an
NP pair such as<Barack Obama, the president>
and<Eastern Airlines, the carrier>, where the first
NP in the pair is a proper name and the second NP is

a common NP. Low-frequency extractions are typi-
cally assumed to be noisy and discarded.

We combine the extractions produced by Fleis-
chman et al. (2003) and Ng (2007) to form a
database consisting of 1.057 million NP pairs, and
create a binary-valued feature for our coreference
models using this database. If the MP model is used,
this feature will have the value 1 if and only if the
two NPs appear as a pair in the database. On the
other hand, if the CR model is used, the feature for
an instance involvingNPk and preceding clusterc
will have the value 1 if and only ifNPk and at least
one of the NPs inc appears as a pair in the database.

4 Evaluation

4.1 Experimental Setup

As described in Section 2, we use as our evalua-
tion corpus the 411 documents that are coreference-
annotated using the ACE and OntoNotes annota-
tion schemes. Specifically, we divide these docu-
ments into five (disjoint) folds of roughly the same
size, training the MP model and the CR model us-
ing SVMlight on four folds and evaluate their per-
formance on the remaining fold. The linguistic fea-
tures, as well as the NPs used to create the training
and test instances, are computed automatically. We
employ B3 and CEAF as described in Section 2.3 to
score the output of a coreference system.

4.2 Results and Discussion

4.2.1 Baseline Models

Since our goal is to evaluate the effectiveness of
the features encoding world knowledge for learning-
based coreference resolution, we employ as our
baselines the MR model and the CR model trained
on the Baseline feature set, which does not con-
tain any features encoding world knowledge. For
the MP model, the Baseline feature set consists of
the 39 features described in Section 2.3.1; for the
CR model, the Baseline feature set consists of the
cluster-level features derived from the 39 features
used in the Baseline MP model (see Section 2.3.2).

Results of the MP model and the CR model em-
ploying the Baseline feature set are shown in rows 1
and 8 of Table 1, respectively. Each row contains the
B3 and CEAF results of the corresponding corefer-
ence model when it is evaluated using the ACE and
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ACE OntoNotes
B3 CEAF B3 CEAF

Feature Set R P F R P F R P F R P F
Results for the Mention-Pair Model

1 Base 56.5 69.7 62.4 54.9 66.3 60.0 50.4 56.7 53.3 48.9 54.5 51.5
2 Base+YAGO Types (YT) 57.3 70.3 63.1 58.7 67.5 62.8 51.7 57.9 54.6 50.3 55.6 52.8
3 Base+YAGO Means (YM) 56.7 70.0 62.7 55.3 66.5 60.4 50.6 57.0 53.6 49.3 54.9 51.9
4 Base+Noun Pairs (WP) 57.5 70.6 63.4 55.8 67.4 61.1 51.6 57.6 54.4 49.7 55.4 52.4
5 Base+FrameNet (FN) 56.4 70.9 62.8 54.9 67.5 60.5 50.5 57.5 53.8 48.8 55.1 51.8
6 Base+Verb Pairs (VP) 56.9 71.3 63.3 55.2 67.6 60.8 50.7 57.9 54.0 49.0 55.4 52.0
7 Base+Appositives (AP) 56.9 70.0 62.7 55.6 66.9 60.7 50.3 57.1 53.5 49.1 55.1 51.9

Results for the Cluster-Ranking Model
8 Base 61.7 71.2 66.1 59.6 68.8 63.8 53.4 59.2 56.2 51.1 57.3 54.0
9 Base+YAGO Types (YT) 63.5 72.4 67.6 61.7 70.0 65.5 54.8 60.6 57.6 52.4 58.9 55.4
10 Base+YAGO Means (YM) 62.0 71.4 66.4 59.9 69.1 64.1 53.9 59.5 56.6 51.4 57.5 54.3
11 Base+Noun Pairs (WP) 64.1 73.4 68.4 61.3 70.1 65.4 55.9 62.1 58.8 53.5 59.1 56.2
12 Base+FrameNet (FN) 61.8 71.9 66.5 59.8 69.3 64.2 53.5 60.0 56.6 51.1 57.9 54.3
13 Base+Verb Pairs (VP) 62.1 72.2 66.8 60.1 69.3 64.4 54.4 60.1 57.1 51.9 58.2 54.9
14 Base+Appositives (AP) 63.1 71.7 67.1 60.5 69.4 64.6 54.1 60.1 56.9 51.9 57.8 54.7

Table 1: Results obtained by applying different types of features in isolation to the Baseline system.

ACE OntoNotes
B3 CEAF B3 CEAF

Feature Set R P F R P F R P F R P F
Results for the Mention-Pair Model

1 Base 56.5 69.7 62.4 54.9 66.3 60.0 50.4 56.7 53.3 48.9 54.5 51.5
2 Base+YT 57.3 70.3 63.1 58.7 67.5 62.8 51.7 57.9 54.6 50.3 55.6 52.8
3 Base+YT+YM 57.8 70.9 63.6 59.1 67.9 63.2 52.1 58.3 55.0 50.8 56.0 53.3
4 Base+YT+YM+WP 59.5 71.9 65.1 57.5 69.4 62.9 53.1 59.2 56.0 51.5 57.1 54.1
5 Base+YT+YM+WP+FN 59.6 72.1 65.3 57.2 69.7 62.8 53.1 59.5 56.2 51.3 57.4 54.2
6 Base+YT+YM+WP+FN+VP 59.9 72.5 65.6 57.8 70.0 63.3 53.4 59.8 56.4 51.8 57.7 54.6
7 Base+YT+YM+WP+FN+VP+AP 59.7 72.4 65.4 57.6 69.8 63.1 53.2 59.8 56.3 51.5 57.6 54.4

Results for the Cluster-Ranking Model
8 Base 61.7 71.2 66.1 59.6 68.8 63.8 53.4 59.2 56.2 51.1 57.3 54.0
9 Base+YT 63.5 72.4 67.6 61.7 70.0 65.5 54.8 60.6 57.6 52.4 58.9 55.4
10 Base+YT+YM 63.9 72.6 68.0 62.1 70.4 66.0 55.2 61.0 57.9 52.8 59.1 55.8
11 Base+YT+YM+WP 66.1 75.4 70.4 62.9 72.4 67.3 57.7 64.4 60.8 55.1 61.6 58.2
12 Base+YT+YM+WP+FN 66.3 75.1 70.4 63.1 72.3 67.4 57.3 64.1 60.5 54.7 61.2 57.8
13 Base+YT+YM+WP+FN+VP 66.6 75.9 70.9 63.5 72.9 67.9 57.7 64.4 60.8 55.1 61.6 58.2
14 Base+YT+YM+WP+FN+VP+AP 66.4 75.7 70.7 63.3 72.9 67.8 57.6 64.3 60.8 55.0 61.5 58.1

Table 2: Results obtained by adding different types of features incrementally to the Baseline system.

OntoNotes annotations as the gold standard. As we
can see, the MP model achieves F-measure scores of
62.4 (B3) and 60.0 (CEAF) on ACE and 53.3 (B3)
and 51.5 (CEAF) on OntoNotes, and the CR model
achieves F-measure scores of 66.1 (B3) and 63.8
(CEAF) on ACE and 56.2 (B3) and 54.0 (CEAF)
on OntoNotes. Also, the results show that the CR
model is stronger than the MP model, corroborating
previous empirical findings (Rahman and Ng, 2009).

4.2.2 Incorporating World Knowledge

Next, we examine the usefulness of world knowl-
edge for coreference resolution. The remaining rows

in Table 1 show the results obtained when different
types of features encoding world knowledge are ap-
plied to the Baseline system in isolation. The best
result for each combination of data set, evaluation
measure, and coreference model is boldfaced.

Two points deserve mention. First, each type
of features improves the Baseline, regardless of the
coreference model, the evaluation measure, and the
annotation scheme used. This suggests that all these
feature types are indeed useful for coreference reso-
lution. It is worth noting that in all but a few cases
involving the FrameNet-based and appositive-based
features, the rise in F-measure is accompanied by a
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1. The Bush White House is breeding non-duck ducks the same way theNixon White House did: It hops on an
issue that is unopposable – cleaner air, better treatment ofthe disabled, better child care.The President came
up with a good bill, but now may end up signing the awful bureaucratic creature hatched on Capitol Hill.

2. The tumor, he suggested, developed when the second, normal copy also was damaged. He believedcolon
cancer might also arise from multiple “hits” on cancer suppressor genes, as it often seems to develop in stages.

Table 3: Examples errors introduced by YAGO and FrameNet.

simultaneous rise in recall and precision. This is per-
haps not surprising: as the use of world knowledge
helps discover coreference links, recall increases;
and as more (relevant) knowledge is available to
make coreference decisions, precision increases.

Second, the feature types that yield the best im-
provement over the Baseline are YAGO TYPE and
Noun Pairs. When the MP model is used, the best
coreference system improves the Baseline by 1–
1.3% (B3) and 1.3–2.8% (CEAF) in F-measure. On
the other hand, when the CR model is used, the best
system improves the Baseline by 2.3–2.6% (B3) and
1.7–2.2% (CEAF) in F-measure.

Table 2 shows the results obtained when the dif-
ferent types of features are added to the Baseline one
after the other. Specifically, we add the feature types
in this order: YAGO TYPE, YAGO MEANS, Noun
Pairs, FrameNet, Verb Pairs, and Appositives. In
comparison to the results in Table 1, we can see that
better results are obtained when the different types
of features are applied to the Baseline in combina-
tion than in isolation, regardless of the coreference
model, the evaluation measure, and the annotation
scheme used. The best-performing system, which
employs all but the Appositive features, outperforms
the Baseline by 3.1–3.3% in F-measure when the
MR model is used and by 4.1–4.8% in F-measure
when the CR model is used. In both cases, the
gains in F-measure are accompanied by a simulta-
neous rise in recall and precision. Overall, these
results seem to suggest that the CR model is mak-
ing more effective use of the available knowledge
than the MR model, and that the different feature
types are providing complementary information for
the two coreference models.

4.3 Example Errors

While the different types of features we considered
improve the performance of the Baseline primarily

via the establishment of coreference links, some of
these links are spurious. Sentences 1 and 2 of Table
3 show the spurious coreference links introduced by
the CR model when YAGO and FrameNet are used,
respectively. In sentence 1, whileThe Presidentand
Bushare coreferent, YAGO caused the CR model
to establish the spurious link betweenThe President
and Nixon owing to the proximity of the two NPs
and the presence of this NP pair in the YAGO TYPE

relation. In sentence 2, FrameNet caused the CR
model to establish the spurious link betweenThe tu-
morandcolon cancerbecause these two NPs are the
ARG0 arguments ofdevelopandarise, which appear
in the same semantic frame in FrameNet.

5 Conclusions

We have examined the utility of three major
sources of world knowledge for coreference resolu-
tion, namely, large-scale knowledge bases (YAGO,
FrameNet), coreference-annotated data (Noun Pairs,
Verb Pairs), and unannotated data (Appositives), by
applying them to two learning-based coreference
models, the mention-pair model and the cluster-
ranking model, and evaluating them on documents
annotated with the ACE and OntoNotes annotation
schemes. When applying the different types of fea-
tures in isolation to a Baseline system that does not
employ world knowledge, we found that all of them
improved the Baseline regardless of the underlying
coreference model, the evaluation measure, and the
annotation scheme, with YAGO TYPE and Noun
Pairs yielding the largest performance gains. Nev-
ertheless, the best results were obtained when they
were applied in combination to the Baseline system.
We conclude from these results that the different fea-
ture types we considered are providing complemen-
tary world knowledge to the coreference resolvers,
and while each of them provides fairly small gains,
their cumulative benefits can be substantial.
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Abstract

The local multi bottom-up tree transducer is
introduced and related to the (non-contiguous)
synchronous tree sequence substitution gram-
mar. It is then shown how to obtain a weighted
local multi bottom-up tree transducer from
a bilingual and biparsed corpus. Finally,
the problem of non-preservation of regular-
ity is addressed. Three properties that ensure
preservation are introduced, and it is discussed
how to adjust the rule extraction process such
that they are automatically fulfilled.

1 Introduction

A (formal) translation model is at the core of ev-
ery machine translation system. Predominantly, sta-
tistical processes are used to instantiate the for-
mal model and derive a specific translation device.
Brown et al. (1990) discuss automatically trainable
translation models in their seminal paper. However,
the IBM models of Brown et al. (1993) are string-
based in the sense that they base the translation de-
cision on the words and their surrounding context.
Contrary, in the field of syntax-based machine trans-
lation, the translation models have full access to the
syntax of the sentences and can base their decision
on it. A good exposition to both fields is presented
in (Knight, 2007).

In this paper, we deal exclusively with syntax-
based translation models such as synchronous tree
substitution grammars (STSG), multi bottom-up tree
transducers (MBOT), and synchronous tree-sequence
substitution grammars (STSSG). Chiang (2006)
gives a good introduction to STSG, which originate
from the syntax-directed translation schemes of Aho

and Ullman (1972). Roughly speaking, an STSG

has rules in which two linked nonterminals are re-
placed (at the same time) by two corresponding trees
containing terminal and nonterminal symbols. In
addition, the nonterminals in the two replacement
trees are linked, which creates new linked nontermi-
nals to which further rules can be applied. Hence-
forth, we refer to these two trees as input and output
tree. MBOT have been introduced in (Arnold and
Dauchet, 1982; Lilin, 1981) and are slightly more
expressive than STSG. Roughly speaking, they al-
low one replacement input tree and several output
trees in a single rule. This change and the pres-
ence of states yields many algorithmically advanta-
geous properties such as closure under composition,
efficient binarization, and efficient input and output
restriction [see (Maletti, 2010)]. Finally, STSSG,
which have been derived from rational tree rela-
tions (Raoult, 1997), have been discussed by Zhang
et al. (2008a), Zhang et al. (2008b), and Sun et al.
(2009). They are even more expressive than the lo-
cal variant of the multi bottom-up tree transducer
(LMBOT) that we introduce here and can have sev-
eral input and output trees in a single rule.

In this contribution, we restrict MBOT to a form
that is particularly relevant in machine translation.
We drop the general state behavior of MBOT and re-
place it by the common locality tests that are also
present in STSG, STSSG, and STAG (Shieber and
Schabes, 1990; Shieber, 2007). The obtained device
is the local MBOT (LMBOT).

Maletti (2010) argued the algorithmical advan-
tages of MBOT over STSG and proposed MBOT as
an implementation alternative for STSG. In partic-
ular, the training procedure would train STSG; i.e.,
it would not utilize the additional expressive power
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of MBOT. However, Zhang et al. (2008b) and Sun
et al. (2009) demonstrate that the additional expres-
sivity gained from non-contiguous rules greatly im-
proves the translation quality. In this contribution
we address this separation and investigate a training
procedure for LMBOT that allows non-contiguous
fragments while preserving the algorithmic advan-
tages of MBOT. To this end, we introduce a rule ex-
traction and weight training method for LMBOT that
is based on the corresponding procedures for STSG

and STSSG. However, general LMBOT can be too
expressive in the sense that they allow translations
that do not preserve regularity. Preservation of reg-
ularity is an important property for efficient repre-
sentations and efficient algorithms [see (May et al.,
2010)]. Consequently, we present 3 properties that
ensure that an LMBOT preserves regularity. In addi-
tion, we shortly discuss how these properties could
be enforced in the rule extraction procedure.

2 Notation

The set of nonnegative integers is N. We write [k]
for the set {i | 1 ≤ i ≤ k}. We treat functions as
special relations. For every relation R ⊆ A×B and
S ⊆ A, we write

R(S) = {b ∈ B | ∃a ∈ S : (a, b) ∈ R}
R−1 = {(b, a) | (a, b) ∈ R} ,

where R−1 is called the inverse of R.
Given an alphabet Σ, the set of all words (or se-

quences) over Σ is Σ∗, of which the empty word is ε.
The concatenation of two words u and w is simply
denoted by the juxtaposition uw. The length of a
word w = σ1 · · ·σk with σi ∈ Σ for all i ∈ [k]
is |w| = k. Given 1 ≤ i ≤ j ≤ k, the (i, j)-
span w[i, j] of w is σiσi+1 · · ·σj .

The set TΣ of all Σ-trees is the smallest set T
such that σ(t) ∈ T for all σ ∈ Σ and t ∈ T ∗.
We generally use bold-face characters (like t) for
sequences, and we refer to their elements using sub-
scripts (like ti). Consequently, a tree t consists of
a labeled root node σ followed by a sequence t of
its children. To improve readability we sometimes
write a sequence t1 · · · tk as t1, . . . , tk.

The positions pos(t) ⊆ N∗ of a tree t = σ(t) are

inductively defined by pos(t) = {ε}∪pos(t), where

pos(t) =
⋃

1≤i≤|t|

{ip | p ∈ pos(ti)} .

Note that this yields an undesirable difference be-
tween pos(t) and pos(t), but it will always be clear
from the context whether we refer to a single tree or
a sequence. Note that positions are ordered via the
(standard) lexicographic ordering. Let t ∈ TΣ and
p ∈ pos(t). The label of t at position p is t(p), and
the subtree rooted at position p is t|p. Formally, they
are defined by

t(p) =

{
σ if p = ε

t(p) otherwise
t(ip) = ti(p)

t|p =

{
t if p = ε

t|p otherwise
t|ip = ti|p

for all t = σ(t) and 1 ≤ i ≤ |t|. As demonstrated,
these notions are also used for sequences. A posi-
tion p ∈ pos(t) is a leaf (in t) if p1 /∈ pos(t). Given
a subset NT ⊆ Σ, we let

↓NT(t) = {p ∈ pos(t) | t(p) ∈ NT, p leaf in t} .

Later NT will be the set of nonterminals, so that
the elements of ↓NT(t) will be the leaf nonterminals
of t. We extend the notion to sequences t by

↓NT(t) =
⋃

1≤i≤|t|

{ip | p ∈ ↓NT(ti)} .

We also need a substitution that replaces sub-
trees. Let p1, . . . , pn ∈ pos(t) be pairwise in-
comparable positions and t1, . . . , tn ∈ TΣ. Then
t[pi ← ti | 1 ≤ i ≤ n] denotes the tree that is ob-
tained from t by replacing (in parallel) the subtrees
at pi by ti for every i ∈ [k].

Finally, let us recall regular tree languages. A fi-
nite tree automaton M is a tuple (Q,Σ, δ, F ) such
that Q is a finite set, δ ⊆ Q∗ × Σ × Q is a fi-
nite relation, and F ⊆ Q. We extend δ to a map-
ping δ : TΣ → 2Q by

δ(σ(t)) = {q | (q, σ, q) ∈ δ, ∀i ∈ [ |t| ] : qi ∈ δ(ti)}

for every σ ∈ Σ and t ∈ T ∗Σ. The finite tree automa-
ton M recognizes the tree language

L(M) = {t ∈ TΣ | δ(t) ∩ F 6= ∅} .

A tree language L ⊆ TΣ is regular if there exists a
finite tree automaton M such that L = L(M).
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Figure 1: Sample LMBOT rules.

3 The model

In this section, we recall particular multi bottom-
up tree transducers, which have been introduced
by Arnold and Dauchet (1982) and Lilin (1981). A
detailed (and English) presentation of the general
model can be found in Engelfriet et al. (2009) and
Maletti (2010). Using the nomenclature of Engel-
friet et al. (2009), we recall a variant of linear and
nondeleting extended multi bottom-up tree transduc-
ers (MBOT) here. Occasionally, we will refer to gen-
eral MBOT, which differ from the local variant dis-
cussed here because they have explicit states.

Throughout the article, we assume sets Σ and ∆
of input and output symbols, respectively. More-
over, let NT ⊆ Σ ∪∆ be the set of designated non-
terminal symbols. Finally, we avoid weights in the
formal development to keep it simple. It is straight-
forward to add weights to our model.

Essentially, the model works on pairs 〈t,u〉
consisting of an input tree t ∈ TΣ and a se-
quence u ∈ T ∗∆ of output trees. Each such pair is
called a pre-translation and the rank rk(〈t,u〉) the
pre-translation 〈t,u〉 is |u|. In other words, the rank
of a pre-translation equals the number of output trees
stored in it. Given a pre-translation 〈t,u〉 ∈ TΣ×T k∆
and i ∈ [k], we call ui the ith translation of t. An
alignment for the pre-translation 〈t,u〉 is an injec-
tive mapping ψ : ↓NT(u) → ↓NT(t) × N such that
(p, j) ∈ ψ(↓NT(u)) for every (p, i) ∈ ψ(↓NT(u))
and j ∈ [i]. In other words, an alignment should re-
quest each translation of a particular subtree at most
once and if it requests the ith translation, then it
should also request all previous translations.

Definition 1 A local multi bottom-up tree trans-
ducer (LMBOT) is a finite setR of rules such that ev-
ery rule, written l →ψ r, contains a pre-translation
〈l, r〉 and an alignment ψ for it.

The component l is the left-hand side, r is
the right-hand side, and ψ is the alignment of a
rule l→ψ r ∈ R. The rules of an LMBOT are similar
to the rules of an STSG (synchronous tree substitu-
tion grammar) of Eisner (2003) and Shieber (2004),
but right-hand sides of LMBOT contain a sequence
of trees instead of just a single tree as in an STSG. In
addition, the alignments in an STSG rule are bijec-
tive between leaf nonterminals, whereas our model
permits multiple alignments to a single leaf nonter-
minal in the left-hand side. A model that is even
more powerful than LMBOT is the non-contiguous
version of STSSG (synchronous tree-sequence sub-
stitution grammar) of Zhang et al. (2008a), Zhang
et al. (2008b), and Sun et al. (2009), which al-
lows sequences of trees on both sides of rules [see
also (Raoult, 1997)]. Figure 1 displays sample rules
of an LMBOT using a graphical representation of the
trees and the alignment.

Next, we define the semantics of an LMBOT R.
To avoid difficulties1, we explicitly exclude rules
like l →ψ r where l ∈ NT or r ∈ NT∗; i.e.,
rules where the left- or right-hand side are only
leaf nonterminals. We first define the traditional
bottom-up semantics. Let ρ = l →ψ r ∈ R be a
rule and p ∈ ↓NT(l). The p-rank rk(ρ, p) of ρ is
rk(ρ, p) = |{i ∈ N | (p, i) ∈ ψ(↓NT(r))}|.

Definition 2 The set τ(R) of pre-translations of an
LMBOT R is inductively defined to be the smallest
set such that: If ρ = l →ψ r ∈ R is a rule,
〈tp,up〉 ∈ τ(R) is a pre-translation of R for every
p ∈ ↓NT(l), and

• rk(ρ, p) = rk(〈tp,up〉),

• l(p) = tp(ε), and

1Actually, difficulties arise only in the weighted setting.
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Figure 2: Top left: (a) Initial pre-translation; Top right: (b) Pre-translation obtained from the left rule of Fig. 1 and (a);
Bottom: (c) Pre-translation obtained from the right rule of Fig. 1 and (b).

• r(p′) = up′′(i) with ψ(p′) = (p′′, i)

for every p′ ∈ ↓NT(r), then 〈t,u〉 ∈ τ(R) where

• t = l[p← tp | p ∈ ↓NT(l)] and

• u = r[p′ ← (up′′)i | p′ ∈ ψ−1(p′′, i)].

In plain words, each nonterminal leaf p in the
left-hand side of a rule ρ can be replaced by the
input tree t of a pre-translation 〈t,u〉 whose root
is labeled by the same nonterminal. In addition,
the rank rk(ρ, p) of the replaced nonterminal should
match the rank rk(〈t,u〉) of the pre-translation and
the nonterminals in the right-hand side that are
aligned to p should be replaced by the translation
that the alignment requests, provided that the non-
terminal matches with the root symbol of the re-
quested translation. The main benefit of the bottom-
up semantics is that it works exclusively on pre-
translations. The process is illustrated in Figure 2.

Using the classical bottom-up semantics, we sim-
ply obtain the following theorem by Maletti (2010)
because the MBOT constructed there is in fact an
LMBOT.

Theorem 3 For every STSG, an equivalent LMBOT

can be constructed in linear time, which in turn
yields a particular MBOT in linear time.

Finally, we want to relate LMBOT to the STSSG

of Sun et al. (2009). To this end, we also introduce
the top-down semantics for LMBOT. As expected,
both semantics coincide. The top-down semantics is
introduced using rule compositions, which will play
an important rule later on.

Definition 4 The set Rk of k-fold composed rules is
inductively defined as follows:

• R1 = R and

• ` →ϕ s ∈ Rk+1 for all ρ = l →ψ r ∈ R and
ρp = lp →ψp rp ∈ Rk such that

– rk(ρ, p) = rk(〈lp, rp〉),
– l(p) = lp(ε), and
– r(p′) = rp′′(i) with ψ(p′) = (p′′, i)

for every p ∈ ↓NT(l) and p′ ∈ ↓NT(r) where

– ` = l[p← lp | p ∈ ↓NT(l)],
– s = r[p′ ← (rp′′)i | p′ ∈ ψ−1(p′′, i)], and
– ϕ(p′p) = p′′ψp′′(ip) for all positions
p′ ∈ ψ−1(p′′, i) and ip ∈ ↓NT(rp′′).

The rule closureR≤∞ ofR isR≤∞ =
⋃
i≥1R

i. The
top-down pre-translation of R is

τt(R) = {〈l, r 〉 | l→ψ r ∈ R≤∞, ↓NT(l) = ∅} .
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Figure 3: Composed rule.

The composition of the rules, which is illus-
trated in Figure 3, in the second item of Defini-
tion 4 could also be represented as ρ(ρ1, . . . , ρk)
where ρ1, . . . , ρk is an enumeration of the rules
{ρp | p ∈ ↓NT(l)} used in the item. The follow-
ing theorem is easy to prove.

Theorem 5 The bottom-up and top-down semantics
coincide; i.e., τ(R) = τt(R).

Chiang (2005) and Graehl et al. (2008) argue that
STSG have sufficient expressive power for syntax-
based machine translation, but Zhang et al. (2008a)
show that the additional expressive power of tree-
sequences helps the translation process. This is
mostly due to the fact that smaller (and less specific)
rules can be extracted from bi-parsed word-aligned
training data. A detailed overview that focusses on
STSG is presented by Knight (2007).

Theorem 6 For every LMBOT, an equivalent STSSG

can be constructed in linear time.

4 Rule extraction and training

In this section, we will show how to automatically
obtain an LMBOT from a bi-parsed, word-aligned
parallel corpus. Essentially, the process has two
steps: rule extraction and training. In the rule ex-
traction step, an (unweighted) LMBOT is extracted
from the corpus. The rule weights are then set in the
training procedure.

The two main inspirations for our rule extraction
are the corresponding procedures for STSG (Galley
et al., 2004; Graehl et al., 2008) and for STSSG (Sun
et al., 2009). STSG are always contiguous in both
the left- and right-hand side, which means that they
(completely) cover a single span of input or output

words. On the contrary, STSSG rules can be non-
contiguous on both sides, but the extraction proce-
dure of Sun et al. (2009) only extracts rules that are
contiguous on the left- or right-hand side. We can
adjust its 1st phase that extracts rules with (poten-
tially) non-contiguous right-hand sides. The adjust-
ment is necessary because LMBOT rules cannot have
(contiguous) tree sequences in their left-hand sides.
Overall, the rule extraction process is sketched in
Algorithm 1.

Algorithm 1 Rule extraction for LMBOT

Require: word-aligned tree pair (t, u)
Return: LMBOT rules R such that (t, u) ∈ τ(R)

while there exists a maximal non-leaf node
p ∈ pos(t) and minimal p1, . . . , pk ∈ pos(u)
such that t|p and (u|p1 , . . . , u|pk

) have a con-
sistent alignment (i.e., no alignments from
within t|p to a leaf outside (u|p1 , . . . , u|pk

) and
vice versa)
do

2: add rule ρ = t|p →ψ (up1 , . . . , upk
) to R

with the nonterminal alignments ψ
// excise rule ρ from (t, u)

4: t← t[p← t(p)]
u← u[pi ← u(pi) | i ∈ {1, . . . , k}]

6: establish alignments according to position
end while

The requirement that we can only have one in-
put tree in LMBOT rules indeed might cause the ex-
traction of bigger and less useful rules (when com-
pared to the corresponding STSSG rules) as demon-
strated in (Sun et al., 2009). However, the stricter
rule shape preserves the good algorithmic proper-
ties of LMBOT. The more powerful STSSG rules can
cause nonclosure under composition (Raoult, 1997;
Radmacher, 2008) and parsing to be less efficient.

Figure 4 shows an example of biparsed aligned
parallel text. According to the method of Galley et
al. (2004) we can extract the (minimal) STSG rule
displayed in Figure 5. Using the more liberal format
of LMBOT rules, we can decompose the STSG rule of
Figure 5 further into the rules displayed in Figure 1.
The method of Sun et al. (2009) would also extract
the rule displayed in Figure 6.

Let us reconsider Figures 1 and 2. Let ρ1 be
the top left rule of Figure 2 and ρ2 and ρ3 be the
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Figure 5: Minimal STSG rule.

left and right rule of Figure 1, respectively. We
can represent the lower pre-translation of Figure 2
by ρ3(· · · , ρ2(ρ1)), where ρ2(ρ1) represents the up-
per right pre-translation of Figure 2. If we name
all rules of R, then we can represent each pre-
translation of τ(R) symbolically by a tree contain-
ing rule names. Such trees containing rule names
are often called derivation trees. Overall, we obtain
the following result, for which details can be found
in (Arnold and Dauchet, 1982).

Theorem 7 The setD(R) is a regular tree language
for every LMBOT R, and the set of derivations is also
regular for every MBOT.

VBD

signed
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for
→

PV

twlY
,
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AltwqyE

,
PREP

En

Figure 6: Sample STSSG rule.

Moreover, using the input and output product con-
structions of Maletti (2010) we obtain that even the
set Dt,u(R) of derivations for a specific input tree t
and output tree u is regular. Since Dt,u(R) is reg-
ular, we can compute the inside and outside weight
of each (weighted) rule of R following the method
of Graehl et al. (2008). Similarly, we can adjust
the training procedure of Graehl et al. (2008), which
yields that we can automatically obtain a weighted
LMBOT from a bi-parsed parallel corpus. Details on
the run-time can be found in (Graehl et al., 2008).

5 Preservation of regularity

Clearly, LMBOT are not symmetric. Although, the
backwards application of an LMBOT preserves regu-
larity, this property does not hold for forward appli-
cation. We will focus on forward application here.
Given a set T of pre-translations and a tree language
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L ⊆ TΣ, we let

Tc(L) = {ui | (u1, . . . , uk) ∈ T (L), i ∈ [k]} ,

which collects all translations of input trees in L.
We say that T preserves regularity if Tc(L) is regu-
lar for every regular tree language L ⊆ TΣ. Corre-
spondingly, an LMBOT R preserves regularity if its
set τ(R) of pre-translations preserves regularity.

As mentioned, an LMBOT does not necessarily
preserve regularity. The rules of an LMBOT have
only alignments between the left-hand side (input
tree) and the right-hand side (output tree), which are
also called inter-tree alignments. However, several
alignments to a single nonterminal in the left-hand
side can transitively relate two different nontermi-
nals in the output side and thus simulate an intra-
tree alignment. For example, the right rule of Fig-
ure 1 relates a ‘PV’ and an ‘NP-OBJ’ node to a sin-
gle ‘VP’ node in the left-hand side. This could lead
to an intra-tree alignment (synchronization) between
the ‘PV’ and ‘NP-OBJ’ nodes in the right-hand side.

Figure 7 displays the rules R of an LMBOT

that does not preserve regularity. This can easily
be seen on the leaf (word) languages because the
LMBOT can translate the word x to any element
of L = {wcwc | w ∈ {a, b}∗}. Clearly, this word
language L is not context-free. Since the leaf lan-
guage of every regular tree language is context-free
and regular tree languages are closed under inter-
section (needed to single out the translations that
have the symbol Y at the root), this also proves that
τ(R)c(TΣ) is not regular. Since TΣ is regular, this
proves that the LMBOT does not preserve regularity.

Preservation of regularity is an important property
for a number of translation model manipulations.
For example, the bucket-brigade and the on-the-fly
method for the efficient inference described in (May
et al., 2010) essentially build on it. Moreover, a reg-
ular tree grammar (i.e., a representation of a regular
tree language) is an efficient representation. More
complex representations such as context-free tree
grammars [see, e.g., (Fujiyoshi, 2004)] have worse
algorithmic properties (e.g., more complex parsing
and problematic intersection).

In this section, we investigate three syntactic re-
strictions on the set R of rules that guarantees that
the obtained LMBOT preserves regularity. Then we

shortly discuss how to adjust the rule extraction al-
gorithm, so that the extracted rules automatically
have these property. First, we quickly recall the no-
tion of composed rules from Definition 4 because
it will play an essential role in all three properties.
Figure 3 shows a composition of two rules from Fig-
ure 7. Mind thatR2 might not contain all rules ofR,
but it contains all those without leaf nonterminals.

Definition 8 An LMBOT R is finitely collapsing if
there is n ∈ N such that ψ : ↓NT(r)→ ↓NT(l)×{1}
for every rule l→ψ r ∈ Rn.

The following statement follows from a more gen-
eral result of Raoult (1997), which we will introduce
with our second property.

Theorem 9 Every finitely collapsing LMBOT pre-
serves regularity.

Often the simple condition ‘finitely collapsing’ is
fulfilled after rule extraction. In addition, it is au-
tomatically fulfilled in an LMBOT that was obtained
from an STSG using Theorem 3. It can also be en-
sured in the rule extraction process by introducing
collapsing points for output symbols that can appear
recursively in the corpus. For example, we could en-
force that all extracted rules for clause-level output
symbols (assuming that there is no recursion not in-
volving a clause-level output symbols) should have
only 1 output tree in the right-hand side.

However, ‘finitely collapsing’ is a rather strict
property. Finitely collapsing LMBOT have only
slightly more expressive power than STSG. In fact,
they could be called STSG with input desynchro-
nization. This is due to the fact that the alignment
in composed rules establishes an injective relation
between leaf nonterminals (as in an STSG), but it
need not be bijective. Consequently, there can be
leaf nonterminals in the left-hand side that have no
aligned leaf nonterminal in the right-hand side. In
this sense, those leaf nonterminals are desynchro-
nized. This feature is illustrated in Figure 8 and
such an LMBOT can compute the transformation
{(t, a) | t ∈ TΣ}, which cannot be computed by an
STSG (assuming that TΣ is suitably rich). Thus STSG

with input desynchronization are more expressive
than STSG, but they still compute a class of trans-
formations that is not closed under composition.
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Figure 8: Finitely collapsing LMBOT.

Theorem 10 For every STSG, we can construct an
equivalent finitely collapsing LMBOT in linear time.
Moreover, finitely collapsing LMBOT are strictly
more expressive than STSG.

Next, we investigate a weaker property by Raoult
(1997) that still ensures preservation of regularity.

Definition 11 An LMBOT R has finite synchroniza-
tion if there is n ∈ N such that for every rule
l →ψ r ∈ Rn and p ∈ ↓NT(l) there exists i ∈ N
with ψ−1({p} × N) ⊆ {iw | w ∈ N∗}.

In plain terms, multiple alignments to a single leaf
nonterminal at p in the left-hand side are allowed,
but all leaf nonterminals of the right-hand side that
are aligned to p must be in the same tree. Clearly,
an LMBOT with finite synchronization is finitely col-
lapsing. Raoult (1997) investigated this restriction
in the context of rational tree relations, which are a
generalization of our LMBOT. Raoult (1997) shows
that finite synchronization can be decided. The next
theorem follows from the results of Raoult (1997).

Theorem 12 Every LMBOT with finite synchroniza-
tion preserves regularity.

MBOT can compute arbitrary compositions of
STSG (Maletti, 2010). However, this no longer re-
mains true for MBOT (or LMBOT) with finite syn-
chronization.2 In Figure 9 we illustrate a transla-
tion that can be computed by a composition of two
STSG, but that cannot be computed by an MBOT

(or LMBOT) with finite synchronization. Intuitively,
when processing the chain of ‘X’s of the transforma-
tion depicted in Figure 9, the first and second suc-
2This assumes a straightforward generalization of the ‘finite
synchronization’ property for MBOT.

Y

X

...

X

Y

t1 t2

t3

→
Z

t1 t2 t3

Figure 9: Transformation that cannot be computed by an
MBOT with finite synchronization.

cessor of the ‘Z’-node at the root on the output side
must be aligned to the ‘X’-chain. This is necessary
because those two mentioned subtrees must repro-
duce t1 and t2 from the end of the ‘X’-chain. We
omit the formal proof here, but obtain the following
statement.

Theorem 13 For every STSG, we can construct an
equivalent LMBOT with finite synchronization in lin-
ear time. LMBOT and MBOT with finite synchroniza-
tion are strictly more expressive than STSG and com-
pute classes that are not closed under composition.

Again, it is straightforward to adjust the rule ex-
traction algorithm by the introduction of synchro-
nization points (for example, for clause level output
symbols). We can simply require that rules extracted
for those selected output symbols fulfill the condi-
tion mentioned in Definition 11.

Finally, we introduce an even weaker version.

Definition 14 An LMBOT R is copy-free if there is
n ∈ N such that for every rule l →ψ r ∈ Rn and
p ∈ ↓NT(l) we have (i) ψ−1({p} × N) ⊆ N, or
(ii) ψ−1({p} × N) ⊆ {iw | w ∈ N∗} for an i ∈ N.

Intuitively, a copy-free LMBOT has rules whose
right hand sides may use all leaf nonterminals that
are aligned to a given leaf nonterminal in the left-
hand side directly at the root (of one of the trees
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Figure 10: Composed rule that is not copy-free.

in the right-hand side forest) or group all those leaf
nonterminals in a single tree in the forest. Clearly,
the LMBOT of Figure 7 is not copy-free because the
second rule composes with itself (see Figure 10) to
a rule that does not fulfill the copy-free condition.

Theorem 15 Every copy-free LMBOT preserves
regularity.

Proof sketch: Let n be the integer of Defini-
tion 14. We replace the LMBOT with rules R by the
equivalent LMBOT M with rules Rn. Then all rules
have the form required in Definition 14. Moreover,
let L ⊆ TΣ be a regular tree language. Then we
can construct the input product of τ(M) with L. In
this way, we obtain an MBOT M ′, whose rules still
fulfill the requirements (adapted for MBOT) of Defi-
nition 14 because the input product does not change
the structure of the rules (it only modifies the state
behavior). Consequently, we only need to show that
the range of the MBOT M ′ is regular. This can be
achieved using a decomposition into a relabeling,
which clearly preserves regularity, and a determinis-
tic finite-copying top-down tree transducer (Engel-
friet et al., 1980; Engelfriet, 1982). 2

Figure 11 shows some relevant rules of a copy-
free LMBOT that computes the transformation of
Figure 9. Clearly, copy-free LMBOT are more gen-
eral than LMBOT with finite synchronization, so we
again can obtain copy-free LMBOT from STSG. In
addition, we can adjust the rule extraction process
using synchronization points as for LMBOT with fi-
nite synchronization using the restrictions of Defini-
tion 14.

Theorem 16 For every STSG, we can construct
an equivalent copy-free LMBOT in linear time.

Y

X S
→

Z

S S S
1

2

X

X
→

〈
S , S

〉
1

2

X

Y

S S

→
〈

S , S
〉

1
2

Figure 11: Copy-free LMBOT for the transformation
of Figure 9.

Copy-free LMBOT are strictly more expressive than
LMBOT with finite synchronization.

6 Conclusion

We have introduced a simple restriction of multi
bottom-up tree transducers. It abstracts from the
general state behavior of the general model and
only uses the locality tests that are also present in
STSG, STSSG, and STAG. Next, we introduced a
rule extraction procedure and a corresponding rule
weight training procedure for our LMBOT. However,
LMBOT allow translations that do not preserve reg-
ularity, which is an important property for efficient
algorithms. We presented 3 properties that ensure
that regularity is preserved. In addition, we shortly
discussed how these properties could be enforced in
the presented rule extraction procedure.
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Abstract

Tree-to-string translation is syntax-aware and

efficient but sensitive to parsing errors. Forest-

to-string translation approaches mitigate the

risk of propagating parser errors into transla-

tion errors by considering a forest of alterna-

tive trees, as generated by a source language

parser. We propose an alternative approach to

generating forests that is based on combining

sub-trees within the first best parse through

binarization. Provably, our binarization for-

est can cover any non-consitituent phrases in

a sentence but maintains the desirable prop-

erty that for each span there is at most one

nonterminal so that the grammar constant for

decoding is relatively small. For the purpose

of reducing search errors, we apply the syn-

chronous binarization technique to forest-to-

string decoding. Combining the two tech-

niques, we show that using a fast shift-reduce

parser we can achieve significant quality gains

in NIST 2008 English-to-Chinese track (1.3

BLEU points over a phrase-based system, 0.8

BLEU points over a hierarchical phrase-based

system). Consistent and significant gains are

also shown in WMT 2010 in the English to

German, French, Spanish and Czech tracks.

1 Introduction

In recent years, researchers have explored a wide

spectrum of approaches to incorporate syntax and

structure into machine translation models. The uni-

fying framework for these models is synchronous

grammars (Chiang, 2005) or tree transducers

(Graehl and Knight, 2004). Depending on whether

or not monolingual parsing is carried out on the

source side or the target side for inference, there are

four general categories within the framework:

• string-to-string (Chiang, 2005; Zollmann and

Venugopal, 2006)

• string-to-tree (Galley et al., 2006; Shen et al.,

2008)

• tree-to-string (Lin, 2004; Quirk et al., 2005;

Liu et al., 2006; Huang et al., 2006; Mi et al.,

2008)

• tree-to-tree (Eisner, 2003; Zhang et al., 2008)

In terms of search, the string-to-x models explore all

possible source parses and map them to the target

side, while the tree-to-x models search over the sub-

space of structures of the source side constrained

by an input tree or trees. Hence, tree-to-x mod-

els are more constrained but more efficient. Mod-

els such as Huang et al. (2006) can match multi-

level tree fragments on the source side which means

larger contexts are taken into account for transla-

tion (Poutsma, 2000), which is a modeling advan-

tage. To balance efficiency and accuracy, forest-to-

string models (Mi et al., 2008; Mi and Huang, 2008)

use a compact representation of exponentially many

trees to improve tree-to-string models. Tradition-

ally, such forests are obtained through hyper-edge

pruning in the k-best search space of a monolin-

gual parser (Huang, 2008). The pruning parameters

that control the size of forests are normally hand-

tuned. Such forests encode both syntactic variants

and structural variants. By syntactic variants, we re-

fer to the fact that a parser can parse a substring into

either a noun phrase or verb phrase in certain cases.
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We believe that structural variants which allow more

source spans to be explored during translation are

more important (DeNeefe et al., 2007), while syn-

tactic variants might improve word sense disam-

biguation but also introduce more spurious ambi-

guities (Chiang, 2005) during decoding. To focus

on structural variants, we propose a family of bina-

rization algorithms to expand one single constituent

tree into a packed forest of binary trees containing

combinations of adjacent tree nodes. We control the

freedom of tree node binary combination by restrict-

ing the distance to the lowest common ancestor of

two tree nodes. We show that the best results are

achieved when the distance is two, i.e., when com-

bining tree nodes sharing a common grand-parent.

In contrast to conventional parser-produced-forest-

to-string models, in our model:

• Forests are not generated by a parser but by

combining sub-structures using a tree binarizer.

• Instead of using arbitary pruning parameters,

we control forest size by an integer number that

defines the degree of tree structure violation.

• There is at most one nonterminal per span so

that the grammar constant is small.

Since GHKM rules (Galley et al., 2004) can cover

multi-level tree fragments, a synchronous grammar

extracted using the GHKM algorithm can have syn-

chronous translation rules with more than two non-

terminals regardless of the branching factor of the

source trees. For the first time, we show that simi-

lar to string-to-tree decoding, synchronous binariza-

tion significantly reduces search errors and improves

translation quality for forest-to-string decoding.

To summarize, the whole pipeline is as follows.

First, a parser produces the highest-scored tree for

an input sentence. Second, the parse tree is re-

structured using our binarization algorithm, result-

ing in a binary packed forest. Third, we apply the

forest-based variant of the GHKM algorithm (Mi

and Huang, 2008) on the new forest for rule extrac-

tion. Fourth, on the translation forest generated by

all applicable translation rules, which is not neces-

sarily binary, we apply the synchronous binarization

algorithm (Zhang et al., 2006) to generate a binary

translation forest. Finally, we use a bottom-up de-

coding algorithm with intergrated LM intersection

using the cube pruning technique (Chiang, 2005).

The rest of the paper is organized as follows. In

Section 2, we give an overview of the forest-to-

string models. In Section 2.1, we introduce a more

efficient and flexible algorithm for extracting com-

posed GHKM rules based on the same principle as

cube pruning (Chiang, 2007). In Section 3, we in-

troduce our source tree binarization algorithm for

producing binarized forests. In Section 4, we ex-

plain how to do synchronous rule factorization in a

forest-to-string decoder. Experimental results are in

Section 5.

2 Forest-to-string Translation

Forest-to-string models can be described as

e = Y( arg max
d∈D(T ), T∈F (f)

P (d|T ) ) (1)

where f stands for a source string, e stands for a tar-

get string, F stands for a forest, D stands for a set

of synchronous derivations on a given tree T , and

Y stands for the target side yield of a derivation.

The search problem is finding the derivation with

the highest probability in the space of all deriva-

tions for all parse trees for an input sentence. The

log probability of a derivation is normally a lin-

ear combination of local features which enables dy-

namic programming to find the optimal combination

efficiently. In this paper, we focus on the models

based on the Synchronous Tree Substitution Gram-

mars (STSG) defined by Galley et al. (2004). In con-

trast to a tree-to-string model, the introduction of F

augments the search space systematically. When the

first-best parse is wrong or no good translation rules

are applicable to the first-best parse, the model can

recover good translations from alternative parses.

In STSG, local features are defined on tree-to-

string rules, which are synchronous grammar rules

defining how a sequence of terminals and nontermi-

nals on the source side translates to a sequence of

target terminals and nonterminals. One-to-one map-

ping of nonterminals is assumed. But terminals do

not necessarily need to be aligned. Figure 1 shows a

typical English-Chinese tree-to-string rule with a re-

ordering pattern consisting of two nonterminals and

different numbers of terminals on the two sides.
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VP

VBD

was

VP-C

.x1:VBN PP

P

by

.x2:NP-C

→
bei

被
x2 x1

Figure 1: An example tree-to-string rule.

Forest-to-string translation has two stages. The

first stage is rule extraction on word-aligned parallel

texts with source forests. The second stage is rule

enumeration and DP decoding on forests of input

strings. In both stages, at each tree node, the task on

the source side is to generate a list of tree fragments

by composing the tree fragments of its children. We

propose a cube-pruning style algorithm that is suit-

able for both rule extraction during training and rule

enumeration during decoding.

At the highest level, our algorithm involves three

steps. In the first step, we label each node in the in-

put forest by a boolean variable indicating whether it

is a site of interest for tree fragment generation. If it

is marked true, it is an admissible node. In the case

of rule extraction, a node is admissible if and only if

it corresponds to a phrase pair according to the un-

derlying word alignment. In the case of decoding,

every node is admissible for the sake of complete-

ness of search. An initial one-node tree fragment is

placed at each admissible node for seeding the tree

fragment generation process. In the second step,

we do cube-pruning style bottom-up combinations

to enumerate a pruned list of tree fragments at each

tree node. In the third step, we extract or enumerate-

and-match tree-to-string rules for the tree fragments

at the admissible nodes.

2.1 A Cube-pruning-inspired Algorithm for

Tree Fragment Composition

Galley et al. (2004) defined minimal tree-to-string

rules. Galley et al. (2006) showed that tree-to-string

rules made by composing smaller ones are impor-

tant to translation. It can be understood by the anal-

ogy of going from word-based models to phrase-

based models. We relate composed rule extraction

to cube-pruning (Chiang, 2007). In cube-pruning,

the process is to keep track of the k-best sorted lan-

guage model states at each node and combine them

bottom-up with the help of a priority queue. We

can imagine substituting k-best LM states with k

composed rules at each node and composing them

bottom-up. We can also borrow the cube pruning

trick to compose multiple lists of rules using a pri-

ority queue to lazily explore the space of combina-

tions starting from the top-most element in the cube

formed by the lists.

We need to define a ranking function for com-

posed rules. To simulate the breadth-first expansion

heuristics of Galley et al. (2006), we define the fig-

ure of merit of a tree-to-string rule as a tuple m =
(h, s, t), where h is the height of a tree fragment,

s is the number of frontier nodes, i.e., bottom-level

nodes including both terminals and non-terminals,

and t is the number of terminals in the set of frontier

nodes. We define an additive operator +:

m1 + m2

= ( max{h1, h2}+ 1, s1 + s2, t1 + t2 )

and a min operator based on the order <:

m1 < m2 ⇐⇒







h1 < h2 ∨
h1 = h2 ∧ s1 < s2 ∨
h1 = h2 ∧ s1 = s2 ∧ t1 < t2

The + operator corresponds to rule compositions.

The < operator corresponds to ranking rules by their

sizes. A concrete example is shown in Figure 2,

in which case the monotonicity property of (+, <)
holds: if ma < mb, ma +mc < mb +mc. However,

this is not true in general for the operators in our def-

inition, which implies that our algorithm is indeed

like cube-pruning: an approximate k-shortest-path

algorithm.

3 Source Tree Binarization

The motivation of tree binarization is to factorize

large and rare structures into smaller but frequent

ones to improve generalization. For example, Penn

Treebank annotations are often flat at the phrase

level. Translation rules involving flat phrases are un-

likely to generalize. If long sequences are binarized,
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VPB PP
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was
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VPB PP

P NP-C

(4, 4, 2)

Figure 2: Tree-to-string rule composition as cube-pruning. The left shows two lists of composed rules sorted by their

geometric measures (height, # frontiers,# frontier terminals), under the gluing rule of VP → VBD VP−C.

The right part shows a cube view of the combination space. We explore the space from the top-left corner to the

neighbors.

the commonality of subsequences can be discov-

ered. For example, the simplest binarization meth-

ods left-to-right, right-to-left, and head-out explore

sharing of prefixes or suffixes. Among exponentially

many binarization choices, these algorithms pick a

single bracketing structure for a sequence of sibling

nodes. To explore all possible binarizations, we use

a CYK algorithm to produce a packed forest of bi-

nary trees for a given sibling sequence.

With CYK binarization, we can explore any span

that is nested within the original tree structure, but

still miss all cross-bracket spans. For example,

translating from English to Chinese, The phrase

“There is” should often be translated into one verb

in Chinese. In a correct English parse tree, however,

the subject-verb boundary is between “There” and

“is”. As a result, tree-to-string translation based on

constituent phrases misses the good translation rule.

The CYK-n binarization algorithm shown in Al-

gorithm 1 is a parameterization of the basic CYK

binarization algorithm we just outlined. The idea is

that binarization can go beyond the scope of parent

nodes to more distant ancestors. The CYK-n algo-

rithm first annotates each node with its n nearest

ancestors in the source tree, then generates a bina-

rization forest that allows combining any two nodes

with common ancestors. The ancestor chain labeled

at each node licenses the node to only combine with

nodes having common ancestors in the past n gener-

ations.

The algorithm creates new tree nodes on the fly.

New tree nodes need to have their own states in-

dicated by a node label representing what is cov-

ered internally by the node and an ancestor chain

representing which nodes the node attaches to ex-

ternally. Line 22 and Line 23 of Algorithm 1 up-

date the label and ancestor annotations of new tree

nodes. Using the parsing semiring notations (Good-

man, 1999), the ancestor computation can be sum-

marized by the (∩,∪) pair. ∩ produces the ances-

tor chain of a hyper-edge. ∪ produces the ancestor

chain of a hyper-node. The node label computation

can be summarized by the (concatenate, min) pair.

concatenate produces a concatenation of node la-

bels. min yields the label with the shortest length.

A tree-sequence (Liu et al., 2007) is a sequence of

sub-trees covering adjacent spans. It can be proved

that the final label of each new node in the forest

corresponds to the tree sequence which has the min-

imum length among all sequences covered by the

node span. The ancestor chain of a new node is the

common ancestors of the nodes in its minimum tree

sequence.

For clarity, we do full CYK loops over all O(|w|2)
spans and O(|w|3) potential hyper-edges, where |w|
is the length of a source string. In reality, only de-

scendants under a shared ancestor can combine. If

we assume trees have a bounded branching factor

b, the number of descendants after n generations is

still bounded by a constant c = bn. The algorithm is

O(c3 · |w|), which is still linear to the size of input

sentence when the parameter n is a constant.
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Figure 3: Alternative binary parses created for the origi-

nal tree fragment in Figure 1 through CYK-2 binarization

(a and b) and CYK-3 binarization (c and d). In the chart

representation at the bottom, cells with labels containing

the concatenation symbol + hold nodes created through

binarization.

Figure 3 shows some examples of alternative trees

generated by the CYK-n algorithm. In this example,

standard CYK binarization will not create any new

trees since the input is already binary. The CYK-2
and CYK-3 algorithms discover new trees with an

increasing degree of freedom.

4 Synchronous Binarization for

Forest-to-string Decoding

In this section, we deal with binarization of transla-

tion forests, also known as translation hypergraphs

(Mi et al., 2008). A translation forest is a packed

forest representation of all synchronous derivations

composed of tree-to-string rules that match the

source forest. Tree-to-string decoding algorithms

work on a translation forest, rather than a source for-

est. A binary source forest does not necessarily al-

ways result in a binary translation forest. In the tree-

to-string rule in Figure 4, the source tree is already

ADJP

RB+JJ

x0:RB JJ

responsible

PP

IN

for

NP-C

NPB

DT

the

x1:NN

x2:PP

→ x0
fuze

负责
x2

de

的
x1

ADJP

RB+JJ

x0:RB JJ

responsible

x1:PP

→ x0
fuze

负责
x1

PP

IN

for

NP-C

NPB

DT

the

x0:NN

x1:PP

→ x1
de

的
x0

Figure 4: Synchronous binarization for a tree-to-string

rule. The top rule can be binarized into two smaller rules.

binary with the help of source tree binarization, but

the translation rule involves three variables in the set

of frontier nodes. If we apply synchronous binariza-

tion (Zhang et al., 2006), we can factorize it into

two smaller translation rules each having two vari-

ables. Obviously, the second rule, which is a com-

mon pattern, is likely to be shared by many transla-

tion rules in the derivation forest. When beams are

fixed, search goes deeper in a factorized translation

forest.

The challenge of synchronous binarization for a

forest-to-string system is that we need to first match

large tree fragments in the input forest as the first

step of decoding. Our solution is to do the matching

using the original rules and then run synchronous

binarization to break matching rules down to factor

rules which can be shared in the derivation forest.

This is different from the offline binarization scheme

described in (Zhang et al., 2006), although the core

algorithm stays the same.

5 Experiments

We ran experiments on public data sets for English

to Chinese, Czech, French, German, and Spanish
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Algorithm 1 The CYK-n Binarization Algorithm

1: function CYKBINARIZER(T,n)

2: for each tree node ∈ T in bottom-up topological order do

3: Make a copy of node in the forest output F
4: Ancestors[node] = the nearest n ancestors of node

5: Label [node] = the label of node in T

6: L← the length of the yield of T
7: for k = 2...L do

8: for i = 0, ..., L− k do

9: for j = i + 1, ..., i + k − 1 do

10: lnode ← Node[i, j]; rnode ← Node[j, i + k]
11: if Ancestors[lnode] ∩ Ancestors[rnode] 6= ∅ then

12: pnode ← GETNODE(i, i + k)
13: ADDEDGE(pnode, lnode, rnode)

return F
14: function GETNODE(begin, end)

15: if Node[begin, end] /∈ F then

16: Create a new node for the span (begin, end)
17: Ancestors[node] = ∅
18: Label [node] = the sequence of terminals in the span (begin, end) in T
19:

return Node[begin, end]

20: function ADDEDGE(pnode, lnode, rnode)

21: Add a hyper-edge from lnode and rnode to pnode
22: Ancestors[pnode] = Ancestors[pnode] ∪ (Ancestors[lnode] ∩Ancestors[rnode])
23: Label [pnode] = min{Label[pnode], CONCATENATE(Label[lnode], Label[rnode])}

translation to evaluate our methods.

5.1 Setup

For English-to-Chinese translation, we used all the

allowed training sets in the NIST 2008 constrained

track. For English to the European languages, we

used the training data sets for WMT 2010 (Callison-

Burch et al., 2010). For NIST, we filtered out sen-

tences exceeding 80 words in the parallel texts. For

WMT, the filtering limit is 60. There is no filtering

on the test data set. Table 1 shows the corpus statis-

tics of our bilingual training data sets.

Source Words Target Words

English-Chinese 287M 254M

English-Czech 66M 57M

English-French 857M 996M

English-German 45M 43M

English-Spanish 216M 238M

Table 1: The Sizes of Parallel Texts.

At the word alignment step, we did 6 iterations

of IBM Model-1 and 6 iterations of HMM. For

English-Chinese, we ran 2 iterations of IBM Model-

4 in addition to Model-1 and HMM. The word align-

ments are symmetrized using the “union” heuris-

tics. Then, the standard phrase extraction heuristics

(Koehn et al., 2003) were applied to extract phrase

pairs with a length limit of 6. We ran the hierar-

chical phrase extraction algorithm with the standard

heuristics of Chiang (2005). The phrase-length limit

is interpreted as the maximum number of symbols

on either the source side or the target side of a given

rule. On the same aligned data sets, we also ran the

tree-to-string rule extraction algorithm described in

Section 2.1 with a limit of 16 rules per tree node.

The default parser in the experiments is a shift-

reduce dependency parser (Nivre and Scholz, 2004).

It achieves 87.8% labelled attachment score and

88.8% unlabeled attachment score on the standard

Penn Treebank test set. We convert dependency

parses to constituent trees by propagating the part-

of-speech tags of the head words to the correspond-

ing phrase structures.

We compare three systems: a phrase-based sys-

tem (Och and Ney, 2004), a hierarchical phrase-

based system (Chiang, 2005), and our forest-to-

string system with different binarization schemes. In

the phrase-based decoder, jump width is set to 8. In

the hierarchical decoder, only the glue rule is applied
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to spans longer than 10. For the forest-to-string sys-

tem, we do not have such length-based reordering

constraints.

We trained two 5-gram language models with

Kneser-Ney smoothing for each of the target lan-

guages. One is trained on the target side of the par-

allel text, the other is on a corpus provided by the

evaluation: the Gigaword corpus for Chinese and

news corpora for the others. Besides standard fea-

tures (Och and Ney, 2004), the phrase-based decoder

also uses a Maximum Entropy phrasal reordering

model (Zens and Ney, 2006). Both the hierarchi-

cal decoder and the forest-to-string decoder only use

the standard features. For feature weight tuning, we

do Minimum Error Rate Training (Och, 2003). To

explore a larger n-best list more efficiently in train-

ing, we adopt the hypergraph-based MERT (Kumar

et al., 2009).

To evaluate the translation results, we use BLEU

(Papineni et al., 2002).

5.2 Translation Results

Table 2 shows the scores of our system with the

best binarization scheme compared to the phrase-

based system and the hierarchical phrase-based sys-

tem. Our system is consistently better than the other

two systems in all data sets. On the English-Chinese

data set, the improvement over the phrase-based sys-

tem is 1.3 BLEU points, and 0.8 over the hierarchi-

cal phrase-based system. In the tasks of translat-

ing to European languages, the improvements over

the phrase-based baseline are in the range of 0.5 to

1.0 BLEU points, and 0.3 to 0.5 over the hierar-

chical phrase-based system. All improvements ex-

cept the bf2s and hier difference in English-Czech

are significant with confidence level above 99% us-

ing the bootstrap method (Koehn, 2004). To demon-

strate the strength of our systems including the two

baseline systems, we also show the reported best re-

sults on these data sets from the 2010 WMT work-

shop. Our forest-to-string system (bf2s) outperforms

or ties with the best ones in three out of four lan-

guage pairs.

5.3 Different Binarization Methods

The translation results for the bf2s system in Ta-

ble 2 are based on the cyk binarization algorithm

with bracket violation degree 2. In this section, we

BLEU

dev test

English-Chinese pb 29.7 39.4

hier 31.7 38.9

bf2s 31.9 40.7∗∗

English-Czech wmt best - 15.4

pb 14.3 15.5

hier 14.7 16.0

bf2s 14.8 16.3∗

English-French wmt best - 27.6

pb 24.1 26.1

hier 23.9 26.1

bf2s 24.5 26.6∗∗

English-German wmt best - 16.3

pb 14.5 15.5

hier 14.9 15.9

bf2s 15.2 16.3∗∗

English-Spanish wmt best - 28.4

pb 24.1 27.9

hier 24.2 28.4

bf2s 24.9 28.9∗∗

Table 2: Translation results comparing bf2s, the

binarized-forest-to-string system, pb, the phrase-based

system, and hier, the hierarchical phrase-based system.

For comparison, the best scores from WMT 2010 are also

shown. ∗∗ indicates the result is significantly better than

both pb and hier. ∗ indicates the result is significantly

better than pb only.

vary the degree to generate forests that are incremen-

tally augmented from a single tree. Table 3 shows

the scores of different tree binarization methods for

the English-Chinese task.

It is clear from reading the table that cyk-2 is the

optimal binarization parameter. We have verified

this is true for other language pairs on non-standard

data sets. We can explain it from two angles. At

degree 2, we allow phrases crossing at most one

bracket in the original tree. If the parser is reason-

ably good, crossing just one bracket is likely to cover

most interesting phrases that can be translation units.

From another point of view, enlarging the forests

entails more parameters in the resulting translation

model, making over-fitting likely to happen.

5.4 Binarizer or Parser?

A natural question is how the binarizer-generated

forests compare with parser-generated forests in

translation. To answer this question, we need a
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BLEU

rules dev test

no binarization 378M 28.0 36.3

head-out 408M 30.0 38.2

cyk-1 527M 31.6 40.5

cyk-2 803M 31.9 40.7

cyk-3 1053M 32.0 40.6

cyk-∞ 1441M 32.0 40.3

Table 3: Comparing different source tree binarization

schemes for English-Chinese translation, showing both

BLEU scores and model sizes. The rule counts include

normal phrases which are used at the leaf level during

decoding.

parser that can generate a packed forest. Our fast

deterministic dependency parser does not generate

a packed forest. Instead, we use a CRF constituent

parser (Finkel et al., 2008) with state-of-the-art ac-

curacy. On the standard Penn Treebank test set, it

achieves an F-score of 89.5%. It uses a CYK algo-

rithm to do full dynamic programming inference, so

is much slower. We modified the parser to do hyper-

edge pruning based on posterior probabilities. The

parser preprocesses the Penn Treebank training data

through binarization. So the packed forest it pro-

duces is also a binarized forest. We compare two

systems: one is using the cyk-2 binarizer to generate

forests; the other is using the CRF parser with prun-

ing threshold e−p, where p = 2 to generate forests.1

Although the parser outputs binary trees, we found

cross-bracket cyk-2 binarization is still helpful.

BLEU

dev test

cyk-2 14.9 16.0

parser 14.7 15.7

Table 4: Binarized forests versus parser-generated forests

for forest-to-string English-German translation.

Table 4 shows the comparison of binarization for-

est and parser forest on English-German translation.

The results show that cyk-2 forest performs slightly

1All hyper-edges with negative log posterior probability

larger than p are pruned. In Mi and Huang (2008), the thresh-

old is p = 10. The difference is that they do the forest pruning

on a forest generated by a k-best algorithm, while we do the

forest-pruning on the full CYK chart. As a result, we need more

aggressive pruning to control forest size.

better than the parser forest. We have not done full

exploration of forest pruning parameters to fine-tune

the parser-forest. The speed of the constituent parser

is the efficiency bottleneck. This actually demon-

strates the advantage of the binarizer plus forest-to-

string scheme. It is flexible, and works with any

parser that generates projective parses. It does not

require hand-tuning of forest pruning parameters for

training.

5.5 Synchronous Binarization

In this section, we demonstrate the effect of syn-

chronous binarization for both tree-to-string and

forest-to-string translation. The experiments are on

the English-Chinese data set. The baseline systems

use k-way cube pruning, where k is the branching

factor, i.e., the maximum number of nonterminals on

the right-hand side of any synchronous translation

rule in an input grammar. The competing system

does online synchronous binarization as described in

Section 4 to transform the grammar intersected with

the input sentence to the minimum branching factor

k′ (k′ < k), and then applies k′-way cube pruning.

Typically, k′ is 2.

BLEU

dev test

head-out cube pruning 29.2 37.0

+ synch. binarization 30.0 38.2

cyk-2 cube pruning 31.7 40.5

+ synch. binarization 31.9 40.7

Table 5: The effect of synchronous binarization for tree-

to-string and forest-to-string systems, on the English-

Chinese task.

Table 5 shows that synchronous binarization does

help reduce search errors and find better translations

consistently in all settings.

6 Related Work

The idea of concatenating adjacent syntactic cate-

gories has been explored in various syntax-based

models. Zollmann and Venugopal (2006) aug-

mented hierarchial phrase based systems with joint

syntactic categories. Liu et al. (2007) proposed tree-

sequence-to-string translation rules but did not pro-

vide a good solution to place joint subtrees into con-

nection with the rest of the tree structure. Zhang et
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al. (2009) is the closest to our work. But their goal

was to augment a k-best forest. They did not bina-

rize the tree sequences. They also did not put con-

straint on the tree-sequence nodes according to how

many brackets are crossed.

Wang et al. (2007) used target tree binarization to

improve rule extraction for their string-to-tree sys-

tem. Their binarization forest is equivalent to our

cyk-1 forest. In contrast to theirs, our binarization

scheme affects decoding directly because we match

tree-to-string rules on a binarized forest.

Different methods of translation rule binarization

have been discussed in Huang (2007). Their argu-

ment is that for tree-to-string decoding target side

binarization is simpler than synchronous binariza-

tion and works well because creating discontinous

source spans does not explode the state space. The

forest-to-string senario is more similar to string-to-

tree decoding in which state-sharing is important.

Our experiments show that synchronous binariza-

tion helps significantly in the forest-to-string case.

7 Conclusion

We have presented a new approach to tree-to-string

translation. It involves a source tree binarization

step and a standard forest-to-string translation step.

The method renders it unnecessary to have a k-best

parser to generate a packed forest. We have demon-

strated state-of-the-art results using a fast parser and

a simple tree binarizer that allows crossing at most

one bracket in each binarized node. We have also

shown that reducing search errors is important for

forest-to-string translation. We adapted the syn-

chronous binarization technqiue to improve search

and have shown significant gains. In addition, we

also presented a new cube-pruning-style algorithm

for rule extraction. In the new algorithm, it is easy to

adjust the figure-of-merit of rules for extraction. In

the future, we plan to improve the learning of trans-

lation rules with binarized forests.
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Abstract

We propose a novel technique of learning how to
transform the source parse trees to improve the trans-
lation qualities of syntax-based translation mod-
els using synchronous context-free grammars. We
transform the source tree phrasal structure into a
set of simpler structures, expose such decisions to
the decoding process, and find the least expensive
transformation operation to better model word re-
ordering. In particular, we integrate synchronous bi-
narizations, verb regrouping, removal of redundant
parse nodes, and incorporate a few important fea-
tures such as translation boundaries. We learn the
structural preferences from the data in a generative
framework. The syntax-based translation system in-
tegrating the proposed techniques outperforms the
best Arabic-English unconstrained system in NIST-
08 evaluations by 1.3 absolute BLEU, which is sta-
tistically significant.

1 Introduction

Most syntax-based machine translation models with syn-
chronous context free grammar (SCFG) have been re-
lying on the off-the-shelf monolingual parse structures
to learn the translation equivalences for string-to-tree,
tree-to-string or tree-to-tree grammars. However, state-
of-the-art monolingual parsers are not necessarily well
suited for machine translation in terms of both labels
and chunks/brackets. For instance, in Arabic-to-English
translation, we find only 45.5% of Arabic NP-SBJ struc-
tures are mapped to the English NP-SBJ with machine
alignment and parse trees, and only 60.1% of NP-SBJs
are mapped with human alignment and parse trees as in
§ 2. The chunking is of more concern; at best only 57.4%
source chunking decisions are translated contiguously on
the target side. To translate the rest of the chunks one
has to frequently break the original structures. The main
issue lies in the strong assumption behind SCFG-style
nonterminals – each nonterminal (or variable) assumes a
source chunk should be rewritten into a contiguous chunk
in the target. Without integrating techniques to mod-
ify the parse structures, the SCFGs are not to be effec-
tive even for translating NP-SBJ in linguistically distant
language-pairs such as Arabic-English.

Such problems have been noted in previous literature.
Zollmann and Venugopal (2006) and Marcu et al. (2006)
used broken syntactic fragments to augment their gram-
mars to increase the rule coverage; while we learn opti-
mal tree fragments transformed from the original ones via
a generative framework, they enumerate the fragments
available from the original trees without learning pro-
cess. Mi and Huang (2008) introduced parse forests to
blur the chunking decisions to a certain degree, to ex-
pand search space and reduce parsing errors from 1-best
trees (Mi et al., 2008); others tried to use the parse trees
as soft constraints on top of unlabeled grammar such as
Hiero (Marton and Resnik, 2008; Chiang, 2010; Huang
et al., 2010; Shen et al., 2010) without sufficiently lever-
aging rich tree context. Recent works tried more com-
plex approaches to integrate both parsing and decoding
in one single search space as in (Liu and Liu, 2010), at
the cost of huge search space. In (Zhang et al., 2009),
combinations of tree forest and tree-sequence (Zhang et
al., 2008) based approaches were carried out by adding
pseudo nodes and hyper edges into the forest. Overall,
the forest-based translation can reduce the risks from up-
stream parsing errors and expand the search space, but
it cannot sufficiently address the syntactic divergences
between various language-pairs. The tree sequence ap-
proach adds pseudo nodes and hyper edges to the forest,
which makes the forest even denser and harder for nav-
igation and search. As trees thrive in the search space,
especially with the pseudo nodes and edges being added
to the already dense forest, it is becoming harder to wade
through the deep forest for the best derivation path out.

We propose to simplify suitable subtrees to a reason-
able level, at which the correct reordering can be easily
identified. The transformed structure should be frequent
enough to have rich statistics for learning a model. In-
stead of creating pseudo nodes and edges and make the
forest dense, we transform a tree with a few simple oper-
ators; only meaningful frontier nodes, context nodes and
edges are kept to induce the correct reordering; such oper-
ations also enable the model to share the statistics among
all similar subtrees.

On the basis of our study on investigating the language
divergence between Arabic-English with human aligned
and parsed data, we integrate several simple statistical op-
erations, to transform parse trees adaptively to serve the
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translation purpose better. For each source span in the
given sentence, a subgraph, corresponding to an elemen-
tary tree (in Eqn. 1), is proposed for PSCFG translation;
we apply a few operators to transform the subgraph into
some frequent subgraphs seen in the whole training data,
and thus introduce alternative similar translational equiv-
alences to explain the same source span with enriched
statistics and features. For instance, if we regroup two
adjacent nodes IV and NP-SBJ in the tree, we can ob-
tain the correct reordering pattern for verb-subject order,
which is not easily available otherwise. By finding a set
of similar elementary trees derived from the original ele-
mentary trees, statistics can be shared for robust learning.

We also investigate the features using the context be-
yond the phrasal subtree. This is to further disambiguate
the transformed subgraphs so that informative neighbor-
ing nodes and edges can influence the reordering prefer-
ences for each of the transformed trees. For instance, at
the beginning and end of a sentence, we do not expect
dramatic long distance reordering to happen; or under
SBAR context, the clause may prefer monotonic reorder-
ing for verb and subject. Such boundary features were
treated as hard constraints in previous literature in terms
of re-labeling (Huang and Knight, 2006) or re-structuring
(Wang et al., 2010). The boundary cases were not ad-
dressed in the previous literature for trees, and here we
include them in our feature sets for learning a MaxEnt
model to predict the transformations. We integrate the
neighboring context of the subgraph in our transforma-
tion preference predictions, and this improve translation
qualities further.

The rest of the paper is organized as follows: in sec-
tion 2, we analyze the projectable structures using hu-
man aligned and parsed data, to identify the problems for
SCFG in general; in section 3, our proposed approach
is explained in detail, including the statistical operators
using a MaxEnt model; in section 4, we illustrate the in-
tegration of the proposed approach in our decoder; in sec-
tion 5, we present experimental results; in section 6, we
conclude with discussions and future work.

2 The Projectable Structures
A context-free style nonterminal in PSCFG rules means
the source span governed by the nonterminal should be
translated into a contiguous target chunk. A “projectable”
phrase-structure means that it is translated into a con-
tiguous span on the target side, and thus can be gener-
alized into a nonterminal in our PSCFG rule. We carried
out a controlled study on the projectable structures using
human annotated parse trees and word alignment for 5k
Arabic-English sentence-pairs.

In Table 1, the unlabeled F-measures with machine
alignment and parse trees show that, for only 48.71% of
the time, the boundaries introduced by the source parses

Alignment Parse Labels Accuracy

H H

NP-SBJ 0.6011
PP 0.3436
NP 0.4832

unlabel 0.5739

M H

NP-SBJ 0.5356
PP 0.2765
NP 0.3959

unlabel 0.5305

M M

NP-SBJ 0.4555
PP 0.1935
NP 0.3556

unlabel 0.4871

Table 1: The labeled and unlabeled F-measures for projecting
the source nodes onto the target side via alignments and parse
trees; unlabeled F-measures show the bracketing accuracies for
translating a source span contiguously. H: human, M: machine.

are real translation boundaries that can be explained by a
nonterminal in PSCFG rule. Even for human parse and
alignment, the unlabeled F-measures are still as low as
57.39%. Such statistics show that we should not blindly
learn tree-to-string grammar; additional transformations
to manipulate the bracketing boundaries and labels ac-
cordingly have to be implemented to guarantee the reli-
ability of source-tree based syntax translation grammars.
The transformations could be as simple as merging two
adjacent nonterminals into one bracket to accommodate
non-contiguity on the target side, or lexicalizing those
words which have fork-style, many-to-many alignment,
or unaligned content words to enable the rest of the span
to be generalized into nonterminals. We illustrate several
cases using the tree in Figure 1.

NP−SBJ

the millde east crisisupthat make

mn

PREP PRON

+hA Azmp

NOUN

Al$rq

ADJ

AlAwsT

PRON IV

Alty ttAlf

NOUN

WHNP VP PP−CLR

SBAR

S

NP

Figure 1: Non-projectable structures in an SBAR tree with
human parses and alignment; there are non-projectable struc-
tures: the deleted nonterminals PRON (+hA), the many-to-
many alignment for IV(ttAlf) PREP(mn), fork-style alignment
for NOUN (Azmp).

In Figure 1, several non-projectable nodes were illus-
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trated: the deleted nonterminals PRON (+hA), the many-
to-many alignment for IV(ttAlf) PREP(mn), fork-style
alignment for NOUN (Azmp). Intuitively, it would be
good to glue the nodes NOUN(Al$rq) ADJ(AlAwsT) un-
der the node of NP, because it is more frequent for moving
ADJ before NOUN in our training data. It should be eas-
ier to model the swapping of (NOUN ADJ) using the tree
(NP NOUN, ADJ) instead of the original bigger tree of
(NP-SBJ Azmp, NOUN, ADJ) with one lexicalized node.

Approaches in tree-sequence based grammar (Zhang et
al., 2009) tried to address the bracketing problem by us-
ing arbitrary pseudo nodes to weave a new “tree” back
into the forest for further grammar extractions. Such ap-
proach may improve grammar coverage, but the pseudo
node labels would be arguably a worse choice to split
the already sparse data. Some of the interior nodes con-
necting the frontier nodes might be very informative for
modeling reordering. Also, due to the introduced pseudo
nodes, it would need exponentially many nonterminals to
keep track of the matching tree-structures for translations.
The created pseudo node could easily block the informa-
tive neighbor nodes associated with the subgraph which
could change the reordering nature. For instance, IV and
NP-SBJ tends to swap at the beginning of a sentence, but
it may prefer monotone if they share a common parent of
SBAR for a subclause. In this case, it is unnecessary to
create a pseudo node “IV+SBJ” to block useful factors.

We propose to navigate through the forest, via simpli-
fying trees by grouping the nodes, cutting the branches,
and attaching connected neighboring informative nodes
to further disambiguate the derivation path. We apply ex-
plicit translation motivated operators, on a given mono-
lingual elementary tree, to transform it into similar but
simpler trees, and expose such statistical preferences to
the decoding process to select the best rewriting rule
from the enriched grammar rule sets, for generating tar-
get strings.

3 Elementary Trees to String Grammar
We propose to use variations of an elementary tree, which
is a connected subgraph fitted in the original monolingual
parse tree. The subgraph is connected so that the frontiers
(two or more) are connected by their immediate common
parent. Let γ be a source elementary tree:

γ =< `; vf , vi, E >, (1)

where vf is a set of frontier nodes which contain nonter-
minals or words; vi are the interior nodes with source la-
bels/symbols; E is the set of edges connecting the nodes
v = vf +vi into a connected subgraph fitted in the source
parse tree; ` is the immediate common parent of the fron-
tier nodes vf . Our proposed grammar rule is formulated
as follows:

< γ;α;∼; m̄; t̄ >, (2)

where α is the target string, containing the terminals
and/or nonterminals in a target language; ∼ is the one-
to-one alignment of the nonterminals between γ and α; t̄
contains possible sequence of transform operations (to be
explained later in this section) associated with each rule;
m̄ is a function of enumerating the neighborhood of the
source elementary tree γ, and certain tree context (nodes
and edges) can be used to further disambiguate the re-
ordering or the given lexical choices. The interior nodes
of γ.vi, however, are not necessarily informative for the
reordering decisions, like the unary nodes WHNP,VP, and
PP-CLR in Figure 1; while the frontier nodes γ.vf are the
ones directly executing the reordering decisions. We can
selectively cut off the interior nodes, which have no or
only weak causal relations to the reordering decisions.
This will enable the frequency or derived probabilities
for executing the reordering to be more focused. We call
such transformation operators t̄. We specified a few op-
erators for transforming an elementary tree γ, including
flattening tree operators such as removing interior nodes
in vi, or grouping the children via binarizations.

Let’s use the trigram “Alty ttAlf mn” in Figure 1 as
an example, the immediate common parent for the span
is SBAR: γ.` = SBAR; the interior nodes are γ.vi =
{WHNP VP S PP-CLR}; the frontier nodes are γ.vf =
(x:PRON x:IV x:PREP). The edges γ.E (as highlighted
in Figure 1) connect γ.vi and γ.vf into a subgraph for the
given source ngram.

For any source span, we look up one elementary tree γ
covering the span, then we select an operator t̄ ∈ T , to
explore a set of similar elementary trees t̄(γ, m̄) = {γ′}
as simplified alternatives for translating that source tree
(span) γ into an optimal target string α∗ accordingly. Our
generative model is summarized in Eqn. 3:

α∗ = arg max
t̄∈T ;γ′∈t̄(γ,m̄)

pa(α′|γ′)×

pb(γ′|t̄, γ, m̄)×
pc(t̄|γ, m̄). (3)

In our generative scheme, for a given elementary tree
γ, we sample an operator (or a combination of operations)
t̄ with the probability of pc(t̄|γ); with operation t̄, we
transform γ into a set of simplified versions γ′ ∈ t̄(γ, m̄)
with the probability of pb(γ′|t̄, γ); finally we select the
transformed version γ′ to generate the target string α′

with a probability of pa(α′|γ′). Note here, γ′ and γ share
the same immediate common parent `, but not necessar-
ily the frontier, or interior, or even neighbors. The frontier
nodes can be merged, lexicalized, or even deleted in the
tree-to-string rule associated with γ′, as long as the align-
ment for the nonterminals are book-kept in the deriva-
tions. To simplify the model, one can choose the operator
t̄ to be only one level, and the model using a single oper-
ator t̄ is to be deterministic. Thus, the final set of models
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to learn are pa(α′|γ′) for rule alignment, and the pref-
erence model pb(γ′|t̄, γ, m̄), and the operator proposal
model pc(t̄|γ, m̄), which in our case is a maximum en-
tropy model— the key model in our proposed approach
in this paper for transforming the original elementary tree
into similar trees for evaluating the reordering probabili-
ties.

Eqn. 3 significantly enriches reordering powers for
syntax-based machine translation. This is because it uses
all similar set of elementary trees to generate the best tar-
get strings. In the next section, we’ll first define the op-
erators conceptually, and then explain how we learn each
of the models.

3.1 Model pa(α′|γ′)
A log linear model is applied here to approximate
pa(α′|γ′) ∝ exp(λ̄ ·ff) via weighted combination (λ̄) of
feature functions ff(α′, γ′), including relative frequen-
cies in both directions, and IBM Model-1 scores in both
directions as γ′ and α′ have lexical items within them.
We also employed a few binary features listed in the fol-
lowing table.

γ′ is observed less than 2 times
(α′, γ′) deletes a src content word
(α′, γ′) deletes a src function word
(α′, γ′) over generates a tgt content word
(α′, γ′) over generates a tgt function word

Table 2: Additional 5 Binary Features for pa(α′|γ′)

3.2 Model pb(γ′|t̄, γ, m̄)

pb(γ′|t̄, γ, m̄) is our preference model. For instance us-
ing the operator t̄ of cutting an unary interior node in
γ.vi, if γ.vi has more than one unary interior node, like
the SBAR tree in Figure 1, having three unary interior
node: WHNP, VP and PP-CLR, pb(γ′|t̄, γ, m̄) specifies
which one should have more probabilities to be cut. In
our case, to make model simple, we simply choose his-
togram/frequency for modeling the choices.

3.3 Model pc(t̄|γ, m̄)

pc(t̄|γ, m̄) is our operator proposal model. It ranks
the operators which are valid to be applied for the
given source tree γ together with its neighborhood m̄.
Here, in our approach, we applied a Maximum Entropy
model, which is also employed to train our Arabic parser:
pc(t̄|γ, m̄) ∝ exp λ̄ · ff(t̄, γ, m̄). The feature sets we
use here are almost the same set we used to train our Ara-
bic parser; the only difference is the future space here is
operator categories, and we check bag-of-nodes for inte-
rior nodes and frontier nodes. The key feature categories
we used are listed as in the Table 3. The headtable used
in our training is manually built for Arabic.

bag-of-nodes γ.vi

bag-of-nodes and ngram of γ.vf

chunk-level features: left-child, right-child, etc.
lexical features: unigram and bigram
pos features: unigram and bigram
contextual features: surrounding words

Table 3: Feature Features for learning pc(t̄|γ, m̄)

3.4 t̄: Tree Transformation Function
Obvious systematic linguistic divergences between
language-pairs could be handled by some simple oper-
ators such as using binarization to re-group contiguously
aligned children. Here, we start from the human aligned
and parsed data as used in section 2 to explore potential
useful operators.

3.4.1 Binarizations
One of the simplest way for transforming a tree is via bi-
narization. Monolingual binarization chooses to re-group
children into smaller subtree with a suitable label for the
newly created root. We choose a function mapping to se-
lect the top-frequent label as the root for the grouped chil-
dren; if such label is not found we simply use the label of
the immediate common parent for γ. In decoding time,
we need to select trees from all possible binarizations,
while in the training time, we restrict the choices allowed
with the alignment constraint, that every grouped chil-
dren should be aligned contiguously on the target side.
Our goal is to simulate the synchronous binarization as
much as we can. In this paper, we applied the four ba-
sic operators for binarizing a tree: left-most, right-most
and additionally head-out left and head-out right for more
than three children. Two examples are given in Table 4,
in which we used LDC style representation for the trees.

With the proper binarization, the structure becomes
rich in sub-structures which allow certain reordering to
happen more likely than others. For instance for the sub-
tree (VP PV NP-SBJ), one would apply stronger statistics
from training data to support the swap of NP-SBJ and PV
for translation.

3.4.2 Regrouping verbs
Verbs are keys for reordering especially for Araic-English
with VSO translated into SVO. However, if the verb and
its relevant arguments for reordering are at different lev-
els in the tree, the reordering is difficult to model as more
interior nodes combinations will distract the distributions
and make the model less focused. We provide the fol-
lowing two operations specific for verb in VP trees as in
Table 5.

3.4.3 Removing interior nodes and edges
For reordering patterns, keeping the deep tree structure
might not be the best choice. Sometimes it is not even

849



Binarization Operations Examples
right-most (NP Xnoun Xadj1 Xadj2) 7→ (NP Xnoun (ADJP Xadj1 Xadj2))
left-most (VP Xpv XNP-SBJ XSBAR) 7→ (VP (VP Xpv XNP-SBJ) XSBAR)

Table 4: Operators for binarizing the trees

Operators for regroup verbs Examples
regroup verb (V P1 Xv (V P2 Y )) 7→ (V P1 (V P2 Xv Y ))
regroup verb and remove the top level VP (R (V P1 Xv (R2 Y ))) 7→ (R (R2 XvY ))

Table 5: Operators for manipulating the trees

possible due to the many-to-many alignment, insertions
and deletions of terminals. So, we introduce the oper-
ators to remove the interior nodes γ.vi selectively; this
way, we can flatten the tree, remove irrelevant nodes and
edges, and can use more frequent observations of simpli-
fied structures to capture the reordering patterns. We use
two operators as shown in Table 6.

The second operator deletes all the interior nodes, la-
bels and edges; thus reordering will become a Hiero-alike
(Chiang, 2007) unlabeled rule, and additionally a spe-
cial glue rule: X1X2 → X1X2. This operator is neces-
sary, we need a scheme to automatically back off to the
meaningful glue or Hiero-alike rules, which may lead to a
cheaper derivation path for constructing a partial hypoth-
esis, at the decoding time.

NP*

PREP

to ignite the situation

AlAwDAE

DET+NOUN

AlAnfjAr

DET+NOUN

dfE

NOUN

NP

NP

PP*

NP

Aly

Figure 2: A NP tree with an “inside-out” alignment. The nodes
“NP*” and “PP*” are not suitable for generalizing into NTs
used in PSCFG rules.

As shown in Table 1, NP brackets has only 35.56% of
time to be translated contiguously as an NP in machine
aligned & parsed data. The NP tree in Figure 2 happens to
be an “inside-out” style alignment, and context free gram-
mar such as ITG (Wu, 1997) can not explain this structure
well without necessary lexicalization. Actually, the Ara-
bic tokens of “dfE Aly AlAnfjAr” form a combination
and is turned into English word “ignite” in an idiomatic
way. With lexicalization, a Hiero style rule “dfE X Aly
AlAnfjAr 7→ to ignite X” is potentially a better alterna-
tive for translating the NP tree. Our operators allow us
to back off to such Hiero-style rules to construct deriva-
tions, which share the immediate common parent NP, as

defined for the elementary tree, for the given source span.

3.5 m̄: Neighboring Function

For a given elementary tree, we use function m̄ to check
the context beyond the subgraph. This includes looking
the nodes and edges connected to the subgraph. Similar
to the features used in (Dyer et al., 2009), we check the
following three cases.

3.5.1 Sentence boundaries
When the tree γ frontier sets contain the left-most token,
right-most token, or both sides, we will add to the neigh-
boring nodes the corresponding decoration tags L (left),
R (right), and B (both), respectively. These decorations
are important especially when the reordering patterns for
the same trees are depending on the context. For instance,
at the beginning or end of a sentence, we do not expect
dramatic reordering – moving a token too far away in the
middle of the sentences.

3.5.2 SBAR/IP/PP/FRAG boundaries
We check siblings of the root for γ for a few special la-
bels, including SBAR, IP, PP, and FRAG. These labels
indicate a partial sentence or clause, and the reordering
patterns may get different distributions due to the posi-
tion relative to these nodes. For instance, the PV and SBJ
nodes under SBAR tends to have more monotone prefer-
ence for word reordering (Carpuat et al., 2010). We mark
the boundaries with position markers such as L-PP, to in-
dicate having a left sibling PP, R-IP for having a right
sibling IP, and C-SBAR to indicate the elementary tree is
a child of SBAR. These labels are selected mainly based
on our linguistic intuitions and errors in our translation
system. A data-driven approach might be more promis-
ing for identifying useful markups w.r.t specific reorder-
ing patterns.

3.5.3 Translation boundaries
In the Figure 2, there are two special nodes under NP:
NP* and PP*. These two nodes are aligned in a “inside-
out” fashion, and none of them can be generalized into
a nonterminal to be rewritten in a PSCFG rule. In other
words, the phrasal brackets induced from NP* and PP*
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operators for removing nodes/edges Examples
remove unary nodes (R Xt1(R1 (R2 Xt2))) 7→ (R Xt1(R2 Xt2)))
remove all labels (R (R1 Xt1(R2 Xt2))) 7→ (R Xt2Xt1)

Table 6: Operators for simplifying the trees

are not translation boundaries, and to avoid translation
errors we should identify them by applying a PSCFG
rule on top of them. During training, we label nodes
with translation boundaries, as one additional function
tag; during decoding, we employ the MaxEnt model to
predict the translation boundary label probability for each
span associated with a subgraph γ, and discourage deriva-
tions accordingly for using nonterminals over the non-
translation boundary span. The translation boundaries
over elementary trees have much richer representation
power. The previous works as in Xiong et al. (2010),
defined translation boundaries on phrase-decoder style
derivation trees due to the nature of their shift-reduce al-
gorithm, which is a special case in our model.

4 Decoding
Decoding using the proposed elementary tree to string
grammar naturally resembles bottom up chart parsing al-
gorithms. The key difference is at the grammar querying
step. Given a grammar G, and the input source parse tree
π from a monolingual parser, we first construct the ele-
mentary tree for a source span, and then retrieve all the
relevant subgraphs seen in the given grammar through
the proposed operators. This step is called populating,
using the proposed operators to find all relevant elemen-
tary trees γ which may have contributed to explain the
source span, and put them in the corresponding cells in
the chart. There would have been exponential number of
relevant elementary trees to search if we do not have any
restrictions in the populating step; we restrict the maxi-
mum number of interior nodes |γ.vi| to be 3, and the size
of frontier nodes |γ.vf | to be less than 6; additional prun-
ing for less frequent elementary trees is carried out.

After populating the elementary trees, we construct
the partial hypotheses bottom up, by rewriting the fron-
tier nodes of each elementary tree with the probabili-
ties(costs) for γ → α∗ as in Eqn. 3. Our decoder (Zhao
and Al-Onaizan, 2008) is a template-based chart decoder
in C++. It generalizes over the dotted-product operator in
Earley style parser, to allow us to leverage many opera-
tors t̄ ∈ T as above-mentioned, such as binarizations, at
different levels for constructing partial hypothesis.

5 Experiments
In our experiments, we built our system using most of the
parallel training data available to us: 250M Arabic run-
ning tokens, corresponding to the “unconstrained” condi-

tion in NIST-MT08. We chose the testsets of newswire
and weblog genres from MT08 and DEV101. In partic-
ular, we choose MT08 to enable the comparison of our
results to the reported results in NIST evaluations. Our
training and test data is summarized in Table 5. For test-
ings, we have 129,908 tokens in our testsets. For lan-
guage models (LM), we used 6-gram LM trained with
10.3 billion English tokens, and also a shrinkage-based
LM (Chen, 2009) – “ModelM” (Chen and Chu, 2010;
Emami et al., 2010) with 150 word-clusters learnt from
2.1 million tokens.

From the parallel data, we extract phrase pairs(blocks)
and elementary trees to string grammar in various con-
figurations: basic tree-to-string rules (Tr2str), elementary
tree-to-string rules with boundaries t̄(elm2str+m̄), and
with both t̄ and m̄ (elm2str+t̄ + m̄). This is to evalu-
ate the operators’ effects at different levels for decoding.
To learn our MaxEnt models defined in § 3.3, we collect
the events during extracting elm2str grammar in training
time, and learn the model using improved iterative scal-
ing. We use the same training data as that used in training
our Arabic parser. There are 16 thousand human parse
trees with human alignment; additional 1 thousand hu-
man parse and aligned sent-pairs are used as unseen test
set to verify our MaxEnt models and parsers. For our
Arabic parser, we have a labeled F-measure of 78.4%,
and POS tag accuracy 94.9%. In particular, we’ll evaluate
model pc(t̄|γ, m̄) in Eqn. 3 for predicting the translation
boundaries in § 3.5.3 for projectable spans as detailed in
§ 5.1.

Our decoder (Zhao and Al-Onaizan, 2008) supports
grammars including monotone, ITG, Hiero, tree-to-
string, string-to-tree, and several mixtures of them (Lee
et al., 2010). We used 19 feature functions, mainly from
those used in phrase-based decoder like Moses (Koehn
et al., 2007), including two language models (one for a
6-gram LM, one for ModelM, one brevity penalty, IBM
Model-1 (Brown et al., 1993) style alignment probabil-
ities in both directions, relative frequency in both direc-
tions, word/rule counts, content/function word mismatch,
together with features on tr2str rule probabilities. We
use BLEU (Papineni et al., 2002) and TER (Snover et
al., 2006) to evaluate translation qualities. Our base-
line used basic elementary tree to string grammar without
any manipulations and boundary markers in the model,

1DEV10 are unseen testsets used in our GALE project. It was se-
lected from recently released LDC data LDC2010E43.v3.
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Data Train MT08-NW MT08-WB Dev10-NW Dev10-WB
# Sents 8,032,837 813 547 1089 1059
# Tokens 349M(ar)/230M(en) 25,926 19,654 41,240 43,088

Table 7: Training and test data; using all training parallel training data for 4 test sets

and we achieved a BLEUr4n4 55.01 for MT08-NW, or
a cased BLEU of 53.31, which is close to the best offi-
cially reported result 53.85 for unconstrained systems.2

We expose the statistical decisions in Eqn. 3 as the rule
probability as one of the 19 dimensions, and use Sim-
plex Downhill algorithm with Armijo line search (Zhao
and Chen, 2009) to optimize the weight vector for de-
coding. The algorithm moves all dimensions at the same
time, and empirically achieved more stable results than
MER(Och, 2003) in many of our experiments.

5.1 Predicting Projectable Structures
The projectable structure is important for our proposed
elementary tree to string grammar (elm2str). When a
span is predicted not to be a translation boundary, we
want the decoder to prefer alternative derivations out-
side of the immediate elementary tree, or more aggres-
sive manipulation of the trees, such as deleting inte-
rior nodes, to explore unlabeled grammar such as Hi-
ero style rules, with proper costs. We test separately
on predicting the projectable structures, like predicting
function tags in § 3.5.3, for each node in syntactic parse
tree. We use one thousand test sentences with two con-
ditions: human parses and machine parses. There are
totally 40,674 nodes excluding the sentence-level node.
The results are shown in Table 8. It showed our Max-
Ent model is very accurate using human trees: 94.5% of
accuracy, and about 84.7% of accuracy for using the ma-
chine parsed trees. Our accuracies are higher compared
with the 71+% accuracies reported in (Xiong et al., 2010)
for their phrasal decoder.

Setups Accuracy
Human Parses 94.5%
Machine Parses 84.7%

Table 8: Accuracies of predicting projectable structures

We zoom in the translation boundaries for MT08-NW,
in which we studied a few important frequent labels in-
cluding VP and NP-SBJ as in Table 9. According to our
MaxEnt model, 20% of times we should discourage a VP
tree to be translated contiguously; such VP trees have an
average span length of 16.9 tokens in MT08-NW. Simi-
lar statistics are 15.9% for S-tree with an average span of
13.8 tokens.

2See link: http://www.itl.nist.gov/iad/mig/tests/mt/2008/doc/mt08
official results v0.html

Labels total NonProj Percent Avg.len
VP* 4479 920 20.5% 16.9
NP* 14164 825 5.8% 8.12
S* 3123 495 15.9% 13.8
NP-SBJ* 1284 53 4.12% 11.9

Table 9: The predicted projectable structures in MT08-NW

Using the predicted projectable structures for elm2str
grammar, together with the probability defined in Eqn. 3
as additional cost, the translation results in Table 11 show
it helps BLEU by 0.29 BLEU points (56.13 v.s. 55.84).
The boundary decisions penalize the derivation paths us-
ing nonterminals for non-projectable spans for partial hy-
pothesis construction.

Setups TER BLEUr4n4
Baseline 39.87 55.01
right-binz (rbz) 39.10 55.19
left-binz (lbz) 39.67 55.31
Head-out-left (hlbz) 39.56 55.50
Head-out-right (hrbz) 39.52 55.53
+all binzation (abz) 39.42 55.60
+regroup-verb 39.29 55.72
+deleting interior nodes γ.vi 38.98 55.84

Table 10: TER and BLEU for MT08-NW, using only t̄(γ)

5.2 Integrating t̄ and m̄

We carried out a series of experiments to explore the im-
pacts using t̄ and m̄ for elm2str grammar. We start from
transforming the trees via simple operator t̄(γ), and then
expand the function with more tree context to include the
neighboring functions: t̄(γ, m̄).

Setups TER BLEUr4n4
Baseline w/ t̄ 38.98 55.84
+ TM Boundaries 38.89 56.13
+ SENT Bound 38.63 56.46
all t̄(γ, m̄) 38.61 56.87

Table 11: TER and BLEU for MT08-NW, using t̄(γ, m̄).

Experiments in Table 10 focus on testing operators es-
pecially binarizations for transforming the trees. In Ta-
ble 10, the four possible binarization methods all improve
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Data MT08-NW MT08-WB Dev10-NW Dev10-WB
Tr2Str 55.01 39.19 37.33 41.77
elm2str+t̄ 55.84 39.43 38.02 42.70
elm2str+m̄ 55.57 39.60 37.67 42.54
elm2str+t̄(γ, m̄) 56.87 39.82 38.62 42.75

Table 12: BLEU scores on various test sets; comparing elementary tree-to-string grammar (tr2str), transformation of the trees
(elm2str+t̄), using the neighboring function for boundaries ( elm2str+m̄), and combination of all together ( elm2str+t̄(γ, m̄)).
MT08-NW and MT08-WB have four references; Dev10-WB has three references, and Dev10-NW has one reference. BLEUn4
were reported.

over the baseline from +0.18 (via right-most binarization)
to +0.52 (via head-out-right) BLEU points. When we
combine all binarizations (abz), we did not see additive
gains over the best individual case – hrbz. Because during
our decoding time, we do not frequently see large number
of children (maximum at 6), and for smaller trees (with
three or four children), these operators will largely gen-
erate same transformed trees, and that explains the differ-
ences from these individual binarization are small. For
other languages, these binarization choices might give
larger differences. Additionally, regrouping the verbs is
marginally helpful for BLEU and TER. Upon close ex-
aminations, we found it is usually beneficial to group
verb (PV or IV) with its neighboring nodes for expressing
phrases like “have to do” and “will not only”. Deleting
the interior nodes helps on shrinking the trees, so that we
can translate it with more statistics and confidences. It
helps more on TER than BLEU for MT08-NW.

Table 11 extends Table 10 with neighboring function
to further disambiguate the reordering rule using the tree
context. Besides the translation boundary, the reorder-
ing decisions should be different with regard to the posi-
tions of the elementary tree relative to the sentence. At
the sentence-beginning one might expect more for mono-
tone decoding, while in the middle of the sentence, one
might expect more reorderings. Table 11 shows when we
add such boundary markups in our rules, an improvement
of 0.33 BLEU points were obtained (56.46 v.s. 56.13)
on top of the already improved setups. A close check
up showed that the sentence-begin/end markups signifi-
cantly reduced the leading “and” (from Arabic word w#)
in the decoding output. Also, the verb subject order un-
der SBAR seems to be more like monotone with a lead-
ing pronoun, rather than the general strong reordering of
moving verb after subject. Overall, our results showed
that such boundary conditions are helpful for executing
the correct reorderings. We conclude the investigation
with full function t̄(γ, m̄), which leads to a BLEUr4n4 of
56.87 (cased BLEUr4n4c 55.16), a significant improve-
ment of 1.77 BLEU point over a already strong baseline.

We apply the setups for several other NW and WEB
datasets to further verify the improvement. Shown in Ta-
ble 12, we apply separately the operators for t̄ and m̄ first,

then combine them as the final results. Varied improve-
ments were observed for different genres. On DEV10-
NW, we observed 1.29 BLEU points improvement, and
about 0.63 and 0.98 improved BLEU points for MT08-
WB and DEV10-WB, respectively. The improvements
for newwire are statistically significant. The improve-
ments for weblog are, however, only marginally better.
One possible reason is the parser quality for web genre is
reliable, as our training data is all in newswire. Regarding
to the individual operators proposed in this paper, we ob-
served consistent improvements of applying them across
all the datasets. The generative model in Eqn. 3 leverages
the operators further by selecting the best transformed
tree form for executing the reorderings.

5.3 A Translation Example

To illustrate the advantages of the proposed grammar, we
use a testing case with long distance word reordering and
the source side parse trees. We compare the translation
from a strong phrasal decoder (DTM2) (Ittycheriah and
Roukos, 2007), which is one of the top systems in NIST-
08 evaluation for Arabic-English. The translations from
both decoders with the same training data (LM+TM) are
in Table 13. The highlighted parts in Figure 3 show that,
the rules on partial trees are effectively selected and ap-
plied for capturing long-distance word reordering, which
is otherwise rather difficult to get correct in a phrasal sys-
tem even with a MaxEnt reordering model.

6 Discussions and Conclusions

We proposed a framework to learn models to predict
how to transform an elementary tree into its simplified
forms for better executing the word reorderings. Two
types of operators were explored, including (a) trans-
forming the trees via binarizations, grouping or deleting
interior nodes to change the structures; and (b) neighbor-
ing boundary context to further disambiguate the reorder-
ing decisions. Significant improvements were observed
on top of a strong baseline system, and consistent im-
provements were observed across genres; we achieved a
cased BLEU of 55.16 for MT08-NW, which is signifi-
cantly better than the officially reported results in NIST
MT08 Arabic-English evaluations.
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Src Sent
qAl AlAmyr EbdAlrHmn bn EbdAlEzyz nA}b wzyr AldfAE AlsEwdy AlsAbq fy tSryH SHAfy An +h
mtfA}l b# qdrp Almmlkp Ely AyjAd Hl l# Alm$klp .

Phrasal Decoder
prince abdul rahman bin abdul aziz , deputy minister of defense former saudi said in a press statement
that he was optimistic about the kingdom ’s ability to find a solution to the problem .

Elm2Str+t̄(γ, m̄)
former saudi deputy defense minister prince abdul rahman bin abdul aziz said in a press statement
that he was optimistic of the kingdom ’s ability to find a solution to the problem .

Table 13: A translation example, comparing with phrasal decoder.

Figure 3: A testing case: illustrating the derivations from chart decoder. The left panel is source parse tree for the Arabic sentence
— the input to our decoder; the right panel is the English translation together with the simplified derivation tree and alignment
from our decoder output. Each “X” is a nonterminal in the grammar rule; a “Block” means a phrase pair is applied to rewrite a
nonterminal; “Glue” and “Hiero” means the unlabeled rules were chosen to explain the span as explained in § 3.4.3 ; “Tree” means
a labeled rule is applied for the span. For instance, for the source span [1,10], a rule is applied on a partial tree with PV and NP-SBJ;
for the span [18,23], a rule is backed off to an unlabeled rule (Hiero-alike); for the span [21,22], it is another partial tree of NPs.

Within the proposed framework, we also presented
several special cases including the translation boundaries
for nonterminals in SCFG for translation. We achieved
a high accuracy of 84.7% for predicting such bound-
aries using MaxEnt model on machine parse trees. Fu-
ture works aim at transforming such non-projectable trees
into projectable form (Eisner, 2003), driven by translation
rules from aligned data(Burkett et al., 2010), and infor-
mative features form both the source 3 and the target sides
(Shen et al., 2008) to enable the system to leverage more

3The BLEU score on MT08-NW has been improved to 57.55 since
the acceptance of this paper, using the proposed technique but with our
GALE P5 data pipeline and setups.

isomorphic trees, and avoid potential detour errors. We
are exploring the incremental decoding framework, like
(Huang and Mi, 2010), to improve pruning and speed.
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Abstract

Most statistical machine translation systems
rely on composed rules(rules that can be
formed out of smaller rules in the grammar).
Though this practice improves translation by
weakening independence assumptions in the
translation model, it nevertheless results in
huge, redundant grammars, making both train-
ing and decoding inefficient. Here, we take the
opposite approach, where we only usemin-
imal rules (those that cannot be formed out
of other rules), and instead rely on arule
Markov modelof the derivation history to
capture dependencies between minimal rules.
Large-scale experiments on a state-of-the-art
tree-to-string translation system show that our
approach leads to a slimmer model, a faster
decoder, yet the same translation quality (mea-
sured using Bleu) as composed rules.

1 Introduction

Statistical machine translation systems typically
model the translation process as a sequence of trans-
lation steps, each of which uses a translation rule,
for example, a phrase pair in phrase-based transla-
tion or a tree-to-string rule in tree-to-string transla-
tion. These rules are usually applied independently
of each other, which violates the conventional wis-
dom that translation should be done in context.
To alleviate this problem, most state-of-the-art sys-
tems rely oncomposed rules, which are larger rules
that can be formed out of smaller rules (includ-
ing larger phrase pairs that can be formerd out of
smaller phrase pairs), as opposed tominimal rules,
which are rules that cannot be formed out of other

rules. Although this approach does improve trans-
lation quality dramatically by weakening the inde-
pendence assumptions in the translation model, they
suffer from two main problems. First, composition
can cause a combinatorial explosion in the number
of rules. To avoid this, ad-hoc limits are placed dur-
ing composition, like upper bounds on the number
of nodes in the composed rule, or the height of the
rule. Under such limits, the grammar size is man-
ageable, but still much larger than the minimal-rule
grammar. Second, due to large grammars, the de-
coder has to consider many more hypothesis transla-
tions, which slows it down. Nevertheless, the advan-
tages outweigh the disadvantages, and to our knowl-
edge, all top-performing systems, both phrase-based
and syntax-based, use composed rules. For exam-
ple, Galley et al. (2004) initially built a syntax-based
system using only minimal rules, and subsequently
reported (Galley et al., 2006) that composing rules
improves Bleu by 3.6 points, while increasing gram-
mar size 60-fold and decoding time 15-fold.

The alternative we propose is to replace composed
rules with arule Markov modelthat generates rules
conditioned on their context. In this work, we re-
strict a rule’s context to the vertical chain of ances-
tors of the rule. This ancestral context would play
the same role as the context formerly provided by
rule composition. The dependency treelet model de-
veloped by Quirk and Menezes (2006) takes such
an approach within the framework of dependency
translation. However, their study leaves unanswered
whether a rule Markov model can take the place
of composed rules. In this work, we investigate the
use of rule Markov models in the context of tree-
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to-string translation (Liu et al., 2006; Huang et al.,
2006). We make three new contributions.

First, we carry out a detailed comparison of rule
Markov models with composed rules. Our experi-
ments show that, using trigram rule Markov mod-
els, we achieve an improvement of 2.2 Bleu over
a baseline of minimal rules. When we compare
againstvertically composed rules, we find that our
rule Markov model has the same accuracy, but our
model is much smaller and decoding with our model
is 30% faster. When we compare againstfull com-
posed rules, we find that our rule Markov model still
often reaches the same level of accuracy, again with
savings in space and time.

Second, we investigate methods for pruning rule
Markov models, finding that even very simple prun-
ing criteria actually improve the accuracy of the
model, while of course decreasing its size.

Third, we present a very fast decoder for tree-to-
string grammars with rule Markov models. Huang
and Mi (2010) have recently introduced an efficient
incremental decoding algorithm for tree-to-string
translation, which operates top-down and maintains
a derivation history of translation rules encountered.
This history is exactly the vertical chain of ancestors
corresponding to the contexts in our rule Markov
model, which makes it an ideal decoder for our
model.

We start by describing our rule Markov model
(Section 2) and then how to decode using the rule
Markov model (Section 3).

2 Rule Markov models

Our model which conditions the generation of a rule
on the vertical chain of its ancestors, which allows it
to capture interactions between rules.

Consider the example Chinese-English tree-to-
string grammar in Figure 1 and the example deriva-
tion in Figure 2. Each row is a derivation step; the
tree on the left is the derivation tree (in which each
node is a rule and its children are the rules that sub-
stitute into it) and the tree pair on the right is the
source and target derived tree. For any derivation
noder, let anc1(r) be the parent ofr (or ǫ if it has no
parent),anc2(r) be the grandparent of noder (or ǫ if
it has no grandparent), and so on. Letancn

1(r) be the
chain of ancestorsanc1(r) · · ·ancn(r).

The derivation tree is generated as follows. With
probability P(r1 | ǫ), we generate the rule at the root
node,r1. We then generate ruler2 with probability
P(r2 | r1), and so on, always taking the leftmost open
substitution site on the English derived tree, and gen-
erating a ruler i conditioned on its chain of ancestors
with probability P(r i | ancn

1(r i)). We carry on until
no more children can be generated. Thus the proba-
bility of a derivation treeT is

P(T) =
∏

r∈T

P(r | ancn
1(r)) (1)

For the minimal rule derivation tree in Figure 2, the
probability is:

P(T) = P(r1 | ǫ) · P(r2 | r1) · P(r3 | r1)

· P(r4 | r1, r3) · P(r6 | r1, r3, r4)

· P(r7 | r1, r3, r4) · P(r5 | r1, r3) (2)

Training We run the algorithm of Galley et al.
(2004) on word-aligned parallel text to obtain a sin-
gle derivation of minimal rules for each sentence

pair. (Unaligned words are handled by attaching
them to the highest node possible in the parse tree.)
The rule Markov model

can then be trained on the path set of these deriva-
tion trees.

Smoothing We use interpolation with absolute
discounting (Ney et al., 1994):

Pabs(r | ancn
1(r)) =

max
{

c(r | ancn
1(r)) − Dn,0

}

∑

r′ c(r ′ | ancn
1(r ′))

+ (1− λn)Pabs(r | ancn−1
1 (r)), (3)

wherec(r | ancn
1(r)) is the number of times we have

seen ruler after the vertical contextancn
1(r), Dn is

the discount for a context of lengthn, and (1− λn) is
set to the value that makes the smoothed probability
distribution sum to one.

We experiment with bigram and trigram rule
Markov models. For each, we try different values of
D1 and D2, the discount for bigrams and trigrams,
respectively. Ney et al. (1994) suggest using the fol-
lowing value for the discountDn:

Dn =
n1

n1 + n2
(4)
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rule id translation rule
r1 IP(x1:NP x2:VP)→ x1 x2

r2 NP(Bùsh́ı)→ Bush
r3 VP(x1:PPx2:VP)→ x2 x1

r4 PP(x1:P x2:NP)→ x1 x2

r5 VP(VV(j ǔx́ıng) AS(le) NPB(hùıtán))→ held talks
r6 P(yǔ)→ with
r ′6 P(yǔ)→ and
r7 NP(Sh̄alóng)→ Sharon

Figure 1: Example tree-to-string grammar.

derivation tree derived tree pair

ǫ IP@ǫ : IP@ǫ

r1

IP@ǫ

NP@1 VP@2

IP@ǫ

NP@1 VP@2 : NP@1 VP@2

r1

r2 r3

IP@ǫ

NP@1

Bùsh́ı

VP@2

PP@2.1 VP@2.2

IP@ǫ

NP@1

Bùsh́ı

VP@2

PP@2.1 VP@2.2

: Bush VP@2.2 PP@2.1

r1

r2 r3

r4 r5

IP@ǫ

NP@1

Bùsh́ı

VP@2

PP@2.1

P@2.1.1 NP@2.1.2

VP@2.2

VV

jǔx́ıng

AS

le

NP

hùıtán

IP@ǫ

NP@1

Bùsh́ı

VP@2

PP@2.1

P@2.1.1 NP@2.1.2

VP@2.2

VV

jǔx́ıng

AS

le

NP

hùıtán

: Bush held talks P@2.1.1 NP@2.1.2

r1

r2 r3

r4

r6 r7
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Figure 2: Example tree-to-string derivation. Each row shows a rewriting step; at each step, the leftmost nonterminal
symbol is rewritten using one of the rules in Figure 1.
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Here,n1 andn2 are the total number ofn-grams with
exactly one and two counts, respectively. For our
corpus,D1 = 0.871 andD2 = 0.902. Additionally,
we experiment with 0.4 and 0.5 for Dn.

Pruning In addition to full n-gram Markov mod-
els, we experiment with three approaches to build
smaller models to investigate if pruning helps. Our
results will show that smaller models indeed give a
higher Bleu score than the full bigram and trigram
models. The approaches we use are:

• RM-A: We keep only those contexts in which
more thanP unique rules were observed. By
optimizing on the development set, we setP =
12.

• RM-B: We keep only those contexts that were
observed more thanP times. Note that this is a
superset of RM-A. Again, by optimizing on the
development set, we setP = 12.

• RM-C: We try a more principled approach
for learning variable-length Markov models in-
spired by that of Bejerano and Yona (1999),
who learn a Prediction Suffix Tree (PST). They
grow the PST in an iterative manner by start-
ing from the root node (no context), and then
add contexts to the tree. A context is added if
the KL divergence between its predictive distri-
bution and that of its parent is above a certain
threshold and the probability of observing the
context is above another threshold.

3 Tree-to-string decoding with rule
Markov models

In this paper, we use our rule Markov model frame-
work in the context of tree-to-string translation.
Tree-to-string translation systems (Liu et al., 2006;
Huang et al., 2006) have gained popularity in recent
years due to their speed and simplicity. The input to
the translation system is a source parse tree and the
output is the target string. Huang and Mi (2010) have
recently introduced an efficient incremental decod-
ing algorithm for tree-to-string translation. The de-
coder operates top-down and maintains a derivation
history of translation rules encountered. The history
is exactly the vertical chain of ancestors correspond-
ing to the contexts in our rule Markov model. This

IP@ǫ
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Bùsh́ı

VP@2

PP@2.1

P@2.1.1

yǔ

NP@2.1.2

Sh̄alóng

VP@2.2

VV@2.2.1

jǔx́ıng

AS@2.2.2

le

NP@2.2.3

hùıtán

Figure 3: Example input parse tree with tree addresses.

makes incremental decoding a natural fit with our
generative story. In this section, we describe how
to integrate our rule Markov model into this in-
cremental decoding algorithm. Note that it is also
possible to integrate our rule Markov model with
other decoding algorithms, for example, the more
common non-incremental top-down/bottom-up ap-
proach (Huang et al., 2006), but it would involve
a non-trivial change to the decoding algorithms to
keep track of the vertical derivation history, which
would result in significant overhead.

Algorithm Given the input parse tree in Figure 3,
Figure 4 illustrates the search process of the incre-
mental decoder with the grammar of Figure 1. We
write X@η for a tree node with labelX at tree address
η (Shieber et al., 1995). The root node has addressǫ,
and theith child of nodeη has addressη.i. At each
step, the decoder maintains a stack of active rules,
which are rules that have not been completed yet,
and the rightmost (n − 1) English words translated
thus far (the hypothesis), wheren is the order of the
word language model (in Figure 4,n = 2). The stack
together with the translated English words comprise
a state of the decoder. The last column in the fig-
ure shows the rule Markov model probabilities with
the conditioning context. In this example, we use a
trigram rule Markov model.

After initialization, the process starts at step 1,
where wepredictruler1 (the shaded rule) with prob-
ability P(r1 | ǫ) and push its English side onto the
stack, with variables replaced by the correspond-
ing tree nodes:x1 becomes NP@1 and x2 becomes
VP@2. This gives us the following stack:

s= [� NP@1 VP@2]

The dot (�) indicates the next symbol to process in
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stack hyp. MR prob.

0 [<s> � IP@ǫ
</s>] <s>

1 [<s> � IP@ǫ
</s>] [� NP@1 VP@2] <s> P(r1 | ǫ)

2 [<s> � IP@ǫ
</s>] [ � NP@1 VP@2] [� Bush] <s> P(r2 | r1)

3 [<s> � IP@ǫ
</s>] [ � NP@1 VP@2] [Bush � ] . . . Bush

4 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] . . . Bush

5 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [� VP@2.2 PP@2.1] . . . Bush P(r3 | r1)

6 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [ � VP@2.2 PP@2.1] [� held talks] . . . Bush P(r5 | r1, r3)

7 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [ � VP@2.2 PP@2.1] [ held � talks] . . . held

8 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [ � VP@2.2 PP@2.1] [ held talks� ] . . . talks

9 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] . . . talks

10 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [� P@2.1.1 NP@2.1.2] . . . talks P(r4 | r1, r3)

11 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [ � P@2.1.1 NP@2.1.2] [� with] . . . with P(r6 | r3, r4)

12 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [ � P@2.1.1 NP@2.1.2] [with � ] . . . with

13 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [P@2.1.1

� NP@2.1.2] . . . with

14 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [P@2.1.1

� NP@2.1.2] [� Sharon] . . . with P(r7 | r3, r4)

11′ [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [ � P@2.1.1 NP@2.1.2] [� and] . . . and P(r ′6 | r3, r4)

12′ [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [ � P@2.1.1 NP@2.1.2] [and � ] . . . and

13′ [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [P@2.1.1

� NP@2.1.2] . . . and

14′ [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [P@2.1.1

� NP@2.1.2] [� Sharon] . . . and P(r7 | r3, r4)

15 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [P@2.1.1

� NP@2.1.2] [Sharon� ] . . . Sharon

16 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2
� PP@2.1] [P@2.1.1 NP@2.1.2

� ] . . . Sharon

17 [<s> � IP@ǫ
</s>] [NP@1

� VP@2] [VP@2.2 PP@2.1
� ] . . . Sharon

18 [<s> � IP@ǫ
</s>] [NP@1 VP@2

� ] . . . Sharon

19 [<s> IP@ǫ
� </s>] . . . Sharon

20 [<s> IP@ǫ
</s> � ] . . . </s>

Figure 4: Simulation of incremental decoding with rule Markov model. The solid arrows indicate one path and the
dashed arrows indicate an alternate path.
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yǔ

NP@2.1.2

VP@2

VP@2.2 PP@2.1

P@2.1.1

yǔ

NP@2.1.2

Figure 5: Vertical contextr3 r4 which allows the model
to correctly translateyǔaswith.

the English word order. We expand node NP@1 first
with English word order. We then predict lexical rule
r2 with probability P(r2 | r1) and push ruler2 onto
the stack:

[� NP@1 VP@2 ] [ � Bush]

In step 3, we perform ascanoperation, in which
we append the English word just after the dot to the
current hypothesis and move the dot after the word.
Since the dot is at the end of the top rule in the stack,
we perform acompleteoperation in step 4 where we
pop the finished rule at the top of the stack. In the
scanandcompletesteps, we don’t need to compute
rule probabilities.

An interesting branch occurs after step 10 with
two competing lexical rules,r6 andr ′6. The Chinese
wordyǔcan be translated as either a prepositionwith
(leading to step 11) or a conjunctionand (leading
to step 11′). The wordn-gram model does not have
enough information to make the correct choice,with.
As a result, good translations might be pruned be-
cause of the beam. However, our rule Markov model
has the correct preference because of the condition-
ing ancestral sequence (r3, r4), shown in Figure 5.
Since VP@2.2 has a preference foryǔ translating to
with, our corpus statistics will give a higher proba-
bility to P(r6 | r3, r4) than P(r ′6 | r3, r4). This helps
the decoder to score the correct translation higher.

Complexity analysis With the incremental decod-
ing algorithm, adding rule Markov models does not
change the time complexity, which isO(nc|V|g−1),
wheren is the sentence length,c is the maximum
number of incoming hyperedges for each node in the
translation forest,V is the target-language vocabu-
lary, andg is the order of then-gram language model
(Huang and Mi, 2010). However, if one were to use
rule Markov models with a conventional CKY-style

bottom-up decoder (Liu et al., 2006), the complexity
would increase toO(nCm−1|V|4(g−1)), whereC is the
maximum number of outgoing hyperedges for each
node in the translation forest, andm is the order of
the rule Markov model.

4 Experiments and results

4.1 Setup

The training corpus consists of 1.5M sentence pairs
with 38M/32M words of Chinese/English, respec-
tively. Our development set is the newswire portion
of the 2006 NIST MT Evaluation test set (616 sen-
tences), and our test set is the newswire portion of
the 2008 NIST MT Evaluation test set (691 sen-
tences).

We word-aligned the training data using GIZA++
followed by link deletion (Fossum et al., 2008),
and then parsed the Chinese sentences using the
Berkeley parser (Petrov and Klein, 2007). To extract
tree-to-string translation rules, we applied the algo-
rithm of Galley et al. (2004). We trained our rule
Markov model on derivations of minimal rules as
described above. Our trigram word language model
was trained on the target side of the training cor-
pus using the SRILM toolkit (Stolcke, 2002) with
modified Kneser-Ney smoothing. The base feature
set for all systems is similar to the set used in Mi et
al. (2008). The features are combined into a standard
log-linear model, which we trained using minimum
error-rate training (Och, 2003) to maximize the Bleu
score on the development set.

At decoding time, we again parse the input
sentences using the Berkeley parser, and convert
them into translation forests using rule pattern-
matching (Mi et al., 2008). We evaluate translation
quality using case-insensitive IBM Bleu-4, calcu-
lated by the scriptmteval-v13a.pl.

4.2 Results

Table 1 presents the main results of our paper. We
used grammars of minimal rules and composed rules
of maximum height 3 as our baselines. For decod-
ing, we used a beam size of 50. Using the best
bigram rule Markov models and the minimal rule
grammar gives us an improvement of 1.5 Bleu over
the minimal rule baseline. Using the best trigram
rule Markov model brings our gain up to 2.3 Bleu.
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grammar
rule Markov max parameters (×106) Bleu time

model rule height full dev+test test (sec/sent)
minimal None 3 4.9 0.3 24.2 1.2

RM-B bigram 3 4.9+4.7 0.3+0.5 25.7 1.8
RM-A trigram 3 4.9+7.6 0.3+0.6 26.5 2.0

vertical composed None 7 176.8 1.3 26.5 2.9
composed None 3 17.5 1.6 26.4 2.2

None 7 448.7 3.3 27.5 6.8
RM-A trigram 7 448.7+7.6 3.3+1.0 28.0 9.2

Table 1: Main results. Our trigram rule Markov model strongly outperforms minimal rules, and performs at the same
level as composed and vertically composed rules, but is smaller and faster. The number of parameters is shown for
both the full model and the model filtered for the concatenation of the development and test sets (dev+test).

These gains are statistically significant withp <
0.01, using bootstrap resampling with 1000 samples
(Koehn, 2004). We find that by just using bigram
context, we are able to get at least 1 Bleu point
higher than the minimal rule grammar. It is interest-
ing to see that using just bigram rule interactions can
give us a reasonable boost. We get our highest gains
from using trigram context where our best perform-
ing rule Markov model gives us 2.3 Bleu points over
minimal rules. This suggests that using longer con-
texts helps the decoder to find better translations.

We also compared rule Markov models against
composed rules. Since our models are currently lim-
ited to conditioning on vertical context, the closest
comparison is againstverticallycomposed rules. We
find that our approach performs equally well using
much less time and space.

Comparing againstfull composed rules, we find
that our system matches the score of the base-
line composed rule grammar of maximum height 3,
while using many fewer parameters. (It should be
noted that a parameter in the rule Markov model is
just a floating-point number, whereas a parameter in
the composed-rule system is an entire rule; there-
fore the difference in memory usage would be even
greater.) Decoding with our model is 0.2 seconds
faster per sentence than with composed rules.

These experiments clearly show that rule Markov
models with minimal rules increase translation qual-
ity significantly and with lower memory require-
ments than composed rules. One might wonder if
the best performance can be obtained by combin-
ing composed rules with a rule Markov model. This

rule Markov
D1

Bleu time
model dev (sec/sent)
RM-A 0.871 29.2 1.8
RM-B 0.4 29.9 1.8
RM-C 0.871 29.8 1.8

RM-Full 0.4 29.7 1.9

Table 2: For rule bigrams, RM-B withD1 = 0.4 gives the
best results on the development set.

rule Markov
D1 D2

Bleu time
model dev (sec/sent)
RM-A 0.5 0.5 30.3 2.0
RM-B 0.5 0.5 29.9 2.0
RM-C 0.5 0.5 30.1 2.0

RM-Full 0.4 0.5 30.1 2.2

Table 3: For rule bigrams, RM-A withD1,D2 = 0.5 gives
the best results on the development set.

is straightforward to implement: the rule Markov
model is still defined over derivations of minimal
rules, but in the decoder’s prediction step, the rule
Markov model’s value on a composed rule is cal-
culated by decomposing it into minimal rules and
computing the product of their probabilities. We find
that using our best trigram rule Markov model with
composed rules gives us a 0.5 Bleu gain on top of
the composed rule grammar, statistically significant
with p < 0.05, achieving our highest score of 28.0.1

4.3 Analysis

Tables 2 and 3 show how the various types of rule
Markov models compare, for bigrams and trigrams,

1For this experiment, a beam size of 100 was used.
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parameters (×106) Bleu dev/test time (sec/sent)
dev/test without RMM with RMM without/with RMM

2.6 31.0/27.0 31.1/27.4 4.5/7.0
2.9 31.5/27.7 31.4/27.3 5.6/8.1
3.3 31.4/27.5 31.4/28.0 6.8/9.2

Table 6: Adding rule Markov models to composed-rule grammars improves their translation performance.

D2
D1

0.4 0.5 0.871
0.4 30.0 30.0
0.5 29.3 30.3

0.902 30.0

Table 4: RM-A is robust to different settings ofDn on the
development set.

parameters (×106) Bleu time
dev+test dev test (sec/sent)

1.2 30.2 26.1 2.8
1.3 30.1 26.5 2.9
1.3 30.1 26.2 3.2

Table 5: Comparison of vertically composed rules using
various settings (maximum rule height 7).

respectively. It is interesting that the full bigram and
trigram rule Markov models do not give our high-
est Bleu scores; pruning the models not only saves
space but improves their performance. We think that
this is probably due to overfitting.

Table 4 shows that the RM-A trigram model does
fairly well under all the settings ofDn we tried. Ta-
ble 5 shows the performance ofverticallycomposed
rules at various settings. Here we have chosen the
setting that gives the best performance on the test
set for inclusion in Table 1.

Table 6 shows the performance offully composed
rules and fully composed rules with a rule Markov
Model at various settings.2 In the second line (2.9
million rules), the drop in Bleu score resulting from
adding the rule Markov model is not statistically sig-
nificant.

5 Related Work

Besides the Quirk and Menezes (2006) work dis-
cussed in Section 1, there are two other previous

2For these experiments, a beam size of 100 was used.

efforts both using a rule bigram model in machine
translation, that is, the probability of the current rule
only depends on the immediate previous rule in the
vertical context, whereas our rule Markov model
can condition on longer and sparser derivation his-
tories. Among them, Ding and Palmer (2005) also
use a dependency treelet model similar to Quirk and
Menezes (2006), and Liu and Gildea (2008) use a
tree-to-string model more like ours. Neither com-
pared to the scenario with composed rules.

Outside of machine translation, the idea of weak-
ening independence assumptions by modeling the
derivation history is also found in parsing (Johnson,
1998), where rule probabilities are conditioned on
parent and grand-parent nonterminals. However, be-
sides the difference between parsing and translation,
there are still two major differences. First, our work
conditions rule probabilities on parent and grandpar-
ent rules, not just nonterminals. Second, we com-
pare against a composed-rule system, which is anal-
ogous to the Data Oriented Parsing (DOP) approach
in parsing (Bod, 2003). To our knowledge, there has
been no direct comparison between a history-based
PCFG approach and DOP approach in the parsing
literature.

6 Conclusion

In this paper, we have investigated whether we can
eliminate composed rules without any loss in trans-
lation quality. We have developed a rule Markov
model that captures vertical bigrams and trigrams of
minimal rules, and tested it in the framework of tree-
to-string translation. We draw three main conclu-
sions from our experiments. First, our rule Markov
models dramatically improve a grammar of minimal
rules, giving an improvement of 2.3 Bleu. Second,
when we compare againstverticallycomposed rules
we are able to get about the same Bleu score, but
our model is much smaller and decoding with our
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model is faster. Finally, when we compare against
full composed rules, we find that we can reach the
same level of performance under some conditions,
but in order to do so consistently, we believe we
need to extend our model to condition on horizon-
tal context in addition to vertical context. We hope
that by modeling context in both axes, we will be
able to completely replace composed-rule grammars
with smaller minimal-rule grammars.

Acknowledgments

We would like to thank Fernando Pereira, Yoav
Goldberg, Michael Pust, Steve DeNeefe, Daniel
Marcu and Kevin Knight for their comments.
Mi’s contribution was made while he was vis-
iting USC/ISI. This work was supported in part
by DARPA under contracts HR0011-06-C-0022
(subcontract to BBN Technologies), HR0011-09-1-
0028, and DOI-NBC N10AP20031, by a Google
Faculty Research Award to Huang, and by the Na-
tional Natural Science Foundation of China under
contracts 60736014 and 90920004.

References

Gill Bejerano and Golan Yona. 1999. Modeling pro-
tein families using probabilistic suffix trees. InProc.
RECOMB, pages 15–24. ACM Press.

Rens Bod. 2003. An efficient implementation of a new
DOP model. InProceedings of EACL, pages 19–26.

Yuan Ding and Martha Palmer. 2005. Machine trans-
lation using probablisitic synchronous dependency in-
sertion grammars. InProceedings of ACL, pages 541–
548.

Victoria Fossum, Kevin Knight, and Steve Abney. 2008.
Using syntax to improve word alignment precision for
syntax-based machine translation. InProceedings of
the Workshop on Statistical Machine Translation.

Michel Galley, Mark Hopkins, Kevin Knight, and Daniel
Marcu. 2004. What’s in a translation rule? InPro-
ceedings of HLT-NAACL, pages 273–280.

Michel Galley, Jonathan Graehl, Kevin Knight, Daniel
Marcu, Steve DeNeefe, Wei Wang, and Ignacio
Thayer. 2006. Scalable inference and training of
context-rich syntactic translation models. InProceed-
ings of COLING-ACL, pages 961–968.

Liang Huang and Haitao Mi. 2010. Efficient incremental
decoding for tree-to-string translation. InProceedings
of EMNLP, pages 273–283.

Liang Huang, Kevin Knight, and Aravind Joshi. 2006.
Statistical syntax-directed translation with extended
domain of locality. InProceedings of AMTA, pages
66–73.

Mark Johnson. 1998. PCFG models of linguistic tree
representations.Computational Linguistics, 24:613–
632.

Philipp Koehn. 2004. Statistical significance tests for
machine translation evaluation. InProceedings of
EMNLP, pages 388–395.

Ding Liu and Daniel Gildea. 2008. Improved tree-to-
string transducer for machine translation. InProceed-
ings of the Workshop on Statistical Machine Transla-
tion, pages 62–69.

Yang Liu, Qun Liu, and Shouxun Lin. 2006. Tree-to-
string alignment template for statistical machine trans-
lation. In Proceedings of COLING-ACL, pages 609–
616.

Haitao Mi, Liang Huang, and Qun Liu. 2008. Forest-
based translation. InProceedings of ACL: HLT, pages
192–199.

H. Ney, U. Essen, and R. Kneser. 1994. On structur-
ing probabilistic dependencies in stochastic language
modelling.Computer Speech and Language, 8:1–38.

Franz Joseph Och. 2003. Minimum error rate training in
statistical machine translation. InProceedings of ACL,
pages 160–167.

Slav Petrov and Dan Klein. 2007. Improved inference
for unlexicalized parsing. InProceedings of HLT-
NAACL, pages 404–411.

Chris Quirk and Arul Menezes. 2006. Do we need
phrases? Challenging the conventional wisdom in sta-
tistical machine translation. InProceedings of NAACL
HLT, pages 9–16.

Stuart Shieber, Yves Schabes, and Fernando Pereira.
1995. Principles and implementation of deductive
parsing.Journal of Logic Programming, 24:3–36.

Andreas Stolcke. 2002. SRILM – an extensible lan-
guage modeling toolkit. InProceedings of ICSLP, vol-
ume 30, pages 901–904.

864



Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics, pages 865–874,
Portland, Oregon, June 19-24, 2011. c©2011 Association for Computational Linguistics

A Hierarchical Pitman-Yor Process HMM
for Unsupervised Part of Speech Induction

Phil Blunsom
Department of Computer Science

University of Oxford
Phil.Blunsom@cs.ox.ac.uk

Trevor Cohn
Department of Computer Science

University of Sheffield
T.Cohn@dcs.shef.ac.uk

Abstract

In this work we address the problem of
unsupervised part-of-speech induction
by bringing together several strands of
research into a single model. We develop a
novel hidden Markov model incorporating
sophisticated smoothing using a hierarchical
Pitman-Yor processes prior, providing an
elegant and principled means of incorporating
lexical characteristics. Central to our
approach is a new type-based sampling
algorithm for hierarchical Pitman-Yor models
in which we track fractional table counts.
In an empirical evaluation we show that our
model consistently out-performs the current
state-of-the-art across 10 languages.

1 Introduction

Unsupervised part-of-speech (PoS) induction has
long been a central challenge in computational
linguistics, with applications in human language
learning and for developing portable language
processing systems. Despite considerable research
effort, progress in fully unsupervised PoS induction
has been slow and modern systems barely improve
over the early Brown et al. (1992) approach
(Christodoulopoulos et al., 2010). One popular
means of improving tagging performance is to
include supervision in the form of a tag dictionary
or similar, however this limits portability and
also comprimises any cognitive conclusions. In
this paper we present a novel approach to fully
unsupervised PoS induction which uniformly
outperforms the existing state-of-the-art across all
our corpora in 10 different languages. Moreover, the
performance of our unsupervised model approaches

that of many existing semi-supervised systems,
despite our method not receiving any human input.

In this paper we present a Bayesian hidden
Markov model (HMM) which uses a non-parametric
prior to infer a latent tagging for a sequence of
words. HMMs have been popular for unsupervised
PoS induction from its very beginnings (Brown
et al., 1992), and justifiably so, as the most
discriminating feature for deciding a word’s PoS is
its local syntactic context.

Our work brings together several strands of
research including Bayesian non-parametric HMMs
(Goldwater and Griffiths, 2007), Pitman-Yor
language models (Teh, 2006b; Goldwater et
al., 2006b), tagging constraints over word types
(Brown et al., 1992) and the incorporation of
morphological features (Clark, 2003). The result
is a non-parametric Bayesian HMM which avoids
overfitting, contains no free parameters, and
exhibits good scaling properties. Our model uses
a hierarchical Pitman-Yor process (PYP) prior to
affect sophisicated smoothing over the transition
and emission distributions. This allows the
modelling of sub-word structure, thereby capturing
tag-specific morphological variation. Unlike many
existing approaches, our model is a principled
generative model and does not include any hand
tuned language specific features.

Inspired by previous successful approaches
(Brown et al., 1992), we develop a new type-
level inference procedure in the form of an
MCMC sampler with an approximate method for
incorporating the complex dependencies that arise
between jointly sampled events. Our experimental
evaluation demonstrates that our model, particularly
when restricted to a single tag per type, produces
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state-of-the-art results across a range of corpora and
languages.

2 Background

Past research in unsupervised PoS induction has
largely been driven by two different motivations: a
task based perspective which has focussed on induc-
ing word classes to improve various applications,
and a linguistic perspective where the aim is to
induce classes which correspond closely to anno-
tated part-of-speech corpora. Early work was firmly
situtated in the task-based setting of improving gen-
eralisation in language models. Brown et al. (1992)
presented a simple first-order HMM which restricted
word types to always be generated from the same
class. Though PoS induction was not their aim, this
restriction is largely validated by empirical analysis
of treebanked data, and moreover conveys the sig-
nificant advantage that all the tags for a given word
type can be updated at the same time, allowing very
efficient inference using the exchange algorithm.
This model has been popular for language mod-
elling and bilingual word alignment, and an imple-
mentation with improved inference called mkcls
(Och, 1999)1 has become a standard part of statis-
tical machine translation systems.

The HMM ignores orthographic information,
which is often highly indicative of a word’s part-
of-speech, particularly so in morphologically rich
languages. For this reason Clark (2003) extended
Brown et al. (1992)’s HMM by incorporating a
character language model, allowing the modelling
of limited morphology. Our work draws from these
models, in that we develop a HMM with a one
class per tag restriction and include a character
level language model. In contrast to these previous
works which use the maximum likelihood estimate,
we develop a Bayesian model with a rich prior for
smoothing the parameter estimates, allowing us to
move to a trigram model.

A number of researchers have investigated a semi-
supervised PoS induction task in which a tag dictio-
nary or similar data is supplied a priori (Smith and
Eisner, 2005; Haghighi and Klein, 2006; Goldwater
and Griffiths, 2007; Toutanova and Johnson, 2008;
Ravi and Knight, 2009). These systems achieve

1Available from http://fjoch.com/mkcls.html.

much higher accuracy than fully unsupervised sys-
tems, though it is unclear whether the tag dictionary
assumption has real world application. We focus
solely on the fully unsupervised scenario, which we
believe is more practical for text processing in new
languages and domains.

Recent work on unsupervised PoS induction has
focussed on encouraging sparsity in the emission
distributions in order to match empirical distribu-
tions derived from treebank data (Goldwater and
Griffiths, 2007; Johnson, 2007; Gao and Johnson,
2008). These authors took a Bayesian approach
using a Dirichlet prior to encourage sparse distri-
butions over the word types emitted from each tag.
Conversely, Ganchev et al. (2010) developed a tech-
nique to optimize the more desirable reverse prop-
erty of the word types having a sparse posterior dis-
tribution over tags. Recently Lee et al. (2010) com-
bined the one class per word type constraint (Brown
et al., 1992) in a HMM with a Dirichlet prior to
achieve both forms of sparsity. However this work
approximated the derivation of the Gibbs sampler
(omitting the interdependence between events when
sampling from a collapsed model), resulting in a
model which underperformed Brown et al. (1992)’s
one-class HMM.

Our work also seeks to enforce both forms of
sparsity, by developing an algorithm for type-level
inference under the one class constraint. This work
differs from previous Bayesian models in that we
explicitly model a complex backoff path using a
hierachical prior, such that our model jointly infers
distributions over tag trigrams, bigrams and uni-
grams and whole words and their character level
representation. This smoothing is critical to ensure
adequate generalisation from small data samples.

Research in language modelling (Teh, 2006b;
Goldwater et al., 2006a) and parsing (Cohn et
al., 2010) has shown that models employing
Pitman-Yor priors can significantly outperform the
more frequently used Dirichlet priors, especially
where complex hierarchical relationships exist
between latent variables. In this work we apply
these advances to unsupervised PoS tagging,
developing a HMM smoothed using a Pitman-Yor
process prior.
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3 The PYP-HMM

We develop a trigram hidden Markov model which
models the joint probability of a sequence of latent
tags, t, and words, w, as

Pθ(t,w) =
L+1∏
l=1

Pθ(tl|tl−1, tl−2)Pθ(wl|tl) ,

where L = |w| = |t| and t0 = t−1 = tL+1 = $ are
assigned a sentinel value to denote the start or end of
the sentence. A key decision in formulating such a
model is the smoothing of the tag trigram and emis-
sion distributions, which would otherwise be too dif-
ficult to estimate from small datasets. Prior work
in unsupervised PoS induction has employed simple
smoothing techniques, such as additive smoothing
or Dirichlet priors (Goldwater and Griffiths, 2007;
Johnson, 2007), however this body of work has over-
looked recent advances in smoothing methods used
for language modelling (Teh, 2006b; Goldwater et
al., 2006b). Here we build upon previous work by
developing a PoS induction model smoothed with
a sophisticated non-parametric prior. Our model
uses a hierarchical Pitman-Yor process prior for both
the transition and emission distributions, encoding
a backoff path from complex distributions to suc-
cesssively simpler ones. The use of complex dis-
tributions (e.g., over tag trigrams) allows for rich
expressivity when sufficient evidence is available,
while the hierarchy affords a means of backing off
to simpler and more easily estimated distributions
otherwise. The PYP has been shown to generate
distributions particularly well suited to modelling
language (Teh, 2006a; Goldwater et al., 2006b), and
has been shown to be a generalisation of Kneser-Ney
smoothing, widely recognised as the best smoothing
method for language modelling (Chen and Good-
man, 1996).

The model is depicted in the plate diagram in Fig-
ure 1. At its centre is a standard trigram HMM,
which generates a sequence of tags and words,

tl|tl−1, tl−2, T ∼ Ttl−1,tl−2

wl|tl, E ∼ Etl .

U Bj Tij

Ej

Cjk

w1

t1

w2

t2

w3

t3
...

Dj

Figure 1: Plate diagram representation of the trigram
HMM. The indexes i and j range over the set of tags
and k ranges over the set of characters. Hyper-parameters
have been omitted from the figure for clarity.

The trigram transition distribution, Tij , is drawn
from a hierarchical PYP prior which backs off to a
bigram Bj and then a unigram U distribution,

Tij |aT , bT , Bj ∼ PYP(aT , bT , Bj)

Bj |aB, bB, U ∼ PYP(aB, bB, U)

U |aU , bU ∼ PYP(aU , bU , Uniform) ,

where the prior over U has as its base distribition a
uniform distribution over the set of tags, while the
priors for Bj and Tij back off by discarding an item
of context. This allows the modelling of trigram
tag sequences, while smoothing these estimates with
their corresponding bigram and unigram distribu-
tions. The degree of smoothing is regulated by
the hyper-parameters a and b which are tied across
each length of n-gram; these hyper-parameters are
inferred during training, as described in 3.1.

The tag-specific emission distributions, Ej , are
also drawn from a PYP prior,

Ej |aE , bE , C ∼ PYP(aE , bE , Cj) .

We consider two different settings for the base distri-
bution Cj : 1) a simple uniform distribution over the
vocabulary (denoted HMM for the experiments in
section 4); and 2) a character-level language model
(denoted HMM+LM). In many languages morpho-
logical regularities correlate strongly with a word’s
part-of-speech (e.g., suffixes in English), which we
hope to capture using a basic character language
model. This model was inspired by Clark (2003)

867



The big dog

5 23 23 7

b r o w n

Figure 2: The conditioning structure of the hierarchical
PYP with an embedded character language models.

who applied a character level distribution to the sin-
gle class HMM (Brown et al., 1992). We formu-
late the character-level language model as a bigram
model over the character sequence comprising word
wl,

wlk|wlk−1, tl, C ∼ Ctlwlk−1

Cjk|aC , bC , Dj ∼ PYP(aC , bC , Dj)

Dj |aD, bD ∼ PYP(aD, bD, Uniform) ,

where k indexes the characters in the word and,
in a slight abuse of notation, the character itself,
w0 and is set to a special sentinel value denoting
the start of the sentence (ditto for a final end of
sentence marker) and the uniform base distribution
ranges over the set of characters. We expect that
the HMM+LM model will outperform the uniform
HMM as it can capture many consistent morpholog-
ical affixes and thereby better distinguish between
different parts-of-speech. The HMM+LM is shown
in Figure 2, illustrating the decomposition of the tag
sequence into n-grams and a word into its compo-
nent character bigrams.

3.1 Training

In order to induce a tagging under this model we
use Gibbs sampling, a Markov chain Monte Carlo
(MCMC) technique for drawing samples from the
posterior distribution over the tag sequences given
observed word sequences. We present two different
sampling strategies: First, a simple Gibbs sampler
which randomly samples an update to a single tag
given all other tags; and second, a type-level sam-
pler which updates all tags for a given word under a

one-tag-per-word-type constraint. In order to extract
a single tag sequence to test our model against the
gold standard we find the tag at each site with maxi-
mum marginal probability in the sample set.

Following standard practice, we perform
inference using a collapsed sampler whereby
the model parameters U, B, T,E and C are
marginalised out. After marginalisation the
posterior distribution under a PYP prior is described
by a variant of the Chinese Restaurant Process
(CRP). The CRP is based around the analogy of
a restaurant with an infinite number of tables,
with customers entering one at a time and seating
themselves at a table. The choice of table is
governed by

P (zl = k|z−l) =


n−k −a
l−1+b 1 ≤ k ≤ K−

K−a+b
l−1+b k = K− + 1

(1)

where zl is the table chosen by the lth customer, z−l
is the seating arrangement of the l− 1 previous cus-
tomers, n−k is the number of customers in z−l who
are seated at table k, K− = K(z−l) is the total num-
ber of tables in z−l, and z1 = 1 by definition. The
arrangement of customers at tables defines a cluster-
ing which exhibits a power-law behavior controlled
by the hyperparameters a and b.

To complete the restaurant analogy, a dish is then
served to each table which is shared by all the cus-
tomers seated there. This corresponds to a draw
from the base distribution, which in our case ranges
over tags for the transition distribution, and words
for the observation distribution. Overall the PYP
leads to a distribution of the form

P T (tl = i|z−l, t−l) =
1

n−h + bT
× (2)(

n−hi −K−hia
T +

(
K−h aT + bT

)
PB(i|z−l, t−l)

)
,

illustrating the trigram transition distribution, where
t−l are all previous tags, h = (tl−2, tl−1) is the con-
ditioning bigram, n−hi is the count of the trigram hi
in t−l, n−h the total count over all trigrams beginning
with h, K−hi the number of tables served dish i and
PB(·) is the base distribution, in this case the bigram
distribution.

A hierarchy of PYPs can be formed by making the
base distribution of a PYP another PYP, following a
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semantics whereby whenever a customer sits at an
empty table in a restaurant, a new customer is also
said to enter the restaurant for its base distribution.
That is, each table at one level is equivalent to a cus-
tomer at the next deeper level, creating the invari-
ants: K−hi = n−ui and K−ui = n−i , where u = tl−1

indicates the unigram backoff context of h. The
recursion terminates at the lowest level where the
base distribution is static. The hierarchical setting
allows for the modelling of elaborate backoff paths
from rich and complex structure to successively sim-
pler structures.

Gibbs samplers Both our Gibbs samplers perform
the same calculation of conditional tag distributions,
and involve first decrementing all trigrams and emis-
sions affected by a sampling action, and then rein-
troducing the trigrams one at a time, conditioning
their probabilities on the updated counts and table
configurations as we progress.

The first local Gibbs sampler (PYP-HMM)
updates a single tag assignment at a time, in a
similar fashion to Goldwater and Griffiths (2007).
Changing one tag affects three trigrams, with
posterior

P (tl|z−l, t−l,w) ∝ P (tl±2, wl|z−l±2, t−l±2) ,

where l±2 denotes the range l−2, l−1, l, l+1, l+2.
The joint distribution over the three trigrams con-
tained in tl±2 can be calculated using the PYP for-
mulation. This calculation is complicated by the fact
that these events are not independent; the counts of
one trigram can affect the probability of later ones,
and moreover, the table assignment for the trigram
may also affect the bigram and unigram counts, of
particular import when the same tag occurs twice in
a row such as in Figure 2.

Many HMMs used for inducing word classes for
language modelling include the restriction that all
occurrences of a word type always appear with the
same class throughout the corpus (Brown et al.,
1992; Och, 1999; Clark, 2003). Our second sampler
(PYP-1HMM) restricts inference to taggings which
adhere to this one tag per type restriction. This
restriction permits efficient inference techniques in
which all tags of all occurrences of a word type are
updated in parallel. Similar techniques have been
used for models with Dirichlet priors (Liang et al.,

2010), though one must be careful to manage the
dependencies between multiple draws from the pos-
terior.

The dependency on table counts in the conditional
distributions complicates the process of drawing
samples for both our models. In the non-hierarchical
model (Goldwater and Griffiths, 2007) these
dependencies can easily be accounted for by
incrementing customer counts when such a
dependence occurs. In our model we would need to
sum over all possible table assignments that result
in the same tagging, at all levels in the hierarchy:
tag trigrams, bigrams and unigrams; and also words,
character bigrams and character unigrams. To avoid
this rather onerous marginalisation2 we instead use
expected table counts to calculate the conditional
distributions for sampling. Unfortunately we
know of no efficient algorithm for calculating the
expected table counts, so instead develop a novel
approximation

En+1 [Ki] ≈ En [Ki] +

(aUEn [K] + bU )P0(i)
(n− En [Ki] bU ) + (aUEn [K] + bU )P0(i)

, (3)

where Ki is the number of tables for the tag uni-
gram i of which there are n + 1 occurrences, En [·]
denotes an expectation after observing n items and
En [K] =

∑
j En [Kj ]. This formulation defines

a simple recurrence starting with the first customer
seated at a table, E1 [Ki] = 1, and as each subse-
quent customer arrives we fractionally assign them
to a new table based on their conditional probability
of sitting alone. These fractional counts are then
carried forward for subsequent customers.

This approximation is tight for small n, and there-
fore it should be effective in the case of the local
Gibbs sampler where only three trigrams are being
resampled. For the type based resampling where
large numbers of n are involved (consider resam-
pling the), this approximation can deviate from the
actual value due to errors accumulated in the recur-
sion. Figure 3 illustrates a simulation demonstrating
that the approximation is a close match for small a
and n but underestimates the true value for high a

2Marginalisation is intractable in general, i.e. for the 1HMM
where many sites are sampled jointly.

869



0 20 40 60 80 100

2
4

6
8

10
12

number of customers

ex
pe

ct
ed

 ta
bl

es
a=0.9
a=0.8
a=0.5
a=0.1

Figure 3: Simulation comparing the expected table
count (solid lines) versus the approximation under Eq. 3
(dashed lines) for various values of a. This data was gen-
erated from a single PYP with b = 1, P0(i) = 1

4 and
n = 100 customers which all share the same tag.

and n. The approximation was much less sensitive
to the choice of b (not shown).

To resample a sequence of trigrams we start by
removing their counts from the current restaurant
configuration (resulting in z−). For each tag we
simulate adding back the trigrams one at a time,
calculating their probability under the given z− plus
the fractional table counts accumulated by Equation
3. We then calculate the expected table count con-
tribution from this trigram and add it to the accu-
mulated counts. The fractional table count from the
trigram then results in a fractional customer entering
the bigram restaurant, and so on down to unigrams.
At each level we must update the expected counts
before moving on to the next trigram. After per-
forming this process for all trigrams under consider-
ation and for all tags, we then normalise the resulting
tag probabilities and sample an outcome. Once a
tag has been sampled, we then add all the trigrams
to the restaurants sampling their tables assignments
explicitly (which are no longer fractional), recorded
in z. Because we do not marginalise out the table
counts and our expectations are only approximate,
this sampler will be biased. We leave to future work

properly accounting for this bias, e.g., by devising a
Metropolis Hastings acceptance test.

Sampling hyperparameters We treat the
hyper-parameters {(ax, bx) , x ∈ (U, B, T,E, C)}
as random variables in our model and infer their
values. We place prior distributions on the PYP
discount ax and concentration bx hyperparamters
and sample their values using a slice sampler. For
the discount parameters we employ a uniform
Beta distribution (ax ∼ Beta(1, 1)), and for
the concentration parameters we use a vague
gamma prior (bx ∼ Gamma(10, 0.1)). All the
hyper-parameters are resampled after every 5th
sample of the corpus.

The result of this hyperparameter inference is that
there are no user tunable parameters in the model,
an important feature that we believe helps explain its
consistently high performance across test settings.

4 Experiments

We perform experiments with a range of corpora
to both investigate the properties of our proposed
models and inference algorithms, as well as to estab-
lish their robustness across languages and domains.
For our core English experiments we report results
on the entire Penn. Treebank (Marcus et al., 1993),
while for other languages we use the corpora made
available for the CoNLL-X Shared Task (Buchholz
and Marsi, 2006). We report results using the many-
to-one (M-1) and v-measure (VM) metrics consid-
ered best by the evaluation of Christodoulopoulos
et al. (2010). M-1 measures the accuracy of the
model after mapping each predicted class to its most
frequent corresponding tag, while VM is a variant
of the F-measure which uses conditional entropy
analogies of precision and recall. The log-posterior
for the HMM sampler levels off after a few hundred
samples, so we report results after five hundred. The
1HMM sampler converges more quickly so we use
two hundred samples for these models. All reported
results are the mean of three sampling runs.

An important detail for any unsupervised
learning algorithm is its initialisation. We used
slightly different initialisation for each of our
inference strategies. For the unrestricted HMM we
randomly assigned each word token to a class. For
the restricted 1HMM we use a similar initialiser to
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Model M-1 VM

Prototype meta-model (CGS10) 76.1 68.8
MEMM (BBDK10) 75.5 -
mkcls (Och, 1999) 73.7 65.6
MLE 1HMM-LM (Clark, 2003)∗ 71.2 65.5
BHMM (GG07) 63.2 56.2
PR (Ganchev et al., 2010)∗ 62.5 54.8

Trigram PYP-HMM 69.8 62.6
Trigram PYP-1HMM 76.0 68.0
Trigram PYP-1HMM-LM 77.5 69.7

Bigram PYP-HMM 66.9 59.2
Bigram PYP-1HMM 72.9 65.9

Trigram DP-HMM 68.1 60.0
Trigram DP-1HMM 76.0 68.0
Trigram DP-1HMM-LM 76.8 69.8

Table 1: WSJ performance comparing previous work
to our own model. The columns display the many-to-1
accuracy and the V measure, both averaged over 5 inde-
pendent runs. Our model was run with the local sampler
(HMM), the type-level sampler (1HMM) and also with
the character LM (1HMM-LM). Also shown are results
using Dirichlet Process (DP) priors by fixing a = 0. The
system abbreviations are CGS10 (Christodoulopoulos et
al., 2010), BBDK10 (Berg-Kirkpatrick et al., 2010) and
GG07 (Goldwater and Griffiths, 2007). Starred entries
denote results reported in CGS10.

Clark (2003), assigning each of the k most frequent
word types to its own class, and then randomly
dividing the rest of the types between the classes.

As a baseline we report the performance of
mkcls (Och, 1999) on all test corpora. This model
seems not to have been evaluated in prior work on
unsupervised PoS tagging, which is surprising given
its consistently good performance.

First we present our results on the most frequently
reported evaluation, the WSJ sections of the Penn.
Treebank, along with a number of state-of-the-art
results previously reported (Table 1). All of these
models are allowed 45 tags, the same number of tags
as in the gold-standard. The performance of our
models is strong, particularly the 1HMM. We also
see that incorporating a character language model
(1HMM-LM) leads to further gains in performance,
improving over the best reported scores under both
M-1 and VM. We have omitted the results for the
HMM-LM as experimentation showed that the local
Gibbs sampler became hopelessly stuck, failing to
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Figure 4: Sorted frequency of tags for WSJ. The gold
standard distribution follows a steep exponential curve
while the induced model distributions are more uniform.

mix due to the model’s deep structure (its peak per-
formance was ≈ 55%).

To evaluate the effectiveness of the PYP prior we
include results using a Dirichlet Process prior (DP).
We see that for all models the use of the PYP pro-
vides some gain for the HMM, but diminishes for
the 1HMM. This is perhaps a consequence of the
expected table count approximation for the type-
sampled PYP-1HMM: the DP relies less on the table
counts than the PYP.

If we restrict the model to bigrams we see
a considerable drop in performance. Note that
the bigram PYP-HMM outperforms the closely
related BHMM (the main difference being that
we smooth tag bigrams with unigrams). It is also
interesting to compare the bigram PYP-1HMM to
the closely related model of Lee et al. (2010). That
model incorrectly assumed independence of the
conditional sampling distributions, resulting in a
accuracy of 66.4%, well below that of our model.

Figures 4 and 5 provide insight into the behavior
of the sampling algorithms. The former shows that
both our models and mkcls induce a more uniform
distribution over tags than specified by the treebank.
It is unclear whether it is desirable for models to
exhibit behavior closer to the treebank, which ded-
icates separate tags to very infrequent phenomena
while lumping the large range of noun types into
a single category. The graph in Figure 5 shows
that the type-based 1HMM sampler finds a good
tagging extremely quickly and then sticks with it,
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Figure 6: Cooccurence between frequent gold (y-axis)
and predicted (x-axis) tags, comparing mkcls (top) and
PYP-1HMM-LM (bottom). Both axes are sorted in terms
of frequency. Darker shades indicate more frequent cooc-
curence and columns represent the induced tags.

save for the occasional step change demonstrated by
the 1HMM-LM line. The locally sampled model is
far slower to converge, rising slowly and plateauing
well below the other models.

In Figure 6 we compare the distributions over
WSJ tags for mkcls and the PYP-1HMM-LM. On
the macro scale we can see that our model induces a
sparser distribution. With closer inspection we can
identify particular improvements our model makes.

In the first column for mkcls and the third column
for our model we can see similar classes with sig-
nificant counts for DTs and PRPs, indicating a class
that the models may be using to represent the start
of sentences (informed by start transitions or capi-
talisation). This column exemplifies the sparsity of
the PYP model’s posterior.

We continue our evaluation on the CoNLL
multilingual corpora (Table 2). These results show
a highly consistent story of performance for our
models across diverse corpora. In all cases the
PYP-1HMM outperforms the PYP-HMM, which
are both outperformed by the PYP-1HMM-LM.
The character language model provides large
gains in performance on a number of corpora,
in particular those with rich morphology (Arabic
+5%, Portuguese +5%, Spanish +4%). We again
note the strong performance of the mkcls model,
significantly beating recently published state-of-the-
art results for both Dutch and Swedish. Overall our
best model (PYP-1HMM-LM) outperforms both
the state-of-the-art, where previous work exists, as
well as mkcls consistently across all languages.

5 Discussion

The hidden Markov model, originally developed by
Brown et al. (1992), continues to be an effective
modelling structure for PoS induction. We have
combined hierarchical Bayesian priors with a tri-
gram HMM and character language model to pro-
duce a model with consistently state-of-the-art per-
formance across corpora in ten languages. How-
ever our analysis indicates that there is still room for
improvement, particularly in model formulation and
developing effective inference algorithms.

Induced tags have already proven their usefulness
in applications such as Machine Translation, thus it
will prove interesting as to whether the improve-
ments seen from our models can lead to gains in
downstream tasks. The continued successes of mod-
els combining hierarchical Pitman-Yor priors with
expressive graphical models attests to this frame-
work’s enduring attraction, we foresee continued
interest in applying this technique to other NLP
tasks.
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Language mkcls HMM 1HMM 1HMM-LM Best pub. Tokens Tag types

Arabic 58.5 57.1 62.7 67.5 - 54,379 20
Bulgarian 66.8 67.8 69.7 73.2 - 190,217 54
Czech 59.6 62.0 66.3 70.1 - 1,249,408 12c

Danish 62.7 69.9 73.9 76.2 66.7? 94,386 25
Dutch 64.3 66.6 68.7 70.4 67.3† 195,069 13c

Hungarian 54.3 65.9 69.0 73.0 - 131,799 43
Portuguese 68.5 72.1 73.5 78.5 75.3? 206,678 22
Spanish 63.8 71.6 74.7 78.8 73.2? 89,334 47
Swedish 64.3 66.6 67.0 68.6 60.6† 191,467 41

Table 2: Many-to-1 accuracy across a range of languages, comparing our model with mkcls and the best published
result (?Berg-Kirkpatrick et al. (2010) and †Lee et al. (2010)). This data was taken from the CoNLL-X shared task
training sets, resulting in listed corpus sizes. Fine PoS tags were used for evaluation except for items marked with c,
which used the coarse tags. For each language the systems were trained to produce the same number of tags as the
gold standard.
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Abstract

Arabic handwriting recognition (HR) is a
challenging problem due to Arabic’s con-
nected letter forms, consonantal diacritics and
rich morphology. In this paper we isolate
the task of identification of erroneous words
in HR from the task of producing corrections
for these words. We consider a variety of
linguistic (morphological and syntactic) and
non-linguistic features to automatically iden-
tify these errors. Our best approach achieves
a roughly ∼15% absolute increase in F-score
over a simple but reasonable baseline. A de-
tailed error analysis shows that linguistic fea-
tures, such as lemma (i.e., citation form) mod-
els, help improve HR-error detection precisely
where we expect them to: semantically inco-
herent error words.

1 Introduction

After years of development, optical character recog-
nition (OCR) for Latin-character languages, such as
English, has been refined greatly. Arabic, however,
possesses a complex orthography and morphology
that makes OCR more difficult (Märgner and Abed,
2009; Halima and Alimi, 2009; Magdy and Dar-
wish, 2006). Because of this, only a few systems
for Arabic OCR of printed text have been devel-
oped, and these have not been thoroughly evalu-
ated (Märgner and Abed, 2009). OCR of Arabic
handwritten text (handwriting recognition, or HR),
whether online or offline, is even more challenging
compared to printed Arabic OCR, where the unifor-
mity of letter shapes and other factors allow for eas-
ier recognition (Biadsy et al., 2006; Natarajan et al.,
2008; Saleem et al., 2009).

OCR and HR systems are often improved by per-
forming post-processing; these are attempts to eval-
uate whether each word, phrase or sentence in the

OCR/HR output is legal and/or probable. When an
illegal word or phrase is discovered (error detec-
tion), these systems usually attempt to generate a le-
gal alternative (error correction). In this paper, we
present a HR error detection system that uses deep
lexical and morphological feature models to locate
possible "problem zones" – words or phrases that
are likely incorrect – in Arabic HR output. We use
an off-the-shelf HR system (Natarajan et al., 2008;
Saleem et al., 2009) to generate an N-best list of hy-
potheses for each of several scanned segments of
Arabic handwriting. Our problem zone detection
(PZD) system then tags the potentially erroneous
(problem) words. A subsequent HR post-processing
system can then focus its effort on these words when
generating additional alternative hypotheses. We
only discuss the PZD system and not the task of
new hypothesis generation; the evaluation is on er-
ror/problem identification. PZD can also be useful in
highlighting erroneous text for human post-editors.

This paper is structured as follows: Section 2 pro-
vides background on the difficulties of the Arabic
HR task. Section 3 presents an analysis of HR er-
rors and defines what is considered a problem zone
to be tagged. The experimental features, data and
other variables are outlined in Section 4. The exper-
iments are presented and discussed in Section 5. We
discuss and compare to some related work in detail
in Section 6. Conclusions and suggested avenues of
for future progress are presented in Section 7.

2 Arabic Handwriting Recognition
Challenges

Arabic has several orthographic and morphological
properties that make HR challenging (Darwish and
Oard, 2002; Magdy and Darwish, 2006; Märgner
and Abed, 2009).
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2.1 Arabic Orthography Challenges

The use of cursive, connected script creates prob-
lems in that it becomes more difficult for a machine
to distinguish between individual characters. This is
certainly not a property unique to Arabic; methods
developed for other cursive script languages (such
as Hidden Markov Models) can be applied success-
fully to Arabic (Natarajan et al., 2008; Saleem et al.,
2009; Märgner and Abed, 2009; Lu et al., 1999).

Arabic writers often make use of elongation
(tatweel/kashida) to beautify the script. Arabic also
contains certain ligature constructions that require
consideration during OCR/HR (Darwish and Oard,
2002). Sets of dots and optional diacritic markers
are used to create character distinctions in Arabic.
However, trace amounts of dust or dirt on the origi-
nal document scan can be easily mistaken for these
markers (Darwish and Oard, 2002). Alternatively,
these markers in handwritten text may be too small,
light or closely-spaced to readily distinguish, caus-
ing the system to drop them entirely. While Arabic
disconnective letters may make it hard to determine
word boundaries, they could plausibly contribute to
reduced ambiguity of otherwise similar shapes.

2.2 Arabic Morphology Challenges

Arabic words can be described in terms of their
morphemes. In addition to concatenative prefixes
and suffixes, Arabic has templatic morphemes called
roots and patterns. For example, the word ÑîD

.
�
KA¾Ò»ð

wkmkAtbhm1 (w+k+mkAtb+hm) ‘and like their of-
fices’ has two prefixes and one suffix, in addition
to a stem composed of the root H.

�
H¼ k-t-b ‘writ-

ing related’ and the pattern m1A23.2 Arabic words
can also be described in terms of lexemes and inflec-
tional features. The set of word forms that only vary
inflectionally among each other is called the lexeme.
A lemma is a particular word form used to represent
the lexeme word set – a citation form that stands
in for the class (Habash, 2010). For instance, the
lemma I.

�
JºÓ mktb ‘office’ represents the class of

all forms sharing the core meaning ‘office’: I.
�
KA¾Ó

mkAtb ‘offices’ (irregular plural), I.
�
JºÖÏ @ Almktb ‘the

1All Arabic transliterations are presented in the HSB
transliteration scheme (Habash et al., 2007).

2The digits in the pattern correspond to positions where root
radicals are inserted.

office’, AîD
.
�
JºÖÏ lmktbhA ‘for her office’, and so on.

Just as the lemma abstracts over inflectional mor-
phology, the root abstracts over both inflectional
and derivational morphology and thus provides a
very high level of lexical abstraction, indicating the
“core” meaning of the word. The Arabic root H.

�
H¼

k-t-b ‘writing related’, e.g., relates words like I.
�
JºÓ

mktb ‘office’, H. ñ
�
JºÓ mktwb ‘letter’, and �

éJ. �

�
J» ktybh̄

‘military unit (of conscripts)’.
Arabic morphology allows for tens of billions of

potential, legal words (Magdy and Darwish, 2006;
Moftah et al., 2009). The large potential vocabulary
size by itself complicates HR methods that rely on
conventional, word-based dictionary lookup strate-
gies. In this paper we consider the value of morpho-
lexical and morpho-syntactic features such as lem-
mas and part-of-speech tags, respectively, that may
allow machine learning algorithms to learn general-
izations. We do not consider the root since it has
been shown to be too general for NLP purposes
(Larkey et al., 2007). Other researchers have used
stems for OCR correction (Magdy and Darwish,
2006); we discuss their work and compare to it in
Section 6, but we do not present a direct experimen-
tal comparison.

3 Problem Zones in Handwriting
Recognition

3.1 HR Error Classifications

We can classify three types of HR errors: substi-
tutions, insertions and deletions. Substitutions in-
volve replacing the correct word by another incor-
rect form. Insertions are words that are incorrectly
added into the HR hypothesis. An insertion error
is typically paired with a substitution error, where
the two errors reflect a mis-identification of a single
word as two words. Deletions are simply missing
words. Examples of these different types of errors
appear in Table 1. In the dev set that we study here
(see Section 4.1), 25.8% of the words are marked as
problematic. Of these, 87.2% are letter-based words
(henceforth words), as opposed to 9.3% punctuation
and 3.5% digits.

Orthogonally, 81.4% of all problem words are
substitution errors, 10.6% are insertion errors and
7.9% are deletion errors. Whereas punctuation sym-
bols are 9.3% of all errors, they represent over 38%
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PZD PROB OK PROB PROB PROB PROB PROB PROB PROB OK OK PROB OK PROB PROB PROB

DELX INS SUB DOTS SUB ORTH INS SUB SUB ORTH INS SUB

Table 1: An example highlighting the different types of Arabic HR errors. The first row shows the reference sentence
(right-to-left). The second row shows an automatically generated hypothesis of the same sentence. The last row shows
which words in the hypothesis are marked as problematic (PROB) by the system and the specific category of the
problem (illustrative, not used by system): SUB (substituted), ORTH (substituted by an orthographic variant), DOTS
(substituted by a word with different dotting), INS (inserted), and DELX (adjacent to a deleted word). The remaining
words are tagged as OK. The reference translates as ‘Are you unable O’Moslems, you who conquered Constantinople
and Persia and Andalusia, to manufacture a tub of high quality butter!’. The hypothesis roughly translates as ‘I loan
then O’Moslems Pattani Constantinople, and Persia and taking from whom that you spend on him N Yeoh high quality’.

of all deletion errors, almost 22% of all insertion er-
rors and less than 5% of substitution errors. Simi-
larly digits, which are 3.5% of all errors, are almost
14% of deletions, 7% of insertions and just over 2%
of all substitutions. Punctuation and digits bring dif-
ferent challenges: whereas punctuation marks are a
small class, their shape is often confusable with Ara-
bic letters or letter components, e.g., @


Ǎ and ! or

P r and ,. Digits on the other hand are a hard class
to language model since the vocabulary (of multi-
digit numbers) is infinite. Potentially this can be
addressed using a pattern-based model that captures
forms of digit sequences (such as date and currency
formats); we leave this as future work.

Words (non-digit, non-punctuation) still consti-
tute the majority in every category of error: 47.7%
of deletions, 71.3% of insertions and over 93%
of substitutions. Among substitutions, 26.5% are
simple orthographic variants that are often normal-
ized in Arabic NLP because they result from fre-
quent inconsistencies in spelling: Alef Hamza forms
( @/


@/ @


/
�
@ A/Â/Ǎ/Ā) and Ya/Alef-Maqsura (ø



/ø y/ý). If

we consider whether the lemma of the correct word
and its incorrect form are matchable, an additional
6.9% can be added to the orthographic variant sum
(since all of these cases can share the same lemmas).
The rest of the cases, or 59.7% of the words, in-
volve complex orthographic errors. Simple dot mis-
placement can only account for 2.4% of all substi-
tution errors. The HR system output does not con-
tain any illegal non-words since its vocabulary is re-
stricted by its training data and language models.
The large proportion of errors involving lemma dif-

ferences is consistent with the perception that most
OCR/HR errors create semantically incoherent sen-
tences. This suggests that lemma models can be
helpful in identifying such errors.

3.2 Problem Zone Definition
Prior to developing a model for PZD, it is necessary
to define what is considered a ‘problem’. Once a
definition is chosen, gold problem tags can be gen-
erated for the training and test data by comparing the
hypotheses to their references.3 We decided in this
paper to use a simple binary problem tag: a hypothe-
sis word is tagged as "PROB" if it is the result of an
insertion or substitution of a word. Deleted words
in a hypothesis, which cannot be tagged themselves,
cause their adjacent words to be marked as PROB in-
stead. In this way, a subsequent HR post-processing
system can be alerted to the possibility of a miss-
ing word via its surroundings (hence the idea of a
problem ‘zone’). Any words not marked as PROB
are given an "OK" tag (see the PZD row of Table 1).
We describe in Section 5.6 some preliminary exper-
iments we conducted using more fine-grained tags.

4 Experimental Settings

4.1 Training and Evaluation Data
The data used in this paper is derived from im-
age scans provided by the Linguistic Data Consor-
tium (LDC) (Strassel, 2009). This data consists of
high-resolution (600 dpi) handwriting scans of Ara-
bic text taken from newswire articles, web logs and

3For clarity, we refer to these tags as ‘gold’, whereas the cor-
rect segment for a given hypothesis set is called the ‘reference’.
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newsgroups, along with ground truth annotations
and word bounding box information. The scans in-
clude variations in scribe demographic background,
writing instrument, paper and writing speed.

The BBN Byblos HR system (Natarajan et al.,
2008; Saleem et al., 2009) is then used to pro-
cess these scanned images into sequences of seg-
ments (sentence fragments). The system generates
a ranked N-best list of hypotheses for each segment,
where N could be as high as 300. On average, a seg-
ment has 6.87 words (including punctuation).

We divide the N-best list data into training, de-
velopment (dev) and test sets.4 For training, we
consider two sets of size 2000 and 4000 segments
(S) with the 10 top-ranked hypotheses (H) for each
segment to provide additional variations.5 The ref-
erences are also included in the training sets to pro-
vide examples of perfect text. The dev and test sets
use 500 segments with one top-ranked hypothesis
each {H=1}. We can construct a trivial PZD base-
line by assuming all the input words are PROBs;
this results in baseline % Precision/Recall/F-scores
of 25.8/100/41.1 and 26.0/100/41.2 for the dev and
test sets, respectively. Note that in this paper we
eschew these baselines in favor of comparison to
a non-trivial baseline generated by a simple PZD
model.

4.2 PZD Models and Features

The PZD system relies on a set of SVM classi-
fiers trained using morphological and lexical fea-
tures. The SVM classifiers are built using Yamcha
(Kudo and Matsumoto, 2003). The SVMs use a
quadratic polynomial kernel. For the models pre-
sented in this paper, the static feature window con-
text size is set to +/- 2 words; the previous two (dy-
namic) classifications (i.e. targets) are also used as
features. Experiments with smaller window sizes re-
sult in poorer performance, while a larger window
size (+/- 6 words) yields roughly the same perfor-
mance at the expense of an order-of-magnitude in-
crease in required training time. Over 30 different

4Naturally, we do not use data that the BBN Byblos HR sys-
tem was trained on.

5We conducted additional experiments where we varied the
number of segments and hypotheses and found that the system
benefited from added variety of segments more than hypotheses.
We also modified training composition in terms of the ratio of
problem/non-problem words; this did not help performance.

Simple Description
word The surface word form
nw Normalized word: the word after Alef,

Ya and digit normalization
pos The part-of-speech (POS) of the word
lem The lemma of the word
na No-analysis: a binary feature indicat-

ing whether the morphological analyzer
produced any analyses for the word

Binned Description
nw N-grams Normword 1/2/3-gram probabilities
lem N-grams Lemma 1/2/3-gram probabilities
pos N-grams POS 1/2/3-gram probabilities

conf Word confidence: the ratio of the num-
ber of hypotheses in the N-best list that
contain the word over the total number
of hypotheses

Table 2: PZD model features. Simple features are used
directly by the PZD SVM models, whereas Binned fea-
tures’ (numerical) values are reduced to a small, labeled
category set whose labels are used as model features.

combinations of features were considered. Table 2
shows the individual feature definitions.

In order to obtain the morphological features,
all of the training and test data is passed through
MADA 3.0, a software tool for Arabic morpholog-
ical analysis disambiguation (Habash and Rambow,
2005; Roth et al., 2008; Habash et al., 2010). For
these experiments, MADA provides the pos (using
MADA’s native 34-tag set) and the lemma for each
word. Occasionally MADA will not be able to pro-
duce any interpretations (analyses) for a word; since
this is often a sign that the word is misspelled or un-
common, we define a binary na feature to indicate
when MADA fails to generate analyses.

In addition to using the MADA features directly,
we also develop a set of nine N-gram models (where
N=1, 2, and 3) for the nw, pos, and lem features de-
fined in Table 2. We train these models using 220M
words from the Arabic Gigaword 3 corpus (Graff,
2007) which had also been run through MADA 3.0
to extract the pos and lem information. The models
are built using the SRI Language Modeling Toolkit
(Stolcke, 2002). Each word in a hypothesis can then
be assigned a probability by each of these nine mod-
els. We reduce these probabilities into one of nine
bins, with each successive bin representing an order
of magnitude drop in probability (the final bin is re-
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served for word N-grams which did not appear in
the models). The bin labels are used as the SVM
features.

Finally, we also use a word confidence (conf)
feature, which is aimed at measuring the frequency
with which a given word is chosen by the HR system
for a given segment scan. The conf is defined here
as the ratio of the number of hypotheses in the N-
best list that the word appears in to the total number
of hypotheses. These numbers are calculated using
the original N-best hypothesis list, before the data is
trimmed to H={1, 10}. Like the N-grams, this num-
ber is binned; in this case there are 11 bins, with 10
spread evenly over the [0,1) range, and an extra bin
for values of exactly 1 (i.e., when the word appears
in every hypothesis in the set).

5 Results

We describe next different experiments conducted
by varying the features used in the PZD model. We
present the results in terms of F-score only for sim-
plicity; we then conduct an error analysis that exam-
ines precision and recall.

5.1 Effect of Feature Set Choice

Selecting an appropriate set of features for PZD re-
quires extensive testing. Even when only consider-
ing the few features described in Table 2, the param-
eter space is quite large. Rather then exhaustively
test every possible feature combination, we selec-
tively choose feature subsets that can be compared
to gain a sense of the incremental benefit provided
by individual features.

5.1.1 Simple Features
Table 3 illustrates the result of taking a baseline fea-
ture set (containing word as the only feature) and
adding a single feature from the Simple set to it. The
result of combining all the Simple features is also in-
dicated. From this, we see that Simple features, even
collectively, provide only minor improvements.

5.1.2 Binned Features
Table 4 shows models which include both Simple
and Binned features. First, Table 4 shows the effect
of adding nw N-grams of successively higher orders
to the word baseline. Here we see that even a sim-
ple unigram provides a significant benefit (compared

Feature Set F-score %Imp
word 43.85 –
word+nw 43.86 ∼0
word+na 44.78 2.1
word+lem 45.85 4.6
word+pos 45.91 4.7
word+nw+pos+lem+na 46.34 5.7

Table 3: PZD F-scores for simple feature combinations.
The training set used was {S=2000, H=10} and the mod-
els were evaluated on the dev set. The improvement over
the word baseline case is also indicated. %Imp is the rel-
ative improvement over the first row.

Feature Set F-score %Imp
word 43.85 –
word+nw 1-gram 49.51 12.9
word+nw 1-gram+nw 2-gram 59.26 35.2
word+nw N-grams 59.33 35.3

+pos 58.50 33.4
+pos N-grams 57.35 30.8

+lem+lem N-grams 59.63 36.0
+lem+lem N-grams+na 59.93 36.7
+lem+lem N-grams+na+nw 59.77 36.3

+lem 60.92 38.9
+lem+na 60.47 37.9
+lem+lem N-grams 60.44 37.9

Table 4: PZD F-scores for models that include Binned
features. The training set used was {S=2000, H=10} and
the models were evaluated on the dev set. The improve-
ment over the word baseline case is also indicated. The
label "N-grams" following a Binned feature refers to us-
ing 1, 2 and 3-grams of that feature. Indentation marks
accumulative features in model. The best performing row
(with bolded score) is word+nw N-grams+lem.

to the improvements gained in Table 3). The largest
improvement comes with the addition of the bigram
(thus introducing context into the model), but the tri-
gram provides only a slight improvement above that.
This implies that pursuing higher order N-grams will
result in negligible returns.

In the next part of Table 4, we see that the sin-
gle feature (pos) which provided the highest single-
feature benefit in Table 3 does not provide simi-
lar improvements under these combinations, and in
fact seems detrimental. We also note that using
all the features in one model is outperformed by
more selective choices. Here, the best performer is
the model which utilizes the word, nw N-grams,
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Base Feature Set F-score %Imp
+conf

word 43.85 55.83 27.3
+nw N-grams 59.33 61.71 4.0

+lem 60.92 62.60 2.8
+lem+na 60.47 63.14 4.4
+lem+lem N-grams 60.44 62.88 4.0

+pos+pos N-grams
+na+nw (all system) 59.77 62.44 4.5

Table 5: PZD F-scores for models when word confi-
dence is added to the feature set. The training set used
was {S=2000, H=10} and the models were evaluated on
the dev set. The improvement generated by including
word confidence is indicated. The label "N-grams" fol-
lowing a Binned feature refers to using 1, 2 and 3-grams
of that feature. Indentation marks accumulative features
in model. %Imp is the relative improvement gained by
adding the conf feature.

and lem as the only features. However, the dif-
ferences among this model and the other models
using lem Table 4 are not statistically significant.
The differences between this model and the other
lower performing models are statistically significant
(p<0.05).

5.1.3 Word Confidence
The conf feature deserves special consideration be-
cause it is the only feature which draws on informa-
tion from across the entire hypothesis set. In Table 5,
we show the effect of adding conf as a feature to
several base feature sets taken from Table 4. Except
for the baseline case, conf provides a relatively
consistent benefit. The large (27.3%) improvement
gained by adding conf to the word baseline shows
that conf is a valuable feature, but the smaller im-
provements in the other models indicate that the in-
formation it provides largely overlaps with the in-
formation already present in those models. The dif-
ferences among the last four models (all including
lem) in Table 5 are not statistically significant. The
differences between these four models and the first
two are statistically significant (p<0.05).

5.2 Effect of Training Data Size

In order to allow for rapid examination of multi-
ple feature combinations, we restricted the size of
the training set (S) to maintain manageable train-
ing times. With this decision comes the implicit as-

S = 2000 S = 4000
Feature Set F-score F-score %Imp
word 43.85 52.08 18.8
word+conf 55.83 57.50 3.0
word+nw N-grams+lem

+conf (best system) 62.60 66.34 6.0
+na 63.14 66.21 4.9
+lem N-grams 62.88 64.43 2.5

all 62.44 65.62 5.1

Table 6: PZD F-scores for selected models when the
number of training segments (S) is doubled. The training
set used was {S=2000, H=10} and {S=4000, H=10},
and the models were evaluated on the dev set. The label
"N-grams" following a Binned feature refers to using 1, 2
and 3-grams of that feature. Indentation marks accumu-
lative features in model.

sumption that the results obtained will scale with ad-
ditional training data. We test this assumption by
taking the best-performing feature sets from Table 5
and training new models using twice the training
data {S=4000}. The results are shown in Table 6.
In each case, the improvements are relatively con-
sistent (and on the order of the gains provided by the
inclusion of conf as seen in Table 5), indicating that
the model performance does scale with data size.
However, these improvements come with a cost of
a roughly 4-7x increase in training time. We note
that the value of doubling S is roughly 3-6x times
greater for the word baseline than the others; how-
ever, simply adding conf to the baseline provides
an even greater improvement than doubling S. The
differences between the final four models in Table 6
are not statistically significant. The differences be-
tween these models and the first two models in the
table are statistically significant (p<0.05). For con-
venience, in the next section we refer to the third
model listed in Table 6 as the best system (because
it has the highest absolute F-score on the large data
set), but readers should recall that these four models
are roughly equivalent in performance.

5.3 Error Analysis

In this section, we look closely at the performance
of a subset of systems on different types of prob-
lem words. We compare the following model set-
tings: for {S=4000} training, we use word, word
+ conf, the best system from Table 6 and the model
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(a) S=4000 S=2000
word wconf best all all

Precision 54.7 59.5 67.1 67.4 62.4
Recall 49.7 55.7 65.6 64.0 62.5
F-score 52.1 57.5 66.3 65.6 62.4

Accuracy 76.4 78.7 82.8 82.7 80.6

(b) %Prob word wconf best all all
Words 87.2 51.8 57.3 68.5 67.1 64.9
Punc. 9.3 39.5 44.7 50.0 46.1 40.8
Digits 3.5 24.1 44.8 34.5 34.5 62.1
INS 10.6 46.0 49.4 62.1 62.1 55.2
DEL 7.9 29.2 20.0 24.6 21.5 27.7
SUB 81.4 52.2 60.0 70.0 68.4 66.9

Ortho 21.6 63.3 51.4 52.5 53.7 48.6
Lemma 5.6 45.7 52.2 63.0 52.2 54.4

Semantic 54.2 48.4 64.2 77.7 75.9 75.5

Table 7: Error analysis results comparing the perfor-
mance of multiple systems over different metrics (a) and
word/error types (b). %Prob shows the distribution of
problem words into different word types (word, punctua-
tion and digit) and error types. INS, DEL and SUB stand
for insertion, deletion and substitution error types, re-
spectively. Ortho stands for orthographic variant. Lemma
stands for ‘shared lemma’. The columns to the right
of the %Prob column show recall percentage for each
word/error type.

using all possible features (word, wconf, best and
all, respectively); and we also use all trained with
{S=2000}. We consider the performance in terms
of precision and recall in addition to F-score – see
Table 7 (a). We also consider the percentage of re-
call per error type, such as word/punctuation/digit or
deletion/insertion/substitution and different types of
substitution errors – see Table 7 (b). The second col-
umn in this table (%Prob) shows the distribution of
gold-tagged problem words into word and error type
categories.

Overall, there is no major tradeoff between preci-
sion and recall across the different settings; although
we can observe the following: (i) adding more train-
ing data helps precision more than recall (over three
times more) – compare the last two columns in Ta-
ble 7 (a); and (ii) the best setting has a slightly lower
precision than all features, although a much better
recall – compare columns 4 and 5 in Table 7 (a).

The performance of different settings on words is
generally better than punctuation and that is better

than digits. The only exceptions are in the digit cat-
egory, which may be explained by that category’s
small count which makes it prone to large percent-
age fluctuations.

In terms of error type, the performance on sub-
stitutions is better than insertions, which is in turn
better than deletions, for all systems compared. This
makes sense since deletions are rather hard to de-
tect and they are marked on possibly correct adja-
cent words, which may confuse the classifiers. One
insight for future work is to develop systems for
different types of errors. Considering substitutions
in more detail, we see that surprisingly, the simple
approach of using the word feature only (without
conf) correctly recalls a bigger proportion of prob-
lems involving orthographic variants than other set-
tings. It seems that the more complex the model,
the harder it is to model these cases correctly. Er-
ror types that include semantic variations (different
lemmas) or shared lemmas (but not explained by or-
thographic variation), are by contrast much harder
for the simple models. The more complex models do
quite well recalling errors involving semantically in-
coherent substitutions (around 77.7% of those cases)
and words that share the same lemma but vary in in-
flectional features (63% of those cases). These two
results are quite a jump from the basic word baseline
(around 29% and 18% respectively).

The simple addition of data seems to contribute
more towards the orthographic variation errors and
less towards semantic errors. The different settings
we use (training size and features) show some de-
gree of complementarity in how they identify errors.
We try to exploit this fact in Section 5.5 exploring
some simple system combination ideas.

5.4 Blind Test Set

Table 8 shows the results of applying the same mod-
els described in Table 7 to a blind test set of yet un-
seen data. As mentioned in Section 4.1, the trivial
baseline of the test set is comparable to the dev set.
However, the test set is harder to tag than the dev
set; this can be seen in the overall lower F-scores.
That said, the relative order of performing features
is the same as with the dev set, confirming that our
best model is optimal for test too. On further study,
we noticed that the reason for the test set difference
is that the overlap in word forms between test and
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word wconf best all
Precision 37.55 51.48 57.01 55.46

Recall 51.73 53.39 61.97 60.44
F-score 43.51 52.42 59.39 57.84

Accuracy 65.13 74.83 77.99 77.13

Table 8: Results on test set of 500 segments with one hy-
pothesis each. The models were trained on the {S=4000,
H=10} training set.

train is less than dev and train: 63% versus 81%,
respectively on {S=4000}.

5.5 Preliminary Combination Analysis
In a preliminarily investigation of the value of com-
plementarity across these different systems, we tried
two simple model combination techniques. We re-
stricted the search to the systems in the error analy-
sis (Table 7).

First, we considered a sliding voting scheme
where a word is marked as problematic if at least
n systems agreed to that. Naturally, as n increases,
precision increases and recall decreases, provid-
ing multiple tradeoff options. The range spans
49.1/83.2/61.8 (% Precision/Recall/F-score) at one
end (n = 1) to 80.4/27.5/41.0 on the other (n = all).
The best F-score combination was with n = 2 (any
two agree) producing 62.8/72.4/67.3, an almost 1%
higher than our best system.

In a different combination exploration, we ex-
haustively sought the best three systems from which
any agreement (2 or 3) can produce an even better
system. The best combination included the word
model, the best model (both in {S=4000} training)
and the all model (in {S=2000}). This combination
yields 70.2/64.0/66.9, a lower F-score than the best
general voting approach discussed above, but with a
different bias towards better precision.

These basic exploratory experiments show that
there is a lot of value in pursuing combinations of
systems, if not for overall improvement, then at least
to benefit from tradeoffs in precision and recall that
may be appropriate for different applications.

5.6 Preliminary Tag Set Exploration
In all of the experiments described so far, the
PZD models tag words using a binary tag set
of PROB/OK. We may also consider more com-
plex tag sets based on problem subtypes, such

as SUB/INS/DEL/OK (where all the problem sub-
types are differentiated), SUB/INS/OK (ignores
deletions), and SUB/OK (ignores deletions and in-
sertions). Care must be taken when comparing these
systems, because the differences in tag set definition
results in different baselines. Therefore we com-
pare the % error reduction over the trivial baseline
achieved in each case.

For an all model trained on the {S=2000, H=10}
set, using the PROB/OK tag set results in a 36.3%
error reduction over its trivial baseline (using the
dev set). The corresponding SUB/INS/DEL/OK tag
set only achieves a 34.8% error reduction. The
SUB/INS/OK tag set manages a 40.1% error re-
duction, however. The SUB/OK tag set achieves
a 38.9% error reduction. We suspect that the very
low relative number of deletions (7.9% in the dev
data) and the awkwardness of a DEL tag indicating
a neighboring deletion (rather than the current word)
may be confusing the models, and so ignoring them
seems to result in a clearer picture.

6 Related Work

Common OCR/HR post-processing strategies are
similar to spelling correction solutions involving
dictionary lookup (Kukich, 1992; Jurafsky and Mar-
tin, 2000) and morphological restrictions (Domeij
et al., 1994; Oflazer, 1996). Error detection sys-
tems using dictionary lookup can sometimes be im-
proved by adding entries representing morphologi-
cal variations of root words, particularly if the lan-
guage involved has a complex morphology (Pal et
al., 2000). Alternatively, morphological information
can be used to construct supplemental lexicons or
language models (Sari and Sellami, 2002; Magdy
and Darwish, 2006).

In comparison to (Magdy and Darwish, 2006),
our paper is about error detection only (done in us-
ing discriminative machine learning); whereas their
work is on error correction (done in a standard gen-
erative manner (Kolak and Resnik, 2002)) with no
assumptions of some cases being correct or incor-
rect. In essence, their method of detection is the
same as our trivial baseline. The morphological fea-
tures they use are shallow and restricted to breaking
up a word into prefix+stem+suffix; whereas we ana-
lyze words into their lemmas, abstracting away over
a large number of variations. We also made use of
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part-of-speech tags, which they do not use, but sug-
gest may help. In their work, the morphological fea-
tures did not help (and even hurt a little), whereas for
us, the lemma feature actually helped. Their hypoth-
esis that their large language model (16M words)
may be responsible for why the word-based mod-
els outperformed stem-based (morphological) mod-
els is challenged by the fact that our language model
data (220M words) is an order of magnitude larger,
but we are still able to show benefit for using mor-
phology. We cannot directly compare to their re-
sults because of the different training/test sets and
target (correction vs detection); however, we should
note that their starting error rate was quite high (39%
on Alef/Ya normalized words), whereas our start-
ing error rate is almost half of that (∼26% with un-
normalized Alef/Yas, which account for almost 5%
absolute of the errors). Perhaps a combination of
the two kinds of efforts can push the perfomance on
correction even further by biasing towards problem-
atic words and avoiding incorrectly changing correct
words. Magdy and Darwish (2006) do not report on
percentages of words that they incorrectly modify.

7 Conclusions and Future Work

We presented a study with various settings (linguis-
tic and non-linguistic features and learning curve)
for automatically detecting problem words in Ara-
bic handwriting recognition. Our best approach
achieves a roughly ∼15% absolute increase in F-
score over a simple baseline. A detailed error anal-
ysis shows that linguistic features, such as lemma
models, help improve HR-error detection specifi-
cally where we expect them to: identifying semanti-
cally inconsistent error words.

In the future, we plan to continue improving our
system by considering smarter trainable combina-
tion techniques and by separating the training for
different types of errors, particularly deletions from
insertions and substitutions. We would also like
to conduct an extended evaluation comparing other
types of morphological features, such as roots and
stems, directly. One additional idea is to implement
a lemma-confidence feature that examines lemma
use in hypotheses across the document. This could
potentially provide valuable semantic information at
the document level.

We also plan to integrate our system with a system

for producing correction hypotheses. We also will
consider different uses for the basic system setup
we developed to identify other types of text errors,
such as spelling errors or code-switching between
languages and dialects.
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Abstract

Most previous studies of morphological dis-
ambiguation and dependency parsing have
been pursued independently. Morphological
taggers operate on n-grams and do not take
into account syntactic relations; parsers use
the “pipeline” approach, assuming that mor-
phological information has been separately
obtained.

However, in morphologically-rich languages,
there is often considerable interaction between
morphology and syntax, such that neither can
be disambiguated without the other. In this pa-
per, we propose a discriminative model that
jointly infers morphological properties and
syntactic structures. In evaluations on various
highly-inflected languages, this joint model
outperforms both a baseline tagger in morpho-
logical disambiguation, and a pipeline parser
in head selection.

1 Introduction

To date, studies of morphological analysis and
dependency parsing have been pursued more or
less independently. Morphological taggers dis-
ambiguate morphological attributes such as part-
of-speech (POS) or case, without taking syntax
into account (Hakkani-Tür et al., 2000; Hajič et
al., 2001); dependency parsers commonly assume
the “pipeline” approach, relying on morphologi-
cal information as part of the input (Buchholz and
Marsi, 2006; Nivre et al., 2007). This approach
serves many languages well, especially those with
less morphological ambiguity. In English, for ex-
ample, accuracy of POS tagging has risen above

97% (Toutanova et al., 2003), and that of depen-
dency parsing has reached the low nineties (Nivre
et al., 2007). For these languages, there may be little
to be gained to justify the computational cost of in-
corporating syntactic inference during the morpho-
logical tagging task; conversely, it is doubtful that
errorful morphological information is a main cause
of errors in English dependency parsing.

However, the pipeline approach seems more prob-
lematic for morphologically-rich languages with
substantial interactions between morphology and
syntax (Tsarfaty, 2006). Consider the Latin sen-
tence, Una dies omnis potuit praecurrere amantis,
‘One day was able to make up for all the lovers’1. As
shown in Table 1, the adjective omnis (‘all’) is am-
biguous in number, gender, and case; there are seven
valid analyses. From the perspective of a finite-
state morphological tagger, the most attractive anal-
ysis is arguably the singular nominative, since omnis
is immediately followed by the singular verb potuit
(‘could’). Indeed, the baseline tagger used in this
study did make this decision. Given its nominative
case, the pipeline parser assigned the verb potuit to
be its head; the two words form the typical subject-
verb relation, agreeing in number.

Unfortunately, as shown in Figure 1, the word om-
nis in fact modifies the noun amantis, at the end of
the sentence. As a result, despite the distance be-
tween them, they must agree in number, gender and
case, i.e., both must be plural masculine (or femi-
nine) accusative. The pipeline parser, acting on the
input that omnis is nominative, naturally did not see

1Taken from poem 1.13 by Sextus Propertius, English trans-
lation by Katz (2004).
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Latin Una dies omnis potuit praecurrere amantis
English one day all could to surpass lovers
Number sg pl sg pl sg sg pl sg - sg pl
Gender f n m/f m/f m/f m/f/n m/f - - m/f/n m/f
Case nom/ab nom/acc nom nom/acc nom gen acc - - gen acc

Table 1: The Latin sentence “Una dies omnis potuit praecurrere amantis”, meaning ‘One day was able to make up
for all the lovers’, shown with glosses and possible morphological analyses. The correct analyses are shown in bold.
The word omnis has 7 possible combinations of number, gender and case, while amantis has 5. Disambiguation partly
depends on establishing amantis as the head of omnis, and so the two must agree in all three attributes.

this agreement, and therefore did not consider this
syntactic relation likely.

Such a dilemma is not uncommon in languages
with relatively free word order. On the one hand,
it appears difficult to improve morphological tag-
ging accuracy on words like omnis without syntactic
knowledge; on the other hand, a parser cannot reli-
ably disambiguate syntax unless it has accurate mor-
phological information, in this example the agree-
ment in number, gender, and case.

In this paper we propose to attack this chicken-
and-egg problem with a discriminative model that
jointly infers morphological and syntactic properties
of a sentence, given its words as input. In eval-
uations on various highly-inflected languages, the
model outperforms both a baseline tagger in mor-
phological disambiguation, and a pipeline parser in
head selection.

After a description of previous work (§2), the
joint model (§3) will be contrasted with the base-
line pipeline model (§4). Experimental results (§5-
6) will then be presented, followed by conclusions
and future directions.

2 Previous Work

Since space does not allow a full review of the vast
literature on morphological analysis and parsing, we
focus only on past research involving joint morpho-
logical and syntactic inference (§2.1); we then dis-
cuss Latin (§2.2), a language representative of the
challenges that motivated our approach.

2.1 Joint Morphological and Syntactic
Inference

Most previous work in morphological disambigua-
tion, even when applied on morphologically com-
plex languages with relatively free word order,

potuit
could

dies
day

una
one

praecurrere
to surpass

amantis
lovers

omnis
all

Figure 1: Dependency tree for the sentence “Una dies
omnis potuit praecurrere amantis”. The word omnis is
an adjective modifying the noun amantis. This informa-
tion is key to the morphological disambiguation of both
words, as shown in Table 1.

such as Turkish (Hakkani-Tür et al., 2000) and
Czech (Hajič et al., 2001), did not consider syn-
tactic relationships between words. In the litera-
ture on data-driven parsing, two recent studies at-
tempted joint inference on morphology and syntax,
and both considered phrase-structure trees for Mod-
ern Hebrew (Cohen and Smith, 2007; Goldberg and
Tsarfaty, 2008).

The primary focus of morphological processing in
Modern Hebrew is splitting orthographic words into
morphemes: clitics such as prepositions, pronouns,
and the definite article must be separated from the
core word. Each of the resulting morphemes is then
tagged with an atomic “part-of-speech” to indicate
word class and some morphological features. Sim-
ilarly, the English POS tags in the Penn Treebank
combine word class information with morphologi-
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cal attributes such as “plural” or “past tense”.
Cohen and Smith (2007) separately train a dis-

criminative conditional random field (CRF) for seg-
mentation and tagging, and a generative probabilis-
tic context-free grammar (PCFG) for parsing. At de-
coding time, the two models are combined as a prod-
uct of experts. Goldberg and Tsarfaty (2008) pro-
pose a generative joint model. This paper is the first
to use a fully discriminative model for joint morpho-
logical and syntactic inference on dependency trees.

2.2 Latin
Unlike Modern Hebrew, Latin does not require ex-
tensive morpheme segmentation2. However, it does
have a relatively free word order, and is also highly
inflected, with each word having up to nine morpho-
logical attributes, listed in Table 2. In addition to its
absolute numbers of cases, moods, and tenses, Latin
morphology is fusional. For instance, the suffix
−is in omnis cannot be segmented into morphemes
that separately indicate gender, number, and case.
According to the Latin morphological database en-
coded in MORPHEUS (Crane, 1991), 30% of Latin
nouns can be parsed as another part-of-speech, and
on average each has 3.8 possible morphological in-
terpretations.

We know of only one previous attempt in data-
driven dependency parsing for Latin (Bamman and
Crane, 2008), with the goal of constructing a dy-
namic lexicon for a digital library. Parsing is per-
formed using the usual pipeline approach, first with
the TreeTagger analyzer (Schmid, 1994) and then
with a state-of-the-art dependency parser (McDon-
ald et al., 2005). Head selection accuracy was
61.49%, and rose to 64.99% with oracle morpho-
logical tags. Of the nine morphological attributes,
gender and especially case had the lowest accu-
racy. This observation echoes the findings for
Czech (Smith et al., 2005), where case was also the
most difficult to disambiguate.

3 Joint Model

This section describes a model that jointly infers
morphological and syntactic properties of a sen-
tence. It will be presented as a graphical model,

2Except for enclitics such as -que, -ve, and -ne, but their
segmentation is rather straightforward compared to Modern He-
brew or other Semitic languages.

Attribute Values
Part-of- noun, verb, participle, adjective,
speech adverb, conjunction, preposition,
(POS) pronoun, numeral, interjection,

exclamation, punctuation
Person first, second, third
Number singular, plural
Tense present, imperfect, perfect,

pluperfect, future perfect, future
Mood indicative, subjunctive, infinitive,

imperative, participle, gerund,
gerundive, supine

Voice active, passive
Gender masculine, feminine, neuter
Case nominative, genitive, dative,

accusative, ablative, vocative,
locative

Degree comparative, superlative

Table 2: Morphological attributes and values for Latin.
Ancient Greek has the same attributes; Czech and Hun-
garian lack some of them. In all categories except POS,
a value of null (‘-’) may also be assigned. For example, a
noun has ‘-’ for the tense attribute.

starting with the variables and then the factors,
which represents constraints on the variables. Let
n be the number of words and m be the number of
possible values for a morphological attribute. The
variables are:

• WORD: the n words w1,...,wn of the input sen-
tence, all observed.

• TAG: O(nm) boolean variables3 Ta,i,v, corre-
sponding to each value of the morphological at-
tributes listed in Table 2. Ta,i,v = true when
the word wi has value v as its morphological
attribute a. In Figure 2, CASE3,acc is the short-
hand representing the variable Tcase,3,acc. It is
set to true since the wordw3 has the accusative
case.

• LINK: O(n2) boolean variables Li,j corre-
sponding to a possible link between each pair

3The TAG variables were actually implemented as multino-
mials, but are presented here as booleans for ease of understand-
ing.
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Figure 2: The joint model (§3) depicted as a graphical model. The variables, all boolean, are represented by circles and
are bolded if their correct values are true. Factors are represented by rectangles and are bolded if they fire. For clarity,
this graph shows only those variables and factors associated with one pair of words (i.e., w3=omnis and w6=amantis)
and with one morphological attribute (i.e., case). The variables L3,6, CASE3,acc and CASE6,acc are bolded, indicating
that w3 and w6 are linked and both have the accusative case. The ternary factor CASE-LINK, that connects to these
three variable, therefore fires.

of words4. Li,j = true when there is a depen-
dency link from the word wi to the word wj . In
Figure 2, the variable L3,6 is set to true since
there is a dependency link between the words
w3 and w6.

We define a probability distribution over all joint as-
signments A to the above variables,

p(A) =
1

Z

∏
k

Fk(A) (1)

where Z is a normalizing constant. The assign-
ment A is subject to a hard constraint, represented
in Figure 2 as TREE, requiring that the values of
the LINK variables must yield a tree, which may
be non-projective. The factors Fk(A) represent soft
constraints evaluating various aspects of the “good-
ness” of the tree structure implied by A. We say a
factor “fires” when all its neighboring variables are

4Variables for link labels can be integrated in a straightfor-
ward manner, if desired.

true and it evaluates to a non-negative real num-
ber; otherwise, it evaluates to 1 and has no effect
on the product in equation (1). Soft constraints in
the model are divided into local and link factors, to
which we now turn.

3.1 Local Factors
The local factors consult either one word or two
neighboring words, and their morphological at-
tributes. These factors express the desirability of the
assignments of morphological attributes based on lo-
cal context. There are three types:

• TAG-UNIGRAM: There are O(nm) such unary
factors, each instance of which is connected to
a TAG variable. The factor fires when Ta,i,v

is true. The features consist of the value v
of the morphological attribute concerned, com-
bined with the word identity of wi, with back-
off using all suffixes of the word. The CASE-
UNIGRAM factors shown in Figure 2 are ex-
amples of this family of factors.
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• TAG-BIGRAM: There are O(nm2) of such bi-
nary factors, each connected to the TAG vari-
ables of a pair of neighboring words. The factor
fires when Ta,i,v1 and Ta,i+1,v2 are both true.
The CASE-BIGRAM factors shown in Figure 2
are examples of this family of factors.

• TAG-CONSISTENCY: For each word, the TAG

variables representing the possible POS val-
ues are connected to those representing the val-
ues of other morphological attributes, yield-
ing O(nm2) binary factors. They fire when
Tpos,i,v1 and Ta,i,v2 are both true. These fac-
tors are intended to discourage inconsistent as-
signments, such as a non-null tense for a noun.

It is clear that so far, none of these factors are aware
of the morphological agreement between omnis and
amantis, crucial for inferring their syntactic relation.
We now turn our attention to link factors, which
serve this purpose.

3.2 Link Factors

The link factors consult all pairs of words, possibly
separated by a long distance, that may have a de-
pendency link. These factors model the likelihood
of such a link based on the word identities and their
morphological attributes:

• WORD-LINK: There areO(n2) such unary fac-
tors, each connected to a LINK variable, as
shown in Figure 2. The factor fires when Li,j

is true. Features include various combina-
tions of the word identities of the parent wi and
child wj , and 5-letter prefixes of these words,
replicating the so-called “basic features” used
by McDonald et al. (2005).

• POS-LINK: There are O(n2m2) such ternary
factors, each connected to the variables Li,j ,
Ti,pos,vi and Tj,pos,vj . It fires when all three are
true or, in other words, when the parent word
wi has POS vi, and the child wj has POS vj .
Features replicate all the so-called “basic fea-
tures” used by McDonald et al. (2005) that in-
volve POS. These factors are not shown in Fig-
ure 2, but would have exactly the same struc-
ture as the CASE-LINK factors.

Beyond these basic features, McDonald et al.
(2005) also utilize POS trigrams and POS 4-
grams. Both include the POS of two linked
words, wi and wj . The third component in the
trigrams is the POS of each word wk located
between wi and wj , i < k < j. The two ad-
ditional components that make up the 4-grams
are subsets of the POS of words located to the
immediate left and right of wi and wj .

If fully implemented in our joint model, these
features would necessitate two separate fami-
lies of link factors: O(n3m3) factors for the
POS trigrams, and O(n2m4) factors for the
POS 4-grams. To avoid this substantial in-
crease in model complexity, these features are
instead approximated: the POS of all words
involved in the trigrams and 4-grams, except
those of wi and wj , are regarded as fixed, their
values being taken from the output of a mor-
phological tagger (§4.1), rather than connected
to the appropriate TAG variables. This approxi-
mation allows these features to be incorporated
in the POS-LINK factors.

• MORPH-LINK: There are O(n2m2) such
ternary factors, each connected to the variables
Li,j , Ti,a,vi and Tj,a,vj , for every attribute a
other than POS. The factor fires when all three
variables are true, and both vi and vj are non-
null; i.e., it fires when the parent word wi has
vi as its morphological attribute a, and the child
wj has vj . Features include the combination of
vi and vj themselves, and agreement between
them. The CASE-LINK factors in Figure 2 are
an example of this family of factors.

4 Baselines

To ensure a meaningful comparison with the joint
model, our two baselines are both implemented in
the same graphical model framework, and trained
with the same machine-learning algorithm. Roughly
speaking, they divide up the variables and factors of
the joint model and train them separately. For mor-
phological disambiguation, we use the baseline tag-
ger described in §4.1. For dependency parsing, our
baseline is a “pipeline” parser (§4.2) that infers syn-
tax upon the output of the baseline tagger.
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4.1 Baseline Morphological Tagger

The tagger is a graphical model with the WORD

and TAG variables, connected by the local fac-
tors TAG-UNIGRAM, TAG-BIGRAM, and TAG-
CONSISTENCY, all used in the joint model (§3).

4.2 Baseline Dependency Parser

The parser has no local factors, but has the same
variables as the joint model and the same features
from all three families of link factors (§3). However,
since it takes as input the morphological attributes
predicted by the tagger, the TAG variables are now
observed. This leads to a change in the structure
of the link factors — all features from the POS-
LINK factors now belong to the WORD-LINK fac-
tors, since the POS of all words are observed. In
short, the features of the parser are a replication of
(McDonald et al., 2005), but also extended beyond
POS to the other morphological attributes, with the
features in the MORPH-LINK factors incorporated
into WORD-LINK for similar reasons.

5 Experimental Set-up

5.1 Data

Our evaluation focused on the Latin Dependency
Treebank (Bamman and Crane, 2006), created at
the Perseus Digital Library by tailoring the Prague
Dependency Treebank guidelines for the Latin lan-
guage. It consists of excerpts from works by eight
Latin authors. We randomly divided the 53K-word
treebank into 10 folds of roughly equal sizes, with an
average of 5314 words (347 sentences) per fold. We
used one fold as the development set and performed
cross-validation on the other nine.

To measure how well our model generalizes
to other highly-inflected, relatively free-word-order
languages, we considered Ancient Greek, Hungar-
ian, and Czech. Their respective datasets consist of
8000 sentences from the Ancient Greek Dependency
Treebank (Bamman et al., 2009), 5800 from the
Hungarian Szeged Dependency Treebank (Vincze et
al., 2010), and a subset of 3100 from the Prague De-
pendency Treebank (Böhmová et al., 2003).

5.2 Training

We define each factor in (1) as a log-linear function:

Fk(A) = exp
∑

h

θhfh(A,W, k) (2)

Given an assignment A and words W , fh is an
indicator function describing the presence or ab-
sence of the feature, and θh is the corresponding set
of weights learned using stochastic gradient ascent,
with the gradients inferred by loopy belief propaga-
tion (Smith and Eisner, 2008). The variance of the
Gaussian prior is set to 1. The other two parameters
in the training process, the number of belief propa-
gation iterations and the number of training rounds,
were tuned on the development set.

5.3 Decoding

The output of the joint model is the assignment to
the TAG and LINK variables. Loopy belief propaga-
tion (BP) was used to calculate the posterior proba-
bilities of these variables. For TAG, we emit the tag
with the highest posterior probability as computed
by sum-product BP. We produced head attachments
by first calculating the posteriors of the LINK vari-
ables with BP and then passing them to an edge-
factored tree decoder. This is equivalent to mini-
mum Bayes risk decoding (Goodman, 1996), which
is used by Cohen and Smith (2007) and Smith and
Eisner (2008). This MBR decoding procedure en-
forces the hard constraint that the output be a tree
but sums over possible morphological assignments.5

5.4 Reducing Model Complexity

In principle, the joint model should consider every
possible combination of morphological attributes for
every word. In practice, to reduce the complexity
of the model, we used a pre-existing morphological
database, MORPHEUS (Crane, 1991), to constrain
the range of possible values of the attributes listed
in Table 2; more precisely, we add a hard constraint,
requiring that assignments to the TAG variables be
compatible with MORPHEUS. This constraint signif-
icantly reduces the value of m in the big-O notation

5This approach to nuisance variables has also been used
effectively for parsing with tree-substitution grammars, where
several derived trees may correspond to each derivation tree,
and parsing with PCFGs with latent annotations.
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Model Tagger Joint Tagger Joint
Attr. ↓ all all non-null non-null
POS 94.4 94.5 94.4 94.5
Person 99.4 99.5 97.1 97.6
Number 95.3 95.9 93.7 94.5
Tense 98.0 98.2 93.2 93.9
Mood 98.1 98.3 93.8 94.4
Voice 98.5 98.6 95.3 95.7
Gender 93.1 93.9 87.7 89.1
Case 89.3 90.0 79.9 81.2
Degree 99.9 99.9 86.4 90.8
UAS 61.0 61.9 — —

Table 3: Latin morphological disambiguation and pars-
ing. For some attributes, such as degree, a substan-
tial portion of words have the null value. The non-null
columns provides a sharper picture by excluding these
“easy” cases. Note that POS is never null.

for the number of variables and factors described in
§3. To illustrate the effect, the graphical model of
the sentence in Table 1, whose six words are all cov-
ered by the database, has 1,866 factors; without the
benefit of the database, the full model would have
31,901 factors.

The MORPHEUS database was automatically gen-
erated from a list of stems, inflections, irregular
forms and morphological rules. It covers about 99%
of the distinct words in the Latin Dependency Tree-
bank. At decoding time, for each fold, the database
is further augmented with tags seen in training data.
After this augmentation, an average of 44 words are
“unseen” in each fold.

Similarly, we constructed morphological dictio-
naries for Czech, Ancient Greek, and Hungarian
from words that occurred at least five times in the
training data; words that occurred fewer times were
unrestricted in the morphological attributes they
could take on.

6 Experimental Results

We compare the performance of the pipeline model
(§4) and the joint model (§3) on morphological dis-
ambiguation and unlabeled dependency parsing.

Model Tagger Joint Tagger Joint
Attr. ↓ all all non-null non-null
POS 95.5 95.7 95.5 95.7
Person 98.4 98.8 93.5 95.6
Number 91.2 92.3 87.0 88.4
Tense 98.4 98.8 92.7 96.1
Voice 98.5 98.7 93.2 95.8
Gender 86.6 87.9 75.6 78.0
Case 84.1 85.6 74.3 76.5
Degree 97.9 98.0 90.1 90.1
UAS 67.4 68.7 — —

Table 4: Czech morphological disambiguation and pars-
ing. As with Latin, the model is least accurate with
noun/adjective categories of gender number, and case,
particularly when considering only words whose true
value is non-null for those attributes. Joint inference with
syntactic features improves accuracy across the board.

Model Tagger Joint Tagger Joint
Attr. ↓ all all non-null non-null
POS 94.9 95.7 94.9 95.7
Person 98.7 99.0 92.2 94.6
Number 97.4 97.9 96.5 97.1
Tense 96.8 97.2 84.1 86.8
Mood 97.9 98.3 91.4 93.2
Voice 97.8 98.0 91.3 92.4
Gender 95.4 96.1 90.7 91.9
Case 95.9 96.3 92.0 92.6
Degree 99.8 99.9 33.3 55.6
UAS 68.0 70.5 — —

Table 5: Ancient Greek morphological disambiguation
and parsing. Noun/adjective morphology is more accu-
rate, but verbal morphology is more problematic.

Model Tagger Joint Tagger Joint
Attr. ↓ all all non-null non-null
POS 95.8 95.8 95.8 95.8
Person 98.5 98.6 94.9 94.1
Number 97.4 97.5 96.8 96.6
Tense 98.9 99.3 97.2 97.3
Mood 98.7 99.2 95.8 97.3
Case 96.7 97.0 94.5 94.9
Degree 97.9 98.1 87.5 88.6
UAS 78.2 78.8 — —

Table 6: Hungarian morphological disambiguation and
parsing. The agglutinative morphological system makes
local cues more effective, but syntactic information helps
in almost all categories.
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6.1 Morphological Disambiguation

As seen in Table 3, the joint model outperforms6

the baseline tagger in all attributes in Latin morpho-
logical disambiguation. Among words not covered
by the morphological database, accuracy in POS is
slightly better, but lower for case, gender and num-
ber.

The joint model made the most gains on adjec-
tives and participles. Both parts-of-speech are par-
ticularly ambiguous: according to MORPHEUS, 43%
of the adjectives can be interpreted as another POS,
most frequently nouns; while participles have an av-
erage of 5.5 morphological interpretations. Both
also often have identical forms for different genders,
numbers and cases. In these situations, syntactic
considerations help nudge the joint model to the cor-
rect interpretations.

Experiments on the other three languages bear out
similar results: the joint model improves morpho-
logical disambiguation. The performance of Czech
(Table 4) exhibits the closest analogue to Latin: gen-
der, number, and case are much less accurately pre-
dicted than are the other morphological attributes.
Like Latin, Czech lacks definite and indefinite arti-
cles to provide high-confidence cues for noun phrase
boundaries.

The Ancient Greek treebank comprises both ar-
chaic texts, before the development of a definite ar-
ticle, and later classic Greek, which has a definite
article; Hungarian has both a definite and an indefi-
nite article. In both languages (Tables 5 and 6), noun
and adjective gender, number, and case are more
accurately predicted than in Czech and Latin. The
verbal system of ancient Greek, in contrast, is more
complex than that of the other languages, so mood,
voice, and tense accuracy are lower.

6.2 Dependency Parsing

In addition to morphological disambiguation, we
also measured the performance of the joint model
on dependency parsing of Latin and the other lan-
guages. The baseline pipeline parser (§4.2) yielded
61.00% head selection accuracy (i.e., unlabeled at-
tachment score, UAS), outperformed7 by the joint

6The differences are statistically significant in all (p < 0.01
by McNemar’s Test) but POS (p = 0.5).

7Significant at p < e−11 by McNemar’s Test.

model at 61.88%. The joint model showed simi-
lar improvements in Ancient Greek, Hungarian, and
Czech.

Wrong decisions made by the baseline tagger of-
ten misled the pipeline parser. For adjectives, the ex-
ample shown in Table 1 and Figure 1 is a typical sce-
nario, where an accusative adjective was tagged as
nominative, and was then misanalyzed by the parser
as modifying a verb (as a subject) rather than mod-
ifying an accusative noun. For participles modify-
ing a noun, the wrong noun was often chosen based
on inaccurate morphological information. In these
cases, the joint model, entertaining all morpholog-
ical possibilities, was able to find the combination
of links and morphological analyses that are collec-
tively more likely.

The accuracy figures of our baselines are compa-
rable, but not identical, to their counterparts reported
in (Bamman and Crane, 2008). The differences may
partially be attributed to the different morphologi-
cal tagger used, and the different learning algorithm,
namely Margin Infused Relaxed Algorithm (MIRA)
in (McDonald et al., 2005) rather than maximum
likelihood. More importantly, the Latin Dependency
Treebank has grown from about 30K at the time of
the previous work to 53K at present, resulting in sig-
nificantly different training and testing material.

Gold Pipeline Parser When given perfect mor-
phological information, the Latin parser performs at
65.28% accuracy in head selection. Despite the or-
acle morphology, the head selection accuracy is still
below other languages. This is hardly surprising,
given the relatively small training set, and that the
“the most difficult languages are those that combine
a relatively free word order with a high degree of in-
flection”, as observed at the recent dependency pars-
ing shared task (Nivre et al., 2007); both of these are
characteristics of Latin.

A particularly troublesome structure is coordina-
tion; the most frequent link errors all involve either a
parent or a child as a conjunction. In a list of words,
all words and coordinators depend on the final coor-
dinator. Since the factors in our model consult only
one link at a time, they do not sufficiently capture
this kind of structures. Higher-order features, partic-
ularly those concerned with links with grandparents
and siblings, have been shown to benefit dependency
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parsing (Smith and Eisner, 2008) and may be able to
address this issue.

7 Conclusions and Future Work

We have proposed a discriminative model that
jointly infers morphological properties and syntactic
structures. In evaluations on various highly-inflected
languages, this joint model outperforms both a base-
line tagger in morphological disambiguation, and a
pipeline parser in head selection.

This model may be refined by incorporating richer
features and improved decoding. In particular, we
would like to experiment with higher-order features
(§6), and with maximum a posteriori decoding, via
max-product BP or (relaxed) integer linear program-
ming. Further evaluation on other morphological
systems would also be desirable.
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Abstract

This paper describes an unsupervised dynamic
graphical model for morphological segmen-
tation and bilingual morpheme alignment for
statistical machine translation. The model ex-
tends Hidden Semi-Markov chain models by
using factored output nodes and special struc-
tures for its conditional probability distribu-
tions. It relies on morpho-syntactic and lex-
ical source-side information (part-of-speech,
morphological segmentation) while learning a
morpheme segmentation over the target lan-
guage. Our model outperforms a competi-
tive word alignment system in alignment qual-
ity. Used in a monolingual morphological seg-
mentation setting it substantially improves ac-
curacy over previous state-of-the-art models
on three Arabic and Hebrew datasets.

1 Introduction

An enduring problem in statistical machine trans-
lation is sparsity. The word alignment models of
modern MT systems attempt to capture p(ei|fj),
the probability that token ei is a translation of fj .
Underlying these models is the assumption that the
word-based tokenization of each sentence is, if not
optimal, at least appropriate for specifying a concep-
tual mapping between the two languages.

However, when translating between unrelated lan-
guages – a common task – disparate morphological
systems can place an asymmetric conceptual bur-
den on words, making the lexicon of one language
much more coarse. This intensifies the problem of
sparsity as the large number of word forms created

∗This research was conducted during the author’s internship
at Microsoft Research

through morphologically productive processes hin-
ders attempts to find concise mappings between con-
cepts.

For instance, Bulgarian adjectives may contain
markings for gender, number, and definiteness. The
following tree illustrates nine realized forms of the
Bulgarian word for red, with each leaf listing the
definite and indefinite markings.

Feminine Neuter

Singular Plural

Root

Masculine

cherven(iq)(iqt) cherveni(te)chervena(ta) cherveno(to)

Table 1: Bulgarian forms of red

Contrast this with English, in which this informa-
tion is marked either on the modified word or by sep-
arate function words.

In comparison to a language which isn’t mor-
phologically productive on adjectives, the alignment
model must observe nine times as much data (as-
suming uniform distribution of the inflected forms)
to yield a comparable statistic. In an area of research
where the amount of data available plays a large role
in a system’s overall performance, this sparsity can
be extremely problematic. Further complications are
created when lexical sparsity is compounded with
the desire to build up alignments over increasingly
larger contiguous phrases.

To address this issue we propose an alternative
to word alignment: morpheme alignment, an align-
ment that operates over the smallest meaningful sub-
sequences of words. By striving to keep a direct 1-
to-1 mapping between corresponding semantic units
across languages, we hope to find better estimates
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نو

the red flower

cherven tsvet

DET ADJ NN

iai

s they want to

h nA^

PRN VB INF

dyrsr~d y

teach him
VB PRN

nw y
червен цвет яи те ه نأ سرّددير ي ي

te

Figure 1: A depiction of morpheme-level alignment. Here dark lines indicate the more stem-focused alignment
strategy of a traditional word or phrasal alignment model, while thin lines indicate a more fine-grained alignment
across morphemes. In the alignment between English and Bulgarian (a) the morpheme-specific alignment reduces
sparsity in the adjective and noun (red flowers) by isolating the stems from their inflected forms. Despite Arabic
exhibiting templatic morphology, there are still phenomena which can be accounted for with a simpler segmentational
approach. The Arabic alignment (b) demonstrates how the plural marker on English they would normally create
sparsity by being marked in three additional places, two of them inflections in larger wordforms.

for the alignment statistics. Our results show that
this improves alignment quality.

In the following sections we describe an un-
supervised dynamic graphical model approach to
monolingual morphological segmentation and bilin-
gual morpheme alignment using a linguistically mo-
tivated statistical model. In a bilingual setting,
the model relies on morpho-syntactic and lexical
source-side information (part-of-speech, morpho-
logical segmentation, dependency analysis) while
learning a morpheme segmentation over the tar-
get language. In a monolingual setting we intro-
duce effective use of context by feature-rich mod-
eling of the probabilities of morphemes, morpheme-
transitions, and word boundaries. These additional
sources of information provide powerful bias for un-
supervised learning, without increasing the asymp-
totic running time of the inference algorithm.

Used as a monolingual model, our system sig-
nificantly improves the state-of-the-art segmenta-
tion performance on three Arabic and Hebrew data-
sets. Used as a bilingual model, our system out-
performs the state-of-the-art WDHMM (He, 2007)
word alignment model as measured by alignment er-
ror rate (AER).

In agreement with some previous work on to-
kenization/morpheme segmentation for alignment
(Chung and Gildea, 2009; Habash and Sadat, 2006),
we find that the best segmentation for alignment
does not coincide with the gold-standard segmenta-

tion and our bilingual model does not outperform
our monolingual model in segmentation F-Measure.

2 Model

Our model defines the probability of a target lan-
guage sequence of words (each consisting of a se-
quence of morphemes), and alignment from target
to source morphemes, given a source language se-
quence of words (each consisting of a sequence of
morphemes).

An example morpheme segmentation and align-
ment of phrases in English-Arabic and English-
Bulgarian is shown in Figure 1. In our task setting,
the words of the source and target language as well
as the morpheme segmentation of the source (En-
glish) language are given. The morpheme segmen-
tation of the target language and the alignments be-
tween source and target morphemes are hidden.

The source-side input, which we assume to be
English, is processed with a gold morphological
segmentation, part-of-speech, and dependency tree
analysis. While these tools are unavailable in
resource-poor languages, they are often available for
at least one of the modeled languages in common
translation tasks. This additional information then
provides a source of features and conditioning infor-
mation for the translation model.

Our model is derived from the hidden-markov
model for word alignment (Vogel et al., 1996; Och
and Ney, 2000). Based on it, we define a dynamic
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cherven.i.te 

flowerthe red

= 'cherven'
μ1

= 2
a1

= OFF
b1

= OFF
b2

= ON
b3

 = 'i'
μ2

 = 'te'
μ3

= 4 = 1
a2 a3

s

= stem
t1

= suffix = suffix
t2 t3

Figure 2: A graphical depiction of the model generating
the transliteration of the first Bulgarian word from Figure
1. Trigram dependencies and some incoming/outgoing
arcs have been omitted for clarity.

graphical model which lets us encode more lin-
guistic intuition about morpheme segmentation and
alignment: (i) we extend it to a hidden semi-markov
model to account for hidden target morpheme seg-
mentation; (ii) we introduce an additional observa-
tion layer to model observed word boundaries and
thus truly represent target sentences as words com-
posed of morphemes, instead of just a sequence
of tokens; (iii) we employ hierarchically smoothed
models and log-linear models to capture broader
context and to better represent the morpho-syntactic
mapping between source and target languages. (iv)
we enrich the hidden state space of the model to en-
code morpheme types {prefix,suffix,stem}, in ad-
dition to morpheme alignment and segmentation in-
formation.

Before defining our model formally, we introduce
some notation. Each possible morphological seg-
mentation and alignment for a given sentence pair
can be described by the following random variables:

Let µ1µ2 . . . µI denote I morphemes in the seg-
mentation of the target sentence. For the Example
in Figure 1 (a) I=5 and µ1=cherven, µ2=i . . . , and
µ5=ia. Let b1, b2, . . . bI denote Bernoulli variables
indicating whether there is a word boundary after

morpheme µi. For our example, b3 = 1, b5 = 1,
and the other bi are 0. Let c1, c2, . . . , cT denote
the non-space characters in the target string, and
wb1, . . . , wbT denote Bernoulli variables indicating
whether there is a word boundary after the corre-
sponding target character. For our example, T = 14
(for the Cyrillic version) and the only wb variables
that are on are wb9 and wb14. The c and wb vari-
ables are observed. Let s1s2 . . . sT denote Bernoulli
segmentation variables indicating whether there is a
morpheme boundary after the corresponding char-
acter. The values of the hidden segmentation vari-
ables s together with the values of the observed c
and wb variables uniquely define the values of the
morpheme variables µi and the word boundary vari-
ables bi. Naturally we enforce the constraint that
a given word boundary wbt = 1 entails a segmen-
tation boundary st = 1. If we use bold letters
to indicate a vector of corresponding variables, we
have that c,wb, s=µ,b. We will define the assumed
parametric form of the learned distribution using the
µ,b but the inference algorithms are implemented
in terms of the s and wb variables.

We denote the observed source language mor-
phemes by e1 . . . eJ . Our model makes use of ad-
ditional information from the source which we will
mention when necessary.

The last part of the hidden model state repre-
sents the alignment between target and source mor-
phemes and the type of target morphemes. Let
tai = [ai, ti], i = 1 . . . I indicate a factored state
where ai represents one of the J source words (or
NULL) and ti represents one of the three morpheme
types {prefix,suffix,stem}. ai is the source mor-
pheme aligned to µi and ti is the type of µi.

We are finally ready to define the desired proba-
bility of target morphemes, morpheme types, align-
ments, and word boundaries given source:

P (µ, ta,b|e) =
I∏
i=1

PT (µi|tai, bi−1, bi−2, µi−1, e)

· PB(bi|µi, µi−1, tai, bi−1, bi−2, e)

· PD(tai|tai−1, bi−1, e) · LP (|µi|)

We now describe each of the factors used by our
model in more detail. The formulation makes ex-
plicit the full extent of dependencies we have ex-
plored in this work. By simplifying the factors
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we can recover several previously used models for
monolingual segmentation and bilingual joint seg-
mentation and alignment. We discuss the relation-
ship of this model to prior work and study the impact
of the novel components in our experiments.

When the source sentence is assumed to be empty
(and thus contains no morphemes to align to) our
model turns into a monolingual morpheme segmen-
tation model, which we show exceeds the perfor-
mance of previous state-of-the-art models. When we
remove the word boundary component, reduce the
order of the alignment transition, omit the morpho-
logical type component of the state space, and retain
only minimal dependencies in the morpheme trans-
lation model, we recover the joint tokenization and
alignment model based on IBM Model-1 proposed
by (Chung and Gildea, 2009).

2.1 Morpheme Translation Model

In the model equation, PT denotes the morpheme
translation probability. The standard dependence on
the aligned source morpheme is represented as a de-
pendence on the state tai and the whole annotated
source sentence e. We experimented with multiple
options for the amount of conditioning context to be
included. When most context is used, there is a bi-
gram dependency of target language morphemes as
well as dependence on two previous boundary vari-
ables and dependence on the aligned source mor-
pheme eai as well as its POS tag.

When multiple conditioning variables are used we
assume a special linearly interpolated backoff form
of the model, similar to models routinely used in lan-
guage modeling.

As an example, suppose we estimate the mor-
pheme translation probability as PT (µi|eai , ti). We
estimate this in the M-step, given expected joint
counts c(µi, eai , ti) and marginal counts derived
from these as follows:
PT (µi|eai , ti) =

c(µi,eai ,ti)+α2P2(µi|ti)
c(eai ,ti)+α2

The lower order distributions are estimated recur-
sively in a similar way:
P2(µi|ti) = c(µi,ti)+α1P1(µi)

c(ti)+α1

P1(µi) = c(µi)+α0P0(µi)
c(.)+α0

For P0 we used a unigram character language
model. This hierarchical smoothing can be seen
as an approximation to hierarchical Dirichlet priors

with maximum aposteriori estimation.

Note how our explicit treatment of word bound-
ary variables bi allows us to use a higher order de-
pendence on these variables. If word boundaries are
treated as morphemes on their own, we would need
to have a four-gram model on target morphemes to
represent this dependency which we are now repre-
senting using only a bigram model on hidden mor-
phemes.

2.2 Word Boundary Generation Model

The PB distribution denotes the probability of gen-
erating word boundaries. As a sequence model of
sentences the basic hidden semi-markov model com-
pletely ignores word boundaries. However, they can
be powerful predictors of morpheme segments (by
for example, indicating that common prefixes fol-
low word boundaries, or that common suffixes pre-
cede them). The log-linear model of (Poon et al.,
2009) uses word boundaries as observed left and
right context features, and Morfessor (Creutz and
Lagus, 2007) includes boundaries as special bound-
ary symbols which can inform about the morpheme
state of a morpheme (but not its identity).

Our model includes a special generative process
for boundaries which is conditioned not only on the
previous morpheme state but also the previous two
morphemes and other boundaries. Due to the fact
that boundaries are observed their inclusion in the
model does not increase the complexity of inference.

The inclusion of this distribution lets us estimate
the likelihood of a word consisting of one,two,three,
or more morphemes. It also allows the estimation of
likelihood that particular morphemes are in the be-
ginning/middle/end of words. Through the included
factored state variable tai word boundaries can also
inform about the likelihood of a morpheme aligned
to a source word of a particular pos tag to end a
word. We discuss the particular conditioning con-
text for this distribution we found most helpful in
our experiments.

Similarly to the PT distribution, we make use of
multiple context vectors by hierarchical smoothing
of distributions of different granularities.
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2.3 Distortion Model

PD indicates the distortion modeling distribution
we use. 1 Traditional distortion models represent
P (aj |aj−1, e), the probability of an alignment given
the previous alignment, to bias the model away from
placing large distances between the aligned tokens
of consecutively sequenced tokens. In addition to
modeling a larger state space to also predict mor-
pheme types, we extend this model by using a spe-
cial log-linear model form which allows the integra-
tion of rich morpho-syntactic context. Log-linear
models have been previously used in unsupervised
learning for local multinomial distributions like this
one in e.g. (Berg-Kirkpatrick et al., 2010), and for
global distributions in (Poon et al., 2009).

The special log-linear form allows the inclusion
of features targeted at learning the transitions among
morpheme types and the transitions between corre-
sponding source morphemes. The set of features
with example values for this model is depicted in
Table 3. The example is focussed on the features
firing for the transition from the Bulgarian suffix
te aligned to the first English morpheme µi−1 =
te, ti−1=suffix, ai−1=1, to the Bulgarian root tsvet
aligned to the third English morpheme µi = tsvet,
ti=root, ai=3. The first feature is the absolute dif-
ference between ai and ai−1 + 1 and is similar to
information used in other HMM word alignment
models (Och and Ney, 2000) as well as phrase-
translation models (Koehn, 2004). The alignment
positions ai are defined as indices of the aligned
source morphemes. We additionally compute distor-
tion in terms of distance in number of source words
that are skipped. This distance corresponds to the
feature name WORD DISTANCE. Looking at both
kinds of distance is useful to capture the intuition
that consecutive morphemes in the same target word
should prefer to have a higher proximity of their
aligned source words, as compared to consecutive
morphemes which are not part of the same target
word. The binned distances look at the sign of the
distortion and bin the jumps into 5 bins, pooling the
distances greater than 2 together. The feature SAME

TARGET WORD indicates whether the two consecu-

1To reduce complexity of exposition we have omitted the
final transition to a special state beyond the source sentence end
after the last target morpheme.

Feature Value
MORPH DISTANCE 1
WORD DISTANCE 1
BINNED MORPH DISTANCE fore1
BINNED WORD DISTANCE fore1
MORPH STATE TRANSITION suffix-root
SAME TARGET WORD False
POS TAG TRANSITION DET-NN
DEP RELATION DET←NN
NULL ALIGNMENT False
conjunctions ...

Figure 3: Features in log-linear distortion model firing
for the transition from te:suffix:1 to tsvet:root:3 in the
example sentence pair in Figure 1a.

tive morphemes are part of the same word. In this
case, they are not. This feature is not useful on its
own because it does not distinguish between differ-
ent alignment possibilities for tai, but is useful in
conjunction with other features to differentiate the
transition behaviors within and across target words.
The DEP RELATION feature indicates the direct de-
pendency relation between the source words con-
taining the aligned source morphemes, if such rela-
tionship exists. We also represent alignments to null
and have one null for each source word, similarly to
(Och and Ney, 2000) and have a feature to indicate
null. Additionally, we make use of several feature
conjunctions involving the null, same target word,
and distance features.

2.4 Length Penalty

Following (Chung and Gildea, 2009) and (Liang and
Klein, 2009) we use an exponential length penalty
on morpheme lengths to bias the model away from
the maximum likelihood under-segmentation solu-
tion. The form of the penalty is:
LP (|µi|) = 1

e|µi|
lp

Here lp is a hyper-parameter indicating the power
that the morpheme length is raised to. We fit this pa-
rameter using an annotated development set, to op-
timize morpheme-segmentation F1. The model is
extremely sensitive to this value and performs quite
poorly if such penalty is not used.

2.5 Inference

We perform inference by EM training on the aligned
sentence pairs. In the E-step we compute expected
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counts of all hidden variable configurations that are
relevant for our model. In the M-step we re-estimate
the model parameters (using LBFGS in the M-step
for the distortion model and using count interpola-
tion for the translation and word-boundary models).

The computation of expectations in the E-step
is of the same order as an order two semi-markov
chain model using hidden state labels of cardinality
(J × 3 = number of source morphemes times num-
ber of target morpheme types). The running time
of the forward and backward dynamic programming
passes is T × l2 × (3J)2, where T is the length of
the target sentence in characters, J is the number
of source morphemes, and l is the maximum mor-
pheme length. Space does not permit the complete
listing of the dynamic programming solution but it
is not hard to derive by starting from the dynamic
program for the IBM-1 like tokenization model of
(Chung and Gildea, 2009) and extending it to ac-
count for the higher order on morphemes and the
factored alignment state space.

Even though the inference algorithm is low poly-
nomial it is still much more expensive than the infer-
ence for an HMM model for word-alignment with-
out segmentation. To reduce the running time of the
model we limit the space of considered morpheme
boundaries as follows:

Given the target side of the corpus, we derive a
list of K most frequent prefixes and suffixes using a
simple trie-based method proposed by (Schone and
Jurafsky, 2000).2 After we determine a list of al-
lowed prefixes and suffixes we restrict our model to
allow only segmentations of the form : ((p*)r(s*))+
where p and s belong to the allowed prefixes and
suffixes and r can match any substring.

We determine the number of prefixes and suffixes
to consider using the maximum recall achievable by
limiting the segmentation points in this way. Re-
stricting the allowable segmentations in this way not
only improves the speed of inference but also leads
to improvements in segmentation accuracy.

2Words are inserted into a trie with each complete branch
naturally identifying a potential suffix, inclusive of its sub-
branches. The list comprises of the K most frequent of these
complete branches. Inserting the reversed words will then yield
potential prefixes.

3 Evaluation

For a majority of our testing we borrow the paral-
lel phrases corpus used in previous work (Snyder
and Barzilay, 2008), which we refer to as S&B.
The corpus consists of 6,139 short phrases drawn
from English, Hebrew, and Arabic translations of
the Bible. We use an unmodified version of this
corpus for the purpose of comparing morphological
segmentation accuracy. For evaluating morpheme
alignment accuracy, we have also augmented the En-
glish/Arabic subset of the corpus with a gold stan-
dard alignment between morphemes. Here mor-
phological segmentations were obtained using the
previously-annotated gold standard Arabic morpho-
logical segmentation, while the English was prepro-
cessed with a morphological analyzer and then fur-
ther hand annotated with corrections by two native
speakers. Morphological alignments were manually
annotated. Additionally, we evaluate monolingual
segmentation models on the full Arabic Treebank
(ATB), also used for unsupervised morpheme seg-
mentation in (Poon et al., 2009).

4 Results

4.1 Morpheme Segmentation

We begin by evaluating a series of models which are
simplifications of our complete model, to assess the
impact of individual modeling decisions. We focus
first on a monolingual setting, where the source sen-
tence aligned to each target sentence is empty.

Unigram Model with Length Penalty
The first model we study is the unigram mono-

lingual segmentation model using an exponential
length penalty as proposed by (Liang and Klein,
2009; Chung and Gildea, 2009), which has been
shown to be quite accurate. We refer to this model as
Model-UP (for unigram with penalty). It defines the
probability of a target morpheme sequence as fol-
lows: (µ1 . . . µI) = (1− θ)

∏I
i=1 θPT (µi)LP (|µi|)

This model can be (almost) recovered as a spe-
cial case of our full model, if we drop the transition
and word boundary probabilities, do not model mor-
pheme types, and use no conditioning for the mor-
pheme translation model. The only parameter not
present in our model is the probability θ of gener-
ating a morpheme as opposed to stopping to gener-
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ate morphemes (with probability 1 − θ). We exper-
imented with this additional parameter, but found it
had no significant impact on performance, and so we
do not report results including it.

We select the value of the length penalty power
by a gird search in the range 1.1 to 2.0, using .1 in-
crements and choosing the values resulting in best
performance on a development set containing 500
phrase pairs for each language. We also select the
optimal number of prefixes/suffixes to consider by
measuring performance on the development set. 3

Morpheme Type Models
The next model we consider is similar to the un-

igram model with penalty, but introduces the use
of the hidden ta states which indicate only mor-
pheme types in the monolingual setting. We use
the ta states and test different configurations to de-
rive the best set of features that can be used in the
distortion model utilizing these states, and the mor-
pheme translation model. We consider two vari-
ants: (1) Model-HMMP-basic (for HMM model
with length penalty), which includes the hidden
states but uses them with a simple uniform transition
matrix P (tai|tai−1, bi−1) (uniform over allowable
transitions but forbidding the prefixes from transi-
tioning directly to suffixes, and preventing suffixes
from immediately following a word boundary), and
(2) a richer model Model-HMMP which is allowed
to learn a log-linear distortion model and a feature
rich translation model as detailed in the model defi-
nition. This model is allowed to use word boundary
information for conditioning (because word bound-
aries are observed), but does not include the PB pre-
dictive word boundary distribution.

Full Model with Word Boundaries
Finally we consider our full monolingual model

which also includes the distribution predicting word
boundary variables bi. We term this model Model-
FullMono. We detail the best context features for
the conditional PD distribution for each language.
We initialize this model with the morpheme trans-

3For the S&B Arabic dataset, we selected to use seven pre-
fixes and seven suffixes, which correspond to maximum achiev-
able recall of 95.3. For the S&B Hebrew dataset, we used six
prefixes and six suffixes, for a maximum recall of 94.3. The
Arabic treebank data required a larger number of affixes: we
used seven prefixes and 20 suffixes, for a maximum recall of
98.3.

lation unigram distribution of ModelHMMP-basic,
trained for 5 iterations.

Table 4 details the test set results of the different
model configurations, as well as previously reported
results on these datasets. For our main results we use
the automatically derived list of prefixes and suffixes
to limit segmentation points. The names of models
that use such limited lists are prefixed by Dict in the
Table. For comparison, we also report the results
achieved by models that do not limit the segmenta-
tion points in this way.

As we can see the unigram model with penalty,
Dict-Model-UP, is already very strong, especially
on the S&B Arabic dataset. When the segmenta-
tion points are not limited, its performance is much
worse. The introduction of hidden morpheme states
in Dict-HMMP-basic gives substantial improvement
on Arabic and does not change results much on the
other datasets. A small improvement is observed
for the unconstrained models.4 When our model in-
cludes all components except word boundary pre-
diction, Dict-Model-HMMP, the results are substan-
tially improved on all languages. Model-HMMP is
also the first unconstrained model in our sequence
to approach or surpass previous state-of-the-art seg-
mentation performance.

Finally, when the full model Dict-MonoFull is
used, we achieve a substantial improvement over
the previous state-of-the-art results on all three cor-
pora, a 6.5 point improvement on Arabic, 6.2 point
improvement on Hebrew, and a 9.3 point improve-
ment on ATB. The best configuration of this model
uses the same distortion model for all languages: us-
ing the morph state transition and boundary features.
The translation models used only ti for Hebrew and
ATB and ti and µi−1 for Arabic. Word bound-
ary was predicted using ti in Arabic and Hebrew,
and additionally using bi−1 and bi−2 for ATB. The
unconstrained models without affix dictionaries are
also very strong, outperforming previous state-of-
the-art models. For ATB, the unconstrained model
slightly outperforms the constrained one.

The segmentation errors made by this system shed
light on how it might be improved. We find the dis-

4Note that the inclusion of states in HMMP-basic only
serves to provide a different distribution over the number of
morphemes in a word, so it is interesting it can have a positive
impact.
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Arabic Hebrew ATB
P R F1 P R F1 P R F1

UP 88.1 55.1 67.8 43.2 87.6 57.9 79.0 54.6 64.6
Dict-UP 85.8 73.1 78.9 57.0 79.4 66.3 61.6 91.0 73.5

HMMP-basic 83.3 58.0 68.4 43.5 87.8 58.2 79.0 54.9 64.8
Dict-HMMP-basic 84.8 76.3 80.3 56.9 78.8 66.1 69.3 76.2 72.6

HMMP 73.6 76.9 75.2 70.2 73.0 71.6 94.0 76.1 84.1
Dict-HMMP 82.4 81.3 81.8 62.7 77.6 69.4 85.2 85.8 85.5

MonoFull 80.5 87.3 83.8 72.2 71.7 72.0 86.2 88.5 87.4
Dict-MonoFull 86.1 83.2 84.6 73.7 72.5 73.1 92.9 81.8 87.0

Poon et. al 76.0 80.2 78.1 67.6 66.1 66.9 88.5 69.2 77.7
S&B-Best 67.8 77.3 72.2 64.9 62.9 63.9 – – –
Morfessor 71.1 60.5 65.4 65.4 57.7 61.3 77.4 72.6 74.9

Figure 4: Results on morphological segmentation achieved by monolingual variants of our model (top) with results
from prior work are included for comparison (bottom). Results from models with a small, automatically-derived list
of possible prefixes and suffixes are labeled as ”Dict-” followed by the model name.

tributions over the frequencies of particular errors
follow a Zipfian skew across both S&B datasets,
with the Arabic being more pronounced (the most
frequent error being made 27 times, with 627 er-
rors being made just once) in comparison with the
Hebrew (with the most frequent error being made
19 times, and with 856 isolated errors). However,
in both the Arabic and Hebrew S&B tasks we find
that a tendency to over-segment certain characters
off of their correct morphemes and on to other fre-
quently occurring, yet incorrect, particles is actually
the cause of many of these isolated errors. In Ara-
bic the system tends to over segment the character
aleph (totally about 300 errors combined). In He-
brew the source of error is not as overwhelmingly
directed at a single character, but yod and he, the
latter functioning quite similarly to the problematic
Arabic character and frequently turn up in the corre-
sponding places of cognate words in Biblical texts.

We should note that our models select a large
number of hyper-parameters on an annotated devel-
opment set, including length penalty, hierarchical
smoothing parameters α, and the subset of variables
to use in each of three component sub-models. This
might in part explain their advantage over previous-
state-of-the-art models, which might use fewer (e.g.
(Poon et al., 2009) and (Snyder and Barzilay, 2008))
or no specifically tuned for these datasets hyper-
parameters (Morfessor (Creutz and Lagus, 2007)).

4.2 Alignment
Next we evaluate our full bilingual model and a sim-
pler variant on the task of word alignment. We use
the morpheme-level annotation of the S&B English-
Arabic dataset and project the morpheme alignments
to word alignments. We can thus compare align-
ment performance of the results of different segmen-
tations. Additionally, we evaluate against a state-
of-the-art word alignment system WDHMM (He,
2007), which performs comparably or better than
IBM-Model4. The table in Figure 5 presents the re-
sults. In addition to reporting alignment error rate
for different segmentation models, we report their
morphological segmentation F1.

The word-alignment WDHMM model performs
best when aligning English words to Arabic words
(using Arabic as source). In this direction it is
able to capture the many-to-one correspondence be-
tween English words and arabic morphemes. When
we combine alignments in both directions using the
standard grow-diag-final method, the error goes up.

We compare the (Chung and Gildea, 2009) model
(termed Model-1) to our full bilingual model. We
can recover Model-1 similarly to Model-UP, except
now every morpheme is conditioned on an aligned
source morpheme. Our full bilingual model outper-
forms Model-1 in both AER and segmentation F1.
The specific form of the full model was selected as
in the previous experiments, by choosing the model
with best segmentations of the development set.

For Arabic, the best model conditions target mor-
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Arabic Hebrew
Align P Align R AER P R F1 P R F1

Model-1 (C&G 09) 91.6 81.2 13.9 72.4 76.2 74.3 61.0 71.8 65.9
Bilingual full 91.0 88.3 10.3 90.0 72.0 80.0 63.3 71.2 67.0

WDHMM E-to-A 82.4 96.7 11.1
WDHMM GDF 82.1 94.6 12.1

Figure 5: Alignment Error Rate (AER) and morphological segmentation F1 achieved by bilingual variants of our
model. AER performance of WDHMM is also reported. Gold standard alignments are not available for the Hebrew
data set.

phemes on source morphemes only, uses the bound-
ary model with conditioning on number of mor-
phemes in the word, aligned source part-of-speech,
and type of target morpheme. The distortion model
uses both morpheme and word-based absolute dis-
tortion, binned distortion, morpheme types of states,
and aligned source-part-of-speech tags. Our best
model for Arabic outperforms WDHMM in word
alignment error rate. For Hebrew, the best model
uses a similar boundary model configuration but a
simpler uniform transition distortion distribution.

Note that the bilingual models perform worse than
the monolingual ones in segmentation F1. This
finding is in line with previous work showing that
the best segmentation for MT does not necessarily
agree with a particular linguistic convention about
what morphemes should contain (Chung and Gildea,
2009; Habash and Sadat, 2006), but contradicts
other results (Snyder and Barzilay, 2008). Further
experimentation is required to make a general claim.

We should note that the Arabic dataset used
for word-alignment evaluation is unconventionally
small and noisy (the sentences are very short
phrases, automatically extracted using GIZA++).
Thus the phrases might not be really translations,
and the sentence length is much smaller than in stan-
dard parallel corpora. This warrants further model
evaluation in a large-scale alignment setting.

5 Related Work

This work is most closely related to the unsupervised
tokenization and alignment models of Chung and
Gildea (2009), Xu et al. (2008), Snyder and Barzilay
(2008), and Nguyen et al. (2010).

Chung & Gildea (2009) introduce a unigram
model of tokenization based on IBM Model-1,which
is a special case of our model. Snyder and Barzi-

lay (2008) proposes a hierarchical Bayesian model
that combines the learning of monolingual segmen-
tations and a cross-lingual alignment; their model is
very different from ours.

Incorporating morphological information into
MT has received reasonable attention. For exam-
ple, Goldwater & McClosky (2005) show improve-
ments when preprocessing Czech input to reflect
a morphological decomposition using combinations
of lemmatization, pseudowords, and morphemes.
Yeniterzi and Oflazer (2010) bridge the morpholog-
ical disparity between languages in a unique way
by effectively aligning English syntactic elements
(function words connected by dependency relations)
to Turkish morphemes, using rule-based postpro-
cessing of standard word alignment. Our work is
partly inspired by that work and attempts to auto-
mate both the morpho-syntactic alignment and mor-
phological analysis tasks.

6 Conclusion

We have described an unsupervised model for mor-
pheme segmentation and alignment based on Hid-
den Semi-Markov Models. Our model makes use
of linguistic information to improve alignment qual-
ity. On the task of monolingual morphological seg-
mentation it produces a new state-of-the-art level on
three datasets. The model shows quantitative im-
provements in both word segmentation and word
alignment, but its true potential lies in its finer-
grained interpretation of word alignment, which will
hopefully yield improvements in translation quality.
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Abstract

Spelling correction for keyword-search
queries is challenging in restricted domains
such as personal email (or desktop) search,
due to the scarcity of query logs, and due to
the specialized nature of the domain. For that
task, this paper presents an algorithm that is
based on statistics from the corpus data (rather
than the query log). This algorithm, which
employs a simple graph-based approach, can
incorporate different types of data sources
with different levels of reliability (e.g., email
subject vs. email body), and can handle
complex spelling errors like splitting and
merging of words. An experimental study
shows the superiority of the algorithm over
existing alternatives in the email domain.

1 Introduction

An abundance of applications require spelling cor-
rection, which (at the high level) is the following
task. The user intends to type a chunk q of text,
but types instead the chunk s that contains spelling
errors (which we discuss in detail later), due to un-
careful typing or lack of knowledge of the exact
spelling of q. The goal is to restore q, when given
s. Spelling correction has been extensively studied
in the literature, and we refer the reader to compre-
hensive summaries of prior work (Peterson, 1980;
Kukich, 1992; Jurafsky and Martin, 2000; Mitton,
2010). The focus of this paper is on the special case
where q is a search query, and where s instead of q
is submitted to a search engine (with the goal of re-
trieving documents that match the search query q).
Spelling correction for search queries is important,
because a significant portion of posed queries may
be misspelled (Cucerzan and Brill, 2004). Effective

spelling correction has a major effect on the expe-
rience and effort of the user, who is otherwise re-
quired to ensure the exact spellings of her queries.
Furthermore, it is critical when the exact spelling is
unknown (e.g., person names like Schwarzenegger).

1.1 Spelling Errors
The more common and studied type of spelling error
is word-to-word error: a single word w is misspelled
into another single wordw′. The specific spelling er-
rors involved include omission of a character (e.g.,
atachment), inclusion of a redundant character
(e.g., attachement), and replacement of charac-
ters (e.g., attachemnt). The fact that w′ is a mis-
spelling of (and should be corrected to) w is denoted
by w′ → w (e.g., atachment → attachment).

Additional common spelling errors are splitting of
a word, and merging two (or more) words:
• attach ment → attachment

• emailattachment→ email attachment

Part of our experiments, as well as most of our
examples, are from the domain of (personal) email
search. An email from the Enron email collec-
tion (Klimt and Yang, 2004) is shown in Figure 1.
Our running example is the following misspelling of
a search query, involving multiple types of errors.

sadeep kohli excellatach ment →
sandeep kohli excel attachment (1)

In this example, correction entails fixing sadeep,
splitting excellatach, fixing excell, merging
atach ment, and fixing atachment. Beyond the
complexity of errors, this example also illustrates
other challenges in spelling correction for search.
We need to identify not only that sadeep is mis-
spelled, but also that kohli is correctly spelled.
Just having kohli in a dictionary is not enough.
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Subject: Follow-Up on Captive Generation
From: sandeep.kohli@enron.com
X-From: Sandeep Kohli
X-To: Stinson Gibner@ECT, Vince J Kaminski@ECT

Vince/Stinson,

Please find below two attachemnts. The Excell spreadsheet
shows some calculations. . . The seond attachement (Word) has
the wordings that I think we can send in to the press. . .

I am availabel on mobile if you have questions o clarifications. . .

Regards,
Sandeep.

Figure 1: Enron email (misspelled words are underlined)

For example, in kohli coupons the user may very
well mean kohls coupons if Sandeep Kohli has
nothing to do with coupons (in contrast to the store
chain Kohl’s). A similar example is the word nail,
which is a legitimate English word, but in the con-
text of email the query nail box is likely to be
a misspelling of mail box (unless nail boxes are
indeed relevant to the user’s email collection). Fi-
nally, while the word kohli is relevant to some
email users (e.g., Kohli’s colleagues), it may have
no meaning at all to other users.

1.2 Domain Knowledge
The common approach to spelling correction uti-
lizes statistical information (Kernighan et al., 1990;
Schierle et al., 2007; Mitton, 2010). As a sim-
ple example, if we want to avoid maintaining a
manually-crafted dictionary to accommodate the
wealth of new terms introduced every day (e.g.,
ipod and ipad), we may decide that atachment
is a misspelling of attachment due to both the
(relative) proximity between the words, and the
fact that attachment is significantly more pop-
ular than atachment. As another example, the
fact that the expression sandeep kohli is fre-
quent in the domain increases our confidence in
sadeep kohli → sandeep kohli (rather than,
e.g., sadeep kohli → sudeep kohli). One
can further note that, in email search, the fact that
Sandeep Kohli sent multiple excel attachments in-
creases our confidence in excell → excel.

A source of statistics widely used in prior work
is the query log (Cucerzan and Brill, 2004; Ahmad
and Kondrak, 2005; Li et al., 2006a; Chen et al.,
2007; Sun et al., 2010). However, while query logs
are abundant in the context of Web search, in many

other search applications (e.g. email search, desktop
search, and even small-enterprise search) query logs
are too scarce to provide statistical information that
is sufficient for effective spelling correction. Even
an email provider of a massive scale (such as GMail)
may need to rely on the (possibly tiny) query log of
the single user at hand, due to privacy or security
concerns; moreover, as noted earlier about kohli,
the statistics of one user may be relevant to one user,
while irrelevant to another.

The focus of this paper is on spelling correction
for search applications like the above, where query-
log analysis is impossible or undesirable (with email
search being a prominent example). Our approach
relies mainly on the corpus data (e.g., the collection
of emails of the user at hand) and external, generic
dictionaries (e.g., English). As shown in Figure 1,
the corpus data may very well contain misspelled
words (like query logs do), and such noise is a part of
the challenge. Relying on the corpus has been shown
to be successful in spelling correction for text clean-
ing (Schierle et al., 2007). Nevertheless, as we later
explain, our approach can still incorporate query-log
data as features involved in the correction, as well as
means to refine the parameters.

1.3 Contribution and Outline

As said above, our goal is to devise spelling cor-
rection that relies on the corpus. The corpus often
contains various types of information, with different
levels of reliability (e.g., n-grams from email sub-
jects and sender information, vs. those from email
bodies). The major question is how to effectively
exploit that information while addressing the vari-
ous types of spelling errors such as those discussed
in Section 1.1. The key contribution of this work is
a novel graph-based algorithm, MaxPaths, that han-
dles the different types of errors and incorporates the
corpus data in a uniform (and simple) fashion. We
describe MaxPaths in Section 2. We evaluate the
effectiveness of our algorithm via an experimental
study in Section 3. Finally, we make concluding re-
marks and discuss future directions in Section 4.

2 Spelling-Correction Algorithm

In this section, we describe our algorithm for
spelling correction. Recall that given a search query
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s of a user who intends to phrase q, the goal is to
find q. Our corpus is essentially a collection D of
unstructured or semistructured documents. For ex-
ample, in email search such a document is an email
with a title, a body, one or more recipients, and so
on. As conventional in spelling correction, we de-
vise a scoring function scoreD(r | s) that estimates
our confidence in r being the correction of s (i.e.,
that r is equal to q). Eventually, we suggest a se-
quence r from a set CD(s) of candidates, such that
scoreD(r | s) is maximal among all the candidates
in CD(s). In this section, we describe our graph-
based approach to finding CD(s) and to determining
scoreD(r | s).

We first give some basic notation. We fix an al-
phabet Σ of characters that does not include any
of the conventional whitespace characters. By Σ∗

we denote the set of all the words, namely, fi-
nite sequences over Σ. A search query s is a
sequence w1, . . . , wn, where each wi is a word.
For convenience, in our examples we use whites-
pace instead of comma (e.g., sandeep kohli in-
stead of sandeep, kohli). We use the Damerau-
Levenshtein edit distance (as implemented by the
Jazzy tool) as our primary edit distance between two
words r1, r2 ∈ Σ∗, and we denote this distance by
ed(r1, r2).

2.1 Word-Level Correction
We first handle a restriction of our problem, where
the search query is a single word w (rather than
a general sequence s of words). Moreover, we
consider only candidate suggestions that are words
(rather than sequences of words that account for the
case where w is obtained by merging keywords).
Later, we will use the solution for this restricted
problem as a basic component in our algorithm for
the general problem.

Let UD ⊆ Σ∗ be a finite universal lexicon, which
(conceptually) consists of all the words in the corpus
D. (In practice, one may want add to D words of
auxiliary sources, like English dictionary, and to fil-
ter out noisy words; we did so in the site-search do-
main that is discussed in Section 3.) The set CD(w)
of candidates is defined by

CD(w) def= {w} ∪ {w′ ∈ UD | ed(w,w′) ≤ δ} .
for some fixed number δ. Note that CD(w) contains

Table 1: Feature set WFD in email search
Basic Features

ed(w,w′): weighted Damerau-Levenshtein edit distance
ph(w,w′): 1 if w and w′ are phonetically equal, 0 otherwise

english(w′): 1 is w′ is in English, 0 otherwise

Corpus-Based Features

logfreq(w′)): logarithm of #occurrences of w′ in the corpus

Domain-Specific Features

subject(w′): 1 if w′ is in some “Subject” field, 0 otherwise
from(w′): 1 if w′ is in some “From” field, 0 otherwise

xfrom(w′): 1 if w′ is in some “X-From” field, 0 otherwise

w even if w is misspelled; furthermore, CD(w) may
contain other misspelled words (with a small edit
distance to w) that appear in D.

We now define scoreD(w′ | w). Here, our cor-
pus D is translated into a set WFD of word features,
where each feature f ∈ WFD gives a scoring func-
tion scoref (w′ | w). The function scoreD(w′ | w) is
simply a linear combination of the scoref (w′ | w):

scoreD(w′ | w) def=
∑

f∈WFD

af · scoref (w′ | w)

As a concrete example, the features of WFD we used
in the email domain are listed in Table 1; the result-
ing scoref (w′ |w) is in the spirit of the noisy channel
model (Kernighan et al., 1990). Note that additional
features could be used, like ones involving the stems
of w and w′, and even query-log statistics (when
available). Rather than manually tuning the param-
eters af , we learned them using the well known
Support Vector Machine, abbreviated SVM (Cortes
and Vapnik, 1995), as also done by Schaback and
Li (2007) for spelling correction. We further discuss
this learning step in Section 3.

We fix a natural number k, and in the sequel we
denote by topD(w) a set of k words w′ ∈ CD(w)
with the highest scoreD(w′ | w). If |CD(w)| < k,
then topD(w) is simply CD(w).

2.2 Query-Level Correction: MaxPaths

We now describe our algorithm, MaxPaths, for
spelling correction. The input is a (possibly mis-
spelled) search query s = s1, . . . , sn. As done in
the word-level correction, the algorithm produces a
set CD(s) of suggestions and determines the values
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Algorithm 1 MaxPaths

Input: a search query s
Output: a set CD(s) of candidate suggestions r,

ranked by scoreD(r | s)

1: Find the strongly plausible tokens
2: Construct the correction graph
3: Find top-k full paths (with the largest weights)
4: Re-rank the paths by word correlation

scoreD(r | s), for all r ∈ CD(s), in order to rank
CD(s). A high-level overview of MaxPaths is given
in the pseudo-code of Algorithm 1. In the rest of this
section, we will detail each of the four steps in Al-
gorithm 1. The name MaxPaths will become clear
towards the end of this section.

We use the following notation. For a word w =
c1 · · · cm of m characters ci and integers i < j
in {1, . . . ,m + 1}, we denote by w[i,j) the word
ci · · · cj−1. For two words w1, w2 ∈ Σ∗, the word
w1w2 ∈ Σ∗ is obtained by concatenating w1 and
w2. Note that for the search query s = s1, . . . , sn
it holds that s1 · · · sn is a single word (in Σ∗). We
denote the word s1 · · · sn by bsc. For example, if
s1 = sadeep and s2 = kohli, then s corresponds
to the query sadeep kohli while bsc is the word
sadeepkohli; furthermore, bsc[1,7) = sadeep.

2.2.1 Plausible Tokens

To support merging and splitting, we first iden-
tify the possible tokens of the given query s. For
example, in excellatach ment we would like to
identify excell and atach ment as tokens, since
those are indeed the tokens that the user has in mind.
Formally, suppose that bsc = c1 · · · cm. A token is
a word bsc[i,j) where 1 ≤ i < j ≤ m + 1. To
simplify the presentation, we make the (often false)
assumption that a token bsc[i,j) uniquely identifies
i and j (that is, bsc[i,j) 6= bsc[i′,j′) if i 6= i′ or
j 6= j′); in reality, we should define a token as a
triple (bsc[i,j), i, j). In principle, every token bsc[i,j)
could be viewed as a possible word that user meant
to phrase. However, such liberty would require our
algorithm to process a search space that is too large
to manage in reasonable time. Instead, we restrict to
strongly plausible tokens, which we define next.

A token w = bsc[i,j) is plausible if w is a word

of s, or there is a word w′ ∈ CD(w) (as defined in
Section 2.1) such that scoreD(w′ | w) > ε for some
fixed number ε. Intuitively, w is plausible if it is an
original token of s, or we have a high confidence in
our word-level suggestion to correct w (note that the
suggested correction for w can be w itself). Recall
that bsc = c1 · · · cm. A tokenization of s is a se-
quence j1, . . . , jl, such that j1 = 1, jl = m+ 1, and
ji < ji+1 for 1 ≤ i < l. The tokenization j1, . . . , jl
induces the tokens bsc[j1,j2),. . . ,bsc[jl−1,jl). A tok-
enization is plausible if each of its induced tokens
is plausible. Observe that a plausible token is not
necessarily induced by any plausible tokenization;
in that case, the plausible token is useless to us.
Thus, we define a strongly plausible token, abbre-
viated sp-token, which is a token that is induced by
some plausible tokenization. As a concrete example,
for the query excellatach ment, the sp-tokens in
our implementation include excellatach, ment,
excell, and atachment.

As the first step (line 1 in Algorithm 1), we find
the sp-tokens by employing an efficient (and fairly
straightforward) dynamic-programming algorithm.

2.2.2 Correction Graph
In the next step (line 2 in Algorithm 1), we con-

struct the correction graph, which we denote by
GD(s). The construction is as follows.

We first find the set topD(w) (defined in Sec-
tion 2.1) for each sp-token w. Table 2 shows the sp-
tokens and suggestions thereon in our running exam-
ple. This example shows the actual execution of our
implementation within email search, where s is the
query sadeep kohli excellatach ment; for
clarity of presentation, we omitted a few sp-tokens
and suggested corrections. Observe that some of
the corrections in the table are actually misspelled
words (as those naturally occur in the corpus).

A node of the graph GD(s) is a pair 〈w,w′〉, where
w is an sp-token and w′ ∈ topD(w). Recall our
simplifying assumption that a token bsc[i,j) uniquely
identifies the indices i and j. The graph GD(s) con-
tains a (directed) edge from a node 〈w1, w

′
1〉 to a

node 〈w2, w
′
2〉 if w2 immediately follows w1 in bqc;

in other words, GD(s) has an edge from 〈w1, w
′
1〉

to 〈w2, w
′
2〉 whenever there exist indices i, j and k,

such that w1 = bsc[i,j) and w2 = bsc[j,k). Observe
that GD(s) is a directed acyclic graph (DAG).
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except

excell

excel

excellence

excellent

sandeep

jaideep

kohli

attachement

attachment

attached

sandeep kohli
sent

meet

ment

Figure 2: The graph GD(s)

For example, Figure 2 shows GD(s) for the
query sadeep kohli excellatach ment, with
the sp-tokens w and the sets topD(w) being those of
Table 2. For now, the reader should ignore the node
in the grey box (containing sandeep kohli) and
its incident edges. For simplicity, in this figure we
depict each node 〈w,w′〉 by just mentioning w′; the
word w is in the first row of Table 2, above w′.

2.2.3 Top-k Paths

Let P = 〈w1, w
′
1〉 → · · · → 〈wk, w′k〉 be a path

in GD(s). We say that P is full if 〈w1, w
′
1〉 has no

incoming edges in GD(s), and 〈wk, w′k〉 has no out-
going edges in GD(s). An easy observation is that,
since we consider only strongly plausible tokens, if
P is full then w1 · · ·wk = bsc; in that case, the se-
quence w′1, . . . , w

′
k is a suggestion for spelling cor-

rection, and we denote it by crc(P ). As an example,
Figure 3 shows two full paths P1 and P2 in the graph
GD(s) of Figure 2. The corrections crc(Pi), for
i = 1, 2, are jaideep kohli excellent ment

and sandeep kohli excel attachement, re-
spectively.

To obtain corrections crc(P ) with high quality,
we produce a set of k full paths with the largest
weights, for some fixed k; we denote this set by
topPathsD(s). The weight of a path P , denoted
weight(P ), is the sum of the weights of all the nodes
and edges in P , and we define the weights of nodes
and edges next. To find these paths, we use a well
known efficient algorithm (Eppstein, 1994).

kohli

kohli

excellent ment

excel attachment

jaideep

sandeep

P1

P2

Figure 3: Full paths in the graph GD(s) of Figure 2

Consider a node u = 〈w,w′〉 of GD(s). In the
construction of GD(s), zero or more merges of (part
of) original tokens have been applied to obtain the
token w; let #merges(w) be that number. Consider
an edge e of GD(s) from a node u1 = 〈w1, w

′
1〉 to

u2 = 〈w2, w
′
2〉. In s, either w1 and w2 belong to

different words (i.e., there is a whitespace between
them) or not; in the former case define #splits(e) =
0, and in the latter #splits(e) = 1. We define:

weight(u) def= scoreD(w′ | w) + am ·#merges(w)

weight(e) def= as ·#splits(e)

Note that am and as are negative, as they penalize
for merges and splits, respectively. Again, in our
implementations, we learned am and as by means
of SVM.

Recall that topPathsD(s) is the set of k full paths
(in the graph GD(s)) with the largest weights. From
topPathsD(s) we get the set CD(s) of candidate
suggestions:

CD(s) def= {crc(P ) | P ∈ topPathsD(s)} .

2.2.4 Word Correlation
To compute scoreD(r|s) for r ∈ CD(s), we incor-

porate correlation among the words of r. Intuitively,
we would like to reward a candidate with pairs of
words that are likely to co-exist in a query. For
that, we assume a (symmetric) numerical function
crl(w′1, w

′
2) that estimates the extent to which the

words w′1 and w′2 are correlated. As an example, in
the email domain we would like crl(kohli, excel)
to be high if Kohli sent many emails with excel at-
tachments. Our implementation of crl(w′1, w

′
2) es-

sentially employs pointwise mutual information that
has also been used in (Schierle et al., 2007), and that
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Table 2: topD(w) for sp-tokens w

sadeep kohli excellatach ment excell atachment

sandeep kohli excellent ment excel attachment
jaideep excellence sent excell attached

meet except attachement

compares the number of documents (emails) con-
taining w′1 and w′2 separately and jointly.

Let P ∈ topPathsD(s) be a path. We de-
note by crl(P ) a function that aggregates the num-
bers crl(w′1, w

′
2) for nodes 〈w1, w

′
1〉 and 〈w2, w

′
2〉

of P (where 〈w1, w
′
1〉 and 〈w2, w

′
2〉 are not nec-

essarily neighbors in P ). Over the email domain,
our crl(P ) is the minimum of the crl(w′1, w

′
2). We

define scoreD(P ) = weight(P ) + crl(P ). To
improve the performance, in our implementation
we learned again (re-trained) all the parameters in-
volved in scoreD(P ).

Finally, as the top suggestions we take crc(P )
for full paths P with highest scoreD(P ). Note that
crc(P ) is not necessarily injective; that is, there can
be two full paths P1 6= P2 satisfying crc(P1) =
crc(P2). Thus, in effect, scoreD(r | s) is determined
by the best evidence of r; that is,

scoreD(r | s) def= max{scoreD(P ) | crc(P ) = r∧
P ∈ topPathsD(s)} .

Note that our final scoring function essentially views
P as a clique rather than a path. In principle,
we could define GD(s) in a way that we would
extract the maximal cliques directly without find-
ing topPathsD(s) first. However, we chose our
method (finding top paths first, and then re-ranking)
to avoid the inherent computational hardness in-
volved in finding maximal cliques.

2.3 Handling Expressions
We now briefly discuss our handling of frequent n-
grams (expressions). We handle n-grams by intro-
ducing new nodes to the graph GD(s); such a new
node u is a pair 〈t, t′〉, where t is a sequence of
n consecutive sp-tokens and t′ is a n-gram. The
weight of such a node u is rewarded for consti-
tuting a frequent or important n-gram. An exam-
ple of such a node is in the grey box of Figure 2,
where sandeep kohli is a bigram. Observe that
sandeep kohli may be deemed an important bi-

gram because it occurs as a sender of an email, and
not necessarily because it is frequent.

An advantage of our approach is avoidance
of over-scoring due to conflicting n-grams. For
example, consider the query textile import

expert, and assume that both textile import

and import export (with an “o” rather than an
“e”) are frequent bigrams. If the user referred to the
bigram textile import, then expert is likely to
be correct. But if she meant for import export,
then expert is misspelled. However, only one of
these two options can hold true, and we would like
textile import export to be rewarded only
once—for the bigram import export. This is
achieved in our approach, since a full path in GD(s)
may contain either a node for textile import or
a node for import export, but it cannot contain
nodes for both of these bigrams.

Finally, we note that our algorithm is in the spirit
of that of Cucerzan and Brill (2004), with a few in-
herent differences. In essence, a node in the graph
they construct corresponds to what we denote here
as 〈w,w′〉 in the special case where w is an actual
word of the query; that is, no re-tokenization is ap-
plied. They can split a word by comparing it to a bi-
gram. However, it is not clear how they can split into
non-bigrams (without a huge index) and to handle si-
multaneous merging and splitting as in our running
example (1). Furthermore, they translate bigram in-
formation into edge weights, which implies that the
above problem of over-rewarding due to conflicting
bigrams occurs.

3 Experimental Study

Our experimental study aims to investigate the ef-
fectiveness of our approach in various settings, as
we explain next.

3.1 Experimental Setup

We first describe our experimental setup, and specif-
ically the datasets and general methodology.

Datasets. The focus of our experimental study is
on personal email search; later on (Section 3.6),
we will consider (and give experimental results for)
a totally different setting—site search over www.
ibm.com, which is a massive and open domain.
Our dataset (for the email domain) is obtained from
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the Enron email collection (Bekkerman et al., 2004;
Klimt and Yang, 2004). Specifically, we chose the
three users with the largest number of emails. We re-
fer to the three email collections by the last names of
their owners: Farmer, Kaminski and Kitchen. Each
user mailbox is a separate domain, with a separate
corpus D, that one can search upon. Due to the ab-
sence of real user queries, we constructed our dataset
by conducting a user study, as described next.

For each user, we randomly sampled 50 emails
and divided them into 5 disjoint sets of 10 emails
each. We gave each 10-email set to a unique hu-
man subject that was asked to phrase two search
queries for each email: one for the entire email con-
tent (general query), and the other for the From and
X-From fields (sender query). (Figure 1 shows ex-
amples of the From and X-From fields.) The latter
represents queries posed against a specific field (e.g.,
using “advanced search”). The participants were not
told about the goal of this study (i.e., spelling correc-
tion), and the collected queries have no spelling er-
rors. For generating spelling errors, we implemented
a typo generator.1 This generator extends an online
typo generator (Seobook, 2010) that produces a vari-
ety of spelling errors, including skipped letter, dou-
bled letter, reversed letter, skipped space (merge),
missed key and inserted key; in addition, our gener-
ator produces inserted space (split). When applied
to a search query, our generator adds random typos
to each word, independently, with a specified prob-
ability p that is 50% by default. For each collected
query (and for each considered value of p) we gener-
ated 5 misspelled queries, and thereby obtained 250
instances of misspelled general queries and 250 in-
stances of misspelled sender queries.

Methodology. We compared the accuracy of
MaxPaths (Section 2) with three alternatives. The
first alternative is the open-source Jazzy, which
is a widely used spelling-correction tool based on
(weighted) edit distance. The second alternative is
the spelling correction provided by Google. We
provided Jazzy with our unigram index (as a dic-
tionary). However, we were not able to do so
with Google, as we used remote access via its Java
API (Google, 2010); hence, the Google tool is un-

1The queries and our typo generator are publicly available
at https://dbappserv.cis.upenn.edu/spell/.

aware of our domain, but is rather based on its
own statistics (from the World Wide Web). The
third alternative is what we call WordWise, which
applies word-level correction (Section 2.1) to each
input query term, independently. More precisely,
WordWise is a simplified version of MaxPaths,
where we forbid splitting and merging of words (i.e.,
only the original tokens are considered), and where
we do not take correlation into account.

Our emphasis is on correcting misspelled queries,
rather than recognizing correctly spelled queries,
due to the role of spelling in a search engine: we
wish to provide the user with the correct query upon
misspelling, but there is no harm in making a sug-
gestion for correctly spelled queries, except for vi-
sual discomfort. Hence, by default accuracy means
the number of properly corrected queries (within
the top-k suggestions) divided by the number of the
misspelled queries. An exception is in Section 3.5,
where we study the accuracy on correct queries.

Since MaxPaths and WordWise involve parame-
ter learning (SVM), the results for them are consis-
tently obtained by performing 5-folder cross valida-
tion over each collection of misspelled queries.

3.2 Fixed Error Probability
Here, we compare MaxPaths to the alternatives
when the error probability p is fixed (0.5). We con-
sider only the Kaminski dataset; the results for the
other two datasets are similar. Figure 4(a) shows the
accuracy, for general queries, of top-k suggestions
for k = 1, k = 3 and k = 10. Note that we can get
only one (top-1) suggestion from Google. As can
be seen, MaxPaths has the highest accuracy in all
cases. Moreover, the advantage of MaxPaths over
the alternatives increases as k increases, which indi-
cates potential for further improving MaxPaths.

Figure 4(b) shows the accuracy of top-k sugges-
tions for sender queries. Overall, the results are sim-
ilar to those of Figure 4(a), except that top-1 of both
WordWise and MaxPaths has a higher accuracy in
sender queries than in general queries. This is due
to the fact that the dictionaries of person names and
email addresses extracted from the X-From and
From fields, respectively, provide strong features
for the scoring function, since a sender query refers
to these two fields. In addition, the accuracy of
MaxPaths is further enhanced by exploiting the cor-
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Figure 4: Accuracy for Kaminski (misspelled queries)

relation between the first and last name of a person.

3.3 Impact of Error Probability
We now study the impact of the complexity of
spelling errors on our algorithm. For that, we mea-
sure the accuracy while the error probability p varies
from 10% to 90% (with gaps of 20%). The re-
sults are in Figure 4(c). Again, we show the results
only for Kaminski, since we get similar results for
the other two datasets. As expected, in all exam-
ined methods the accuracy decreases as p increases.
Now, not only does MaxPaths outperform the alter-
natives, its decrease (as well as that of WordWise) is
the mildest—13% as p increases from 10% to 90%
(while Google and Jazzy decrease by 23% or more).
We got similar results for the sender queries (and for
each of the three users).

3.4 Adaptiveness of Parameters
Obtaining the labeled data needed for parameter
learning entails a nontrivial manual effort. Ideally,
we would like to learn the parameters of MaxPaths
in one domain, and use them in similar domains.
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Figure 5: Accuracy for Farmer (misspelled queries)

More specifically, our desire is to use the parame-
ters learned over one corpus (e.g., the email collec-
tion of one user) on a second corpus (e.g., the email
collection of another user), rather than learning the
parameters again over the second corpus. In this set
of experiments, we examine the feasibility of that
approach. Specifically, we consider the user Farmer
and observe the accuracy of our algorithm with two
sets of parameters: the first, denoted by MaxPaths in
Figures 5(a) and 5(b), is learned within the Farmer
dataset, and the second, denoted by MaxPaths?, is
learned within the Kaminski dataset. Figures 5(a)
and 5(b) show the accuracy of the top-1 suggestion
for general queries and sender queries, respectively,
with varying error probabilities. As can be seen,
these results mean good news—the accuracies of
MaxPaths? and MaxPaths are extremely close (their
curves are barely distinguishable, as in most cases
the difference is smaller than 1%). We repeated this
experiment for Kitchen and Kaminski, and got sim-
ilar results.

3.5 Accuracy for Correct Queries
Next, we study the accuracy on correct queries,
where the task is to recognize the given query as cor-
rect by returning it as the top suggestion. For each
of the three users, we considered the 50 + 50 (gen-
eral + sender) collected queries (having no spelling
errors), and measured the accuracy, which is the
percentage of queries that are equal to the top sug-
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Table 3: Accuracy for Correct Queries
Dataset Google Jazzy MaxPaths

Kaminski (general) 90% 98% 94%
Kaminski (sender) 94% 98% 94%
Farmer (general) 96% 98% 96%
Farmer (sender) 96% 96% 92%

Kitchen (general) 86% 100% 92%
Kitchen (sender) 94% 100% 98%

gestion. Table 3 shows the results. Since Jazzy is
based on edit distance, it almost always gives the in-
put query as the top suggestion; the misses of Jazzy
are for queries that contain a word that is not the cor-
pus. MaxPaths is fairly close to the upper bound set
by Jazzy. Google (having no access to the domain)
also performs well, partly because it returns the in-
put query if no reasonable suggestion is found.

3.6 Applicability to Large-Scale Site Search

Up to now, our focus has been on email search,
which represents a restricted (closed) domain with
specialized knowledge (e.g., sender names). In this
part, we examine the effectiveness of our algorithm
in a totally different setting—large-scale site search
within www.ibm.com, a domain that is popular on
a world scale. There, the accuracy of Google is very
high, due to this domain’s popularity, scale, and full
accessibility on the Web. We crawled 10 million
documents in that domain to obtain the corpus. We
manually collected 1348 misspelled queries from
the log of search issued against developerWorks
(www.ibm.com/developerworks/) during a
week. To facilitate the manual collection of these
queries, we inspected each query with two or fewer
search results, after applying a random permutation
to those queries. Figure 6 shows the accuracy of
top-k suggestions. Note that the performance of
MaxPaths is very close to that of Google—only 2%
lower for top-1. For k = 3 and k = 10, MaxPaths
outperforms Jazzy and the top-1 of Google (from
which we cannot obtain top-k for k > 1).

3.7 Summary

To conclude, our experiments demonstrate various
important qualities of MaxPaths. First, it outper-
forms its alternatives, in both accuracy (Section 3.2)
and robustness to varying error complexities (Sec-
tion 3.3). Second, the parameters learned in one
domain (e.g., an email user) can be applied to sim-
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Figure 6: Accuracy for site search

ilar domains (e.g., other email users) with essen-
tially no loss in performance (Section 3.4). Third,
it is highly accurate in recognition of correct queries
(Section 3.5). Fourth, even when applied to large
(open) domains, it achieves a comparable perfor-
mance to the state-of-the-art Google spelling correc-
tion (Section 3.6). Finally, the higher performance
of MaxPaths on top-3 and top-10 corrections sug-
gests a potential for further improvement of top-1
(which is important since search engines often re-
strict their interfaces to only one suggestion).

4 Conclusions

We presented the algorithm MaxPaths for spelling
correction in domain-centric search. This algo-
rithm relies primarily on corpus statistics and do-
main knowledge (rather than on query logs). It can
handle a variety of spelling errors, and can incor-
porate different levels of spelling reliability among
different parts of the corpus. Our experimental study
demonstrates the superiority of MaxPaths over ex-
isting alternatives in the domain of email search, and
indicates its effectiveness beyond that domain.

In future work, we plan to explore how to utilize
additional domain knowledge to better estimate the
correlation between words. Particularly, from avail-
able auxiliary data (Fagin et al., 2010) and tools like
information extraction (Chiticariu et al., 2010), we
can infer and utilize type information from the cor-
pus (Li et al., 2006b; Zhu et al., 2007). For instance,
if kohli is of type person, and phone is highly cor-
related with person instances, then phone is highly
correlated with kohli even if the two words do not
frequently co-occur. We also plan to explore as-
pects of corpus maintenance in dynamic (constantly
changing) domains.
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Abstract

We present a novel approach to grammatical
error correction based on Alternating Struc-
ture Optimization. As part of our work, we
introduce the NUS Corpus of Learner En-
glish (NUCLE), a fully annotated one mil-
lion words corpus of learner English available
for research purposes. We conduct an exten-
sive evaluation for article and preposition er-
rors using various feature sets. Our exper-
iments show that our approach outperforms
two baselines trained on non-learner text and
learner text, respectively. Our approach also
outperforms two commercial grammar check-
ing software packages.

1 Introduction

Grammatical error correction (GEC) has been rec-
ognized as an interesting as well as commercially
attractive problem in natural language process-
ing (NLP), in particular for learners of English as
a foreign or second language (EFL/ESL).

Despite the growing interest, research has been
hindered by the lack of a large annotated corpus of
learner text that is available for research purposes.
As a result, the standard approach to GEC has been
to train an off-the-shelf classifier to re-predict words
in non-learner text. Learning GEC models directly
from annotated learner corpora is not well explored,
as are methods that combine learner and non-learner
text. Furthermore, the evaluation of GEC has been
problematic. Previous work has either evaluated on
artificial test instances as a substitute for real learner
errors or on proprietary data that is not available to

other researchers. As a consequence, existing meth-
ods have not been compared on the same test set,
leaving it unclear where the current state of the art
really is.

In this work, we aim to overcome both problems.
First, we present a novel approach to GEC based
on Alternating Structure Optimization (ASO) (Ando
and Zhang, 2005). Our approach is able to train
models on annotated learner corpora while still tak-
ing advantage of large non-learner corpora. Sec-
ond, we introduce the NUS Corpus of Learner En-
glish (NUCLE), a fully annotated one million words
corpus of learner English available for research pur-
poses. We conduct an extensive evaluation for ar-
ticle and preposition errors using six different fea-
ture sets proposed in previous work. We com-
pare our proposed ASO method with two baselines
trained on non-learner text and learner text, respec-
tively. To the best of our knowledge, this is the
first extensive comparison of different feature sets
on real learner text which is another contribution
of our work. Our experiments show that our pro-
posed ASO algorithm significantly improves over
both baselines. It also outperforms two commercial
grammar checking software packages in a manual
evaluation.

The remainder of this paper is organized as fol-
lows. The next section reviews related work. Sec-
tion 3 describes the tasks. Section 4 formulates GEC
as a classification problem. Section 5 extends this to
the ASO algorithm. The experiments are presented
in Section 6 and the results in Section 7. Section 8
contains a more detailed analysis of the results. Sec-
tion 9 concludes the paper.
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2 Related Work

In this section, we give a brief overview on related
work on article and preposition errors. For a more
comprehensive survey, see (Leacock et al., 2010).

The seminal work on grammatical error correc-
tion was done by Knight and Chander (1994) on arti-
cle errors. Subsequent work has focused on design-
ing better features and testing different classifiers,
including memory-based learning (Minnen et al.,
2000), decision tree learning (Nagata et al., 2006;
Gamon et al., 2008), and logistic regression (Lee,
2004; Han et al., 2006; De Felice, 2008). Work
on preposition errors has used a similar classifica-
tion approach and mainly differs in terms of the fea-
tures employed (Chodorow et al., 2007; Gamon et
al., 2008; Lee and Knutsson, 2008; Tetreault and
Chodorow, 2008; Tetreault et al., 2010; De Felice,
2008). All of the above works only use non-learner
text for training.

Recent work has shown that training on anno-
tated learner text can give better performance (Han
et al., 2010) and that the observed word used by
the writer is an important feature (Rozovskaya and
Roth, 2010b). However, training data has either
been small (Izumi et al., 2003), only partly anno-
tated (Han et al., 2010), or artificially created (Ro-
zovskaya and Roth, 2010b; Rozovskaya and Roth,
2010a).

Almost no work has investigated ways to combine
learner and non-learner text for training. The only
exception is Gamon (2010), who combined features
from the output of logistic-regression classifiers and
language models trained on non-learner text in a
meta-classifier trained on learner text. In this work,
we show a more direct way to combine learner and
non-learner text in a single model.

Finally, researchers have investigated GEC in
connection with web-based models in NLP (Lapata
and Keller, 2005; Bergsma et al., 2009; Yi et al.,
2008). These methods do not use classifiers, but rely
on simple n-gram counts or page hits from the Web.

3 Task Description

In this work, we focus on article and preposition er-
rors, as they are among the most frequent types of
errors made by EFL learners.

3.1 Selection vs. Correction Task

There is an important difference between training on
annotated learner text and training on non-learner
text, namely whether the observed word can be used
as a feature or not. When training on non-learner
text, the observed word cannot be used as a feature.
The word choice of the writer is “blanked out” from
the text and serves as the correct class. A classifier
is trained to re-predict the word given the surround-
ing context. The confusion set of possible classes
is usually pre-defined. This selection task formula-
tion is convenient as training examples can be cre-
ated “for free” from any text that is assumed to be
free of grammatical errors. We define the more re-
alistic correction task as follows: given a particular
word and its context, propose an appropriate correc-
tion. The proposed correction can be identical to the
observed word, i.e., no correction is necessary. The
main difference is that the word choice of the writer
can be encoded as part of the features.

3.2 Article Errors

For article errors, the classes are the three articles a,
the, and the zero-article. This covers article inser-
tion, deletion, and substitution errors. During train-
ing, each noun phrase (NP) in the training data is one
training example. When training on learner text, the
correct class is the article provided by the human
annotator. When training on non-learner text, the
correct class is the observed article. The context is
encoded via a set of feature functions. During test-
ing, each NP in the test set is one test example. The
correct class is the article provided by the human an-
notator when testing on learner text or the observed
article when testing on non-learner text.

3.3 Preposition Errors

The approach to preposition errors is similar to ar-
ticles but typically focuses on preposition substitu-
tion errors. In our work, the classes are 36 frequent
English prepositions (about, along, among, around,
as, at, beside, besides, between, by, down, during,
except, for, from, in, inside, into, of, off, on, onto,
outside, over, through, to, toward, towards, under,
underneath, until, up, upon, with, within, without),
which we adopt from previous work. Every prepo-
sitional phrase (PP) that is governed by one of the
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36 prepositions is one training or test example. We
ignore PPs governed by other prepositions.

4 Linear Classifiers for Grammatical
Error Correction

In this section, we formulate GEC as a classification
problem and describe the feature sets for each task.

4.1 Linear Classifiers
We use classifiers to approximate the unknown rela-
tion between articles or prepositions and their con-
texts in learner text, and their valid corrections. The
articles or prepositions and their contexts are repre-
sented as feature vectors X ∈ X . The corrections
are the classes Y ∈ Y .

In this work, we employ binary linear classifiers
of the form uTX where u is a weight vector. The
outcome is considered +1 if the score is positive and
−1 otherwise. A popular method for finding u is
empirical risk minimization with least square regu-
larization. Given a training set {Xi, Yi}i=1,...,n, we
aim to find the weight vector that minimizes the em-
pirical loss on the training data

û = arg min
u

(
1
n

n∑
i=1

L(uTXi, Yi) + λ ||u||2
)
,

(1)
where L is a loss function. We use a modification of
Huber’s robust loss function. We fix the regulariza-
tion parameter λ to 10−4. A multi-class classifica-
tion problem with m classes can be cast as m binary
classification problems in a one-vs-rest arrangement.
The prediction of the classifier is the class with the
highest score Ŷ = arg maxY ∈Y (uT

Y X). In earlier
experiments, this linear classifier gave comparable
or superior performance compared to a logistic re-
gression classifier.

4.2 Features
We re-implement six feature extraction methods
from previous work, three for articles and three for
prepositions. The methods require different lin-
guistic pre-processing: chunking, CCG parsing, and
constituency parsing.

4.2.1 Article Errors
• DeFelice The system in (De Felice, 2008) for

article errors uses a CCG parser to extract a

rich set of syntactic and semantic features, in-
cluding part of speech (POS) tags, hypernyms
from WordNet (Fellbaum, 1998), and named
entities.

• Han The system in (Han et al., 2006) relies on
shallow syntactic and lexical features derived
from a chunker, including the words before, in,
and after the NP, the head word, and POS tags.

• Lee The system in (Lee, 2004) uses a con-
stituency parser. The features include POS
tags, surrounding words, the head word, and
hypernyms from WordNet.

4.2.2 Preposition Errors
• DeFelice The system in (De Felice, 2008) for

preposition errors uses a similar rich set of syn-
tactic and semantic features as the system for
article errors. In our re-implementation, we do
not use a subcategorization dictionary, as this
resource was not available to us.

• TetreaultChunk The system in (Tetreault and
Chodorow, 2008) uses a chunker to extract
features from a two-word window around the
preposition, including lexical and POS n-
grams, and the head words from neighboring
constituents.

• TetreaultParse The system in (Tetreault et al.,
2010) extends (Tetreault and Chodorow, 2008)
by adding additional features derived from a
constituency and a dependency parse tree.

For each of the above feature sets, we add the ob-
served article or preposition as an additional feature
when training on learner text.

5 Alternating Structure Optimization

This section describes the ASO algorithm and shows
how it can be used for grammatical error correction.

5.1 The ASO algorithm

Alternating Structure Optimization (Ando and
Zhang, 2005) is a multi-task learning algorithm that
takes advantage of the common structure of multiple
related problems. Let us assume that we have m bi-
nary classification problems. Each classifier ui is a
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weight vector of dimension p. Let Θ be an orthonor-
mal h × p matrix that captures the common struc-
ture of the m weight vectors. We assume that each
weight vector can be decomposed into two parts:
one part that models the particular i-th classification
problem and one part that models the common struc-
ture

ui = wi + ΘTvi. (2)

The parameters [{wi,vi},Θ] can be learned by joint
empirical risk minimization, i.e., by minimizing the
joint empirical loss of the m problems on the train-
ing data

m∑
l=1

(
1
n

n∑
i=1

L
((

wl + ΘT vl

)T
Xl

i, Y
l
i

)
+ λ ||wl||2

)
.

(3)
The key observation in ASO is that the problems
used to find Θ do not have to be same as the target
problems that we ultimately want to solve. Instead,
we can automatically create auxiliary problems for
the sole purpose of learning a better Θ.

Let us assume that we have k target problems and
m auxiliary problems. We can obtain an approxi-
mate solution to Equation 3 by performing the fol-
lowing algorithm (Ando and Zhang, 2005):

1. Learn m linear classifiers ui independently.

2. Let U = [u1,u2, . . . ,um] be the p × m matrix
formed from the m weight vectors.

3. Perform Singular Value Decomposition (SVD) on
U : U = V1DV

T
2 . The first h column vectors of V1

are stored as rows of Θ.

4. Learn wj and vj for each of the target problems by
minimizing the empirical risk:

1
n

n∑
i=1

L
((

wj + ΘT vj

)T
Xi, Yi

)
+ λ ||wj ||2 .

5. The weight vector for the j-th target problem is:

uj = wj + ΘT vj .

5.2 ASO for Grammatical Error Correction
The key observation in our work is that the selection
task on non-learner text is a highly informative aux-
iliary problem for the correction task on learner text.
For example, a classifier that can predict the pres-
ence or absence of the preposition on can be help-
ful for correcting wrong uses of on in learner text,

e.g., if the classifier’s confidence for on is low but
the writer used the preposition on, the writer might
have made a mistake. As the auxiliary problems can
be created automatically, we can leverage the power
of very large corpora of non-learner text.

Let us assume a grammatical error correction task
with m classes. For each class, we define a bi-
nary auxiliary problem. The feature space of the
auxiliary problems is a restriction of the original
feature space X to all features except the observed
word: X\{Xobs}. The weight vectors of the aux-
iliary problems form the matrix U in Step 2 of the
ASO algorithm from which we obtain Θ through
SVD. Given Θ, we learn the vectors wj and vj ,
j = 1, . . . , k from the annotated learner text using
the complete feature space X .

This can be seen as an instance of transfer learn-
ing (Pan and Yang, 2010), as the auxiliary problems
are trained on data from a different domain (non-
learner text) and have a slightly different feature
space (X\{Xobs}). We note that our method is gen-
eral and can be applied to any classification problem
in GEC.

6 Experiments

6.1 Data Sets

The main corpus in our experiments is the NUS Cor-
pus of Learner English (NUCLE). The corpus con-
sists of about 1,400 essays written by EFL/ESL uni-
versity students on a wide range of topics, like en-
vironmental pollution or healthcare. It contains over
one million words which are completely annotated
with error tags and corrections. All annotations have
been performed by professional English instructors.
We use about 80% of the essays for training, 10% for
development, and 10% for testing. We ensure that
no sentences from the same essay appear in both the
training and the test or development data. NUCLE
is available to the community for research purposes.

On average, only 1.8% of the articles and 1.3%
of the prepositions in NUCLE contain an error.
This figure is considerably lower compared to other
learner corpora (Leacock et al., 2010, Ch. 3) and
shows that our writers have a relatively high profi-
ciency of English. We argue that this makes the task
considerably more difficult. Furthermore, to keep
the task as realistic as possible, we do not filter the
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test data in any way.
In addition to NUCLE, we use a subset of the

New York Times section of the Gigaword corpus1

and the Wall Street Journal section of the Penn Tree-
bank (Marcus et al., 1993) for some experiments.
We pre-process all corpora using the following tools:
We use NLTK2 for sentence splitting, OpenNLP3

for POS tagging, YamCha (Kudo and Matsumoto,
2003) for chunking, the C&C tools (Clark and Cur-
ran, 2007) for CCG parsing and named entity recog-
nition, and the Stanford parser (Klein and Manning,
2003a; Klein and Manning, 2003b) for constituency
and dependency parsing.

6.2 Evaluation Metrics
For experiments on non-learner text, we report ac-
curacy, which is defined as the number of correct
predictions divided by the total number of test in-
stances. For experiments on learner text, we report
F1-measure

F1 = 2× Precision× Recall
Precision + Recall

where precision is the number of suggested correc-
tions that agree with the human annotator divided
by the total number of proposed corrections by the
system, and recall is the number of suggested cor-
rections that agree with the human annotator divided
by the total number of errors annotated by the human
annotator.

6.3 Selection Task Experiments on WSJ Test
Data

The first set of experiments investigates predicting
articles and prepositions in non-learner text. This
primarily serves as a reference point for the correc-
tion task described in the next section. We train
classifiers as described in Section 4 on the Giga-
word corpus. We train with up to 10 million train-
ing instances, which corresponds to about 37 million
words of text for articles and 112 million words of
text for prepositions. The test instances are extracted
from section 23 of the WSJ and no text from the
WSJ is included in the training data. The observed
article or preposition choice of the writer is the class

1LDC2009T13
2www.nltk.org
3opennlp.sourceforge.net

we want to predict. Therefore, the article or prepo-
sition cannot be part of the input features. Our pro-
posed ASO method is not included in these experi-
ments, as it uses the observed article or preposition
as a feature which is only applicable when testing on
learner text.

6.4 Correction Task Experiments on NUCLE
Test Data

The second set of experiments investigates the pri-
mary goal of this work: to automatically correct
grammatical errors in learner text. The test instances
are extracted from NUCLE. In contrast to the previ-
ous selection task, the observed word choice of the
writer can be different from the correct class and the
observed word is available during testing. We inves-
tigate two different baselines and our ASO method.

The first baseline is a classifier trained on the Gi-
gaword corpus in the same way as described in the
selection task experiment. We use a simple thresh-
olding strategy to make use of the observed word
during testing. The system only flags an error if the
difference between the classifier’s confidence for its
first choice and the confidence for the observed word
is higher than a threshold t. The threshold parame-
ter t is tuned on the NUCLE development data for
each feature set. In our experiments, the value for t
is between 0.7 and 1.2.

The second baseline is a classifier trained on NU-
CLE. The classifier is trained in the same way as
the Gigaword model, except that the observed word
choice of the writer is included as a feature. The cor-
rect class during training is the correction provided
by the human annotator. As the observed word is
part of the features, this model does not need an ex-
tra thresholding step. Indeed, we found that thresh-
olding is harmful in this case. During training, the
instances that do not contain an error greatly out-
number the instances that do contain an error. To re-
duce this imbalance, we keep all instances that con-
tain an error and retain a random sample of q percent
of the instances that do not contain an error. The
undersample parameter q is tuned on the NUCLE
development data for each data set. In our experi-
ments, the value for q is between 20% and 40%.

Our ASO method is trained in the following way.
We create binary auxiliary problems for articles or
prepositions, i.e., there are 3 auxiliary problems for
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articles and 36 auxiliary problems for prepositions.
We train the classifiers for the auxiliary problems on
the complete 10 million instances from Gigaword in
the same ways as in the selection task experiment.
The weight vectors of the auxiliary problems form
the matrixU . We perform SVD to get U = V1DV

T
2 .

We keep all columns of V1 to form Θ. The target
problems are again binary classification problems
for each article or preposition, but this time trained
on NUCLE. The observed word choice of the writer
is included as a feature for the target problems. We
again undersample the instances that do not contain
an error and tune the parameter q on the NUCLE de-
velopment data. The value for q is between 20% and
40%. No thresholding is applied.

We also experimented with a classifier that is
trained on the concatenated data from NUCLE and
Gigaword. This model always performed worse than
the better of the individual baselines. The reason is
that the two data sets have different feature spaces
which prevents simple concatenation of the training
data. We therefore omit these results from the paper.

7 Results

The learning curves of the selection task experi-
ments on WSJ test data are shown in Figure 1. The
three curves in each plot correspond to different fea-
ture sets. Accuracy improves quickly in the be-
ginning but improvements get smaller as the size
of the training data increases. The best results are
87.56% for articles (Han) and 68.25% for prepo-
sitions (TetreaultParse). The best accuracy for ar-
ticles is comparable to the best reported results of
87.70% (Lee, 2004) on this data set.

The learning curves of the correction task ex-
periments on NUCLE test data are shown in Fig-
ure 2 and 3. Each sub-plot shows the curves of
three models as described in the last section: ASO
trained on NUCLE and Gigaword, the baseline clas-
sifier trained on NUCLE, and the baseline classifier
trained on Gigaword. For ASO, the x-axis shows
the number of target problem training instances. The
first observation is that high accuracy for the selec-
tion task on non-learner text does not automatically
entail high F1-measure on learner text. We also note
that feature sets with similar performance on non-
learner text can show very different performance on
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Figure 1: Accuracy for the selection task on WSJ
test data.

learner text. The second observation is that train-
ing on annotated learner text can significantly im-
prove performance. In three experiments (articles
DeFelice, Han, prepositions DeFelice), the NUCLE
model outperforms the Gigaword model trained on
10 million instances. Finally, the ASO models show
the best results. In the experiments where the NU-
CLE models already perform better than the Giga-
word baseline, ASO gives comparable or slightly
better results (articles DeFelice, Han, Lee, preposi-
tions DeFelice). In those experiments where neither
baseline shows good performance (TetreaultChunk,
TetreaultParse), ASO results in a large improvement
over either baseline. The best results are 19.29% F1-
measure for articles (Han) and 11.15% F1-measure
for prepositions (TetreaultParse) achieved by the
ASO model.

920



0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18

 1000  10000  100000  1e+06  1e+07

F
1

Number of training examples

ASO
NUCLE

GIGAWORD

(a) DeFelice

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18

0.20

 1000  10000  100000  1e+06  1e+07

F
1

Number of training examples

ASO
NUCLE

GIGAWORD

(b) Han

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

 1000  10000  100000  1e+06  1e+07

F
1

Number of training examples

ASO
NUCLE

GIGAWORD

(c) Lee

Figure 2: F1-measure for the article correction task on NUCLE test data. Each plot shows ASO and two
baselines for a particular feature set.
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Figure 3: F1-measure for the preposition correction task on NUCLE test data. Each plot shows ASO and
two baselines for a particular feature set.

8 Analysis

In this section, we analyze the results in more detail
and show examples from our test set for illustration.

Table 1 shows precision, recall, and F1-measure
for the best models in our experiments. ASO
achieves a higher F1-measure than either baseline.
We use the sign-test with bootstrap re-sampling for
statistical significance testing. The sign-test is a non-
parametric test that makes fewer assumptions than
parametric tests like the t-test. The improvements in
F1-measure of ASO over either baseline are statis-
tically significant (p < 0.001) for both articles and
prepositions.

The difficulty in GEC is that in many cases, more
than one word choice can be correct. Even with a
threshold, the Gigaword baseline model suggests too
many corrections, because the model cannot make
use of the observed word as a feature. This results in
low precision. For example, the model replaces as

Articles
Model Prec Rec F1

Gigaword (Han) 10.33 21.81 14.02
NUCLE (Han) 29.48 12.91 17.96
ASO (Han) 26.44 15.18 19.29

Prepositions
Model Prec Rec F1

Gigaword (TetreaultParse ) 4.77 14.81 7.21
NUCLE (DeFelice) 13.84 5.55 7.92
ASO (TetreaultParse) 18.30 8.02 11.15

Table 1: Best results for the correction task on NU-
CLE test data. Improvements for ASO over either
baseline are statistically significant (p < 0.001) for
both tasks.

with by in the sentence “This group should be cate-
gorized as the vulnerable group”, which is wrong.

In contrast, the NUCLE model learns a bias to-
wards the observed word and therefore achieves
higher precision. However, the training data is
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smaller and therefore recall is low as the model has
not seen enough examples during training. This is
especially true for prepositions which can occur in a
large variety of contexts. For example, the preposi-
tion in should be on in the sentence “... psychology
had an impact in the way we process and manage
technology”. The phrase “impact on the way” does
not appear in the NUCLE training data and the NU-
CLE baseline fails to detect the error.

The ASO model is able to take advantage of both
the annotated learner text and the large non-learner
text, thus achieving overall high F1-measure. The
phrase “impact on the way”, for example, appears
many times in the Gigaword training data. With the
common structure learned from the auxiliary prob-
lems, the ASO model successfully finds and corrects
this mistake.

8.1 Manual Evaluation

We carried out a manual evaluation of the best ASO
models and compared their output with two com-
mercial grammar checking software packages which
we call System A and System B. We randomly sam-
pled 1000 test instances for articles and 2000 test
instances for prepositions and manually categorized
each test instance into one of the following cate-
gories: (1) Correct means that both human and sys-
tem flag an error and suggest the same correction.
If the system’s correction differs from the human
but is equally acceptable, it is considered (2) Both
Ok. If the system identifies an error but fails to cor-
rect it, we consider it (3) Both Wrong, as both the
writer and the system are wrong. (4) Other Error
means that the system’s correction does not result
in a grammatical sentence because of another gram-
matical error that is outside the scope of article or
preposition errors, e.g., a noun number error as in
“all the dog”. If the system corrupts a previously
correct sentence it is a (5) False Flag. If the hu-
man flags an error but the system does not, it is a
(6) Miss. (7) No Flag means that neither the human
annotator nor the system flags an error. We calculate
precision by dividing the count of category (1) by the
sum of counts of categories (1), (3), and (5), and re-
call by dividing the count of category (1) by the sum
of counts of categories (1), (3), and (6). The results
are shown in Table 2. Our ASO method outperforms
both commercial software packages. Our evalua-

Articles
ASO System A System B

(1) Correct 4 1 1
(2) Both Ok 16 12 18
(3) Both Wrong 0 1 0
(4) Other Error 1 0 0
(5) False Flag 1 0 4
(6) Miss 3 5 6
(7) No Flag 975 981 971
Precision 80.00 50.00 20.00
Recall 57.14 14.28 14.28
F1 66.67 22.21 16.67

Prepositions
ASO System A System B

(1) Correct 3 3 0
(2) Both Ok 35 39 24
(3) Both Wrong 0 2 0
(4) Other Error 0 0 0
(5) False Flag 5 11 1
(6) Miss 12 11 15
(7) No Flag 1945 1934 1960
Precision 37.50 18.75 0.00
Recall 20.00 18.75 0.00
F1 26.09 18.75 0.00

Table 2: Manual evaluation and comparison with
commercial grammar checking software.

tion shows that even commercial software packages
achieve low F1-measure for article and preposition
errors, which confirms the difficulty of these tasks.

9 Conclusion

We have presented a novel approach to grammati-
cal error correction based on Alternating Structure
Optimization. We have introduced the NUS Corpus
of Learner English (NUCLE), a fully annotated cor-
pus of learner text. Our experiments for article and
preposition errors show the advantage of our ASO
approach over two baseline methods. Our ASO ap-
proach also outperforms two commercial grammar
checking software packages in a manual evaluation.
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Abstract

We consider the problem of correcting errors
made by English as a Second Language (ESL)
writers and address two issues that are essen-
tial to making progress in ESL error correction
- algorithm selection and model adaptation to
the first language of the ESL learner.

A variety of learning algorithms have been
applied to correct ESL mistakes, but often
comparisons were made between incompara-
ble data sets. We conduct an extensive, fair
comparison of four popular learning methods
for the task, reversing conclusions from ear-
lier evaluations. Our results hold for different
training sets, genres, and feature sets.

A second key issue in ESL error correction
is the adaptation of a model to the first lan-
guage of the writer. Errors made by non-native
speakers exhibit certain regularities and, as we
show, models perform much better when they
use knowledge about error patterns of the non-
native writers. We propose a novel way to
adapt a learned algorithm to the first language
of the writer that is both cheaper to imple-
ment and performs better than other adapta-
tion methods.

1 Introduction

There has been a lot of recent work on correct-
ing writing mistakes made by English as a Second
Language (ESL) learners (Izumi et al., 2003; Eeg-
Olofsson and Knuttson, 2003; Han et al., 2006; Fe-
lice and Pulman, 2008; Gamon et al., 2008; Tetreault
and Chodorow, 2008; Elghaari et al., 2010; Tetreault
et al., 2010; Gamon, 2010; Rozovskaya and Roth,

2010c). Most of this work has focused on correcting
mistakes in article and preposition usage, which are
some of the most common error types among non-
native writers of English (Dalgish, 1985; Bitchener
et al., 2005; Leacock et al., 2010). Examples below
illustrate some of these errors:

1. “They listen to None*/the lecture carefully.”
2. “He is an engineer with a passion to*/for what he

does.”

In (1) the definite article is incorrectly omitted. In
(2), the writer uses an incorrect preposition.

Approaches to correcting preposition and article
mistakes have adopted the methods of the context-
sensitive spelling correction task, which addresses
the problem of correcting spelling mistakes that re-
sult in legitimate words, such as confusing their
and there (Carlson et al., 2001; Golding and Roth,
1999). A candidate set or a confusion set is defined
that specifies a list of confusable words, e.g., {their,
there}. Each occurrence of a confusable word in text
is represented as a vector of features derived from a
context window around the target, e.g., words and
part-of-speech tags. A classifier is trained on text
assumed to be error-free. At decision time, for each
word in text, e.g. there, the classifier predicts the
most likely candidate from the corresponding con-
fusion set {their, there}.

Models for correcting article and preposition er-
rors are similarly trained on error-free native English
text, where the confusion set includes all articles
or prepositions (Izumi et al., 2003; Eeg-Olofsson
and Knuttson, 2003; Han et al., 2006; Felice and
Pulman, 2008; Gamon et al., 2008; Tetreault and
Chodorow, 2008; Tetreault et al., 2010).
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Although the choice of a particular learning al-
gorithm differs, with the exception of decision trees
(Gamon et al., 2008), all algorithms used are lin-
ear learning algorithms, some discriminative (Han
et al., 2006; Felice and Pulman, 2008; Tetreault
and Chodorow, 2008; Rozovskaya and Roth, 2010c;
Rozovskaya and Roth, 2010b), some probabilistic
(Gamon et al., 2008; Gamon, 2010), or “counting”
(Bergsma et al., 2009; Elghaari et al., 2010).

While model comparison has not been the goal
of the earlier studies, it is quite common to com-
pare systems, even when they are trained on dif-
ferent data sets and use different features. Further-
more, since there is no shared ESL data set, sys-
tems are also evaluated on data from different ESL
sources or even on native data. Several conclusions
have been made when comparing systems devel-
oped for ESL correction tasks. A language model
was found to outperform a maximum entropy classi-
fier (Gamon, 2010). However, the language model
was trained on the Gigaword corpus, 17 · 109 words
(Linguistic Data Consortium, 2003), a corpus sev-
eral orders of magnitude larger than the corpus used
to train the classifier. Similarly, web-based models
built on Google Web1T 5-gram Corpus (Bergsma et
al., 2009) achieve better results when compared to a
maximum entropy model that uses a corpus 10, 000
times smaller (Chodorow et al., 2007)1.

In this work, we compare four popular learning
methods applied to the problem of correcting prepo-
sition and article errors and evaluate on a common
ESL data set. We compare two probabilistic ap-
proaches – Naı̈ve Bayes and language modeling; a
discriminative algorithm Averaged Perceptron; and a
count-based method SumLM (Bergsma et al., 2009),
which, as we show, is very similar to Naı̈ve Bayes,
but with a different free coefficient. We train our
models on data from several sources, varying train-
ing sizes and feature sets, and show that there are
significant differences in the performance of these
algorithms. Contrary to previous results (Bergsma et
al., 2009; Gamon, 2010), we find that when trained
on the same data with the same features, Averaged
Perceptron achieves the best performance, followed
by Naı̈ve Bayes, then the language model, and fi-
nally the count-based approach. Our results hold for

1These two models also use different features.

training sets of different sizes, genres, and feature
sets. We also explain the performance differences
from the perspective of each algorithm.

The second important question that we address is
that of adapting the decision to the source language
of the writer. Errors made by non-native speakers
exhibit certain regularities. Adapting a model so
that it takes into consideration the specific error pat-
terns of the non-native writers was shown to be ex-
tremely helpful in the context of discriminative clas-
sifiers (Rozovskaya and Roth, 2010c; Rozovskaya
and Roth, 2010b). However, this method requires
generating new training data and training a separate
classifier for each source language. Our key contri-
bution here is a novel, simple, and elegant adaptation
method within the framework of the Naı̈ve Bayes
algorithm, which yields even greater performance
gains. Specifically, we show how the error patterns
of the non-native writers can be viewed as a different
distribution on candidate priors in the confusion set.
Following this observation, we train Naı̈ve Bayes in
a traditional way, regardless of the source language
of the writer, and then, only at decision time, change
the prior probabilities of the model from the ones
observed in the native training data to the ones corre-
sponding to error patterns in the non-native writer’s
source language (Section 4). A related idea has been
applied in Word Sense Disambiguation to adjust the
model priors to a new domain with different sense
distributions (Chan and Ng, 2005).

The paper has two main contributions. First, we
conduct a fair comparison of four learning algo-
rithms and show that the discriminative approach
Averaged Perceptron is the best performing model
(Sec. 3). Our results do not support earlier conclu-
sions with respect to the performance of count-based
models (Bergsma et al., 2009) and language mod-
els (Gamon, 2010). In fact, we show that SumLM
is comparable to Averaged Perceptron trained with
a 10 times smaller corpus, and language model is
comparable to Averaged Perceptron trained with a 2
times smaller corpus.

The second, and most significant, of our contribu-
tions is a novel way to adapt a model to the source
language of the writer, without re-training the model
(Sec. 4). As we show, adapting to the source lan-
guage of the writer provides significant performance
improvement, and our new method also performs
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better than previous, more complicated methods.
Section 2 presents the theoretical component of

the linear learning framework. In Section 3, we
describe the experiments, which compare the four
learning models. Section 4 presents the key result of
this work, a novel method of adapting the model to
the source language of the learner.

2 The Models

The standard approach to preposition correction
is to cast the problem as a multi-class classifica-
tion task and train a classifier on features defined
on the surrounding context2. The model selects
the most likely candidate from the confusion set,
where the set of candidates includes the top n most
frequent English prepositions. Our confusion set
includes the top ten prepositions3: ConfSet =
{on, from, for, of, about, to, at, in, with, by}. We
use p to refer to a candidate preposition from
ConfSet.

Let preposition context denote the preposition and
the window around it. For instance, “a passion to
what he” is a context for window size 2. We use
three feature sets, varying window size from 2 to 4
words on each side (see Table 1). All feature sets
consist of word n-grams of various lengths span-
ning p and all the features are of the form s−kps+m,
where s−k and s+m denote k words before and m
words after p; we show two 3-gram features for il-
lustration:

1. a passion p
2. passion p what

We implement four linear learning models: the
discriminative method Averaged Perceptron (AP);
two probabilistic methods – a language model (LM)
and Naı̈ve Bayes (NB); and a “counting” method
SumLM (Bergsma et al., 2009).

Each model produces a score for a candidate in
the confusion set. Since all of the models are lin-
ear, the hypotheses generated by the algorithms dif-
fer only in the weights they assign to the features

2We also report one experiment on the article correction
task. We take the preposition correction task as an example;
the article case is treated in the same way.

3This set of prepositions is also considered in other works,
e.g. (Rozovskaya and Roth, 2010b). The usage of the ten most
frequent prepositions accounts for 82% of all preposition errors
(Leacock et al., 2010).

Feature Preposition context N-gram
set lengths
Win2 a passion [to] what he 2,3,4
Win3 with a passion [to] what he does 2,3,4
Win4 engineer with a passion [to] what he does . 2,3,4,5

Table 1: Description of the three feature sets used in
the experiments. All feature sets consist of word n-grams
of various lengths spanning the preposition and vary by
n-gram length and window size.

Method Free Coefficient Feature weights
AP bias parameter mistake-driven
LM λ · prior(p)

∑
vl◦vr

λvr · log(P (u|vr))

NB log(prior(p)) log(P (f |p))
SumLM |F (S, p)| · log(C(p)) log(P (f |p))

Table 2: Summary of the learning methods. C(p) de-
notes the number of times preposition p occurred in train-
ing. λ is a smoothing parameter, u is the rightmost word
in f , vl ◦ vr denotes all concatenations of substrings vl

and vr of feature f without u.

(Roth, 1998; Roth, 1999). Thus a score computed
by each of the models for a preposition p in the con-
text S can be expressed as follows:

g(S, p) = C(p) +
∑

f∈F (S,p)

wa(f), (1)

where F (S, p) is the set of features active in con-
text S relative to preposition p, wa(f) is the weight
algorithm a assigns to feature f ∈ F , and C(p) is
a free coefficient. Predictions are made using the
winner-take-all approach: argmaxpg(S, p). The al-
gorithms make use of the same feature set F and
differ only by how the weights wa(f) and C(p) are
computed. Below we explain how the weights are
determined in each method. Table 2 summarizes the
four approaches.

2.1 Averaged Perceptron

Discriminative classifiers represent the most com-
mon learning paradigm in error correction. AP (Fre-
und and Schapire, 1999) is a discriminative mistake-
driven online learning algorithm. It maintains a vec-
tor of feature weights w and processes one training
example at a time, updating w if the current weight
assignment makes a mistake on the training exam-
ple. In the case of AP, the C(p) coefficient refers to
the bias parameter (see Table 2).
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We use the regularized version of AP in Learn-
ing Based Java4 (LBJ, (Rizzolo and Roth, 2007)).
While classical Perceptron comes with a generaliza-
tion bound related to the margin of the data, Aver-
aged Perceptron also comes with a PAC-like gener-
alization bound (Freund and Schapire, 1999). This
linear learning algorithm is known, both theoreti-
cally and experimentally, to be among the best linear
learning approaches and is competitive with SVM
and Logistic Regression, while being more efficient
in training. It also has been shown to produce state-
of-the-art results on many natural language applica-
tions (Punyakanok et al., 2008).

2.2 Language Modeling
Given a feature f = s−kps+m, let u denote the
rightmost word in f and vl ◦ vr denote all concate-
nations of substrings vl and vr of feature f without
u. The language model computes several probabil-
ities of the form P (u|vr). If f =“with a passion
p what”, then u =“what”, and vr ∈ {“with a pas-
sion p”, “a passion p”, “passion p”, “p” }. In prac-
tice, these probabilities are smoothed and replaced
with their corresponding log values, and the total
weight contribution of f to the scoring function of
p is

∑
vl◦vr

λvr · log(P (u|vr)). In addition, this
scoring function has a coefficient that only depends
on p: C(p) = λ · prior(p) (see Table 2). The prior
probability of a candidate p is:

prior(p) =
C(p)∑

q∈ConfSetC(q)
, (2)

where C(p) and C(q) denote the number of
times preposition p and q, respectively, occurred in
the training data. We implement a count-based
LM with Jelinek-Mercer linear interpolation as a
smoothing method5 (Chen and Goodman, 1996),
where each n-gram length, from 1 to n, is associated
with an interpolation smoothing weight λ. Weights
are optimized on a held-out set of ESL sentences.

Win2 and Win3 features correspond to 4-gram
LMs and Win4 to 5-gram LMs. Language models
are trained with SRILM (Stolcke, 2002).

4LBJ can be downloaded from http://cogcomp.cs.
illinois.edu.

5Unlike other LM methods, this approach allows us to train
LMs on very large data sets. Although we found that backoff
LMs may perform slightly better, they still maintain the same
hierarchy in the order of algorithm performance.

2.3 Naı̈ve Bayes
NB is another linear model, which is often hard to
beat using more sophisticated approaches. NB ar-
chitecture is also particularly well-suited for adapt-
ing the model to the first language of the writer (Sec-
tion 4). Weights in NB are determined, similarly to
LM, by the feature counts and the prior probability
of each candidate p (Eq. (2)). For each candidate
p, NB computes the joint probability of p and the
feature space F , assuming that the features are con-
ditionally independent given p:

g(S, p) = log{prior(p) ·
∏

f∈F (S,p)

P (f |p)}

= log(prior(p)) +

+
∑

f∈F (S,p)

log(P (f |p)) (3)

NB weights and its free coefficient are also summa-
rized in Table 2.

2.4 SumLM
For candidate p, SumLM (Bergsma et al., 2009)6

produces a score by summing over the logs of all
feature counts:

g(S, p) =
∑

f∈F (S,p)

log(C(f))

=
∑

f∈F (S,p)

log(P (f |p)C(p))

= |F (S, p)|C(p) +
∑

f∈F (S,p)

log(P (f |p))

where C(f) denotes the number of times n-gram
feature f was observed with p in training. It should
be clear from equation 3 that SumLM is very similar
to NB, with a different free coefficient (Table 2).

3 Comparison of Algorithms

3.1 Evaluation Data
We evaluate the models using a corpus of ESL es-
says, annotated7 by native English speakers (Ro-
zovskaya and Roth, 2010a). For each preposition

6SumLM is one of several related methods proposed in this
work; its accuracy on the preposition selection task on native
English data nearly matches the best model, SuperLM (73.7%
vs. 75.4%), while being much simpler to implement.

7The annotation of the ESL corpus can be downloaded from
http://cogcomp.cs.illinois.edu.
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Source Prepositions Articles
language Total Incorrect Total Incorrect
Chinese 953 144 1864 150
Czech 627 28 575 55
Italian 687 43 - -
Russian 1210 85 2292 213
Spanish 708 52 - -
All 4185 352 4731 418

Table 3: Statistics on prepositions and articles in the
ESL data. Column Incorrect denotes the number of
cases judged to be incorrect by the annotator.

(article) used incorrectly, the annotator indicated the
correct choice. The data include sentences by speak-
ers of five first languages. Table 3 shows statistics by
the source language of the writer.

3.2 Training Corpora

We use two training corpora. The first corpus,
WikiNYT, is a selection of texts from English
Wikipedia and the New York Times section of the
Gigaword corpus and contains 107 preposition con-
texts. We build models of 3 sizes8: 106, 5 · 106, and
107.

To experiment with larger data sets, we use the
Google Web1T 5-gram Corpus, which is a collec-
tion of n-gram counts of length one to five over a
corpus of 1012 words. The corpus contains 2.6 ·1010

prepositions. We refer to this corpus as GoogleWeb.
We stress that GoogleWeb does not contain com-

plete sentences, but only n-gram counts. Thus, we
cannot generate training data for AP for feature sets
Win3 and Win4: Since the algorithm does not as-
sume feature independence, we need to have 7 and
9-word sequences, respectively, with a preposition
in the middle (as shown in Table 1) and their corpus
frequencies. The other three models can be eval-
uated with the n-gram counts available. For exam-
ple, we compute NB scores by obtaining the count
of each feature independently, e.g. the count for left
context 5-gram “engineer with a passion p” and right
context 5-gram “p what he does .”, due to the con-
ditional independence assumption that NB makes.
On GoogleWeb, we train NB, SumLM, and LM with
three feature sets: Win2, Win3, and Win4.

From GoogleWeb, we also generate a smaller
training set of size 108: We use 5-grams with
a preposition in the middle and generate a new

8Training size refers to the number of preposition contexts.

count, proportional to the size of the smaller cor-
pus9. For instance, a preposition 5-gram with a
count of 2600 in GoogleWeb, will have a count of
10 in GoogleWeb-108.

3.3 Results

Our key results of the fair comparison of the four
algorithms are shown in Fig. 1 and summarized in
Table 4. The table shows that AP trained on 5 · 106

preposition contexts performs as well as NB trained
on 107 (i.e., with twice as much data; the perfor-
mance of LM trained on 107 contexts is better than
that of AP trained with 10 times less data (106), but
not as good as that of AP trained with half as much
data (5·106); AP outperforms SumLM, when the lat-
ter uses 10 times more data. Fig. 1 demonstrates the
performance results reported in Table 4; it shows the
behavior of different systems with respect to preci-
sion and recall on the error correction task. We gen-
erate the curves by varying the decision threshold on
the confidence of the classifier (Carlson et al., 2001)
and propose a correction only when the confidence
of the classifier is above the threshold. A higher pre-
cision and a lower recall are obtained when the de-
cision threshold is high, and vice versa.

Key results
AP > NB > LM > SumLM
AP ∼ 2 ·NB
5 ·AP > 10 · LM > AP
AP > 10 · SumLM

Table 4: Key results on the comparison of algorithms.
2 ·NB refers to NB trained with twice as much data as
AP ; 10 · LM refers to LM trained with 10 times more
data asAP ; 10·SumLM refers to SumLM trained with
10 times more data as AP . These results are also shown
in Fig. 1.

We now show a fair comparison of the four algo-
rithms for different window sizes, training data and
training sizes. Figure 2 compares the models trained
on WikiNY T -107 corpus for Win4. AP is the su-
perior model, followed by NB, then LM, and finally
SumLM.

Results for other training sizes and feature10 set
9Scaling down GoogleWeb introduces some bias but we be-

lieve that it should not have an effect on our experiments.
10We have also experimented with additional POS-based fea-

tures that are commonly used in these tasks and observed simi-
lar behavior.
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Figure 1: Algorithm comparison across different
training sizes. (WikiNYT, Win3). AP (106 preposition
contexts) performs as well as SumLM with 10 times more
data, and LM requires at least twice as much data to
achieve the performance of AP.

configurations show similar behavior and are re-
ported in Table 5, which provides model compari-
son in terms of Average Area Under Curve (AAUC,
(Hanley and McNeil, 1983)). AAUC is a measure
commonly used to generate a summary statistic and
is computed here as an average precision value over
12 recall points (from 5 to 60):

AAUC =
1

12
·

12∑
i=1

Precision(i · 5)

The Table also shows results on the article correc-
tion task11.

Training data Feature Performance (AAUC)
set AP NB LM SumLM

WikiNY T -5 · 106 Win3 26 22 20 13
WikiNY T -107 Win4 33 28 24 16
GoogleWeb-108 Win2 30 29 28 15
GoogleWeb Win4 - 44 41 32
Article
WikiNY T -5 · 106 Win3 40 39 - 30

Table 5: Performance Comparison of the four algo-
rithms for different training data, training sizes, and win-
dow sizes. Each row shows results for training data of the
same size. The last row shows performance on the article
correction task. All other results are for prepositions.

11We do not evaluate the LM approach on the article correc-
tion task, since with LM it is difficult to handle missing article
errors, one of the most common error types for articles, but the
expectation is that it will behave as it does for prepositions.
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Figure 2: Model Comparison for training data of the
same size: Performance of models for feature set Win4
trained on WikiNY T -107.

3.3.1 Effects of Window Size
We found that expanding window size from 2 to 3

is helpful for all of the models, but expanding win-
dow to 4 is only helpful for the models trained on
GoogleWeb (Table 6). Compared to Win3, Win4 has
five additional 5-gram features. We look at the pro-
portion of features in the ESL data that occurred in
two corpora: WikiNY T -107 and GoogleWeb (Ta-
ble 7). We observe that only 4% of test 5-grams oc-
cur inWikiNY T -107. This number goes up 7 times
to 28% for GoogleWeb, which explains why increas-
ing the window size is helpful for this model. By
comparison, a set of native English sentences (dif-
ferent from the training data) has 50% more 4-grams
and about 3 times more 5-grams, because ESL sen-
tences often contain expressions not common for na-
tive speakers.

Training data Performance (AAUC)
Win2 Win3 Win4

GoogleWeb 35 39 44

Table 6: Effect of Window Size in terms ofAAUC. Per-
formance improves, as the window increases.

4 Adapting to Writer’s Source Language

In this section, we discuss adapting error correction
systems to the first language of the writer. Non-
native speakers make mistakes in a systematic man-
ner, and errors often depend on the first language of
the writer (Lee and Seneff, 2008; Rozovskaya and

929



Test Train N-gram length
2 3 4 5

ESL WikiNY T -107 98% 66% 22% 4%
Native WikiNY T -107 98% 67% 32% 13%
ESL GoogleWeb 99% 92% 64% 28%
Native-B09 GoogleWeb - 99% 93% 70%

Table 7: Feature coverage for ESL and native data.
Percentage of test n-gram features that occurred in train-
ing. Native refers to data from Wikipedia and NYT. B09
refers to statistics from Bergsma et al. (2009).

Roth, 2010a). For instance, a Chinese learner of
English might say “congratulations to this achieve-
ment” instead of “congratulations on this achieve-
ment”, while a Russian speaker might say “congrat-
ulations with this achievement”.

A system performs much better when it makes use
of knowledge about typical errors. When trained
on annotated ESL data instead of native data, sys-
tems improve both precision and recall (Han et al.,
2010; Gamon, 2010). Annotated data include both
the writer’s preposition and the intended (correct)
one, and thus the knowledge about typical errors is
made available to the system.

Another way to adapt a model to the first language
is to generate in native training data artificial errors
mimicking the typical errors of the non-native writ-
ers (Rozovskaya and Roth, 2010c; Rozovskaya and
Roth, 2010b). Henceforth, we refer to this method,
proposed within the discriminative framework AP,
as AP-adapted. To determine typical mistakes, error
statistics are collected on a small set of annotated
ESL sentences. However, for the model to use these
language-specific error statistics, a separate classi-
fier for each source language needs to be trained.

We propose a novel adaptation method, which
shows performance improvement over AP-adapted.
Moreover, this method is much simpler to imple-
ment, since there is no need to train per source lan-
guage; only one classifier is trained. The method
relies on the observation that error regularities can
be viewed as a distribution on priors over the cor-
rection candidates. Given a preposition s in text, the
prior for candidate p is the probability that p is the
correct preposition for s. If a model is trained on na-
tive data without adaptation to the source language,
candidate priors correspond to the relative frequen-
cies of the candidates in the native training data.
More importantly, these priors remain the same re-

gardless of the source language of the writer or of
the preposition used in text. From the model’s per-
spective, it means that a correction candidate, for
example to, is equally likely given that the author’s
preposition is for or from, which is clearly incorrect
and disagrees with the notion that errors are regular
and language-dependent.

We use the annotated ESL data and define
adapted candidate priors that are dependent on the
author’s preposition and the author’s source lan-
guage. Let s be a preposition appearing in text by
a writer of source language L1, and p a correction
candidate. Then the adapted prior of p given s is:

prior(p, s, L1) =
CL1(s, p)

CL1(s)
,

where CL1(s) denotes the number of times s ap-
peared in the ESL data by L1 writers, and CL1(s, p)
denotes the number of times p was the correct prepo-
sition when s was used by an L1 writer.

Table 8 shows adapted candidate priors for two
author’s choices – when an ESL writer used on and
at – based on the data from Chinese learners. One
key distinction of the adapted priors is the high prob-
ability assigned to the author’s preposition: the new
prior for on given that it is also the preposition found
in text is 0.70, vs. the 0.07 prior based on the native
data. The adapted prior of preposition p, when p is
used, is always high, because the majority of prepo-
sitions are used correctly. Higher probabilities are
also assigned to those candidates that are most often
observed as corrections for the author’s preposition.
For example, the adapted prior for at when the writer
chose on is 0.10, since on is frequently incorrectly
chosen instead of at.

To determine a mechanism to inject the adapted
priors into a model, we note that while all of our
models use priors in some way, NB architecture di-
rectly specifies the prior probability as one of its pa-
rameters (Sec. 2.3). We thus train NB in a traditional
way, on native data, and then replace the prior com-
ponent in Eq. (3) with the adapted prior, language
and preposition dependent, to get the score for p of
the NB-adapted model:

g(S, p) = log{prior(p, s, L1) ·
∏

f∈F (S,p)

P (f |p)}
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Candidate Global Adapted prior
prior author’s prior author’s prior

choice choice
of 0.25 on 0.03 at 0.02
to 0.22 on 0.06 at 0.00
in 0.15 on 0.04 at 0.16
for 0.10 on 0.00 at 0.03
on 0.07 on 0.70 at 0.09
by 0.06 on 0.00 at 0.02

with 0.06 on 0.04 at 0.00
at 0.04 on 0.10 at 0.75

from 0.04 on 0.00 at 0.02
about 0.01 on 0.03 at 0.00

Table 8: Examples of adapted candidate priors for
two author’s choices – on and at – based on the er-
rors made by Chinese learners. Global prior denotes
the probability of the candidate in the standard model
and is based on the relative frequency of the candidate
in native training data. Adapted priors are dependent on
the author’s preposition and the author’s first language.
Adapted priors for the author’s choice are very high.
Other candidates are given higher priors if they often ap-
pear as corrections for the author’s choice.

We stress that in the new method there is no need
to train per source language, as with previous adap-
tion methods. Only one model is trained, and only
at decision time, we change the prior probabilities of
the model. Also, while we need a lot of data to train
the model, only one parameter depends on annotated
data. Therefore, with rather small amounts of data, it
is possible to get reasonably good estimates of these
prior parameters.

In the experiments below, we compare four mod-
els: AP, NB AP-adapted and NB-adapted. AP-
adapted is the adaptation through artificial errors
and NB-adapted is the method proposed here. Both
of the adapted models use the same error statistics in
k-fold cross-validation (CV): We randomly partition
the ESL data into k parts, with each part tested on
the model that uses error statistics estimated on the
remaining k − 1 parts. We also remove all prepo-
sition errors that occurred only once (23% of all er-
rors) to allow for a better evaluation of the adapted
models. Although we observe similar behavior on
all the data, the models especially benefit from the
adapted priors when a particular error occurred more
than once. Since the majority of errors are not due
to chance, we focus on those errors that the writers
will make repeatedly.

Fig. 3 shows the four models trained on
WikiNY T -107. First, we note that the adapted
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Figure 3: Adapting to Writer’s Source Language. NB-
adapted is the method proposed here. AP-adapted and
NB-adapted results are obtained using 2-fold CV, with
50% of the ESL data used for estimating the new priors.
All models are trained on WikiNY T -107.

models outperform their non-adapted counterparts
with respect to precision. Second, for the recall
points less than 20%, the adapted models obtain very
similar precision values. This is interesting, espe-
cially because NB does not perform as well as AP, as
we also showed in Sec. 3.3. Thus, NB-adapted not
only improves over NB, but its gap compared to the
latter is much wider than the gap between the AP-
based systems. Finally, an important performance
distinction between the two adapted models is the
loss in recall exhibited by AP-adapted – its curve is
shorter because AP-adapted is very conservative and
does not propose many corrections. In contrast, NB-
adapted succeeds in improving its precision over NB
with almost no recall loss.

To evaluate the effect of the size of the data used
to estimate the new priors, we compare the perfor-
mance of NB-adapted models in three settings: 2-
fold CV, 10-fold CV, and Leave-One-Out (Figure 4).
In 2-fold CV, priors are estimated on 50% of the ESL
data, in 10-fold on 90%, and in Leave-One-Out on
all data but the testing example. Figure 4 shows the
averaged results over 5 runs of CV for each setting.
The model converges very quickly: there is almost
no difference between 10-fold CV and Leave-One-
Out, which suggests that we can get a good estimate
of the priors using just a little annotated data.

Table 9 compares NB and NB-adapted for two
corpora: WikiNY T -107 and GoogleWeb. Since
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Figure 4: How much data are needed to estimate
adapted priors. Comparison of NB-adapted models
trained on GoogleWeb that use different amounts of data
to estimate the new priors. In 2-fold CV, priors are es-
timated on 50% of the data; in 10-fold on 90% of the
data; in Leave-One-Out, the new priors are based on all
the data but the testing example.

GoogleWeb is several orders of magnitude larger,
the adapted model behaves better for this corpus.

So far, we have discussed performance in terms
of precision and recall, but we can also discuss it
in terms of accuracy, to see how well the algorithm
is performing compared to the baseline on the task.
Following Rozovskaya and Roth (2010c), we con-
sider as the baseline the accuracy of the ESL data
before applying the model12, or the percentage of
prepositions used correctly in the test data. From
Table 3, the baseline is 93.44%13. Compared to
this high baseline, NB trained on WikiNY T -107

achieves an accuracy of 93.54, and NB-adapted
achieves an accuracy of 93.9314.

Training data Algorithms
NB NB-adapted

WikiNY T -107 29 53
GoogleWeb 38 62

Table 9: Adapting to writer’s source language. Re-
sults are reported in terms of AAUC. NB-adapted is the
model with adapted priors. Results for NB-adapted are
based on 10-fold CV.

12Note that this baseline is different from the majority base-
line used in the preposition selection task, since here we have
the author’s preposition in text.

13This is the baseline after removing the singleton errors.
14We select the best accuracy among different values that can

be achieved by varying the decision threshold.

5 Conclusion

We have addressed two important issues in ESL
error correction, which are essential to making
progress in this task. First, we presented an exten-
sive, fair comparison of four popular linear learning
models for the task and demonstrated that there are
significant performance differences between the ap-
proaches. Since all of the algorithms presented here
are linear, the only difference is in how they learn
the weights. Our experiments demonstrated that the
discriminative approach (AP) is able to generalize
better than any of the other models. These results
correct earlier conclusions, made with incompara-
ble data sets. The model comparison was performed
using two popular tasks – correcting errors in article
and preposition usage – and we expect that our re-
sults will generalize to other ESL correction tasks.

The second, and most important, contribution of
the paper is a novel method that allows one to
adapt the learned model to the source language of
the writer. We showed that error patterns can be
viewed as a distribution on priors over the correc-
tion candidates and proposed a method of injecting
the adapted priors into the learned model. In ad-
dition to performing much better than the previous
approaches, this method is also very cheap to im-
plement, since it does not require training a separate
model for each source language, but adapts the sys-
tem to the writer’s language at decision time.
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Abstract

Automated grammar correction techniques
have seen improvement over the years, but
there is still much room for increased perfor-
mance. Current correction techniques mainly
focus on identifying and correcting a specific
type of error, such as verb form misuse or
preposition misuse, which restricts the correc-
tions to a limited scope. We introduce a novel
technique, based on a noisy channel model,
which can utilize the whole sentence context
to determine proper corrections. We show
how to use the EM algorithm to learn the pa-
rameters of the noise model, using only a data
set of erroneous sentences, given the proper
language model. This frees us from the bur-
den of acquiring a large corpora of corrected
sentences. We also present a cheap and effi-
cient way to provide automated evaluation re-
sults for grammar corrections by using BLEU
and METEOR, in contrast to the commonly
used manual evaluations.

1 Introduction

The process of editing written text is performed by
humans on a daily basis. Humans work by first
identifying the writer’s intent, and then transform-
ing the text so that it is coherent and error free. They
can read text with several spelling errors and gram-
matical errors and still easily identify what the au-
thor originally meant to write. Unfortunately, cur-
rent computer systems are still far from such ca-
pabilities when it comes to the task of recogniz-
ing incorrect text input. Various approaches have
been taken, but to date it seems that even many

spell checkers such as Aspell do not take context
into consideration, which prevents them from find-
ing misspellings which have the same form as valid
words. Also, current grammar correction systems
are mostly rule-based, searching the text for de-
fined types of rule violations in the English gram-
mar. While this approach has had some success in
finding various grammatical errors, it is confined to
specifically defined errors.

In this paper, we approach this problem by mod-
eling various types of human errors using a noisy
channel model (Shannon, 1948). Correct sentences
are produced by a predefined generative proba-
bilistic model, and lesioned by the noise model.
We learn the noise model parameters using an
expectation-maximization (EM) approach (Demp-
ster et al., 1977; Wu, 1983). Our model allows us
to deduce the original intended sentence by looking
for the the highest probability parses over the entire
sentence, which leads to automated whole sentence
spelling and grammar correction based on contex-
tual information.

In Section 2, we discuss previous work, followed
by an explanation of our model and its implementa-
tion in Sections 3 and 4. In Section 5 we present
a novel technique for evaluating the task of auto-
mated grammar and spelling correction, along with
the data set we collected for our experiments. Our
experiment results and discussion are in Section 6.
Section 7 concludes this paper.

2 Background

Much of the previous work in the domain of auto-
mated grammar correction has focused on identi-934



fying grammatical errors. Chodorow and Leacock
(2000) used an unsupervised approach to identify-
ing grammatical errors by looking for contextual
cues in a ±2 word window around a target word.
To identify errors, they searched for cues which did
not appear in the correct usage of words. Eeg-
olofsson and Knutsson (2003) used rule-based meth-
ods to approach the problem of discovering preposi-
tion and determiner errors of L2 writers, and var-
ious classifier-based methods using Maximum En-
tropy models have also been proposed (Izumi et al.,
2003; Tetreault and Chodorow, 2008; De Felice and
Pulman, 2008). Some classifier-based methods can
be used not only to identify errors, but also to deter-
mine suggestions for corrections by using the scores
or probabilities from the classifiers for other possi-
ble words. While this is a plausible approach for
grammar correction, there is one fundamental dif-
ference between this approach and the way humans
edit. The output scores of classifiers do not take into
account the observed erroneous word, changing the
task of editing into a fill-in-the-blank selection task.
In contrast, editing makes use of the writer’s erro-
neous word which often encompasses information
neccessary to correctly deduce the writer’s intent.

Generation-based approaches to grammar correc-
tion have also been taken, such as Lee and Sen-
eff (2006), where sentences are paraphrased into an
over-generated word lattice, and then parsed to se-
lect the best rephrasing. As with the previously men-
tioned approaches, these approaches often have the
disadvantage of ignoring the writer’s selected word
when used for error correction instead of just error
detection.

Other work which relates to automated grammar
correction has been done in the field of machine
translation. Machine translation systems often gen-
erate output which is grammatically incorrect, and
automated post-editing systems have been created to
address this problem. For instance, when translat-
ing Japanese to English, the output sentence needs
to be edited to include the correct articles, since the
Japanese language does not contain articles. Knight
and Chander (1994) address the problem of select-
ing the correct article for MT systems. These types
of systems could also be used to facilitate grammar
correction.

While grammar correction can be used on the out-

put of MT systems, note that the task of grammar
correction itself can also be thought of as a machine
translation task, where we are trying to ‘translate’ a
sentence from an ‘incorrect grammar’ language to
a ‘correct grammar’ language. Under this idea, the
use of statistical machine translation techniques to
correct grammatical errors has also been explored.
Brockett et al. (2006) uses phrasal SMT techniques
to identify and correct mass noun errors of ESL stu-
dents. Désilets and Hermet (2009) use a round-trip
translation from L2 to L1 and back to L2 to cor-
rect errors using an SMT system, focusing on errors
which link back to the writer’s native language.

Despite the underlying commonality between the
tasks of machine translation and grammar correc-
tion, there is a practical difference in that the field
of grammar correction suffers from a lack of good
quality parallel corpora. While machine translation
has taken advantage of the plethora of translated
documents and books, from which various corpora
have been built, the field of grammar correction does
not have this luxury. Annotated corpora of gram-
matical errors do exist, such as the NICT Japanese
Learner of English corpus and the Chinese Learner
English Corpus (Shichun and Huizhong, 2003), but
the lack of definitive corpora often makes obtaining
data for use in training models a task within itself,
and often limits the approaches which can be taken.

Using classification or rule-based systems for
grammatical error detection has proven to be suc-
cessful to some extent, but many approaches are not
sufficient for real-world automated grammar correc-
tion for various of reasons. First, as we have already
mentioned, classification systems and generation-
based systems do not make full use of the given
data when trying to make a selection. This limits the
system’s ability to make well-informed edits which
match the writer’s original intent. Second, many of
the systems start with the assumption that there is
only one type of error. However, ESL students often
make several combined mistakes in one sentence.
These combined mistakes can throw off error detec-
tion/correction schemes which assume that the rest
of the sentence is correct. For example, if a student
erroneously writes ‘much poeple’ instead of ‘many
people’, a system trying to correct ‘many/much’ er-
rors may skip correction of much to many because it
does not have any reference to the misspelled word935



‘poeple’. Thus there are advantages in looking at the
sentence as a whole, and creating models which al-
low several types of errors to occur within the same
sentence. We now present our model, which sup-
ports the addition of various types of errors into one
combined model, and derives its response by using
the whole of the observed sentence.

3 Base Model

Our noisy channel model consists of two main com-
ponents, a base language model and a noise model.
The base language model is a probabilistic lan-
guage model which generates an ‘error-free’ sen-
tence1 with a given probability. The probabilistic
noise model then takes this sentence and decides
whether or not to make it erroneous by inserting
various types of errors, such as spelling mistakes,
article choice errors, wordform choice errors, etc.,
based on its parameters (see Figure 1 for example).
Using this model, we can find the posterior proba-
bility p(Sorig|Sobs) using Bayes rule where Sorig is
the original sentence created by our base language
model, and Sobs is the observed erroneous sentence.

p(Sorig|Sobs) =
p(Sobs|Sorig)p(Sorig)

p(Sobs)

For the language model, we can use various
known probabilistic models which already have de-
fined methods for learning the parameters, such as
n-gram models or PCFGs. For the noise model, we
need some way to learn the parameters for the mis-
takes that a group of specified writers (such as Ko-
rean ESL students) make. We address this issue in
Section 4.

Using this model, we can find the highest likeli-
hood error-free sentence for an observed output sen-
tence by tracing all possible paths from the language
model through the noise model and ending in the ob-
served sentence as output.

4 Implementation

To actually implement our model, we use a bigram
model for the base language model, and various
noise models which introduce spelling errors, ar-
ticle choice errors, preposition choice errors, etc.

1In reality, the language model will most likely produce sen-
tences with errors as seen by humans, but from the modeling
perspective, we assume that the language model is a perfect rep-
resentation of the language for our task.

Figure 1: Example of noisy channel model

All models are implemented using weighted finite-
state tranducers (wFST). For operations on the wF-
STs, we use OpenFST (Allauzen et al., 2007), along
with expectation semiring code supplied by Markus
Dryer for Dreyer et al. (2008).

4.1 Base language model

The base language model is a bigram model imple-
mented by using a weighted finite-state transducer
(wFST). The model parameters are learned from
the British National Corpus modified to use Amer-
ican English spellings with Kneser-Ney smoothing.
To lower our memory usage, only bigrams whose
words are found in the observed sentences, or are
determined to be possible candidates for the correct
words of the original sentence (due to the noise mod-
els) are used. While we use a bigram model here for
simplicity, any probabilistic language model having
a tractable intersection with wFSTs could be used.
For the bigram model, each state in the wFST rep-
resents a bigram context, except the end state. The
arcs of the wFST are set so that the weight is the bi-
gram probability of the output word given the con-
text specified by the from state, and the output word
is a word of the vocabulary. Thus, given a set of n
words in the vocabulary, the language model wFST
had one start state, from which n arcs extended to
each of their own context states. From each of these
nodes, n + 1 arcs extend to each of the n context
states and the end state. Thus the number of states
in the language model is n + 2 and the number of
arcs is O(n2).

4.2 Noise models

For our noise model, we created a weighted finite-
state transducer (wFST) which accepts error-free in-
put, and outputs erroneous sentences with a spec-
ified probability. To model various types of human
errors, we created several different noise models and936



Figure 2: Example of noise model

composed them together, creating a layered noise
model. The noise models we implement are spelling
errors, article choice errors, preposition choice er-
rors, and insertion errors, which we will explain in
more detail later in this section.

The basic design of each noise wFST starts with
an initial state, which is also the final state of the
wFST. For each word found in the language model,
an arc going from the initial state to itself is created,
with the input and output values set as the word.
These arcs model the case of no error being made.
In addition to these arcs, arcs representing prediction
errors are also inserted. For example, in the article
choice error model, an arc is added for each possible
(input, output) article pair, such as a:an for making
the mistake of writing an instead of a. The weights
of the arcs are the probabilities of introducing errors,
given the input word from the language model. For
example, the noise model shown in Figure 2 shows
a noise model in which a will be written correctly
with a probability of 0.9, and will be changed to an
or the with probabilities 0.03 and 0.07, respectively.
For this model to work correctly, the setting of the
probabilities for each error is required. How this is
done is explained in Section 4.3.

4.2.1 Spelling errors
The spelling error noise model accounts for

spelling errors made by writers. For spelling er-
rors, we allowed all spelling errors which were
a Damerau-Levenshtein distance of 1 (Damerau,
1964; Levenshtein, 1966). While allowing a DL dis-
tance of 2 or higher may likely have better perfor-
mance, the model was constrained to a distance of 1
due to memory constraints. We specified one param-
eter λn for each possible word length n. This param-
eter is the total probability of making a spelling error
for a given word length. For each word length we

distributed the probability of each possible spelling
error equally. Thus for word length n, we have
n deletion errors, 25n substitution errors, n − 1
transposition errors, and 26(n + 1) insertion er-
rors, and the probability for each possible error is

λn
n+25n+n−1+26(n+1) . We set the maximum word
length for spelling errors to 22, giving us 22 param-
eters.

4.2.2 Article choice errors
The article choice error noise model simulates in-

correct selection of articles. In this model we learn
n(n−1) parameters, one for each article pair. Since
there are only 3 articles (a, an, the), we only have 6
parameters for this model.

4.2.3 Preposition choice errors
The preposition choice error noise model simu-

lates incorrect selection of prepositions. We take
the 12 most commonly misused prepositions by ESL
writers (Gamon et al., 2009) and specify one param-
eter for each preposition pair, as we do in the article
choice error noise model, giving us a total of 132
parameters.

4.2.4 Wordform choice errors
The wordform choice error noise model simulates

choosing the incorrect wordform of a word. For ex-
ample, choosing the incorrect tense of a verb (e.g.
went→go), or the incorrect number marking on a
noun or verb (e.g. are→is) would be a part of this
model. This error model has one parameter for every
number of possible inflections, up to a maximum of
12 inflections, giving us 12 parameters. The param-
eter is the total probability of choosing the wrong
inflection of a word, and the probability is spread
evenly between each possible inflection. We used
CELEX (Baayen et al., 1995) to find all the possible
wordforms of each observed word.

4.2.5 Word insertion errors
The word insertion error model simulates the ad-

dition of extraneous words to the original sentence.
We create a list of words by combining the prepo-
sitions and articles found in the article choice and
preposition choice errors. We assume that the words
on the list have a probability of being inserted erro-
neously. There is a parameter for each word, which937



is the probability of that word being inserted. Thus
we have 15 parameters for this noise model.

4.3 Learning noise model parameters

To achieve maximum performance, we wish to learn
the parameters of the noise models. If we had a
large set of erroneous sentences, along with a hand-
annotated list of the specific errors and their correc-
tions, it would be possible to do some form of super-
vised learning to find the parameters. We looked at
the NICT Japanese Learner of English (JLE) corpus,
which is a corpus of transcripts of 1,300 Japanese
learners’ English oral proficiency interview. This
corpus has been annotated using an error tagset
(Izumi et al., 2004). However, because the JLE cor-
pus is a set of transcribed sentences, it is in a differ-
ent domain from our task. The Chinese Learner En-
glish Corpus (CLEC) contains erroneous sentences
which have been annotated, but the CLEC corpus
had too many manual errors, such as typos, as well
as many incorrect annotations, making it very diffi-
cult to automate the processing. Many of the correc-
tions themselves were also incorrect. We were not
able to find of a set of annotated errors which fit our
task, nor are we aware that such a set exists. Instead,
we collected a large data set of possibly erroneous
sentences from Korean ESL students (Section 5.1).
Since these sentences are not annotated, we need to
use an unsupervised learning method to learn our pa-
rameters.

To learn the parameters of the noise models, we
assume that the collected sentences are random out-
put of our model, and train our model using the
EM algorithm. This was done by making use of
the V -expectation semiring (Eisner, 2002). The
V -expectation semiring is a semiring in which the
weight is defined as R≥0 × V , where R can be used
to keep track of the probability, and V is a vector
which can be used to denote arc traversal counts or
feature counts. The weight for each of the arcs in the
noise models was set so that the real value was the
probability and the vector V denoted which choice
(having a specified error or not) was made by select-
ing the arc. We create a generative language-noise
model by composing the language model wFST with
the noise model wFSTs, as shown in Figure 3. By
using the expectation semiring, we can keep track of
the probability of each path going over an erroneous

0

1a:a/0.6

2

an:an/0.4

3
cat:cat/1

4
ear:ear/1

5

ε:ε/1

ε:ε/1

0

a:a/0.95[0.95,0]

a:an/0.05[0,0.05]

an:an/1

cat:cat/1
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0
1

a:a/0.57[0.57,0]

a:an/0.03[0,0.03]
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an:an/0.4
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5

ε:ε/1
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Figure 3: Example of language model (top) and noise
model (middle) wFST composition. The vector of the
V -expectation semiring weight is in brackets. The first
value of the vector denotes no error being made on writ-
ing ‘a’ and the second value denotes the error of writing
‘an’ instead of ‘a’

arc or non-erroneous arc.

Once our model is set up for the E step using the
initial parameters, we must compute the expected
number of noise model arc traversals for use in cal-
culating our new parameters. To do this, we need to
find all possible paths resulting in the observed sen-
tence as output, for each observed sentence. Then,
for each possible path, we need to calculate the prob-
ability of the path given the output sentence, and get
the expected counts of going over each erroneous
and error-free arc to learn the parameters of the noise
model. To find a wFST with just the possible paths
for each observed sentence, we can compose the
language-noise wFST with the observed sentence
wFST. The observed sentence wFST is created in
the following manner. Given an observed sentence,
an initial state is created. For each word in the sen-
tence, in the order appearing in the sentence, a new
state is added, and an arc is created going from the
previously added state to the newly added state. The
new arc takes the observed word as input and also
uses it as output. The weight/probability for each
arc is set to 1. Composing the sentence wFST with
the language-noise wFST has the effect of restricting
the new wFST to only have sentences which out-
put the observed sentence from the language-noise
wFST. We now have a new wFST where all valid
paths are the paths which can produce the observed938



sentence. To find the total weight of all paths, we
first change all input and output symbols into the
empty string. Since all arcs in this wFST are ep-
silon arcs, we can use the epsilon-removal operation
(Mohri, 2002), which will reduce the wFST to one
state with no arcs. This operation combines the to-
tal weight of all paths into the final weight of the
sole state, giving us the total expectation value for
that sentence. By doing this for each sentence, and
adding the expectation values for each sentence, we
can easily compute the expectation step, from which
we can find the maximizing parameters and update
our parameters accordingly.

4.4 Finding the maximum likelihood correction
Once the parameters are learned, we can use our
model to find the maximum likelihood error-free
sentence. This is done by again creating the lan-
guage model and noise model with the learned pa-
rameters, but this time we set the weights of the
noise model to just the probabilities, using the log
semiring, since we do not need to keep track of ex-
pected values. We also set the language model input
for each arc to be the same word as the output, in-
stead of using an empty string. Once again, we com-
pose the language model with the noise models. We
create a sentence wFST using the observed sentence
we wish to correct, the same way the observed sen-
tence wFST for training was created. This is now
composed with the language-noise wFST. Now all
we need to do is find the shortest path (when using
minus-log probabilities) of the new wFST, and the
input to that path will be our corrected sentence.

5 Experiment

We now present the data set and evaluation tech-
nique used for our experiments.

5.1 Data Set
To train our noise models, we collected around
25,000 essays comprised of 478,350 sentences writ-
ten by Korean ESL students preparing for the
TOEFL writing exam. These were collected from
open web postings by Korean ESL students ask-
ing for advice on their writing samples. In order
to automate the process, a program was written to
download the posts, and discard the posts that were
deemed too short to be TOEFL writing samples.

Also discarded were the posts that had a “[re” or
“re..” in the title. Next, all sentences containing
Korean were removed, after which some characters
were changed so that they were in ASCII form. The
remaining text was separated into sentences solely
by punctuation marks ., !, and ?. This resulted in the
478,350 sentences stated above. Due to the process,
some of the sentences collected are actually sen-
tence fragments, where punctuation had been mis-
used. For training and evaluation purposes, the data
set was split into a test set with 504 randomly se-
lected sentences, an evaluation set of 1017 randomly
selected sentences, and a training set composed of
the remaining sentences.

5.2 Evaluation technique

In the current literature, grammar correction tasks
are often manually evaluated for each output cor-
rection, or evaluated by taking a set of proper sen-
tences, artificially introducing some error, and see-
ing how well the algorithm fixes the error. Man-
ual evaluation of automatic corrections may be the
best method for getting a more detailed evaluation,
but to do manual evaluation for every test output re-
quires a large amount of human resources, in terms
of both time and effort. In the case where artificial
lesioning is introduced, the lesions may not always
reflect the actual errors found in human data, and
it is difficult to replicate the actual tendency of hu-
mans to make a variety of different mistakes in a
single sentence. Thus, this method of evaluation,
which may be suitable for evaluating the correction
performance of specific grammatical errors, would
not be fit for evaluating our model’s overall perfor-
mance. For evaluation of the given task, we have
incorporated evaluation techniques based on current
evaluation techniques used in machine translation,
BLEU (Papineni et al., 2002) and METEOR (Lavie
and Agarwal, 2007).

Machine translation addresses the problem of
changing a sentence in one language to a sentence of
another. The task of correcting erroneous sentences
can also be thought of as translating a sentence from
a given language A, to another language B, where A
is a broken language, and B is the correct language.
Under this context, we can apply machine trans-
lation evaluation techniques to evaluate the perfor-
mance of our system. Our model’s sentence correc-939



tions can be thought of as the output translation to be
evaluated. In order to use BLEU and METEOR, we
need to have reference translations on which to score
our output. As we have already explained in section
5.1, we have a collection of erroneous sentences, but
no corrections. To obtain manually corrected sen-
tences for evaluation, the test and evaluation set sen-
tences and were put on Amazon Mechanical Turk as
a correction task. Workers residing in the US were
asked to manually correct the sentences in the two
sets. Workers had a choice of selecting ‘Impossi-
ble to understand’, ‘Correct sentence’, or ‘Incorrect
sentence’, and were asked to correct the sentences
so no spelling errors, grammatical errors, or punctu-
ation errors were present. Each sentence was given
to 8 workers, giving us a set of 8 or fewer corrected
sentences for each erroneous sentence. We asked
workers not to completely rewrite the sentences, but
to maintain the original structure as much as pos-
sible. Each hit was comprised of 6 sentences, and
the reward for each hit was 10 cents. To ensure the
quality of our manually corrected sentences, a native
English speaker research assistant went over each of
the ‘corrected’ sentences and marked them as cor-
rect or incorrect. We then removed all the incorrect
‘corrections’.

Using our manually corrected reference sen-
tences, we evaluate our model’s correction perfor-
mance using METEOR and BLEU. Since METEOR
and BLEU are fully automated after we have our ref-
erence translations (manual corrections), we can run
evaluation on our tests without any need for further
manual input. While these two evaluation methods
were created for machine translation, they also have
the potential of being used in the field of grammar
correction evaluation. One difference between ma-
chine translation and our task is that finding the right
lemma is in itself something to be rewarded in MT,
but is not sufficient for our task. In this respect, eval-
uation of grammar correction should be more strict.
Thus, for METEOR, we used the ‘exact’ module for
evaluation.

To validate our evaluation method, we ran a sim-
ple test by calculating the METEOR and BLEU
scores for the observed sentences, and compared
them with the scores for the manually corrected sen-
tences, to test for an expected increase. The scores
for each correction were evaluated using the set of

METEOR BLEU
Original ESL sentences 0.8327 0.7540

Manual corrections 0.9179 0.8786

Table 1: BLEU and METEOR scores for ESL sentences
vs manual corrections on 100 randomly chosen sentences

METEOR BLEU
Aspell 0.824144 0.719713

Spelling noise model 0.825001 0.722383

Table 2: Aspell vs Spelling noise model

corrected sentences minus the correction sentence
being evaluated. For example, let us say we have the
observed sentence o, and correction sentences c1, c2,
c3 and c4 from Mechanical Turk. We run METEOR
and BLEU on both o and c1 using c2, c3 and c4 as
the reference set. We repeat the process for o and c2,
using c1, c3 and c4 as the reference, and so on, until
we have run METEOR and BLEU on all 4 correction
sentences. With a set of 100 manually labeled sen-
tences, the average METEOR score for the ESL sen-
tences was 0.8327, whereas the corrected sentences
had an average score of 0.9179. For BLEU, the av-
erage scores were 0.7540 and 0.8786, respectively,
as shown in Table 1. Thus, we have confirmed that
the corrected sentences score higher than the ESL
sentence. It is also notable that finding corrections
for the sentences is a much easier task than finding
various correct translations, since the task of editing
is much easier and can be done by a much larger set
of qualified people.

6 Results

For our experiments, we used 2000 randomly se-
lected sentences for training, and a set of 1017 an-
notated sentences for evaluation. We also set aside
a set of 504 annotated sentences as a development
set. With the 2000 sentence training, the perfor-
mance generally converged after around 10 itera-
tions of EM.

6.1 Comparison with Aspell

To check how well our spelling error noise model is
doing, we compared the results of using the spelling
error noise model with the output results of using
the GNU Aspell 0.60.6 spelling checker. Since we940



METEOR ↑ ↓ BLEU ↑ ↓
ESL Baseline 0.821000 0.715634
Spelling only 0.825001 49 5 0.722383 53 8
Spelling, Article 0.825437 55 6 0.723022 59 9
Spelling, Preposition 0.824157 52 17 0.720702 55 19
Spelling, Wordform 0.825654 81 25 0.723599 85 27
Spelling, Insertion 0.825041 52 5 0.722564 56 8

Table 3: Average evaluation scores for various noise models run on 1017 sentences, along with counts of sentences
with increased (↑) and decreased (↓) scores. All improvements are significant by the binomial test at p < 0.001

are using METEOR and BLEU for our evaluation
metric, we needed to get a set of corrected sentences
for using Aspell. Aspell lists the suggested spelling
corrections of misspelled words in a ranked order, so
we replaced each misspelled word found by Aspell
with the word with the highest rank (lowest score)
for the Aspell corrections. One difference between
Aspell and our model is that Aspell only corrects
words which do not appear in the dictionary, while
our method looks at all words, even those found in
the dictionary. Thus our model can correct words
which look correct by themselves, but seem to be
incorrect due to the bigram context. Another differ-
ence is that Aspell has the capability to split words,
whereas our model does not allow the insertion of
spaces. A comparison of the scores is shown in Ta-
ble 2. We can see that our model has better per-
formance, due to better word selection, despite the
advantage that Aspell has by using phonological in-
formation to find the correct word, and the disadvan-
tage that our model is restricted to spellings which
are within a Damerau-Levenstein distance of 1. This
is due to the fact that our model is context-sensitive,
and can use other information in addition to the mis-
spelled word. For example, the sentence ‘In contast,
high prices of products would be the main reason
for dislike.’ was edited in Aspell by changing ‘con-
tast’ to ‘contest’, while our model correctly selected
‘contrast’. The sentence ‘So i can reach the theater
in ten minuets by foot’ was not edited by Aspell, but
our model changed ‘minuets’ to ‘minutes’. Another
difference that can be seen by looking through the
results is that Aspell changes every word not found
in the dictionary, while our algorithm allows words
it has not seen by treating them as unknown tokens.
Since we are using smoothing, these tokens are left
in place if there is no other high probability bigram

to take its place. This helps leave intact the proper
nouns and words not in the vocabulary.

6.2 Noise model performance and output

Our next experiment was to test the performance of
our model on various types of errors. Table 3 shows
the BLEU and METEOR scores of our various error
models, along with the number of sentences achiev-
ing improved and reduced scores. As we have al-
ready seen in section 6.1, the spelling error model
increases the evaluation scores from the ESL base-
line. Adding in the article choice error model and
the word insertion error models in addition to the
spelling error noise model increases the BLEU score
performance of finding corrections. Upon observ-
ing the outputs of the corrections on the develop-
ment set, we found that the corrections changing
a to an were all correct. Changes between a and
the were sometimes correct, and sometimes incor-
rect. For example, ‘which makes me know a exis-
tence about’ was changed to ‘which makes me know
the existence about’, ‘when I am in a trouble.’ was
changed to ‘when I am in the trouble.’, and ‘many
people could read a nonfiction books’ was changed
to ‘many people could read the nonfiction books’.
For the last correction, the manual corrections all
changed the sentence to contain ‘many people could
read a nonfiction book’, bringing down the evalu-
ation score. Overall, the article corrections which
were being made seemed to change the sentence for
the better, or left it at the same quality.

The preposition choice error model decreased the
performance of the system overall. Looking through
the development set corrections, we found that many
correct prepositions were being changed to incorrect
prepositions. For example, in the sentence ‘Distrust
about desire between two have been growing in their941



relationship.’, about was changed to of, and in ‘As
time goes by, ...’, by was changed to on. Since these
changes were not found in the manual corrections,
the scores were decreased.

For wordform errors, the BLEU and METEOR
scores both increased. While the wordform choice
noise model had the most sentences with increased
scores, it also had the most sentences with decreased
scores. Overall, it seems that to correct wordform
errors, more context than just the preceding and fol-
lowing word are needed. For example, in the sen-
tence ‘There are a lot of a hundred dollar phones in
the market.’, phones was changed to phone. To infer
which is correct, you would have to have access to
the previous context ‘a lot of’. Another example is
‘..., I prefer being indoors to going outside ...’, where
going was changed to go. These types of cases illus-
trate the restrictions of using a bigram model as the
base language model.

The word insertion error model was restricted to
articles and 12 prepositions, and thus did not make
many changes, but was correct when it did. One
thing to note is that since we are using a bigram
model for the language model, the model itself is
biased towards shorter sentences. Since we only in-
cluded words which were needed when they were
used, we did not run into problems with this bias.
When we tried including a large set of commonly
used words, we found that many of the words were
being erased because of the bigrams models proba-
bilistic preference for shorter sentences.

6.3 Limitations of the bigram language model

Browsing through the development set data, we
found that many of our model’s incorrect ‘correc-
tions’ were the result of using a bigram model as our
language model. For example, ‘.., I prefer being in-
doors to going outside in that...’ was changed to ‘..,
I prefer being indoors to go outside in that...’. From
the bigram model, the probabilities p(go to) and
p(outside go) are both higher than p(going to) and
p(outside going), respectively. To infer that going
is actually correct, we would need to know the previ-
ous context, that we are comparing ‘being indoors’
to ‘going outside’. Unfortunately, since we are using
a bigram model, this is not possible. These kind of
errors are found throughout the corrections. It seems
likely that making use of a language model which

can keep track of this kind of information would in-
crease the performance of the correction model by
preventing these kinds of errors.

7 Conclusion and future work

We have introduced a novel way of finding grammar
and spelling corrections, which uses the EM algo-
rithm to train the parameters of our noisy channel
approach. One of the benefits of this approach is that
it does not require a parallel set of erroneous sen-
tences and their corrections. Also, our model is not
confined to a specific error, and various error models
may be added on. For training our noise model, all
that is required is finding erroneous data sets. De-
pending on which domain you are training on, this
can also be quite feasible as we have shown by our
collection of Korean ESL students’ erroneous writ-
ing samples. Our data set could have been for ESL
students of any native language, or could also be a
data set of other groups such as young native En-
glish speakers, or the whole set of English speakers
for grammar correction. Using only these data sets,
we can train our noisy channel model, as we have
shown using a bigram language model, and a wFST
for our noise model. We have also shown how to use
weighted finite-state transducers and the expectation
semiring, as well as wFST algorithms implemented
in OpenFST to train the model using EM. For evalu-
ation, we have introduced a novel way of evaluating
grammar corrections, using MT evaluation methods,
which we have not seen in other grammar correction
literature. The produced corrections show the re-
strictions of using a bigram language model. For fu-
ture work, we plan to use a more accurate language
model, and add more types of complex error models,
such as word deletion and word ordering error mod-
els to improve performance and address other types
of errors.
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Abstract 

Linking entities with knowledge base (entity 

linking) is a key issue in bridging the textual 

data with the structural knowledge base. Due to 

the name variation problem and the name 

ambiguity problem, the entity linking decisions 

are critically depending on the heterogenous 

knowledge of entities. In this paper, we propose 
a generative probabilistic model, called entity-

mention model, which can leverage 

heterogenous entity knowledge (including 

popularity knowledge, name knowledge and 

context knowledge) for the entity linking task. 

In our model, each name mention to be linked 

is modeled as a sample generated through a 

three-step generative story, and the entity 
knowledge is encoded in the distribution of 

entities in document P(e), the distribution of 

possible names of a specific entity P(s|e), and 

the distribution of possible contexts of a 

specific entity P(c|e). To find the referent entity 

of a name mention, our method combines the 

evidences from all the three distributions P(e), 

P(s|e) and P(c|e). Experimental results show 
that our method can significantly outperform 

the traditional methods. 

1 Introduction 

In recent years, due to the proliferation of 
knowledge-sharing communities like Wikipedia

1
 

and the many research efforts for the automated 

knowledge base population from Web like the 
Read the Web

2
 project, more and more large-scale 

knowledge bases are available. These knowledge 

bases contain rich knowledge about the world’s 
entities, their semantic properties, and the semantic 

relations between each other. One of the most 

notorious examples is Wikipedia: its 2010 English 

                                                        
1 http://www.wikipedia.org/ 
2 http://rtw.ml.cmu.edu/ 

version contains more than 3 million entities and 
20 million semantic relations. Bridging these 

knowledge bases with the textual data can facilitate 

many different tasks such as entity search, 
information extraction and text classification. For 

example, as shown in Figure 1, knowing the word 

Jordan in the document refers to a basketball 
player and the word Bulls refers to a NBA team 

would be helpful in classifying this document into 

the Sport/Basketball class. 

After a standout career at the University,

joined the in 1984.

Michael Jeffrey Jordan

NBA Player

Basketball Player

Chicago Bulls

NBA

Sport Organization

NBA Team

Knowledge Base

Employer-of

IS-A

IS-A IS-A

IS-A

IS-A

Part-of

Jordan

Bulls

 

Figure 1. A Demo of Entity Linking 

A key issue in bridging the knowledge base with 
the textual data is linking the entities in a 

document with their referents in a knowledge base, 

which is usually referred to as the Entity Linking 
task. Given a set of name mentions M = {m1, 

m2, …, mk} contained in documents and a 

knowledge base KB containing a set of entities E = 
{e1, e2, …, en}, an entity linking system is a 

function : M E   which links these name 

mentions to their referent entities in KB. For 

example, in Figure 1 an entity linking system 
should link the name mention Jordan to the entity 

Michael Jeffrey Jordan and the name mention 

Bulls to the entity Chicago Bulls. 
The entity linking task, however, is not trivial 

due to the name variation problem and the name 

ambiguity problem. Name variation means that an 
entity can be mentioned in different ways such as 

full name, aliases, acronyms and misspellings. For 
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example, the entity Michael Jeffrey Jordan can be 

mentioned using more than 10 names, such as 
Michael Jordan, MJ and Jordan. The name 

ambiguity problem is related to the fact that a 

name may refer to different entities in different 
contexts. For example, the name Bulls can refer to 

more than 20 entities in Wikipedia, such as the 

NBA team Chicago Bulls, the football team Belfast 
Bulls and the cricket team Queensland Bulls. 

Complicated by the name variation problem and 

the name ambiguity problem, the entity linking 
decisions are critically depending on the 

knowledge of entities (Li et al., 2004; Bunescu & 

Pasca, 2006; Cucerzan, 2007; Milne & Witten, 
2008 and Fader et al., 2009). Based on the previous 

work, we found that the following three types of 

entity knowledge can provide critical evidence for 
the entity linking decisions: 

 Popularity Knowledge. The popularity 

knowledge of entities tells us the likelihood of an 
entity appearing in a document. In entity linking, 

the entity popularity knowledge can provide a 

priori information to the possible referent entities 
of a name mention. For example, without any other 

information, the popularity knowledge can tell that 

in a Web page the name “Michael Jordan” will 
more likely refer to the notorious basketball player 

Michael Jeffrey Jordan, rather than the less 

popular Berkeley professor Michael I. Jordan. 
 Name Knowledge. The name knowledge 

tells us the possible names of an entity and the 

likelihood of a name referring to a specific entity. 
For example, we would expect the name 

knowledge tells that both the “MJ” and “Michael 

Jordan” are possible names of the basketball 
player Michael Jeffrey Jordan, but the “Michael 

Jordan” has a larger likelihood. The name 
knowledge plays the central role in resolving the 

name variation problem, and is also helpful in 

resolving the name ambiguity problem. 
 Context Knowledge. The context 

knowledge tells us the likelihood of an entity 

appearing in a specific context. For example, given 
the context “__wins NBA MVP”, the name 

“Michael Jordan” should more likely refer to the 

basketball player Michael Jeffrey Jordan than the 
Berkeley professor Michael I. Jordan. Context 

knowledge is crucial in solving the name 

ambiguities. 
Unfortunately, in entity linking system, the 

modeling and exploitation of these types of entity 

knowledge is not straightforward. As shown above, 

these types of knowledge are heterogenous, 
making it difficult to be incorporated in the same 

model. Furthermore, in most cases the knowledge 

of entities is not explicitly given, making it 
challenging to extract the entity knowledge from 

data. 

To resolve the above problems, this paper 
proposes a generative probabilistic model, called 

entity-mention model, which can leverage the 

heterogeneous entity knowledge (including 
popularity knowledge, name knowledge and 

context knowledge) for the entity linking task. In 

our model, each name mention is modeled as a 
sample generated through a three-step generative 

story, where the entity knowledge is encoded in 

three distributions: the entity popularity knowledge 
is encoded in the distribution of entities in 

document P(e), the entity name knowledge is 

encoded in the distribution of possible names of a 
specific entity P(s|e), and the entity context 

knowledge is encoded in the distribution of 

possible contexts of a specific entity P(c|e). The 
P(e), P(s|e) and P(c|e) are respectively called the 

entity popularity model, the entity name model and 

the entity context model. To find the referent entity 
of a name mention, our method combines the 

evidences from all the three distributions P(e), 

P(s|e) and P(c|e). We evaluate our method on both 
Wikipedia articles and general newswire 

documents. Experimental results show that our 

method can significantly improve the entity linking 
accuracy. 

Our Contributions. Specifically, the main 

contributions of this paper are as follows: 
1) We propose a new generative model, the 

entity-mention model, which can leverage 
heterogenous entity knowledge (including 

popularity knowledge, name knowledge and 

context knowledge) for the entity linking task; 
2) By modeling the entity knowledge as 

probabilistic distributions, our model has a 

statistical foundation, making it different from 
most previous ad hoc approaches. 

This paper is organized as follows. The entity-

mention model is described in Section 2. The 
model estimation is described in Section 3. The 

experimental results are presented and discussed in 

Section 4. The related work is reviewed in Section 
5. Finally we conclude this paper in Section 6. 
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2 The Generative Entity-Mention Model 

for Entity Linking 

In this section we describe the generative entity-

mention model. We first describe the generative 

story of our model, then formulate the model and 
show how to apply it to the entity linking task. 

2.1 The Generative Story 

In the entity mention model, each name mention is 
modeled as a generated sample. For demonstration, 

Figure 2 shows two examples of name mention 

generation. As shown in Figure 2, the generative 
story of a name mention is composed of three steps, 

which are detailed as follows: 

(i) Firstly, the model chooses the referent 
entity e of the name mention from the given 

knowledge base, according to the distribution of 

entities in document P(e). In Figure 2, the model 
chooses the entity “Michael Jeffrey Jordan” for the 

first name mention, and the entity “Michael I. 

Jordan” for the second name mention; 
(ii) Secondly, the model outputs the name s of 

the name mention according to the distribution of 

possible names of the referent entity P(s|e). In 
Figure 2, the model outputs “Jordan” as the name 

of the entity “Michael Jeffrey Jordan”, and the 

“Michael Jordan” as the name of the entity 
“Michael I. Jordan”; 

(iii) Finally, the model outputs the context c of 

the name mention according to the distribution of 
possible contexts of the referent entity P(c|e). In 

Figure 2, the model outputs the context “joins 

Bulls in 1984” for the first name mention, and the 
context “is a professor in UC Berkeley” for the 

second name mention. 

2.2 Model 

Based on the above generative story, the 
probability of a name mention m (its context is c 

and its name is s) referring to a specific entity e 

can be expressed as the following formula (here we 
assume that s and c are independent given e): 

( , , )P(m,e)= P s c e = P(e)P(s |e)P(c|e)  

This model incorporates the three types of entity 

knowledge we explained earlier: P(e) corresponds 

to the popularity knowledge, P(s|e) corresponds to 
the name knowledge and P(c|e) corresponds to the 

context knowledge. 

Knowledge Base

Michael Jeffrey Jordan Michael I. Jordan

Jordan Michael Jordan

Jordan joins Bulls in

1984.

Michael Jordan is a

professor in UC Berkeley.

Entity

Name

Mention

 
Figure 2.  Two examples of name mention 

generation 

Given a name mention m, to perform entity 
linking, we need to find the entity e which 

maximizes the probability P(e|m). Then we can 

resolve the entity linking task as follows: 

( , )
e argmax argmax ( ) ( | ) ( | )

( ) ee

P m e
P e P s e P c e

P m
   

Therefore, the main problem of entity linking is to 

estimate the three distributions P(e), P(s|e) and 
P(c|e), i.e., to extract the entity knowledge from 

data. In Section 3, we will show how to estimate 
these three distributions. 

Candidate Selection. Because a knowledge base 

usually contains millions of entities, it is time-
consuming to compute all P(m,e) scores between a 

name mention and all the entities contained in a 

knowledge base. To reduce the time required, the 
entity linking system employs a candidate selection 

process to filter out the impossible referent 

candidates of a name mention. In this paper, we 
adopt the candidate selection method of 

NLPR_KBP system (Han and Zhao, 2009), the 

main idea of which is first building a name-to-
entity dictionary using the redirect links, 

disambiguation pages, anchor texts of Wikipedia, 

then the candidate entities of a name mention are 
selected by finding its name’s corresponding entry 

in the dictionary. 

3 Model Estimation  

Section 2 shows that the entity mention model can 

decompose the entity linking task into the 

estimation of three distributions P(e), P(s|e) and 
P(c|e). In this section, we describe the details of the 

estimation of these three distributions. We first 
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introduce the training data, then describe the 

estimation methods. 

3.1 Training Data 

In this paper, the training data of our model is a set 

of annotated name mentions M = {m1, m2, …, mn}. 

Each annotated name mention is a triple m={s, e, 
c}, where s is the name, e is the referent entity and 

c is the context. For example, two annotated name 

mentions are as follows: 
 Jordan | Michael Jeffrey Jordan | … wins his first NBA 

MVP in 1991. 
 NBA | National Basketball Association | … is the pre-

eminent men's professional basketball league. 

In this paper, we focus on the task of linking 
entities with Wikipedia, even though the proposed 

method can be applied to other resources. We will 

only show how to get the training data from 
Wikipedia. In Wikipedia, a hyperlink between two 

articles is an annotated name mention (Milne & 

Witten, 2008): its anchor text is the name and its 
target article is the referent entity. For example, in 

following hyperlink (in Wiki syntax), the NBA is 
the name and the National Basketball Association 

is the referent entity. 
“He won his first [[National Basketball Association | 

NBA]] championship with the Bulls”  

Therefore, we can get the training data by 

collecting all annotated name mentions from the 

hyperlink data of Wikipedia. In total, we collected 
more than 23,000,000 annotated name mentions. 

3.2 Entity Popularity Model 

The distribution P(e) encodes the popularity 

knowledge as a distribution of entities, i.e., the 
P(e1) should be larger than P(e2) if e1 is more 

popular than e2. For example, on the Web the 
P(Michael Jeffrey Jordan) should be higher than 

the P(Michael I. Jordan). In this section, we 

estimate the distribution P(e) using a model called 
entity popularity model. 

Given a knowledge base KB which contains N 

entities, in its simplest form, we can assume that 
all entities have equal popularity, and the 

distribution P(e) can be estimated as: 
( ) 1P e N  

However, this does not reflect well the real 

situation because some entities are obviously more 

popular than others. To get a more precise 
estimation, we observed that a more popular entity 

usually appears more times than a less popular 

entity in a large text corpus, i.e., more name 

mentions refer to this entity. For example, in 
Wikipedia the NBA player Michael Jeffrey Jordan 

appears more than 10 times than the Berkeley 

professor Michael I. Jordan. Based on the above 
observation, our entity popularity model uses the 

entity frequencies in the name mention data set M 

to estimate the distribution P(e) as follows: 

( ) 1
( )

Count e
P e

M N





 

where Count(e) is the count of the name mentions 

whose referent entity is e, and the |M| is the total 
name mention size. The estimation is further 

smoothed using the simple add-one smoothing 

method for the zero probability problem. For 
illustration, Table 1 shows three selected entities’ 

popularity. 
Entity Popularity 

National Basketball Association 1.73*10-5 
Michael Jeffrey Jordan(NBA player) 8.21*10-6 
Michael I. Jordan(Berkeley Professor) 7.50*10-8 

Table 1. Three examples of entity popularity 

3.3 Entity Name Model 

The distribution P(s|e) encodes the name 
knowledge of entities, i.e., for a specific entity e, 

its more frequently used name should be assigned a 

higher P(s|e) value than the less frequently used 
name, and a zero P(s|e) value should be assigned 

to those never used names. For instance, we would 

expect the P(Michael Jordan|Michael Jeffrey 
Jordan) to be high, P(MJ|Michael Jeffrey Jordan) 

to be relative high and P(Michael I. 

Jordan|Michael Jeffrey Jordan) to be zero. 
Intuitively, the name model can be estimated by 

first collecting all (entity, name) pairs from the 

name mention data set, then using the maximum 
likelihood estimation: 

( , )
( | )

( , )
s

Count e s
P s e

Count e s



 

where the Count(e,s) is the count of the name 
mentions whose referent entity is e and name is s. 

However, this method does not work well because 

it cannot correctly deal with an unseen entity or an 
unseen name. For example, because the name 

“MJ” doesn’t refer to the Michael Jeffrey Jordan in 

Wikipedia, the name model will not be able to 
identify “MJ” as a name of him, even “MJ” is a 

popular name of Michael Jeffrey Jordan on Web. 
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To better estimate the distribution P(s|e), this 

paper proposes a much more generic model, called 
entity name model, which can capture the 

variations (including full name, aliases, acronyms 

and misspellings) of an entity's name using a 
statistical translation model. Given an entity’s 

name s, our model assumes that it is a translation 

of this entity’s full name f using the IBM model 1 

(Brown, et al., 1993). Let ∑  be the vocabulary 

containing all words may be used in the name of 

entities, the entity name model assumes that a 

word in ∑ can be translated through the following 

four ways: 
1) It is retained (translated into itself); 

2) It is translated into its acronym; 

3) It is omitted(translated into the word NULL); 
4) It is translated into another word (misspelling 

or alias). 

In this way, all name variations of an entity are 
captured as the possible translations of its full 

name. To illustrate, Figure 3 shows how the full 

name “Michael Jeffrey Jordan” can be transalted 
into its misspelling name “Micheal Jordan”. 

 
Figure 3. The translation from Michael Jefferey 

Jordan to Micheal Jordan 

Based on the translation model, P(s|e) can be 

written as: 

01

( | )
( 1)

fs

s

ll

i jl
ijf

P(s |e) t s f
l








  

where  is a normalization factor, f is the full name 

of entity e, lf is the length of f, ls is the length of the 
name s, si the i

th
 word of s, fj is the j

th
 word of f and 

t(si|fj) is the lexical translation probability which 

indicates the probability of a word fj in the full 
name will be written as si in the output name. 

Now the main problem is to estimate the lexical 

translation probability t(si|fj). In this paper, we first 
collect the (name, entity full name) pairs from all 

annotated name mentions, then get the lexical 

translation probability by feeding this data set into 
an IBM model 1 training system (we use the 

GIZA++ Toolkit
3
). 

Table 2 shows several resulting lexical 
translation probabilities through the above process. 

                                                        
3 http://fjoch.com/GIZA++.html 

We can see that the entity name model can capture 

the different name variations, such as the acronym 
(MichaelM), the misspelling (MichaelMicheal) 

and the omission (St.  NULL). 

Full name word Name word Probability 

Michael Michael 0.77 

Michael M 0.008 

Michael Micheal 2.64*10
-4

 
Jordan Jordan 0.96 

Jordan J 6.13*10
-4

 

St. NULL 0.14 

Sir NULL 0.02 

Table 2. Several lexical translation probabilities 

3.4 Entity Context Model 

The distribution P(c|e) encodes the context 
knowledge of entities, i.e., it will assign a high 

P(c|e) value if the entity e frequently appears in the 

context c, and will assign a low P(c|e) value if the 
entity e rarely appears in the context c. For 

example, given the following two contexts: 
C1: __wins NBA MVP. 

C2: __is a researcher in machine learning. 

Then P(C1|Michael Jeffrey Jordan) should be high 

because the NBA player Michael Jeffrey Jordan 

often appears in C1 and the P(C2|Michael Jeffrey 
Jordan) should be extremely low because he rarely 

appears in C2. 

__ wins NBA MVP. __is a professor in UC

Berkeley.

Michael Jeffrey Jordan

(NBA Player)

NBA=0.03

MVP=0.008

Basketball=0.02

player=0.005

win=0.00008

professor=0

...

Michael I. Jordan

(Berkeley Professor)

professor=0.003

Berkeley=0.002

machine learning=0.1

researcher = 0.006

NBA = 0

MVP=0

...
 

Figure 4. Two entity context models 

To estimate the distribution P(c|e), we propose a 

method based on language modeling, called entity 
context model. In our model, the context of each 

name mention m is the word window surrounding 

m, and the window size is set to 50 according to 
the experiments in (Pedersen et al., 2005). 

Specifically, the context knowledge of an entity e 

is encoded in an unigram language model: 

{ ( )}e eM P t  

where Pe(t) is the probability of the term t 

appearing in the context of e. In our model, the 
term may indicate a word, a named entity 

(extracted using the Stanford Named Entity 

Michael Jeffrey Jordan 

Micheal Jordan NULL 

Full Name 

Name 
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Recognizer
4
) or a Wikipedia concept (extracted 

using the method described in (Han and Zhao, 
2010)). Figure 4 shows two entity context models 

and the contexts generated using them. 

Now, given a context c containing n terms 
t1t2…tn, the entity context model estimates the 

probability P(c|e) as: 

1 2 1 2( | ) ( ... | ) ( ) ( ).... ( )n e e e e nP c e P t t t M P t P t P t   

So the main problem is to estimate Pe(t), the 

probability of a term t appearing in the context of 

the entity e. 
Using the annotated name mention data set M, 

we can get the maximum likelihood estimation of 

Pe(t) as follows: 

_

( )
( )

( )

e
e ML

e

t

Count t
P t

Count t



 

where Counte(t) is the frequency of occurrences of 

a term t in the contexts of the name mentions 
whose referent entity is e. 

Because an entity e’s name mentions are usually 

not enough to support a robust estimation of Pe(t) 
due to the sparse data problem (Chen and 

Goodman, 1999), we further smooth Pe(t) using the 

Jelinek-Mercer smoothing method (Jelinek and 
Mercer, 1980): 

_( ) ( ) (1 ) ( )e e ML gP t P t P t     

where Pg(t) is a general language model which is 

estimated using the whole Wikipedia data, and the 
optimal value of λ is set to 0.2 through a learning 

process shown in Section 4. 

3.5 The NIL Entity Problem 

By estimating P(e), P(s|e) and P(c|e), our method 

can effectively link a name mention to its referent 

entity contained in a knowledge base. 
Unfortunately, there is still the NIL entity problem 

(McNamee and Dang, 2009), i.e., the referent 

entity may not be contained in the given 
knowledge base. In this situation, the name 

mention should be linked to the NIL entity. 

Traditional methods usually resolve this problem 
with an additional classification step (Zheng et al. 

2010): a classifier is trained to identify whether a 

name mention should be linked to the NIL entity. 
Rather than employing an additional step, our 

entity mention model seamlessly takes into account 

the NIL entity problem. The start assumption of 

                                                        
4 http://nlp.stanford.edu/software/CRF-NER.shtml 

our solution is that “If a name mention refers to a 

specific entity, then the probability of this name 
mention is generated by the specific entity’s model 

should be significantly higher than the probability 

it is generated by a general language model”. 
Based on the above assumption, we first add a 

pseudo entity, the NIL entity, into the knowledge 

base and assume that the NIL entity generates a 
name mention according to the general language 

model Pg, without using any entity knowledge; 

then we treat the NIL entity in the same way as 
other entities: if the probability of a name mention 

is generated by the NIL entity is higher than all 

other entities in Knowledge base, we link the name 
mention to the NIL entity. Based on the above 

discussion, we compute the three probabilities of 

the NIL entity: P(e), P(s|e) and P(c|e) as follows: 

1
P(NIL)

M N



 

( )g

t s

P(s | NIL) P t


  

( )g

t c

P(c | NIL) P t


  

4 Experiments 

In this section, we assess the performance of our 

method and compare it with the traditional 

methods. In following, we first explain the 
experimental settings in Section 4.1, 4.2 and 4.3, 

then evaluate and discuss the results in Section 4.4. 

4.1 Knowledge Base 

In our experiments, we use the Jan. 30, 2010 

English version of Wikipedia as the knowledge 

base, which contains over 3 million distinct entities. 

4.2 Data Sets 

To evaluate the entity linking performance, we 

adopted two data sets: the first is WikiAmbi, which 

is used to evaluate the performance on Wikipedia 
articles; the second is TAC_KBP, which is used to 

evaluate the performance on general newswire 

documents. In following, we describe these two 
data sets in detail. 

WikiAmbi: The WikiAmbi data set contains 1000 

annotated name mentions which are randomly 
selected from Wikipedia hyperlinks data set (as 

shown in Section 3.1, the hyperlinks between 

Wikipedia articles are manually annotated name 
mentions). In WikiAmbi, there were 207 distinct 
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names and each name contains at least two 

possible referent entities (on average 6.7 candidate 
referent entities for each name)

5
. In our 

experiments, the name mentions contained in the 

WikiAmbi are removed from the training data. 
TAC_KBP: The TAC_KBP is the standard data 

set used in the Entity Linking task of the TAC 

2009 (McNamee and Dang, 2009). The TAC_KBP 
contains 3904 name mentions which are selected 

from English newswire articles. For each name 

mention, its referent entity in Wikipedia is 
manually annotated. Overall, 57% (2229 of 3904) 

name mentions’s referent entities are missing in 

Wikipedia, so TAC_KBP is also suitable to 
evaluate the NIL entity detection performance. 

The above two data sets can provide a standard 

testbed for the entity linking task. However, there 
were still some limitations of these data sets: First, 

these data sets only annotate the salient name 

mentions in a document, meanwhile many NLP 
applications need all name mentions are linked. 

Second, these data sets only contain well-formed 

documents, but in many real-world applications the 
entity linking often be applied to noisy documents 

such as product reviews and microblog messages. 

In future, we want to develop a data set which can 
reflect these real-world settings. 

4.3 Evaluation Criteria 

We adopted the standard performance metrics used 
in the Entity Linking task of the TAC 2009 

(McNamee and Dang, 2009). These metrics are: 

 Micro-Averaged Accuracy (Micro-

Accuracy): measures entity linking accuracy 

averaged over all the name mentions; 

 Macro-Averaged Accuracy (Macro-

Accuracy): measures entity linking accuracy 

averaged over all the target entities. 

As in TAC 2009, we used Micro-Accuracy as the 
primary performance metric. 

4.4 Experimental Results 

We compared our method with three baselines: (1) 

The first is the traditional Bag of Words based 
method (Cucerzan, 2007): a name mention’s 

referent entity is the entity which has the highest 

cosine similarity with its context – we denoted it as 
BoW; (2) The second is the method described in 

                                                        
5 This is because we want to create a highly ambiguous test 
data set 

(Medelyan et al., 2008), where a name mention’s 

referent entity is the entity which has the largest 
average semantic relatedness with the name 

mention’s unambiguous context entities – we 

denoted it as TopicIndex. (3) The third one is the 
same as the method described in (Milne & Witten, 

2008), which uses learning techniques to balance 

the semantic relatedness, commoness and context 
quality – we denoted it as Learning2Link. 

4.4.1 Overall Performance 

We conduct experiments on both WikiAmbi and 
TAC_KBP datasets with several methods: the 

baseline BoW; the baseline TopicIndex; the 

baseline Learning2Link; the proposed method 
using only popularity  knowledge (Popu), i.e., the 

P(m,e)=P(e); the proposed method with one 

component of the model is ablated(this is used to 
evaluate the independent contributions of the three 

components), correspondingly Popu+Name(i.e., 

the P(m,e)=P(e)P(s|e)), Name+Context(i.e., the 
P(m,e)=P(c|e)P(s|e)) and Popu+Context (i.e., the 

P(m,e)=P(e)P(c|e)); and the full entity mention 

model (Full Model). For all methods, the 
parameters were configured through 10-fold cross 

validation. The overall performance results are 

shown in Table 3 and 4. 

 Micro-Accuracy Macro-Accuracy 

BoW 0.60 0.61 

TopicIndex 0.66 0.49 
Learning2Link 0.70 0.54 

Popu 0.39 0.24 

Popu + Name 0.50 0.31 

Name+Context 0.70 0.68 

Popu+Context 0.72 0.73 

Full Model 0.80 0.77 

Table 3. The overall results on WikiAmbi dataset 

 Micro-Accuracy Macro-Accuracy 

BoW 0.72 0.75 
TopicIndex 0.80 0.76 
Learning2Link 0.83 0.79 

Popu 0.60 0.53 

Popu + Name 0.63 0.59 

Name+Context 0.81 0.78 

Popu+Context 0.84 0.83 

Full Model 0.86 0.88 

Table 4. The overall results on TAC-KBP dataset 

From the results in Table 3 and 4, we can make the 
following observations: 

1) Compared with the traditional methods, 

our entity mention model can achieve a significant 
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performance improvement: In WikiAmbi and 

TAC_KBP datasets, compared with the BoW 
baseline, our method respectively gets 20% and 

14% micro-accuracy improvement; compared with 

the TopicIndex baseline, our method respectively 
gets 14% and 6% micro-accuracy improvement; 

compared with the Learning2Link baseline, our 

method respectively gets 10% and 3% micro-
accuracy improvement. 

2) By incorporating more entity knowledge, 

our method can significantly improve the entity 
linking performance: When only using the 

popularity knowledge, our method can only 

achieve 49.5% micro-accuracy. By adding the 
name knowledge, our method can achieve 56.5% 

micro-accuracy, a 7% improvement over the Popu. 

By further adding the context knowledge, our 
method can achieve 83% micro-accuracy, a 33.5% 

improvement over Popu and a 26.5% improvement 

over Popu+Name. 
3) All three types of entity knowledge 

contribute to the final performance improvement, 

and the context knowledge contributes the most: 
By respectively ablating the popularity knowledge, 

the name knowledge and the context knowledge, 

the performance of our model correspondingly 
reduces 7.5%, 5% and 26.5%. 

NIL Entity Detection Performance. To 

compare the performances of resolving the NIL 
entity problem, Table 5 shows the micro-

accuracies of different systems on the TAC_KBP 

data set (where All is the whole data set, NIL only 
contains the name mentions whose referent entity 

is NIL, InKB only contains the name mentions 

whose referent entity is contained in the 
knowledge base). From Table 5 we can see that our 

method can effectively detect the NIL entity 
meanwhile retaining the high InKB accuracy. 

 All NIL InKB 

BoW 0.72 0.77 0.65 

TopicIndex 0.80 0.91 0.65 
Learning2Link 0.83 0.90 0.73 

Full Model 0.86 0.90 0.79 

Table 5.  The NIL entity detection performance on 

the TAC_KBP data set 

4.4.2 Optimizing Parameters 

Our model needs to tune one parameter: the 

Jelinek-Mercer smoothing parameter λ used in the 

entity context model. Intuitively, a smaller λ 

means that the general language model plays a 
more important role. Figure 5 plots the tradeoff.  In 

both WikiAmbi and TAC_KBP data sets,  Figure 5 

shows that a λ value 0.2 will result in the best 

performance. 

 

Figure 5. The micro-accuracy vs. λ 

4.4.3 Detailed Analysis 

To better understand the reasons why and how the 

proposed method works well, in this Section we 
analyze our method in detail.  

The Effect of Incorporating Heterogenous 

Entity Knowledge. The first advantage of our 
method is the entity mention model can 

incorporate heterogeneous entity knowledge. The 

Table 3 and 4 have shown that, by incorporating 
heterogenous entity knowledge (including the 

name knowledge, the popularity knowledge and 
the context knowledge), the entity linking 

performance can obtain a significant improvement. 

 
Figure 6. The performance vs. training mention 

size on WikiAmbi data set 

The Effect of Better Entity Knowledge 

Extraction. The second advantage of our method 
is that, by representing the entity knowledge as 

probabilistic distributions, our model has a 

statistical foundation and can better extract the 
entity knowledge using more training data through 

the entity popularity model, the entity name model 

and the entity context model. For instance, we can 
train a better entity context model P(c|e) using 

more name mentions. To find whether a better 
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entity knowledge extraction will result in a better 

performance, Figure 6 plots the micro-accuray 
along with the size of the training data on name 

mentions for P(c|e) of each entity e.  From Figure 

6, we can see that when more training data is used, 
the performance increases. 

4.4.4 Comparision with State-of-the-Art 

Performance 

We also compared our method with the state-of-

the-art entity linking systems in the TAC 2009 

KBP track (McNamee and Dang, 2009). Figure 7 
plots the comparison with the top five 

performances in TAC 2009 KBP track. From 

Figure 7, we can see that our method can 
outperform the state-of-the-art approaches: 

compared with the best ranking system, our 

method can achieve a 4% performance 
improvement. 

 
Figure 7.  A comparison with top 5 TAC 2009 

KBP systems 

5 Related Work 

In this section, we briefly review the related work. 

To the date, most entity linking systems employed 
the context similarity based methods. The essential 

idea was to extract the discriminative features of an 

entity from its description, then link a name 
mention to the entity which has the largest context 

similarity with it. Cucerzan (2007) proposed a Bag 

of Words based method, which represents each 
target entity as a vector of terms, then the 

similarity between a name mention and an entity 

was computed using the cosine similarity measure. 
Mihalcea & Csomai (2007), Bunescu & Pasca 

(2006), Fader et al. (2009) extended the BoW 

model by incorporating more entity knowledge 
such as popularity knowledge, entity category 

knowledge, etc.  Zheng et al. (2010), Dredze et al. 

(2010), Zhang et al. (2010) and Zhou et al. (2010) 
employed the learning to rank techniques which 

can further take the relations between candidate 

entities into account. Because the context 

similarity based methods can only represent the 

entity knowledge as features, the main drawback of 
it was the difficulty to incorporate heterogenous 

entity knowledge. 

Recently there were also some entity linking 
methods based on inter-dependency. These 

methods assumed that the entities in the same 

document are related to each other, thus the 
referent entity of a name mention is the entity 

which is most related to its contextual entities.  

Medelyan et al. (2008) found the referent entity of 
a name mention by computing the weighted 

average of semantic relatedness between the 

candidate entity and its unambiguous contextual 
entities. Milne and Witten (2008) extended 

Medelyan et al. (2008) by adopting learning-based 

techniques to balance the semantic relatedness, 
commoness and context quality. Kulkarni et al. 

(2009) proposed a method which collectively 

resolves the entity linking tasks in a document as 
an optimization problem. The drawback of the 

inter-dependency based methods is that they are 

usually specially designed to the leverage of 
semantic relations, doesn’t take the other types of 

entity knowledge into consideration.  

6 Conclusions and Future Work 

This paper proposes a generative probabilistic 

model, the entity-mention model, for the entity 
linking task. The main advantage of our model is it 

can incorporate multiple types of heterogenous 

entity knowledge. Furthermore, our model has a 
statistical foundation, making the entity knowledge 

extraction approach different from most previous 

ad hoc approaches. Experimental results show that 
our method can achieve competitive performance. 

In our method, we did not take into account the 

dependence between entities in the same document. 
This aspect could be complementary to those we 

considered in this paper. For our future work, we 

can integrate such dependencies in our model. 
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Abstract

We investigate automaticgeolocation (i.e.
identification of the location, expressed as
latitude/longitude coordinates) of documents.
Geolocation can be an effective means of sum-
marizing large document collections and it is
an important component of geographic infor-
mation retrieval. We describe several simple
supervised methods for document geolocation
using only the document’s raw text as evi-
dence. All of our methods predict locations
in the context of geodesic grids of varying de-
grees of resolution. We evaluate the methods
on geotagged Wikipedia articles and Twitter
feeds. For Wikipedia, our best method obtains
a median prediction error of just 11.8 kilome-
ters. Twitter geolocation is more challenging:
we obtain a median error of 479 km, an im-
provement on previous results for the dataset.

1 Introduction

There are a variety of applications that arise from
connecting linguistic content—be it a word, phrase,
document, or entire corpus—to geography. Lei-
dner (2008) provides a systematic overview of
geography-based language applications over the
previous decade, with a special focus on the prob-
lem of toponym resolution—identifying and disam-
biguating the references to locations in texts. Per-
haps the most obvious and far-reaching applica-
tion is geographic information retrieval (Ding et al.,
2000; Martins, 2009; Andogah, 2010), with ap-
plications like MetaCarta’s geographic text search
(Rauch et al., 2003) and NewsStand (Teitler et al.,
2008); these allow users to browse and search for

content through a geo-centric interface. The Perseus
project performs automatic toponym resolution on
historical texts in order to display a map with each
text showing the locations that are mentioned (Smith
and Crane, 2001); Google Books also does this
for some books, though the toponyms are identified
and resolved quite crudely. Hao et al (2010) use
a location-based topic model to summarize travel-
ogues, enrich them with automatically chosen im-
ages, and provide travel recommendations. Eisen-
stein et al (2010) investigate questions of dialec-
tal differences and variation in regional interests in
Twitter users using a collection of geotagged tweets.

An intuitive and effective strategy for summa-
rizing geographically-based data is identification of
the location—a specific latitude and longitude—that
forms the primary focus of each document. De-
termining asingle location of a document is only
a well-posed problem for certain documents, gen-
erally of fairly small size, but there are a number
of natural situations in which such collections arise.
For example, a great number of articles in Wikipedia
have been manually geotagged; this allows those ar-
ticles to appear in their geographic locations while
geobrowsing in an application like Google Earth.

Overell (2009) investigates the use of Wikipedia
as a source of data for article geolocation, in addition
to article classification by category (location, per-
son, etc.) and toponym resolution. Overell’s main
goal is toponym resolution, for which geolocation
serves as an input feature. For document geoloca-
tion, Overell uses a simple model that makes use
only of the metadata available (article title, incom-
ing and outgoing links, etc.)—the actual article text
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is not used at all. However, for many document col-
lections, such metadata is unavailable, especially in
the case of recently digitized historical documents.

Eisenstein et al. (2010) evaluate their geographic
topic model by geolocating USA-based Twitter
users based on their tweet content. This is essen-
tially a document geolocation task, where each doc-
ument is a concatenation of all the tweets for a single
user. Their geographic topic model receives super-
vision from many documents/users and predicts lo-
cations for unseen documents/users.

In this paper, we tackle document geolocation us-
ing several simple supervised methods on the textual
content of documents and a geodesic grid as a dis-
crete representation of the earth’s surface. Our ap-
proach is similar to that of Serdyukov et al. (2009),
who geolocate Flickr images using their associated
textual tags.1 Essentially, the task is cast similarly
to language modeling approaches in information re-
trieval (Ponte and Croft, 1998). Discrete cells rep-
resenting areas on the earth’s surface correspond to
documents (with each cell-document being a con-
catenation of all actual documents that are located
in that cell); new documents are then geolocated to
the most similar cell according to standard measures
such as Kullback-Leibler divergence (Zhai and Laf-
ferty, 2001). Performance is measured both on geo-
tagged Wikipedia articles (Overell, 2009) and tweets
(Eisenstein et al., 2010). We obtain high accuracy on
Wikipedia using KL divergence, with a median error
of just 11.8 kilometers. For the Twitter data set, we
obtain a median error of 479 km, which improves
on the 494 km error of Eisenstein et al. An advan-
tage of our approach is that it is far simpler, is easy
to implement, and scales straightforwardly to large
datasets like Wikipedia.

2 Data

Wikipedia As of April 15, 2011, Wikipedia has
some 18.4 million content-bearing articles in 281
language-specific encyclopedias. Among these, 39
have over 100,000 articles, including 3.61 mil-
lion articles in the English-language edition alone.
Wikipedia articles generally cover a single subject;
in addition, most articles that refer to geographically

1We became aware of Serdyukov et al. (2009) during the
writing of the camera-ready version of this paper.

fixed subjects aregeotaggedwith their coordinates.
Such articles are well-suited as a source of super-
vised content for document geolocation purposes.
Furthermore, the existence of versions in multiple
languages means that the techniques in this paper
can easily be extended to cover documents written
in many of the world’s most common languages.

Wikipedia’s geotagged articles encompass more
than just cities, geographic formations and land-
marks. For example, articles for events (like the
shooting of JFK) and vehicles (such as the frigate
USS Constitution) are geotagged. The latter type
of article is actually quite challenging to geolocate
based on the text content: though the ship is moored
in Boston, most of the page discusses its role in var-
ious battles along the eastern seaboard of the USA.
However, such articles make up only a small fraction
of the geotagged articles.

For the experiments in this paper, we used a full
dump of Wikipedia from September 4, 2010.2 In-
cluded in this dump is a total of 10,355,226 articles,
of which 1,019,490 have been geotagged. Excluding
various types of special-purpose articles used pri-
marily for maintaining the site (specifically, redirect
articles and articles outside the main namespace),
the dump includes 3,431,722 content-bearing arti-
cles, of which 488,269 are geotagged.

It is necessary to process the raw dump to ob-
tain the plain text, as well as metadata such as geo-
tagged coordinates. Extracting the coordinates, for
example, is not a trivial task, as coordinates can
be specified using multiple templates and in mul-
tiple formats. Automatically-processed versions of
the English-language Wikipedia site are provided by
Metaweb,3 which at first glance promised to signif-
icantly simplify the preprocessing. Unfortunately,
these versions still need significant processing and
they incorrectly eliminate some of the important
metadata. In the end, we wrote our own code to
process the raw dump. It should be possible to ex-
tend this code to handle other languages with little
difficulty. See Lieberman and Lin (2009) for more
discussion of a related effort to extract and use the
geotagged articles in Wikipedia.

The entire set of articles was split 80/10/10 in
2http://download.wikimedia.org/enwiki/

20100904/pages-articles.xml.bz2
3http://download.freebase.com/wex/
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round-robin fashion into training, development, and
testing sets after randomizing the order of the arti-
cles, which preserved the proportion of geotagged
articles. Running on the full data set is time-
consuming, so development was done on a subset
of about 80,000 articles (19.9 million tokens) as a
training set and 500 articles as a development set.
Final evaluation was done on the full dataset, which
includes 390,574 training articles (97.2 million to-
kens) and 48,589 test articles. A full run with all the
six strategies described below (three baseline, three
non-baseline) required about 4 months of computing
time and about 10-16 GB of RAM when run on a 64-
bit Intel Xeon E5540 CPU; we completed such jobs
in under two days (wall clock) using the Longhorn
cluster at the Texas Advanced Computing Center.

Geo-tagged Microblog Corpus As a second eval-
uation corpus on a different domain, we use the
corpus of geotagged tweets collected and used by
Eisenstein et al. (2010).4 It contains 380,000 mes-
sages from 9,500 users tweeting within the 48 states
of the continental USA.

We use the train/dev/test splits provided with the
data; for these, the tweets of each user (a feed) have
been concatenated to form a single document, and
the location label associated with each document is
the location of the first tweet by that user. This is
generally a fair assumption as Twitter users typically
tweet within a relatively small region. Given this
setup, we will refer to Twitter users as documents in
what follows; this keeps the terminology consistent
with Wikipedia as well. The training split has 5,685
documents (1.58 million tokens).

Replication Our code (part of the TextGrounder
system), our processed version of Wikipedia, and in-
structions for replicating our experiments are avail-
able on the TextGrounder website.5

3 Grid representation for connecting texts
to locations

Geolocation involves identifying some spatial re-
gion with a unit of text—be it a word, phrase, or
document. The earth’s surface is continuous, so a

4http://www.ark.cs.cmu.edu/GeoText/
5http://code.google.com/p/textgrounder/

wiki/WingBaldridge2011

natural approach is to predict locations using a con-
tinuous distribution. For example, Eisenstein et al.
(2010) use Gaussian distributions to model the loca-
tions of Twitter users in the United States of Amer-
ica. This appears to work reasonably well for that
restricted region, but is likely to run into problems
when predicting locations for anywhere on earth—
instead, spherical distributions like the von Mises-
Fisher distribution would need to be employed.

We take here the simpler alternative of discretiz-
ing the earth’s surface with a geodesic grid; this al-
lows us to predict locations with a variety of stan-
dard approaches over discrete outcomes. There are
many ways of constructing geodesic grids. Like
Serdyukov et al. (2009), we use the simplest strat-
egy: a grid of square cells ofequal degree, such as
1◦ by 1◦. This produces variable-size regions that
shrink latitudinally, becoming progressively smaller
and more elongated the closer they get towards the
poles. Other strategies, such as the quaternary trian-
gular mesh (Dutton, 1996), preserveequal area, but
are considerably more complex to implement. Given
that most of the populated regions of interest for us
are closer to the equator than not and that we use
cells of quite fine granularity (down to 0.05◦), the
simple grid system was preferable.

With such a discrete representation of the earth’s
surface, there are four distributions that form the
core of all our geolocation methods. The first is a
standard multinomial distribution over the vocabu-
lary for every cell in the grid. Given a gridG with
cellsci and a vocabularyV with wordswj , we have
θcij = P (wj |ci). The second distribution is the
equivalent distribution for a single test documentdk,
i.e. θdkj = P (wj |dk). The third distribution is the
reverse of the first: for a given word, its distribution
over the earth’s cells,κji = P (ci|wj). The final dis-
tribution is over the cells,γi = P (ci).

This grid representation ignores all higher level
regions, such as states, countries, rivers, and moun-
tain ranges, but it is consistent with the geocod-
ing in both the Wikipedia and Twitter datasets.
Nonetheless, note that theκji for words referring
to such regions is likely to be much flatter (spread
out) but with most of the mass concentrated in a
set of connected cells. Those for highly focused
point-locations will jam up in a few disconnected
cells—in the extreme case, toponyms likeSpring-
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field which are connected to many specific point lo-
cations around the earth.

We use grids with cell sizes of varying granular-
ity d×d for d = 0.1◦, 0.5◦, 1◦, 5◦, 10◦. For example,
with d=0.5◦, a cell at the equator is roughly 56x55
km and at 45◦ latitude it is 39x55 km. At this reso-
lution, there are a total of 259,200 cells, of which
35,750 are non-empty when using our Wikipedia
training set. For comparison, at the equator a cell
at d=5◦ is about 557x553 km (2,592 cells; 1,747
non-empty) and atd=0.1◦ a cell is about 11.3x10.6
km (6,480,000 cells; 170,005 non-empty).

The geolocation methods predict a cellĉ for a
document, and the latitude and longitude of the
degree-midpoint of the cell is used as the predicted
location. Prediction error is the great-circle distance
from these predicted locations to the locations given
by the gold standard. The use of cell midpoints pro-
vides a fair comparison for predictions with differ-
ent cell sizes. This differs from the evaluation met-
rics used by Serdyukov et al. (2009), which are all
computed relative to a given grid size. With their
metrics, results for different granularities cannot be
directly compared because using larger cells means
less ambiguity when choosinĝc. With our distance-
based evaluation, large cells are penalized by the dis-
tance from the midpoint to the actual location even
when that location is in the same cell. Smaller cells
reduce this penalty and permit the word distributions
θcij to be much more specific for each cell, but they
are harder to predict exactly and suffer more from
sparse word counts compared to courser granular-
ity. For large datasets like Wikipedia, fine-grained
grids work very well, but the trade-off between reso-
lution and sufficient training material shows up more
clearly for the smaller Twitter dataset.

4 Supervised models for document
geolocation

Our methods use only the text in the documents; pre-
dictions are made based on the distributionsθ, κ, and
ρ introduced in the previous section. No use is made
of metadata, such as links/followers and infoboxes.

4.1 Supervision

We acquireθ andκ straightforwardly from the train-
ing material. The unsmoothed estimate of wordwj ’s

probability in a test documentdk is:6

θ̃dkj =
#(wj , dk)

∑

wl∈V

#(wl, dk)
(1)

Similarly for a cellci, we compute the unsmoothed
word distribution by aggregating all of the docu-
ments located withinci:

θ̃cij =

∑

dk∈ci

#(wj , dk)

∑

dk∈ci

∑

wl∈V

#(wl, dk)
(2)

We compute the global distributionθDj over the set
of all documentsD in the same fashion.

The word distribution of documentdk backs off
to the global distributionθDj. The probability mass
αdk reserved for unseen words is determined by the
empirical probability of having seen a word once in
the document, motivated by Good-Turing smooth-
ing. (The cell distributions are treated analogously.)
That is:7

αdk =
|wj ∈ V s.t.#(wj , dk)=1|

∑

wj∈V

#(wj , dk)
(3)

θ
(−dk)
Dj =

θDj

1−
∑

wl∈dk

θDl

(4)

θdkj =

{

αdkθ
(−dk)
Dj , if θ̃dkj = 0

(1−αdk)θ̃dkj, o.w.
(5)

The distributions over cells for each word simply
renormalizes theθcij values to achieve a proper dis-
tribution:

κji =
θcij

∑

ci∈G

θcij

(6)

A useful aspect of theκ distributions is that they can
be plotted in a geobrowser using thematic mapping

6We use#() to indicate the count of an event.
7
θ
(−dk)
Dj is an adjusted version ofθDj that is normalized over

the subset of words not found in documentdk. This adjustment
ensures that the entire distribution is properly normalized.
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techniques (Sandvik, 2008) to inspect the spread of
a word over the earth. We used this as a simple way
to verify the basic hypothesis that words that do not
name locations are still useful for geolocation. In-
deed, the Wikipedia distribution formountainshows
high density over the Rocky Mountains, Smokey
Mountains, the Alps, and other ranges, whilebeach
has high density in coastal areas. Words without
inherent locational properties also have intuitively
correct distributions: e.g.,barbecuehas high den-
sity over the south-eastern United States, Texas, Ja-
maica, and Australia, whilewine is concentrated in
France, Spain, Italy, Chile, Argentina, California,
South Africa, and Australia.8

Finally, the cell distributions are simply the rela-
tive frequency of the number of documents in each
cell: γi =

|ci|
|D| .

A standard set of stop words are ignored. Also,
all words are lowercased except in the case of the
most-common-toponym baselines, where uppercase
words serve as a fallback in case a toponym cannot
be located in the article.

4.2 Kullback-Leibler divergence

Given the distributions for each cell,θci, in the grid,
we use an information retrieval approach to choose
a location for a test documentdk: compute the sim-
ilarity between its word distributionθdk and that of
each cell, and then choose the closest one. Kullback-
Leibler (KL) divergence is a natural choice for this
(Zhai and Lafferty, 2001). For distributionP andQ,
KL divergence is defined as:

KL(P ||Q) =
∑

i

P (i) log
P (i)

Q(i)
(7)

This quantity measures how goodQ is as an encod-
ing for P – the smaller it is the better. The best cell
ĉKL is the one which provides the best encoding for
the test document:

ĉKL = argmin
ci∈G

KL(θdk ||θci) (8)

The fact that KL is not symmetric is desired here:
the other direction,KL(θci||θdk), asks which cell

8This also acts as an exploratory tool. For example, due to
a big spike on Cebu Province in the Philippines we learned that
Cebuanos take barbecue very, very seriously.

the test document is a good encoding for. With
KL(θdk ||θci), the log ratio of probabilities for each
word is weighted by the probability of the word in

the test document,θdkj log
θdkj

θcij
, which means that

the divergence is more sensitive to the document
rather than the overall cell.

As an example for why non-symmetric KL in this
order is appropriate, consider geolocating a page in
a densely geotagged cell, such as the page for the
Washington Monument. The distribution of the cell
containing the monument will represent the words
from many other pages having to do with muse-
ums, US government, corporate buildings, and other
nearby memorials and will have relatively small val-
ues for many of the words that are highly indicative
of the monument’s location. Many of those words
appear only once in the monument’s page, but this
will still be a higher value than for the cell and will
weight the contribution accordingly.

Rather than computingKL(θdk ||θci) over the en-
tire vocabulary, we restrict it to only the words in the
document to compute KL more efficiently:

KL(θdk ||θci) =
∑

wj∈Vdk

θdkj log
θdkj

θcij

(9)

Early experiments showed that it makes no differ-
ence in the outcome to include the rest of the vocab-
ulary. Note that becauseθci is smoothed, there are
no zeros, so this value is always defined.

4.3 Naive Bayes

Naive Bayes is a natural generative model for the
task of choosing a cell, given the distributionsθci

andγ: to generate a document, choose a cellci ac-
cording toγ and then choose the words in the docu-
ment according toθci :

ĉNB = argmax
ci∈G

PNB(ci|dk)

= argmax
ci∈G

P (ci)P (dk|ci)

P (dk)

= argmax
ci∈G

γi

∏

wj∈Vdk

θ
#(wj ,dk)
cij

(10)
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This method maximizes the combination of thelike-
lihood of the documentP (dk|ci) and the cell prior
probabilityγi.

4.4 Average cell probability

For each word,κji gives the probability of each cell
in the grid. A simple way to compute a distribution
for a documentdk is to take a weighted average of
the distributions for all words to compute the aver-
age cell probability (ACP):

ĉACP = argmax
ci∈G

PACP (ci|dk)

= argmax
ci∈G

∑

wj∈Vdk

#(wj , dk)κji

∑

cl∈G

∑

wj∈Vdk

#(wj , dk)κjl

= argmax
ci∈G

∑

wj∈Vdk

#(wj , dk)κji (11)

This method, despite its conceptual simplicity,
works well in practice. It could also be easily
modified to use different weights for words, such
as TF/IDF or relative frequency ratios between ge-
olocated documents and non-geolocated documents,
which we intend to try in future work.

4.5 Baselines

There are several natural baselines to use for com-
parison against the methods described above.

Random Choosêcrand randomly from a uniform
distribution over the entire gridG.

Cell prior maximum Choose the cell with the
highest prior probability according toγ: ĉcpm =
argmaxci∈G γi.

Most frequent toponym Identify the most fre-
quent toponym in the article and the geotagged
Wikipedia articles that match it. Then identify
which of those articles has the most incoming links
(a measure of its prominence), and then chooseĉmft

to be the cell that contains the geotagged location for
that article. This is a strong baseline method, but can
only be used with Wikipedia.

Note that a toponym matches an article (or equiv-
alently, the article is a candidate for the toponym) ei-
ther if the toponym is the same as the article’s title,
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Figure 1: Plot of grid resolution in degrees versus mean
error for each method on the Wikipedia dev set.

or the same as the title after a parenthetical tag or
comma-separated higher-level division is removed.
For example, the toponymTucsonwould match ar-
ticles namedTucson, Tucson (city)or Tucson, Ari-
zona. In this fashion, the set of toponyms, and the
list of candidates for each toponym, is generated
from the set of all geotagged Wikipedia articles.

5 Experiments

The approaches described in the previous section
are evaluated on both the geotagged Wikipedia and
Twitter datasets. Given a predicted cellĉ for a docu-
ment, the prediction error is the great-circle distance
between the true location and the center ofĉ, as de-
scribed in section 3.

Grid resolution and thresholding The major pa-
rameter of all our methods is the grid resolution.
For both Wikipedia and Twitter, preliminary ex-
periments on the development set were run to plot
the prediction error for each method for each level
of resolution, and the optimal resolution for each
method was chosen for obtaining test results. For the
Twitter dataset, an additional parameter is a thresh-
old on the number of feeds each word occurs in: in
the preprocessed splits of Eisenstein et al. (2010), all
vocabulary items that appear in fewer than 40 feeds
are ignored. This thresholding takes away a lot of
very useful material; e.g. in the first feed, it removes
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Figure 2: Histograms of distribution of error distances (in
km) for grid size 0.5◦ for each method on the Wikipedia
dev set.

both “kirkland” and “redmond” (towns in the East-
side of Lake Washington near Seattle), very useful
information for geolocating that user. This suggests
that a lower threshold would be better, and this is
borne out by our experiments.

Figure 1 graphs the mean error of each method for
different resolutions on the Wikipedia dev set, and
Figure 2 graphs the distribution of error distances
for grid size 0.5◦ for each method on the Wikipedia
dev set. These results indicate that a grid size even
smaller than 0.1◦ might be beneficial. To test this,
we ran experiments using a grid size of 0.05◦ and
0.01◦ using KL divergence. The mean errors on the
dev set increased slightly, from 323 km to 348 and
329 km, respectively, indicating that 0.1◦ is indeed
the minimum.

For the Twitter dataset, we considered both grid
size and vocabulary threshold. We recomputed the
distributions using several values for both parame-
ters and evaluated on the development set. Table 1
shows mean prediction error using KL divergence,
for various combinations of threshold and grid size.
Similar tables were constructed for the other strate-
gies. Clearly, the larger grid size of 5◦ is more op-
timal than the 0.1◦ best for Wikipedia. This is un-
surprising, given the small size of the corpus. Over-
all, there is a less clear trend for the other methods

Grid size (degrees)
Thr. 0.1 0.5 1 5 10

0 1113.1 996.8 1005.1 969.3 1052.5
2 1018.5 959.5 944.6 911.2 1021.6
3 1027.6 940.8 954.0 913.6 1026.2
5 1011.7 951.0 954.2 892.0 1013.0

10 1011.3 968.8 938.5 929.8 1048.0
20 1032.5 987.3 966.0 940.0 1070.1
40 1080.8 1031.5 998.6 981.8 1127.8

Table 1: Mean prediction error (km) on the Twitter dev
set for various combinations of vocabulary threshold (in
feeds) and grid size, using the KL divergence strategy.

in terms of optimal resolution. Our interpretation
of this is that there is greater sparsity for the Twit-
ter dataset, and thus it is more sensitive to arbitrary
aspects of how different user feeds are captured in
different cells at different granularities.

For the non-baseline strategies, a threshold be-
tween about 2 and 5 was best, although no one value
in this range was clearly better than another.

Results Based on the optimal resolutions for each
method, Table 2 provides the median and mean er-
rors of the methods for both datasets, when run on
the test sets. The results clearly show that KL di-
vergence does the best of all the methods consid-
ered, with Naive Bayes a close second. Prediction
on Wikipedia is very good, with a median value of
11.8 km. Error on Twitter is much higher at 479 km.
Nonetheless, this beats Eisenstein et al.’s (2010) me-
dian results, though our mean is worse at 967. Us-
ing the same threshold of 40 as Eisenstein et al., our
results using KL divergence are slightly worse than
theirs: median error of 516 km and mean of 986 km.

The difference between Wikipedia and Twitter is
unsurprising for several reasons. Wikipedia articles
tend to use a lot of toponyms and words that corre-
late strongly with particular places while many, per-
haps most, tweets discuss quotidian details such as
what the user ate for lunch. Second, Wikipedia arti-
cles are generally longer and thus provide more text
to base predictions on. Finally, there are orders of
magnitude more training examples for Wikipedia,
which allows for greater grid resolution and thus
more precise location predictions.
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Wikipedia Twitter
Strategy Degree Median Mean Threshold Degree Median Mean
Kullback-Leibler 0.1 11.8 221 5 5 479 967
Naive Bayes 0.1 15.5 314 5 5 528 989
Avg. cell probability 0.1 24.1 1421 2 10 659 1184
Most frequent toponym 0.5 136 1927 - - - -
Cell prior maximum 5 2333 4309 N/A 0.1 726 1141
Random 0.1 7259 7192 20 0.1 1217 1588
Eisenstein et al. - - - 40 N/A 494 900

Table 2: Prediction error (km) on the Wikipedia and Twitter test sets for each of the strategies using the optimal grid
resolution and (for Twitter) the optimal threshold, as determined by performance on the corresponding development
sets. Eisenstein et al. (2010) used a fixed Twitter thresholdof 40. Threshold makes no difference for cell prior
maximum.

Ships One of the most difficult types of Wikipedia
pages to disambiguate are those of ships that either
are stored or had sunk at a particular location. These
articles tend to discuss the exploits of these ships,
not their final resting places. Location error on these
is usually quite large. However, prediction is quite
good for ships that were sunk in particular battles
which are described in detail on the page; examples
are the USSGambier Bay, USS Hammann(DD-
412), and the HMSMajestic(1895). Another situa-
tion that gives good results is when a ship is retired
in a location where it is a prominent feature and is
thus mentioned in the training set at that location.
An example is the USSTurner Joy, which is in Bre-
merton, Washington and figures prominently in the
page for Bremerton (which is in the training set).

Another interesting aspect of geolocating ship ar-
ticles is that ships tend to end up sunk in remote bat-
tle locations, such that their article is the only one
located in the cell covering the location in the train-
ing set. Ship terminology thus dominates such cells,
with the effect that our models often (incorrectly)
geolocate test articles about other ships to such loca-
tions (and often about ships with similar properties).
This also leads to generally more accurate geoloca-
tion of HMS ships over USS ships; the former seem
to have been sunk in more concentrated regions that
are themselves less spread out globally.

6 Related work

Lieberman and Lin (2009) also work with geotagged
Wikipedia articles, but they do in order so to ana-

lyze the likely locations of users who edit such ar-
ticles. Other researchers have investigated the use
of Wikipedia as a source of data for other super-
vised NLP tasks. Mihalcea and colleagues have in-
vestigated the use of Wikipedia in conjunction with
word sense disambiguation (Mihalcea, 2007), key-
word extraction and linking (Mihalcea and Csomai,
2007) and topic identification (Coursey et al., 2009;
Coursey and Mihalcea, 2009). Cucerzan (2007)
used Wikipedia to do named entity disambiguation,
i.e. identification and coreferencing of named enti-
ties by linking them to the Wikipedia article describ-
ing the entity.

Some approaches to document geolocation rely
largely or entirely on non-textual metadata, which
is often unavailable for many corpora of interest,
Nonetheless, our methods could be combined with
such methods when such metadata is available. For
example, given that both Wikipedia and Twitter have
a linked structure between documents, it would be
possible to use the link-based method given in Back-
strom et al. (2010) for predicting the location of
Facebook users based on their friends’ locations. It
is possible that combining their approach with our
text-based approach would provide improvements
for Facebook, Twitter and Wikipedia datasets. For
example, their method performs poorly for users
with few geolocated friends, but results improved
by combining link-based predictions with IP address
predictions. The text written users’ updates could be
an additional aid for locating such users.
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7 Conclusion

We have shown that automatic identification of the
location of a document based only on its text can be
performed with high accuracy using simple super-
vised methods and a discrete grid representation of
the earth’s surface. All of our methods are simple
to implement, and both training and testing can be
easily parallelized. Our most effective geolocation
strategy finds the grid cell whose word distribution
has the smallest KL divergence from that of the test
document, and easily beats several effective base-
lines. We predict the location of Wikipedia pages
to a median error of 11.8 km and mean error of 221
km. For Twitter, we obtain a median error of 479
km and mean error of 967 km. Using naive Bayes
and a simple averaging of word-level cell distribu-
tions also both worked well; however, KL was more
effective, we believe, because it weights the words
in the document most heavily, and thus puts less im-
portance on the less specific word distributions of
each cell.

Though we only use text, link-based predictions
using the follower graph, as Backstrom et al. (2010)
do for Facebook, could improve results on the Twit-
ter task considered here. It could also help with
Wikipedia, especially for buildings: for example,
the page for Independence Hall in Philadelphia links
to geotagged “friend” pages for Philadelphia, the
Liberty Bell, and many other nearby locations and
buildings. However, we note that we are still pri-
marily interested in geolocation with only text be-
cause there are a great many situations in which such
linked structure is unavailable. This is especially
true for historical corpora like those made available
by the Perseus project.9

The task of identifying a single location for an en-
tire document provides a convenient way of evaluat-
ing approaches for connecting texts with locations,
but it is not fully coherent in the context of docu-
ments that cover multiple locations. Nonetheless,
both the average cell probability and naive Bayes
models output a distribution over all cells, which
could be used to assign multiple locations. Further-
more, these cell distributions could additionally be
used to define a document level prior for resolution
of individual toponyms.

9www.perseus.tufts.edu/

Though we treated the grid resolution as a param-
eter, the grids themselves form a hierarchy of cells
containing finer-grained cells. Given this, there are
a number of obvious ways to combine predictions
from different resolutions. For example, given a cell
of the finest grain, the average cell probability and
naive Bayes models could successively back off to
the values produced by their coarser-grained con-
taining cells, and KL divergence could be summed
from finest-to-coarsest grain. Another strategy for
making models less sensitive to grid resolution is to
smooth the per-cell word distributions over neigh-
boring cells; this strategy improved results on Flickr
photo geolocation for Serdyukov et al. (2009).

An additional area to explore is to remove the
bag-of-words assumption and take into account the
ordering between words. This should have a num-
ber of obvious benefits, among which are sensitivity
to multi-word toponyms such asNew York, colloca-
tions such asLondon, Ontarioor London in Ontario,
and highly indicative terms such asegg creamthat
are made up of generic constituents.
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Abstract

We use search engine results to address a par-
ticularly difficult cross-domain language pro-
cessing task, the adaptation of named entity
recognition (NER) from news text to web
queries. The key novelty of the method is that
we submit a token with context to a search
engine and use similar contexts in the search
results as additional information for correctly
classifying the token. We achieve strong gains
in NER performance on news, in-domain and
out-of-domain, and on web queries.

1 Introduction

As statistical Natural Language Processing (NLP)
matures, NLP components are increasingly used in
real-world applications. In many cases, this means
that some form of cross-domain adaptation is neces-
sary because there are distributional differences be-
tween the labeled training set that is available and
the real-world data in the application. To address
this problem, we propose a new type of features
for NLP data, features extracted fromsearch en-
gine results. Our motivation is that search engine
results can be viewed as asubstitute for the world
knowledgethat is required in NLP tasks, but that can
only be extracted from a standard training set or pre-
compiled resources to a limited extent. For example,
a named entity (NE) recognizer trained on news text
may tag the NELondon in an out-of-domain web
query likeLondon Klondike gold rushas a location.
But if we train the recognizer on features derived
from search results for the sentence to be tagged,
correct classification as person is possible. This is
because the search results forLondon Klondike gold

rush contain snippets in which the first nameJack
precedesLondon; this is a sure indicator of a last
name and hence an NE of type person.

We call our approachpiggybackand search result-
derived featurespiggyback featuresbecause we pig-
gyback on a search engine like Google for solving a
difficult NLP task.

In this paper, we use piggyback features to ad-
dress a particularly hard cross-domain problem, the
application of an NER system trained on news to
web queries. This problem is hard for two reasons.
First, the most reliable cue for NEs in English, as
in many languages, iscapitalization. But queries
are generally lowercase and even if uppercase char-
acters are used, they are not consistent enough to
be reliable features. Thus, applying NER systems
trained on news to web queries requires a robust
cross-domain approach.

News to queries adaptation is also hard because
queries providelimited contextfor NEs. In news
text, the first mention of a word likeFord is often
a fully qualified, unambiguous name likeFord Mo-
tor Corporation or Gerald Ford. In a short query
like buy fordor ford pardon, there is much less con-
text than in news. The lack of context and capitaliza-
tion, and the noisiness of real-world web queries (to-
kenization irregularities and misspellings) all make
NER hard. The low annotator agreement we found
for queries (Section 5) also confirms this point.

The correct identification of NEs in web queries
can be crucial for providing relevant pages and ads
to users. Other domains have characteristics sim-
ilar to web queries, e.g., automatically transcribed
speech, social communities like Twitter, and SMS.
Thus, NER for short, noisy text fragments, in the
absence of capitalization, is of general importance.
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NER performance is to a large extent determined
by the quality of the feature representation. Lexical,
part-of-speech (PoS), shape and gazetteer features
are standard. While the impact of different types of
features is well understood for standard NER, fun-
damentally different types of features can be used
when leveraging search engine results. Returning to
the NELondonin the queryLondon Klondike gold
rush, the feature “proportion of search engine results
in which a first name precedes the token of interest”
is likely to be useful in NER. Since using search en-
gine results for cross-domain robustness is a new ap-
proach in NLP, the design of appropriate features is
crucial to its success. A significant part of this paper
is devoted to feature design and evaluation.

This paper is organized as follows. Section 2 dis-
cusses related work. We describe standard NER fea-
tures in Section 3. One main contribution of this
paper is the large array of piggyback features that
we propose in Section 4. We describe the data sets
we use and our experimental setup in Sections 5–6.
The results in Section 7 show that piggyback fea-
tures significantly increase NER performance. This
is the second main contribution of the paper. We dis-
cuss challenges of using piggyback features – due to
the cost of querying search engines – and present our
conclusions and future work in Section 8.

2 Related work

Barr et al. (2008) found that capitalization of NEs in
web queries is inconsistent and not a reliable cue for
NER. Guo et al. (2009) exploit query logs for NER
in queries. This is also promising, but the context
in search results is richer and potentially more infor-
mative than that of other queries in logs.

The insight that search results provide useful ad-
ditional context for natural language expressions is
not new. Perhaps the oldest and best known applica-
tion is pseudo-relevance feedback which uses words
and phrases from search results for query expansion
(Rocchio, 1971; Xu and Croft, 1996). Search counts
or search results have also been used for sentiment
analysis (Turney, 2002), for transliteration (Grefen-
stette et al., 2004), candidate selection in machine
translation (Lapata and Keller, 2005), text similar-
ity measurements (Sahami and Heilman, 2006), in-
correct parse tree filtering (Yates et al., 2006), and

paraphrase evaluation (Fujita and Sato, 2008). The
specific NER application we address is most similar
to the work of Farkas et al. (2007), but they mainly
used frequency statistics as opposed to what we view
as the main strength of search results: the ability to
get additional contextually similar uses of the token
that is to be classified.

Lawson et al. (2010), Finin et al. (2010), and
Yetisgen-Yildiz et al. (2010) investigate how to best
use Amazon Mechanical Turk (AMT) for NER. We
use AMT as a tool, but it is not our focus.

NLP settings where training and test sets are from
different domains have received considerable atten-
tion in recent years. These settings are difficult be-
cause many machine learning approaches assume
that source and target are drawn from the same dis-
tribution; this is not the case if they are from differ-
ent domains. Systems applied out of domain typi-
cally incur severe losses in accuracy; e.g., Poibeau
and Kosseim (2000) showed that newswire-trained
NER systems perform poorly when applied to email
data (a drop ofF1 from .9 to .5). Recent work in ma-
chine learning has made substantial progress in un-
derstanding how cross-domain features can be used
in effective ways (Ben-David et al., 2010). The de-
velopment of such features however is to a large ex-
tent an empirical problem. From this perspective,
one of the most successful approaches to adaptation
for NER is based on generating shared feature rep-
resentations between source and target domains, via
unsupervised methods (Ando, 2004; Turian et al.,
2010). Turian et al. (2010) show that adapting from
CoNLL to MUC-7 (Chinchor, 1998) data (thus be-
tween different newswire sources), the best unsuper-
vised feature (Brown clusters) improvesF1 from .68
to .79. Our approach fits within this line of work
in that it empirically investigates features with good
cross-domain generalization properties. The main
contribution of this paper is the design and evalu-
ation of a novel family of features extracted from
the largest and most up-to-date repository of world
knowledge, the web.

Another source of world knowledge for NER is
Wikipedia: Kazama and Torisawa (2007) show that
pseudocategories extracted from Wikipedia help for
in-domain NER. Cucerzan (2007) uses Wikipedia
and web search frequencies to improve NE disam-
biguation, including simple web search frequencies
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BASE: lexical and input-text part-of-speech features
1 WORD(k,i) binary:wk = wi

2 POS(k,t) binary:wk has part-of-speecht
3 SHAPE(k,i) binary:wk has (regular expression) shaperegexpi

4 PREFIX(j) binary:w0 has prefixj (analogously for suffixes)

GAZ: gazetteer features
5 GAZ-Bl(k,i) binary:wk is the initial word of a phrase, consisting ofl words, whose gaz. category isi
6 GAZ-Il(k,i) binary:wk is a non-initial word in a phrase, consisting ofl words, whose gaz. category isi

URL: URL features
7 URL-SUBPART N(w0 is substring of a URL)/N(URL)
8 URL-MI (PER) 1/N(URL-parts)

∑
[[p∈URL-parts]] 3MIu(p, PER)−MIu(p, O)−MIu(p, ORG)−MIu(p, LOC)

LEX: local lexical features
9 NEIGHBOR(k) 1/N(k-neighbors)

∑
[[v∈k-neighbors]] log[NE-BNC(v, k)/OTHER-BNC(v, k)]

10 LEX-MI (PER,d)1/N(d-words)
∑

[[v∈d-words]] 3MId(v, PER)−MId(v, O)−MId(v, ORG)−MId(v, LOC)

BOW: bag-of-word features
11 BOW-MI (PER) 1/N(bow-words)

∑
[[v∈bow-words]] 3MIb(v, PER)−MIb(v, O)−MIb(v, ORG)−MIb(v, LOC)

MISC: shape, search part-of-speech, and title features
12 UPPERCASE N(s0 is uppercase)/N(s0)
13 ALLCAPS N(s0 is all-caps)/N(s0)
14 SPECIAL binary:w0 contains special character
15 SPECIAL-TITLE N(s

−1 or s1 in title contains special character)/(N(s
−1)+N(s1))

16 TITLE-WORD N(s0 occurs in title)/N(title)
17 NOMINAL -POS N(s0 is tagged with nominal PoS)/N(s0)
18 CONTEXT(k) N(sk is typical neighbor at positionk of named entity)/N(s0)
19 PHRASE-HIT(k) N(wk = sk, i.e., word at positionk occurs in snippet)/N(s0)
20 ACRONYM N(w

−1w0 or w0w1 or w
−1w0w1 occur as acronym)/N(s0)

21 EMPTY binary: search result is empty

Table 1: NER features used in this paper. BASE and GAZ are standard features. URL, LEX, BOW and MISC are
piggyback (search engine-based) features. See text for explanation of notation. The definitions ofURL-MI , LEX-MI ,
andBOW-MI for LOC, ORG and O are analogous to those for PER. For better readability, we write

∑
[[x]] for

∑
x
.

for compound entities.

3 Standard NER features

As is standard in supervised NER, we train an NE
tagger on a dataset where each token is represented
as a feature vector. In this and the following section
we present the features used in our study divided in
groups. We will refer to thetarget token– the to-
ken we define the feature vector for – asw0. Its left
neighbor isw−1 and its right neighborw1. Table 1
provides a summary of all features.

Feature group BASE. The first class of fea-
tures, BASE, is standard in NER. The binary fea-
ture WORD(k,i) (line 1) is 1 iff wi, the ith word in
the dictionary, occurs at positionk with respect to
w0. The dictionary consists of all words in the train-
ing set. The analogous feature for part of speech,
POS(k,t) (line 2), is 1 iff wk has been tagged with

PoSt, as determined by TnT tagger (Brants, 2000).
We also encode surface properties of the word with
simple regular expressions, e.g.,x-ray is encoded as
x-x and9/11asd/dd (SHAPE, line 3). For these fea-
tures,k ∈ {−1, 0, 1}. Finally, we encode prefixes
and suffixes, up to three characters long, forw0 (line
4).

Feature group GAZ. Gazetteer features (lines 5
& 6) are an efficient and effective way of building
world knowledge into an NER model. A gazetteer
is simply a list of phrases that belong to a par-
ticular semantic category. We use gazetteers from
(i) GATE (Cunningham et al., 2002): countries,
first/last names, trigger words; (ii) WordNet: the
46 lexicographical labels (food, location, person
etc.); and (iii) Fortune 500: company names. The
two gazetteer features are the binary featuresGAZ-
Bl(k,i) andGAZ-Il(k,i). GAZ-Bl (resp.GAZ-Il) is 1
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iff wk occurs as the first (resp. non-initial or internal)
word in a phrase of lengthl that the gazetteer lists as
belonging to categoryi wherek ∈ {−1, 0, 1}.

4 Piggyback features

Feature groups URL, LEX, BOW, and MISC are
piggyback features. We produce these by segment-
ing the input text into overlapping trigramsw1w2w3,
w2w3w4, w3w4w5 etc. Each trigramwi−1wiwi+1

is submitted as a query to the search engine. For
all experiments we used the publicly accessible
Google Web Search API.1 The search engine returns
a search resultfor the query consisting of, in most
cases, 10snippets,2 each of which contains 0, 1 or
morehits of the search termwi. We then compute
features for the vector representation ofwi based on
the snippets. We again refer to the target token and
its neighbors (i.e., the search string) asw−1w0w1.
w0 is the token that is to be classified (PER, LOC,
ORG, or O) and the previous word and the next word
serve as context that the search engine can exploit to
provide snippets in whichw0 is used in the same NE
category as in the input text. O is the tag of a token
that is neither LOC, ORG nor PER.

In the definition of the features, we refer to the
word in the snippet that matchesw0 as s0, where
the match is determined based on edit distance. The
word immediately to the left (resp. right) ofs0 in a
snippet is calleds−1 (resp.s1).

For non-binary features, we first calculate real
values and then binarize them into 10 quantile bins.

Feature group URL. This group exploits NE
information in URLs. The featureURL-SUBPART

(line 7) is the fraction of URLs in the search re-
sult containingw0 as a substring. To avoid spurious
matches, we set the feature to 0 iflength(w0) ≤ 2.

For URL-MI (line 8), each URL in the search re-
sult is split on special characters into parts (e.g., do-
main and subdomains). We refer to the set of all
parts in the search result as URL-parts. The value
of MIu(p, PER) is computed on the search results of
the training set as the mutual information (MI) be-
tween (i)w0 being PER and (ii)p occurring as part
of a URL in the search result. MI is defined as fol-

1Now deprecated in favor of the new Custom Search API.
2Less than 0.5% of the queries return fewer than 10 snippets.

lows:

MI(p, PER) =
∑

i∈{p̄,p}

∑

j∈{ ¯PER,PER}

P (i, j) log
P (i, j)

P (i)P (j)

For example, for the URL-partp = “staff” (e.g.,
in bigcorp.com/staff.htm), P (staff) is the
proportion of search results that contain a URL
with the part “staff”, P (PER) is the proportion of
search results where the search tokenw0 is PER
andP (staff,PER) is the proportion of search results
wherew0 is PER and one of the URLs returned by
the search engine has part “staff”.

The value of the featureURL-MI is the average
difference between the MI of PER and the other
named entities. The feature is calculated in the same
way for LOC, ORG, and O.

Our initial experiments that used binary features
for URL parts were not successful. We then de-
signed URL-MI to integrate all URL information
specific to an NE class into one measurement in
a way that gives higher weight to strong features
and lower weight to weak features. The inner
sum on line 8 is the sum of the three differences
MI(PER) − MI(O), MI(PER) − MI (ORG), and
MI(PER)−MI(LOC). Each of the three summands
indicates the relative advantage a URL partp gives
to PER vs O (or ORG and LOC). By averaging over
all URL parts, one then obtains an assessment of the
overall strength of evidence (in terms of MI) for the
NE class in question.

Feature group LEX. These features assess how
appropriate the words occurring inw0’s local con-
texts in the search result are for an NE class.

For NEIGHBOR (line 9), we calculate for each
word v in the British National Corpus (BNC) the
count NE-BNC(v, k), the number of times it oc-
curs at positionk with respect to an NE; and
OTHER-BNC(v, k), the number of times it occurs
at positionk with respect to a non-NE. We instan-
tiate the feature fork = −1 (left neighbor) and
k = 1 (right neighbor). The value ofNEIGHBOR(k)
is defined as the average log ratio of NE-BNC(v, k)
and OTHER-BNC(v, k), averaged over the setk-
neighbors, the set of words that occur at positionk
with respect tos0 in the search result.

In the experiments reported in this paper, we use
a PoS-tagged version of the BNC, a balanced cor-
pus of 100M words of British English, as a model

968



of word distribution in general contexts and in NE
contexts that is not specific to either target or source
domain. In the BNC, NEs are tagged with just one
PoS-tag, but there is no differentiation into subcat-
egories. Note that the search engine could be used
again for this purpose; for practical reasons we pre-
ferred a static resource for this first study where
many design variants were explored.

The featureLEX-MI interprets words occurring
before or afters0 as indicators of named entitihood.
The parameterd indicates the “direction” of the fea-
ture: before or after. MId(v, PER) is computed on
the search results of the training set as the MI be-
tween (i)w0 being PER and (ii)v occurring close to
s0 in the search result either to the left (d = −1) or
to the right (d = 1) of s0. Close refers to a window
of 2 words. The value ofLEX-MI (PER,d) is then
the average difference between the MI of PER and
the other NEs. The definition forLEX-MI (PER,d)
is given on line 10. The feature is calculated in the
same way for LOC, ORG, and O.

Feature group BOW. The featuresLEX-MI con-
sider a small window for cooccurrence information
and distinguish left and right context. For BOW fea-
tures, we use a larger window and ignore direction.
Our aim is to build a bag-of-words representation of
the contexts ofw0 in the result snippets.

MI b(v, PER) is computed on the search results
of the training set as the MI between (i)w0 being
PER and (ii)v occurring anywhere in the search re-
sult. The value ofBOW-MI (PER) is the average dif-
ference between the MI of PER and the other NEs
(line 11). The average is computed over all words
v ∈ bow-words that occur in a particular search re-
sult. The feature is calculated in the same way for
LOC, ORG, and O.

Feature group MISC. We collect the remaining
piggyback features in the group MISC.

The UPPERCASE and ALLCAPS features (lines
12&13) compute the fraction of occurrences ofw0

in the search result with capitalization of only the
first letter and all letters, respectively. We exclude
titles: capitalization in titles is not a consistent clue
for NE status.

The SPECIAL feature (line 14) returns 1 iff any
character ofw0 is a number or a special character.

NEs are often surrounded by special characters in
web pages, e.g.,Janis Joplin - Summertime. The

SPECIAL-TITLE feature (line 15) captures this by
counting the occurrences of numbers and special
characters ins−1 ands1 in titles of the search result.

The TITLE-WORD feature (line 16) computes the
fraction of occurrences ofw0 in the titles of the
search result.

The NOMINAL -POS feature (line 17) calculates
the proportion of nominal PoS tags (NN, NNS, NP,
NPS) of s0 in the search result, as determined by
a PoS tagging of the snippets using TreeTagger
(Schmid, 1994).

The basic idea behind theCONTEXT(k) feature
(line 18) is that the occurrence of words of certain
shapes and with certain parts of speech makes it ei-
ther more or less likely thatw0 is an NE. Fork = −1
(the word precedings0 in the search result), we test
for words that are adjectives, indefinites, posses-
sive pronouns or numerals (partly based on tagging,
partly based on a manually compiled list of words).
Fork = 1 (the word followings0), we test for words
that contain numbers and special characters. This
feature is complementary to the feature group LEX
in that it is based on shape and PoS and does not
estimate different parameters for each word.

The featurePHRASE-HIT(−1) (line 19) calculates
the proportion of occurrences ofw0 in the search re-
sult where the left neighbor in the snippet is equal
to the word precedingw0 in the search string, i.e.,
k = −1: s−1 = w−1. PHRASE-HIT(1) is the
equivalent for the right neighbor. This feature helps
identify phrases – search strings containing NEs are
more likely to occur as a phrase in search results.

The ACRONYM feature (line 20) computes the
proportion of the initials ofw−1w0 or w0w1 or
w−1w0w1 occurring in the search result. For ex-
ample, the abbreviationGM is likely to occur when
searching forgeneral motors dealers.

The binary featureEMPTY (line 21) returns 1 iff
the search result is empty. This feature enables the
classifier to distinguish true zero values (e.g., for the
featureALLCAPS) from values that are zero because
the search engine found no hits.

5 Experimental data

In our experiments, we train an NER classifier on an
in-domain data set and test it on two different out-
of-domain data sets. We describe these data sets in
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CoNLL trn CoNLL tst IEER KDD-D KDD-T
LOC 4.1 4.1 1.9 11.9 10.6
ORG 4.9 3.7 3.2 8.2 8.3
PER 5.4 6.4 3.8 5.3 5.4
O 85.6 85.8 91.1 74.6 75.7

Table 2: Percentages of NEs in CoNLL, IEER, and KDD.

this section and the NER classifier and the details of
the training regime in the next section, Section 6.

As training data for all models evaluated we used
the CoNLL 2003 English NER dataset, a corpus
of approximately 300,000 tokens of Reuters news
from 1992 annotated with person, location, organi-
zation and miscellaneous NE labels (Sang and Meul-
der, 2003). As out-of-domain newswire evaluation
data3 we use the development test data from the
NIST 1999 IEER named entity corpus, a dataset of
50,000 tokens of New York Times (NYT) and Asso-
ciated Press Weekly news.4 This corpus is annotated
with person, location, organization, cardinal, dura-
tion, measure, and date labels. CoNLL and IEER
are professionally edited and, in particular, properly
capitalized news corpora. As capitalization is ab-
sent from queries we lowercased both CoNLL and
IEER. We also reannotated the lowercased datasets
with PoS categories using the retrained TnT PoS tag-
ger (Brants, 2000) to avoid using non-plausible PoS
information. Notice that this step is necessary as
otherwise virtually no NNP/NNPS categories would
be predicted on the query data because the lower-
case NEs of web queries never occur in properly
capitalized news; this causes an NER tagger trained
on standard PoS to underpredict NEs (1–3% positive
rate).

The 2005 KDD Cup is a query topic categoriza-
tion task based on 800,000 queries (Li et al., 2005).5

We use a random subset of 2000 queries as a source
of web queries. By means of simple regular ex-
pressions we excluded from sampling queries that
looked like urls or emails (≈ 15%) as they are easy
to identify and do not provide a significant chal-

3A reviewer points out that we use the terms in-domain
and out-of-domain somewhat liberally. We simply use “differ-
ent domain” as a short-hand for “different distribution” without
making any claim about the exact nature of the difference.

4nltk.googlecode.com/svn/trunk/nltk data
5www.sigkdd.org/kdd2005/kddcup.html

lenge. We also excluded queries shorter than 10
characters (4%) and longer than 50 characters (2%)
to provide annotators with enough context, but not
an overly complex task. The annotation procedure
was carried out using Amazon Mechanical Turk. We
instructed workers to follow the CoNLL 2003 NER
guidelines (augmented with several examples from
queries that we annotated) and identify up to three
NEs in a short text and copy and paste them into a
box with associated multiple choice menu with the
4 CoNLL NE labels: LOC, MISC, ORG, and PER.
Five workers annotated each query. In a first round
we produced 1000 queries later used for develop-
ment. We call this set KDD-D. We then expanded
the guidelines with a few uncertain cases. In a sec-
ond round, we generated another 1000 queries. This
set will be referred to as KDD-T. Because annota-
tor agreement is low on a per-token basis (κ = .30
for KDD-D, κ = .34 for KDD-T (Cohen, 1960)),
we remove queries with less than 50% agreement,
averaged over the tokens in the query. After this
filtering, KDD-D and KDD-T contain 777 and 819
queries, respectively. Most of the rater disagreement
involves the MISC NE class. This is not surprising
as MISC is a sort of place-holder category that is
difficult to define and identify in queries, especially
by untrained AMT workers. We thus replaced MISC
with the null label O. With these two changes,κ was
.54 on KDD-D and .64 on KDD-T. This is sufficient
for repeatable experiments.6

Table 2 shows the distribution of NE types in the
5 datasets. IEER has fewer NEs than CoNLL, KDD
has more. PER is about as prevalent in KDD as
in CoNLL, but LOC and ORG have higher percent-
ages, reflecting the fact that people search frequently
for locations and commercial organizations. These
differences between source domain (CoNLL) and
target domains (IEER, KDD) add to the difficulty
of cross-domain generalization in this case.

6 Experimental setup

Recall that the input features for a tokenw0 con-
sist of standard NER features (BASE and GAZ) and
features derived from the search result we obtain by

6The two KDD sets, along with additional statistics on an-
notator agreement requested by a reviewer, are available at
ifnlp.org/∼schuetze/piggyback11.
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running a search forw−1w0w1 (URL, LEX, BOW,
and MISC). Since the MISC NE class is not anno-
tated in IEER and has low agreement on KDD in
the experimental evaluation we focus on the four-
class (PER, LOC, ORG, O) NER problem on all
datasets. We use BIO encoding as in the original
CoNLL task (Sang and Meulder, 2003).

ALL LOC ORG PER

CoNLL
c1l BASE GAZ 88.8∗ 91.9 77.9 93.0
c2l GAZ URL BOW MISC86.4∗ 90.7 74.0 90.9
c3l BASE URL BOW MISC92.3∗ 93.7 84.8 96.0
c4l BASE GAZ BOW MISC91.1∗ 93.3 82.2 94.9
c5l BASE GAZ URL MISC92.7∗ 94.984.5 95.9
c6l BASE GAZ URL BOW 92.3∗ 94.2 84.4 95.8
c7l BASE GAZ URL BOW MISC93.0 94.9 85.196.4
c8l BASE GAZ URL LEX BOW MISC92.9 94.7 84.996.5
c9c BASE GAZ 92.9 95.3 87.7 94.6

IEER
i1 l BASE GAZ 57.9∗ 71.0 37.7 59.9
i2 l GAZ URL LEX BOW MISC 63.8∗ 76.2 26.0 75.9
i3 l BASE URL LEX BOW MISC64.9∗ 71.8 38.3 73.8
i4 l BASE GAZ LEX BOW MISC67.3 76.741.274.6
i5 l BASE GAZ URL BOW MISC67.8 76.7 40.4 75.8
i6 l BASE GAZ URL LEX MISC68.1 77.2 36.9 77.8
i7 l BASE GAZ URL LEX BOW 66.6∗ 77.438.3 73.9
i8 l BASE GAZ URL LEX BOW MISC68.1 77.436.278.0
i9 c BASE GAZ 68.6∗ 77.3 52.3 73.1

KDD-T
k1 l BASE GAZ 34.6∗ 48.9 19.2 34.7
k2 l GAZ URL LEX MISC 40.4∗ 52.1 15.4 50.4
k3 l BASE URL LEX MISC40.9∗ 50.0 20.1 48.0
k4 l BASE GAZ LEX MISC41.6∗ 55.025.245.2
k5 l BASE GAZ URL MISC43.0 57.015.8 50.9
k6 l BASE GAZ URL LEX 40.7∗ 55.5 15.8 42.9
k7 l BASE GAZ URL LEX MISC43.8 56.4 17.0 52.0
k8 l BASE GAZ URL LEX BOW MISC43.8 56.5 17.452.3

Table 3: Evaluation results. l = text lowercased, c = orig-
inal capitalization preserved. ALL scores significantly
different from the best results for the three datasets (lines
c7, i8, k7) are marked∗ (see text).

We use SuperSenseTagger (Ciaramita and Altun,
2006)7 as our NER tagger. It is a first-order con-
ditional HMM trained with the perceptron algo-

7sourceforge.net/projects/supersensetag

rithm (Collins, 2002), a discriminative model with
excellent efficiency-performance trade-off (Sha and
Pereira, 2003). The model is regularized by aver-
aging (Freund and Schapire, 1999). For all models
we used an appropriate development set for choos-
ing the only hyperparameter,T , the number of train-
ing iterations on the source data.T must be tuned
separately for each evaluation because different tar-
get domains have different overfitting patterns.

We train our NER system on an 80% sample of
the CoNLL data. For ourin-domainevaluation, we
tuneT on a 10% development sample of the CoNLL
data and test on the remaining 10%. For ourout-of-
domainevaluation, we use the IEER and KDD test
sets. HereT is tuned on the corresponding develop-
ment sets. Since we do not train on IEER and KDD,
these two data sets do not have training set portions.
For each data set, we perform 63 runs, correspond-
ing to the26−1 = 63 different non-empty combina-
tions of the 6 feature groups. We report averageF1,
generated by five-trial training and evaluation, with
random permutations of the training data. We com-
pute the scores using the original CoNLL phrase-
based metric (Sang and Meulder, 2003). As a bench-
mark we use the baseline model with gazetteer fea-
tures (BASE and GAZ). The robustness of this sim-
ple approach is well documented; e.g., Turian et al.
(2010) show that the baseline model (gazetteer fea-
tures without unsupervised features) produces anF1

of .778 against .788 of the best unsupervised word
representation feature.

7 Results and discussion

Table 3 summarizes the experimental results. In
each column, the best numbers within a dataset for
the “lowercased” runs are bolded (see below for dis-
cussion of the “capitalization” runs on lines c9 and
i9). For all experiments, we selected a subset of the
combinations of the feature groups. This subset al-
ways includes the best results and a number of other
combinations where feature groups are added to or
removed from the optimal combination.

Results for the CoNLL test set show that the 5
feature groups without LEX achieve optimal per-
formance (line c7). Adding LEX improves perfor-
mance on PER, but decreases overall performance
(line c8). Removing GAZ, URL, BOW and MISC

971



from line c7, causes small comparable decreases in
performance (lines c3–c6). These feature groups
seem to have about the same importance in this ex-
perimental setting, but leaving out BASE decreases
F1 by a larger 6.6% (lines c7 vs c2).

The main result for CoNLL is that using piggy-
back features (line c7) improvesF1 of a standard
NER system that uses only BASE and GAZ (line
c1) by 4.2%. Even though the emphasis of this pa-
per is on cross-domain robustness, we can see that
our approach also has clear in-domain benefits.

The baseline in line c1 is the “lowercase” base-
line as indicated by “l”. We also ran a “capitalized”
baseline (“c”) on text with the original capitalization
preserved and PoS-tagged in this unchanged form.
Comparing lines c7 and c9, we see that piggyback
features are able to recover all the performance that
is lost when proper capitalization is unavailable. Lin
and Wu (2009) report anF1 score of 90.90 on the
original split of the CoNLL data. OurF1 scores
> 92% can be explained by a combination of ran-
domly partitioning the data and the fact that the four-
class problem is easier than the five-class problem
LOC-ORG-PER-MISC-O.

We use the t-test to compute significance on the
two sets of fiveF1 scores from the two experiments
that are being compared (two-tailed,p < .01 for t >
3.36).8 CoNLL scores that are significantly different
from line c7 are marked with∗.

For IEER, the system performs best for all six
feature groups (line i8). Runs significantly different
from i8 are marked∗. When URL, LEX and BOW
are removed from the set, performance does not de-
crease, or only slightly (lines i4, i5, i6), indicating
that these three feature groups are least important.
In contrast, there is significant evidence for the im-
portance of BASE, GAZ, and MISC: removing them
decreases performance by at least 1% (lines i2, i3,
i7). The large increase of ORGF1 when URL is
not used is surprising (41.2% on line i4, best per-
formance). The reason seems to be that URL fea-
tures (and LEX to a lesser extent) do not generalize
for ORG. Locations likeMadrid in CoNLL are fre-
quently tagged ORG when they refer to sports clubs
like Real Madrid. This is rare in IEER and KDD.

8We make the assumption that the distribution ofF1 scores
is approximately normal. See Cohen (1995), Noreen (1989) for
a discussion of how this affects the validity of the t-test.

Compared to standard NER (using feature groups
BASE and GAZ), our combined feature set achieves
a performance that is by more than 10% higher (lines
i8 vs i1). This demonstrates that piggyback features
have robust cross-domain generalization properties.
The comparison of lines i8 and i9 confirms that the
features effectively compensate for the lack of cap-
italization, and perform almost as well as (although
statistically worse than) a model trained on capital-
ized data.

The best run on KDD-D was the run with feature
groups BASE, GAZ, URL, LEX and MISC. On line
k7, we show results for this run for KDD-T and for
runs that differ by one feature group (lines k2–k6,
k8).9 The overall best result (43.8%) is achieved
when using all feature groups (line k8). Omitting
BOW results in the same score for ALL (line k7).
Apparently, the local LEX features already capture
most useful cooccurrence information and looking
at a wider window (as implemented by BOW) is of
limited utility. On lines k2–k6, performance gen-
erally decreases on ALL and the three NE classes
when dropping one of the five feature groups on line
k7. One notable exception is an increase for ORG
when feature group URL is dropped (line k4, 25.2%,
the best performance for ORG of all runs). This is in
line with our discussion of the same effect on IEER.

The key take-away from our results on KDD-T is
that piggyback features are again (as for IEER) sig-
nificantly better than standard feature groups BASE
and GAZ. Search engine based adaptation has an ad-
vantage of 9.2% compared to standard NER (lines
k7 vs k1). AnF1 below 45% may not yet be good
enough for practical purposes. But even if additional
work is necessary to boost the scores further, our
model is an important step in this direction.

The low scores for KDD-T are also partially due
to our processing of the AMT data. Our selection
procedure is biased towards short entities whereas
CoNLL guidelines favor long NEs. We can address
this by forcing AMT raters to be more consistent
with the CoNLL guidelines in the future.

We summarize the experimental results as fol-
lows. Piggyback features consistently improve NER
for non-well-edited text when used together with
standard NER features. While relative improve-

9KDD-D F1 values were about 1% higher than for KDD-T.
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ment due to piggyback features increases as out-
of-domain data become more different from the in-
domain training set, performance declines in abso-
lute terms from .930 (CoNLL) to .681 (IEER) and
.438 (KDD-T).

8 Conclusion

Robust cross-domain generalization is key in many
NLP applications. In addition to surface and linguis-
tic differences, differences in world knowledge pose
a key challenge, e.g., the fact thatJava refers to a
location in one domain and to coffee in another. We
have proposed a new way of addressing this chal-
lenge. Because search engines attempt to make op-
timal use of the context a word occurs in, hits shown
to the user usually include other uses of the word in
semantically similar snippets. These snippets can be
used as a more robust and domain-independent rep-
resentation of the context of the word/phrase than
what is available in the input text.

Our first contribution is that we have shown that
this basic idea of using search engines for robust
domain-independent feature representations yields
solid results for one specific NLP problem, NER.
Piggyback features achieved an improvement ofF1

of about 10% compared to a baseline that uses BASE
and GAZ features. Even in-domain, we were able
to get a smaller, but still noticeable improvement of
4.2% due to piggyback features. These results are
also important because there are many application
domains with noisy text without reliable capitaliza-
tion, e.g., automatically transcribed speech, tweets,
SMS, social communities and blogs.

Our second contribution is that we address a type
of NER that is of particular importance: NER for
web queries. The query is the main source of in-
formation about the user’s information need. Query
analysis is important on the web because under-
standing the query, including the subtask of NER, is
key for identifying the most relevant documents and
the most relevant ads. NER for domains like Twitter
and SMS has properties similar to web queries.

A third contribution of this paper is the release of
an annotated dataset for web query NER. We hope
that this dataset will foster more research on cross-
domain generalization and domain adaptation – in
particular for NER – and the difficult problem of

web query understanding.
This paper is about cross-domain generalization.

However, the general idea of using search to provide
rich context information to NLP systems is applica-
ble to a broad array of tasks. One of the main hurdles
that NLP faces is that the single context a token oc-
curs in is often not sufficient for reliable decisions,
be they about attachment, disambiguation or higher-
order semantic interpretation. Search makes dozens
of additional relevant contexts available and can thus
overcome this bottleneck. In the future, we hope to
be able to show that other NLP tasks can also benefit
from such an enriched context representation.

Future work. We used a web search engine in the
experiments presented in this paper. Latencies when
using one of the three main commercial search en-
gines Bing, Google and Yahoo! in our scenario range
from 0.2 to 0.5 seconds per token. These execution
times are prohibitive for many applications. Search
engines also tend to limit the number of queries per
user and IP address. To gain widespread acceptance
of the piggyback idea of using search results for ro-
bust NLP, we therefore must explore alternatives to
search engines.

In future work, we plan to develop more efficient
methods of using search results for cross-domain
generalization to avoid the cost of issuing a large
number of queries to search engines. Caching will
be of obvious importance in this regard. Another av-
enue we are pursuing is to build a specialized search
system for our application in a way similar to Ca-
farella and Etzioni (2005). While we need good
coverage of a large variety of domains for our ap-
proach to work, it is not clear how big the index
of the search engine must be for good performance.
Conceivably, collections much smaller than those in-
dexed by major search engines (e.g., the Google 1T
5-gram corpus or ClueWeb09) might give rise to fea-
tures with similar robustness properties. It is impor-
tant to keep in mind, however, that one of the key
factors a search engine allows us to leverage is the
notion of relevance which might not be always pos-
sible to model as accurately with other data.
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Abstract

Standard algorithms for template-based in-
formation extraction (IE) require predefined
template schemas, and often labeled data,
to learn to extract their slot fillers (e.g., an
embassy is the Target of a Bombing tem-
plate). This paper describes an approach to
template-based IE that removes this require-
ment and performs extraction without know-
ing the template structure in advance. Our al-
gorithm instead learns the template structure
automatically from raw text, inducing tem-
plate schemas as sets of linked events (e.g.,
bombings include detonate, set off, and de-
stroy events) associated with semantic roles.
We also solve the standard IE task, using the
induced syntactic patterns to extract role fillers
from specific documents. We evaluate on the
MUC-4 terrorism dataset and show that we in-
duce template structure very similar to hand-
created gold structure, and we extract role
fillers with an F1 score of .40, approaching
the performance of algorithms that require full
knowledge of the templates.

1 Introduction

A template defines a specific type of event (e.g.,
a bombing) with a set of semantic roles (or slots)
for the typical entities involved in such an event
(e.g., perpetrator, target, instrument). In contrast to
work in relation discovery that focuses on learning
atomic facts (Banko et al., 2007a; Carlson et al.,
2010), templates can extract a richer representation
of a particular domain. However, unlike relation dis-
covery, most template-based IE approaches assume
foreknowledge of the domain’s templates. Very little
work addresses how to learn the template structure

itself. Our goal in this paper is to perform the stan-
dard template filling task, but to first automatically
induce the templates from an unlabeled corpus.

There are many ways to represent events, rang-
ing from role-based representations such as frames
(Baker et al., 1998) to sequential events in scripts
(Schank and Abelson, 1977) and narrative schemas
(Chambers and Jurafsky, 2009; Kasch and Oates,
2010). Our approach learns narrative-like knowl-
edge in the form of IE templates; we learn sets of
related events and semantic roles, as shown in this
sample output from our system:

Bombing Template
{detonate, blow up, plant, explode, defuse, destroy}

Perpetrator: Person who detonates, plants, blows up
Instrument: Object that is planted, detonated, defused
Target: Object that is destroyed, is blown up

A semantic role, such as target, is a cluster of syn-
tactic functions of the template’s event words (e.g.,
the objects of detonate and explode). Our goal is
to characterize a domain by learning this template
structure completely automatically. We learn tem-
plates by first clustering event words based on their
proximity in a training corpus. We then use a novel
approach to role induction that clusters the syntactic
functions of these events based on selectional prefer-
ences and coreferring arguments. The induced roles
are template-specific (e.g., perpetrator), not univer-
sal (e.g., agent or patient) or verb-specific.

After learning a domain’s template schemas, we
perform the standard IE task of role filling from in-
dividual documents, for example:

Perpetrator: guerrillas
Instrument: dynamite
Target: embassy
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This extraction stage identifies entities using the
learned syntactic functions of our roles. We evalu-
ate on the MUC-4 terrorism corpus with results ap-
proaching those of supervised systems.

The core of this paper focuses on how to char-
acterize a domain-specific corpus by learning rich
template structure. We describe how to first expand
the small corpus’ size, how to cluster its events, and
finally how to induce semantic roles. Section 5 then
describes the extraction algorithm, followed by eval-
uations against previous work in section 6 and 7.

2 Previous Work

Many template extraction algorithms require full
knowledge of the templates and labeled corpora,
such as in rule-based systems (Chinchor et al., 1993;
Rau et al., 1992) and modern supervised classi-
fiers (Freitag, 1998; Chieu et al., 2003; Bunescu
and Mooney, 2004; Patwardhan and Riloff, 2009).
Classifiers rely on the labeled examples’ surround-
ing context for features such as nearby tokens, doc-
ument position, syntax, named entities, semantic
classes, and discourse relations (Maslennikov and
Chua, 2007). Ji and Grishman (2008) also supple-
mented labeled with unlabeled data.

Weakly supervised approaches remove some of
the need for fully labeled data. Most still require the
templates and their slots. One common approach is
to begin with unlabeled, but clustered event-specific
documents, and extract common word patterns as
extractors (Riloff and Schmelzenbach, 1998; Sudo
et al., 2003; Riloff et al., 2005; Patwardhan and
Riloff, 2007). Filatova et al. (2006) integrate named
entities into pattern learning (PERSON won) to ap-
proximate unknown semantic roles. Bootstrapping
with seed examples of known slot fillers has been
shown to be effective (Surdeanu et al., 2006; Yan-
garber et al., 2000). In contrast, this paper removes
these data assumptions, learning instead from a cor-
pus of unknown events and unclustered documents,
without seed examples.

Shinyama and Sekine (2006) describe an ap-
proach to template learning without labeled data.
They present unrestricted relation discovery as a
means of discovering relations in unlabeled docu-
ments, and extract their fillers. Central to the al-
gorithm is collecting multiple documents describ-

ing the same exact event (e.g. Hurricane Ivan), and
observing repeated word patterns across documents
connecting the same proper nouns. Learned patterns
represent binary relations, and they show how to
construct tables of extracted entities for these rela-
tions. Our approach draws on this idea of using un-
labeled documents to discover relations in text, and
of defining semantic roles by sets of entities. How-
ever, the limitations to their approach are that (1)
redundant documents about specific events are re-
quired, (2) relations are binary, and (3) only slots
with named entities are learned. We will extend
their work by showing how to learn without these
assumptions, obviating the need for redundant doc-
uments, and learning templates with any type and
any number of slots.

Large-scale learning of scripts and narrative
schemas also captures template-like knowledge
from unlabeled text (Chambers and Jurafsky, 2008;
Kasch and Oates, 2010). Scripts are sets of re-
lated event words and semantic roles learned by
linking syntactic functions with coreferring argu-
ments. While they learn interesting event structure,
the structures are limited to frequent topics in a large
corpus. We borrow ideas from this work as well, but
our goal is to instead characterize a specific domain
with limited data. Further, we are the first to apply
this knowledge to the IE task of filling in template
mentions in documents.

In summary, our work extends previous work on
unsupervised IE in a number of ways. We are the
first to learn MUC-4 templates, and we are the first
to extract entities without knowing how many tem-
plates exist, without examples of slot fillers, and
without event-clustered documents.

3 The Domain and its Templates

Our goal is to learn the general event structure of
a domain, and then extract the instances of each
learned event. In order to measure performance
in both tasks (learning structure and extracting in-
stances), we use the terrorism corpus of MUC-4
(Sundheim, 1991) as our target domain. This cor-
pus was chosen because it is annotated with tem-
plates that describe all of the entities involved in
each event. An example snippet from a bombing
document is given here:
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The terrorists used explosives against the
town hall. El Comercio reported that alleged
Shining Path members also attacked public fa-
cilities in huarpacha, Ambo, tomayquichua,
and kichki. Municipal official Sergio Horna
was seriously wounded in an explosion in
Ambo.

The entities from this document fill the following
slots in a MUC-4 bombing template.

Perp: Shining Path members Victim: Sergio Horna
Target: public facilities Instrument: explosives

We focus on these four string-based slots1 from
the MUC-4 corpus, as is standard in this task. The
corpus consists of 1300 documents, 733 of which
are labeled with at least one template. There are six
types of templates, but only four are modestly fre-
quent: bombing (208 docs), kidnap (83 docs), attack
(479 docs), and arson (40 docs). 567 documents do
not have any templates. Our learning algorithm does
not know which documents contain (or do not con-
tain) which templates. After learning event words
that represent templates, we induce their slots, not
knowing a priori how many there are, and then fill
them in by extracting entities as in the standard task.
In our example above, the three bold verbs (use, at-
tack, wound) indicate the Bombing template, and
their syntactic arguments fill its slots.

4 Learning Templates from Raw Text

Our goal is to learn templates that characterize a
domain as described in unclustered, unlabeled doc-
uments. This presents a two-fold problem to the
learner: it does not know how many events exist, and
it does not know which documents describe which
event (some may describe multiple events). We ap-
proach this problem with a three step process: (1)
cluster the domain’s event patterns to approximate
the template topics, (2) build a new corpus specific to
each cluster by retrieving documents from a larger
unrelated corpus, (3) induce each template’s slots
using its new (larger) corpus of documents.

4.1 Clustering Events to Learn Templates
We cluster event patterns to create templates. An
event pattern is either (1) a verb, (2) a noun in Word-

1There are two Perpetrator slots in MUC-4: Organization
and Individual. We consider their union as a single slot.

Net under the Event synset, or (3) a verb and the
head word of its syntactic object. Examples of each
include (1) ‘explode’, (2) ‘explosion’, and (3) ‘ex-
plode:bomb’. We also tag the corpus with an NER
system and allow patterns to include named entity
types, e.g., ‘kidnap:PERSON’. These patterns are
crucially needed later to learn a template’s slots.
However, we first need an algorithm to cluster these
patterns to learn the domain’s core events. We con-
sider two unsupervised algorithms: Latent Dirichlet
Allocation (LDA) (Blei et al., 2003), and agglomer-
ative clustering based on word distance.

4.1.1 LDA for Unknown Data

LDA is a probabilistic model that treats documents
as mixtures of topics. It learns topics as discrete
distributions (multinomials) over the event patterns,
and thus meets our needs as it clusters patterns based
on co-occurrence in documents. The algorithm re-
quires the number of topics to be known ahead of
time, but in practice this number is set relatively high
and the resulting topics are still useful. Our best per-
forming LDA model used 200 topics. We had mixed
success with LDA though, and ultimately found our
next approach performed slightly better on the doc-
ument classification evaluation.

4.1.2 Clustering on Event Distance

Agglomerative clustering does not require fore-
knowledge of the templates, but its success relies on
how event pattern similarity is determined.

Ideally, we want to learn that detonate and destroy
belong in the same cluster representing a bombing.
Vector-based approaches are often adopted to rep-
resent words as feature vectors and compute their
distance with cosine similarity. Unfortunately, these
approaches typically learn clusters of synonymous
words that can miss detonate and destroy. Our
goal is to instead capture world knowledge of co-
occuring events. We thus adopt an assumption that
closeness in the world is reflected by closeness in a
text’s discourse. We hypothesize that two patterns
are related if they occur near each other in a docu-
ment more often than chance.

Let g(wi, wj) be the distance between two events
(1 if in the same sentence, 2 in neighboring, etc). Let
Cdist(wi, wj) be the distance-weighted frequency of
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kidnap: kidnap, kidnap:PER, abduct, release, kidnap-
ping, ransom, robbery, registration
bombing: explode, blow up, locate, place:bomb, det-
onate, damage, explosion, cause, damage, ...
attack: kill, shoot down, down, kill:civilian, kill:PER,
kill:soldier, kill:member, killing, shoot:PER, wave, ...
arson: burn, search, burning, clip, collaborate, ...

Figure 1: The 4 clusters mapped to MUC-4 templates.

two events occurring together:

Cdist(wi, wj) =
∑
d∈D

∑
wi,wj∈d

1− log4(g(wi, wj)) (1)

where d is a document in the set of all documents
D. The base 4 logarithm discounts neighboring sen-
tences by 0.5 and within the same sentence scores 1.
Using this definition of distance, pointwise mutual
information measures our similarity of two events:

pmi(wi, wj) = Pdist(wi, wj)/(P (wi)P (wj)) (2)

P (wi) =
C(wi)∑
j C(wj)

(3)

Pdist(wi, wj) =
Cdist(wi, wj)∑

k

∑
l Cdist(wk, wl)

(4)

We run agglomerative clustering with pmi over
all event patterns. Merging decisions use the average
link score between all new links across two clusters.
As with all clustering algorithms, a stopping crite-
rion is needed. We continue merging clusters un-
til any single cluster grows beyond m patterns. We
briefly inspected the clustering process and chose
m = 40 to prevent learned scenarios from intuitively
growing too large and ambiguous. Post-evaluation
analysis shows that this value has wide flexibility.
For example, the Kidnap and Arson clusters are un-
changed in 30 < m < 80, and Bombing unchanged
in 30 < m < 50. Figure 1 shows 3 clusters (of 77
learned) that characterize the main template types.

4.2 Information Retrieval for Templates

Learning a domain often suffers from a lack of train-
ing data. The previous section clustered events from
the MUC-4 corpus, but its 1300 documents do not
provide enough examples of verbs and argument
counts to further learn the semantic roles in each

cluster. Our solution is to assemble a larger IR-
corpus of documents for each cluster. For exam-
ple, MUC-4 labels 83 documents with Kidnap, but
our learned cluster (kidnap, abduct, release, ...) re-
trieved 3954 documents from a general corpus.

We use the Associated Press and New York Times
sections of the Gigaword Corpus (Graff, 2002) as
our general corpus. These sections include approxi-
mately 3.5 million news articles spanning 12 years.

Our retrieval algorithm retrieves documents that
score highly with a cluster’s tokens. The docu-
ment score is defined by two common metrics: word
match, and word coverage. A document’s match
score is defined as the average number of times the
words in cluster c appear in document d:

avgm(d, c) =
∑

w∈c

∑
t∈d 1{w = t}
|c|

(5)

We define word coverage as the number of seen
cluster words. Coverage penalizes documents that
score highly by repeating a single cluster word a lot.
We only score a document if its coverage, cvg(d, c),
is at least 3 words (or less for tiny clusters):

ir(d, c) =
{

avgm(d, c) if cvg(d, c) > min(3, |c|/4)
0 otherwise

A document d is retrieved for a cluster c if
ir(d, c) > 0.4. Finally, we emphasize precision
by pruning away 50% of a cluster’s retrieved doc-
uments that are farthest in distance from the mean
document of the retrieved set. Distance is the co-
sine similarity between bag-of-words vector repre-
sentations. The confidence value of 0.4 was chosen
from a manual inspection among a single cluster’s
retrieved documents. Pruning 50% was arbitrarily
chosen to improve precision, and we did not exper-
iment with other quantities. A search for optimum
parameter values may lead to better results.

4.3 Inducing Semantic Roles (Slots)
Having successfully clustered event words and re-
trieved an IR-corpus for each cluster, we now ad-
dress the problem of inducing semantic roles. Our
learned roles will then extract entities in the next sec-
tion and we will evaluate their per-role accuracy.

Most work on unsupervised role induction fo-
cuses on learning verb-specific roles, starting with
seed examples (Swier and Stevenson, 2004; He and
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Gildea, 2006) and/or knowing the number of roles
(Grenager and Manning, 2006; Lang and Lapata,
2010). Our previous work (Chambers and Juraf-
sky, 2009) learned situation-specific roles over nar-
rative schemas, similar to frame roles in FrameNet
(Baker et al., 1998). Schemas link the syntactic rela-
tions of verbs by clustering them based on observing
coreferring arguments in those positions. This paper
extends this intuition by introducing a new vector-
based approach to coreference similarity.

4.3.1 Syntactic Relations as Roles
We learn the roles of cluster C by clustering the syn-
tactic relations RC of its words. Consider the fol-
lowing example:

C = {go off, explode, set off, damage, destroy}
RC = {go off:s, go off:p in, explode:s, set off:s}

where verb:s is the verb’s subject, :o the object, and
p in a preposition. We ideally want to cluster RC as:

bomb = {go off:s, explode:s, set off:o, destroy:s}
suspect = {set off:s}
target = {go off:p in, destroy:o}

We want to cluster all subjects, objects, and
prepositions. Passive voice is normalized to active2.

We adopt two views of relation similarity:
coreferring arguments and selectional preferences.
Chambers and Jurafsky (2008) observed that core-
ferring arguments suggest a semantic relation be-
tween two predicates. In the sentence, he ran and
then he fell, the subjects of run and fall corefer, and
so they likely belong to the same scenario-specific
semantic role. We applied this idea to a new vec-
tor similarity framework. We represent a relation
as a vector of all relations with which their argu-
ments coreferred. For instance, arguments of the
relation go off:s were seen coreferring with men-
tions in plant:o, set off:o and injure:s. We represent
go off:s as a vector of these relation counts, calling
this its coref vector representation.

Selectional preferences (SPs) are also useful in
measuring similarity (Erk and Pado, 2008). A re-
lation can be represented as a vector of its observed
arguments during training. The SPs for go off:s in
our data include {bomb, device, charge, explosion}.

We measure similarity using cosine similarity be-
tween the vectors in both approaches. However,

2We use the Stanford Parser at nlp.stanford.edu/software

coreference and SPs measure different types of sim-
ilarity. Coreference is a looser narrative similarity
(bombings cause injuries), while SPs capture syn-
onymy (plant and place have similar arguments). We
observed that many narrative relations are not syn-
onymous, and vice versa. We thus take the max-
imum of either cosine score as our final similarity
metric between two relations. We then back off to
the average of the two cosine scores if the max is not
confident (less than 0.7); the average penalizes the
pair. We chose the value of 0.7 from a grid search to
optimize extraction results on the training set.

4.3.2 Clustering Syntactic Functions
We use agglomerative clustering with the above
pairwise similarity metric. Cluster similarity is the
average link score over all new links crossing two
clusters. We include the following sparsity penalty
r(ca, cb) if there are too few links between clusters
ca and cb.

score(ca, cb) =
∑

wi∈ca

∑
wj∈cb

sim(wi, wj)∗r(ca, cb) (6)

r(ca, cb) =

∑
wi∈ca

∑
wj∈cb

1{sim(wi, wj) > 0}∑
wi∈ca

∑
wj∈cb

1
(7)

This penalizes clusters from merging when they
share only a few high scoring edges. Clustering
stops when the merged cluster scores drop below
a threshold optimized to extraction performance on
the training data.

We also begin with two assumptions about syntac-
tic functions and semantic roles. The first assumes
that the subject and object of a verb carry different
semantic roles. For instance, the subject of sell fills
a different role (Seller) than the object (Good). The
second assumption is that each semantic role has a
high-level entity type. For instance, the subject of
sell is a Person or Organization, and the object is a
Physical Object.

We implement the first assumption as a constraint
in the clustering algorithm, preventing two clusters
from merging if their union contains the same verb’s
subject and object.

We implement the second assumption by auto-
matically labeling each syntactic function with a role
type based on its observed arguments. The role types
are broad general classes: Person/Org, Physical Ob-
ject, or Other. A syntactic function is labeled as a
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Bombing Template (MUC-4)

Perpetrator Person/Org who detonates, blows up, plants,
hurls, stages, is detained, is suspected, is blamed on,
launches

Instrument A physical object that is exploded, explodes, is
hurled, causes, goes off, is planted, damages, is set off, is
defused

Target A physical object that is damaged, is destroyed, is
exploded at, is damaged, is thrown at, is hit, is struck

Police Person/Org who raids, questions, discovers, investi-
gates, defuses, arrests

N/A A physical object that is blown up, destroys

Attack/Shooting Template (MUC-4)

Perpetrator Person/Org who assassinates, patrols, am-
bushes, raids, shoots, is linked to

Victim Person/Org who is assassinated, is toppled, is gunned
down, is executed, is evacuated

Target Person/Org who is hit, is struck, is downed, is set fire
to, is blown up, surrounded

Instrument A physical object that is fired, injures, downs, is
set off, is exploded

Kidnap Template (MUC-4)

Perpetrator Person/Org who releases, abducts, kidnaps,
ambushes, holds, forces, captures, is imprisoned, frees

Target Person/Org who is kidnapped, is released, is freed,
escapes, disappears, travels, is harmed, is threatened

Police Person/Org who rules out, negotiates, condemns, is
pressured, finds, arrests, combs

Weapons Smuggling Template (NEW)

Perpetrator Person/Org who smuggles, is seized from, is
captured, is detained

Police Person/Org who raids, seizes, captures, confiscates,
detains, investigates

Instrument A physical object that is smuggled, is seized, is
confiscated, is transported

Election Template (NEW)

Voter Person/Org who chooses, is intimidated, favors, is ap-
pealed to, turns out

Government Person/Org who authorizes, is chosen, blames,
authorizes, denies

Candidate Person/Org who resigns, unites, advocates, ma-
nipulates, pledges, is blamed

Figure 2: Five learned example templates. All knowledge except the template/role names (e.g., ‘Victim’) is learned.

class if 20% of its arguments appear under the cor-
responding WordNet synset3, or if the NER system
labels them as such. Once labeled by type, we sep-
arately cluster the syntactic functions for each role
type. For instance, Person functions are clustered
separate from Physical Object functions. Figure 2
shows some of the resulting roles.

Finally, since agglomerative clustering makes
hard decisions, related events to a template may have
been excluded in the initial event clustering stage.
To address this problem, we identify the 200 nearby
events to each event cluster. These are simply the
top scoring event patterns with the cluster’s original
events. We add their syntactic functions to their best
matching roles. This expands the coverage of each
learned role. Varying the 200 amount does not lead
to wide variation in extraction performance. Once
induced, the roles are evaluated by their entity ex-
traction performance in Section 5.

4.4 Template Evaluation

We now compare our learned templates to those
hand-created by human annotators for the MUC-4
terrorism corpus. The corpus contains 6 template

3Physical objects are defined as non-person physical objects

Bombing Kidnap Attack Arson
Perpetrator x x x x
Victim x x x x
Target x x x
Instrument x x

Figure 3: Slots in the hand-crafted MUC-4 templates.

types, but two of them occur in only 4 and 14 of the
1300 training documents. We thus only evaluate the
4 main templates (bombing, kidnapping, attack, and
arson). The gold slots are shown in figure 3.

We evaluate the four learned templates that score
highest in the document classification evaluation
(to be described in section 5.1), aligned with their
MUC-4 types. Figure 2 shows three of our four tem-
plates, and two brand new ones that our algorithm
learned. Of the four templates, we learned 12 of the
13 semantic roles as created for MUC. In addition,
we learned a new role not in MUC for bombings,
kidnappings, and arson: the Police or Authorities
role. The annotators chose not to include this in their
labeling, but this knowledge is clearly relevant when
understanding such events, so we consider it correct.
There is one additional Bombing and one Arson role
that does not align with MUC-4, marked incorrect.
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We thus report 92% slot recall, and precision as 14
of 16 (88%) learned slots.

We only measure agreement with the MUC tem-
plate schemas, but our system learns other events as
well. We show two such examples in figure 2: the
Weapons Smuggling and Election Templates.

5 Information Extraction: Slot Filling

We now present how to apply our learned templates
to information extraction. This section will describe
how to extract slot fillers using our templates, but
without knowing which templates are correct.

We could simply use a standard IE approach, for
example, creating seed words for our new learned
templates. But instead, we propose a new method
that obviates the need for even a limited human la-
beling of seed sets. We consider each learned se-
mantic role as a potential slot, and we extract slot
fillers using the syntactic functions that were previ-
ously learned. Thus, the learned syntactic patterns
(e.g., the subject of release) serve the dual purpose
of both inducing the template slots, and extracting
appropriate slot fillers from text.

5.1 Document Classification

A document is labeled for a template if two different
conditions are met: (1) it contains at least one trig-
ger phrase, and (2) its average per-token conditional
probability meets a strict threshold.

Both conditions require a definition of the condi-
tional probability of a template given a token. The
conditional is defined as the token’s importance rel-
ative to its uniqueness across all templates. This
is not the usual conditional probability definition as
IR-corpora are different sizes.

P (t|w) =
PIRt(w)∑

s∈T PIRs(w)
(8)

where PIRt(w) is the probability of pattern w in the
IR-corpus of template t.

PIRt(w) =
Ct(w)∑
v Ct(v)

(9)

where Ct(w) is the number of times word w appears
in the IR-corpus of template t. A template’s trigger
words are defined as words satisfying P (t|w) > 0.2.

Kidnap Bomb Attack Arson
Precision .64 .83 .66 .30
Recall .54 .63 .35 1.0
F1 .58 .72 .46 .46

Figure 4: Document classification results on test.

Trigger phrases are thus template-specific patterns
that are highly indicative of that template.

After identifying triggers, we use the above defi-
nition to score a document with a template. A doc-
ument is labeled with a template if it contains at
least one trigger, and its average word probability
is greater than a parameter optimized on the training
set. A document can be (and often is) labeled with
multiple templates.

Finally, we label the sentences that contain trig-
gers and use them for extraction in section 5.2.

5.1.1 Experiment: Document Classification
The MUC-4 corpus links templates to documents,
allowing us to evaluate our document labels. We
treat each link as a gold label (kidnap, bomb, or
attack) for that document, and documents can have
multiple labels. Our learned clusters naturally do not
have MUC labels, so we report results on the four
clusters that score highest with each label.

Figure 4 shows the document classification
scores. The bombing template performs best with
an F1 score of .72. Arson occurs very few times,
and Attack is lower because it is essentially an ag-
glomeration of diverse events (discussed later).

5.2 Entity Extraction

Once documents are labeled with templates, we next
extract entities into the template slots. Extraction oc-
curs in the trigger sentences from the previous sec-
tion. The extraction process is two-fold:

1. Extract all NPs that are arguments of patterns in the
template’s induced roles.

2. Extract NPs whose heads are observed frequently
with one of the roles (e.g., ‘bomb’ is seen with In-
strument relations in figure 2).

Take the following MUC-4 sentence as an example:

The two bombs were planted with the exclusive
purpose of intimidating the owners of...
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The verb plant is in our learned bombing cluster, so
step (1) will extract its passive subject bombs and
map it to the correct instrument role (see figure 2).
The human target, owners, is missed because intim-
idate was not learned. However, if owner is in the
selectional preferences of the learned ‘human target’
role, step (2) correctly extracts it into that role.

These are two different, but complementary,
views of semantic roles. The first is that a role is de-
fined by the set of syntactic relations that describe it.
Thus, we find all role relations and save their argu-
ments (pattern extraction). The second view is that
a role is defined by the arguments that fill it. Thus,
we extract all arguments that filled a role in training,
regardless of their current syntactic environment.

Finally, we filter extractions whose WordNet or
named entity label does not match the learned slot’s
type (e.g., a Location does not match a Person).

6 Standard Evaluation

We trained on the 1300 documents in the MUC-4
corpus and tested on the 200 document TST3 and
TST4 test set. We evaluate the four string-based
slots: perpetrator, physical target, human target, and
instrument. We merge MUC’s two perpetrator slots
(individuals and orgs) into one gold Perpetrator slot.
As in Patwardhan and Riloff (2007; 2009), we ig-
nore missed optional slots in computing recall. We
induced clusters in training, performed IR, and in-
duced the slots. We then extracted entities from the
test documents as described in section 5.2.

The standard evaluation for this corpus is to report
the F1 score for slot type accuracy, ignoring the tem-
plate type. For instance, a perpetrator of a bombing
and a perpetrator of an attack are treated the same.
This allows supervised classifiers to train on all per-
petrators at once, rather than template-specific learn-
ers. Although not ideal for our learning goals, we
report it for comparison against previous work.

Several supervised approaches have presented re-
sults on MUC-4, but unfortunately we cannot com-
pare against them. Maslennikov and Chua (2006;
2007) evaluated a random subset of test (they report
.60 and .63 F1), and Xiao et al. (2004) did not eval-
uate all slot types (they report .57 F1).

Figure 5 thus shows our results with previous
work that is comparable: the fully supervised and

P R F1
Patwardhan & Riloff-09 : Supervised 48 59 53
Patwardhan & Riloff-07 : Weak-Sup 42 48 44
Our Results (1 attack) 48 25 33
Our Results (5 attack) 44 36 40

Figure 5: MUC-4 extraction, ignoring template type.

F1 Score Kidnap Bomb Arson Attack
Results .53 .43 .42 .16 / .25

Figure 6: Performance of individual templates. Attack
compares our 1 vs 5 best templates.

weakly supervised approaches of Patwardhan and
Riloff (2009; 2007). We give two numbers for our
system: mapping one learned template to Attack,
and mapping five. Our learned templates for Attack
have a different granularity than MUC-4. Rather
than one broad Attack type, we learn several: Shoot-
ing, Murder, Coup, General Injury, and Pipeline At-
tack. We see these subtypes as strengths of our al-
gorithm, but it misses the MUC-4 granularity of At-
tack. We thus show results when we apply the best
five learned templates to Attack, rather than just one.
The final F1 with these Attack subtypes is .40.

Our precision is as good as (and our F1 score near)
two algorithms that require knowledge of the tem-
plates and/or labeled data. Our algorithm instead
learned this knowledge without such supervision.

7 Specific Evaluation

In order to more precisely evaluate each learned
template, we also evaluated per-template perfor-
mance. Instead of merging all slots across all tem-
plate types, we score the slots within each template
type. This is a stricter evaluation than Section 6; for
example, bombing victims assigned to attacks were
previously deemed correct4.

Figure 6 gives our results. Three of the four tem-
plates score at or above .42 F1, showing that our
lower score from the previous section is mainly due
to the Attack template. Arson also unexpectedly

4We do not address the task of template instance identifica-
tion (e.g., splitting two bombings into separate instances). This
requires deeper discourse analysis not addressed by this paper.
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Precision Recall F1
Kidnap .82 .47 .60 (+.07)
Bomb .60 .36 .45 (+.02)
Arson 1.0 .29 .44 (+.02)
Attack .36 .09 .15 (0.0)

Figure 7: Performance of each template type, but only
evaluated on documents labeled with each type. All oth-
ers are removed from test. The parentheses indicate F1
gain over evaluating on all test documents (figure 6).

scored well. It only occurs in 40 documents overall,
suggesting our algorithm works with little evidence.

Per-template performace is good, and our .40
overall score from the previous section illustrates
that we perform quite well in comparison to the .44-
.53 range of weakly and fully supervised results.

These evaluations use the standard TST3 and
TST4 test sets, including the documents that are not
labeled with any templates. 74 of the 200 test doc-
uments are unlabeled. In order to determine where
the system’s false positives originate, we also mea-
sure performance only on the 126 test documents
that have at least one template. Figure 7 presents the
results on this subset. Kidnap improves most signifi-
cantly in F1 score (7 F1 points absolute), but the oth-
ers only change slightly. Most of the false positives
in the system thus do not originate from the unla-
beled documents (the 74 unlabeled), but rather from
extracting incorrect entities from correctly identified
documents (the 126 labeled).

8 Discussion

Template-based IE systems typically assume knowl-
edge of the domain and its templates. We began
by showing that domain knowledge isn’t necessar-
ily required; we learned the MUC-4 template struc-
ture with surprising accuracy, learning new seman-
tic roles and several new template structures. We
are the first to our knowledge to automatically in-
duce MUC-4 templates. It is possible to take these
learned slots and use a previous approach to IE (such
as seed-based bootstrapping), but we presented an
algorithm that instead uses our learned syntactic pat-
terns. We achieved results with comparable preci-
sion, and an F1 score of .40 that approaches prior
algorithms that rely on hand-crafted knowledge.

The extraction results are encouraging, but the
template induction itself is a central contribution of
this work. Knowledge induction plays an important
role in moving to new domains and assisting users
who may not know what a corpus contains. Re-
cent work in Open IE learns atomic relations (Banko
et al., 2007b), but little work focuses on structured
scenarios. We learned more templates than just the
main MUC-4 templates. A user who seeks to know
what information is in a body of text would instantly
recognize these as key templates, and could then ex-
tract the central entities.

We hope to address in the future how the al-
gorithm’s unsupervised nature hurts recall. With-
out labeled or seed examples, it does not learn as
many patterns or robust classifiers as supervised ap-
proaches. We will investigate new text sources and
algorithms to try and capture more knowledge. The
final experiment in figure 7 shows that perhaps new
work should first focus on pattern learning and entity
extraction, rather than document identification.

Finally, while our pipelined approach (template
induction with an IR stage followed by entity ex-
traction) has the advantages of flexibility in devel-
opment and efficiency, it does involve a number
of parameters. We believe the IR parameters are
quite robust, and did not heavily focus on improving
this stage, but the two clustering steps during tem-
plate induction require parameters to control stop-
ping conditions and word filtering. While all learn-
ing algorithms require parameters, we think it is im-
portant for future work to focus on removing some
of these to help the algorithm be even more robust to
new domains and genres.
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Abstract

Argumentation schemes are structures or tem-
plates for various kinds of arguments. Given
the text of an argument with premises and con-
clusion identified, we classify it as an instance
of one of five common schemes, using features
specific to each scheme. We achieve accura-
cies of 63–91% in one-against-others classifi-
cation and 80–94% in pairwise classification
(baseline = 50% in both cases).

1 Introduction

We investigate a new task in the computational anal-
ysis of arguments: the classification of arguments
by the argumentation schemes that they use. An ar-
gumentation scheme, informally, is a framework or
structure for a (possibly defeasible) argument; we
will give a more-formal definition and examples in
Section 3. Our work is motivated by the need to de-
termine the unstated (or implicitly stated) premises
that arguments written in natural language normally
draw on. Such premises are called enthymemes.

For instance, the argument in Example 1 consists
of one explicit premise (the first sentence) and a con-
clusion (the second sentence):

Example 1 [Premise:] The survival of the entire
world is at stake.
[Conclusion:] The treaties and covenants aiming
for a world free of nuclear arsenals and other con-
ventional and biological weapons of mass destruc-
tion should be adhered to scrupulously by all na-
tions.

Another premise is left implicit — “Adhering to
those treaties and covenants is a means of realizing
survival of the entire world”. This proposition is an
enthymeme of this argument.

Our ultimate goal is to reconstruct the en-
thymemes in an argument, because determining
these unstated assumptions is an integral part of un-
derstanding, supporting, or attacking an entire argu-
ment. Hence reconstructing enthymemes is an im-
portant problem in argument understanding. We be-
lieve that first identifying the particular argumenta-
tion scheme that an argument is using will help to
bridge the gap between stated and unstated proposi-
tions in the argument, because each argumentation
scheme is a relatively fixed “template” for arguing.
That is, given an argument, we first classify its ar-
gumentation scheme; then we fit the stated proposi-
tions into the corresponding template; and from this
we infer the enthymemes.

In this paper, we present an argument scheme
classification system as a stage following argument
detection and proposition classification. First in Sec-
tion 2 and Section 3, we introduce the background
to our work, including related work in this field,
the two core concepts of argumentation schemes and
scheme-sets, and the Araucaria dataset. In Section 4
and Section 5 we present our classification system,
including the overall framework, data preprocessing,
feature selection, and the experimental setups. In
the remaining section, we present the essential ap-
proaches to solve the leftover problems of this paper
which we will study in our future work, and discuss
the experimental results, and potential directions for
future work.
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2 Related work

Argumentation has not received a great deal of at-
tention in computational linguistics, although it has
been a topic of interest for many years. Cohen
(1987) presented a computational model of argu-
mentative discourse. Dick (1987; 1991a; 1991b) de-
veloped a representation for retrieval of judicial de-
cisions by the structure of their legal argument — a
necessity for finding legal precedents independent of
their domain. However, at that time no corpus of ar-
guments was available, so Dick’s system was purely
theoretical. Recently, the Araucaria project at Uni-
versity of Dundee has developed a software tool for
manual argument analysis, with a point-and-click in-
terface for users to reconstruct and diagram an ar-
gument (Reed and Rowe, 2004; Rowe and Reed,
2008). The project also maintains an online repos-
itory, called AraucariaDB, of marked-up naturally
occurring arguments collected by annotators world-
wide, which can be used as an experimental corpus
for automatic argumentation analysis (for details see
Section 3.2).

Recent work on argument interpretation includes
that of George, Zukerman, and Nieman (2007), who
interpret constructed-example arguments (not natu-
rally occurring text) as Bayesian networks. Other
contemporary research has looked at the automatic
detection of arguments in text and the classification
of premises and conclusions. The work closest to
ours is perhaps that of Mochales and Moens (2007;
2008; 2009a; 2009b). In their early work, they fo-
cused on automatic detection of arguments in legal
texts. With each sentence represented as a vector of
shallow features, they trained a multinomial naı̈ve
Bayes classifier and a maximum entropy model on
the Araucaria corpus, and obtained a best average
accuracy of 73.75%. In their follow-up work, they
trained a support vector machine to further classify
each argumentative clause into a premise or a con-
clusion, with an F1 measure of 68.12% and 74.07%
respectively. In addition, their context-free grammar
for argumentation structure parsing obtained around
60% accuracy.

Our work is “downstream” from that of Mochales
and Moens. Assuming the eventual success of their,
or others’, research program on detecting and clas-
sifying the components of an argument, we seek to

determine how the pieces fit together as an instance
of an argumentation scheme.

3 Argumentation schemes, scheme-sets,
and annotation

3.1 Definition and examples

Argumentation schemes are structures or templates
for forms of arguments. The arguments need not be
deductive or inductive; on the contrary, most argu-
mentation schemes are for presumptive or defeasible
arguments (Walton and Reed, 2002). For example,
argument from cause to effect is a commonly used
scheme in everyday arguments. A list of such argu-
mentation schemes is called a scheme-set.

It has been shown that argumentation schemes
are useful in evaluating common arguments as falla-
cious or not (van Eemeren and Grootendorst, 1992).
In order to judge the weakness of an argument, a set
of critical questions are asked according to the par-
ticular scheme that the argument is using, and the
argument is regarded as valid if it matches all the
requirements imposed by the scheme.

Walton’s set of 65 argumentation schemes (Wal-
ton et al., 2008) is one of the best-developed scheme-
sets in argumentation theory. The five schemes de-
fined in Table 1 are the most commonly used ones,
and they are the focus of the scheme classification
system that we will describe in this paper.

3.2 Araucaria dataset

One of the challenges for automatic argumentation
analysis is that suitable annotated corpora are still
very rare, in spite of work by many researchers.
In the work described here, we use the Araucaria
database1, an online repository of arguments, as our
experimental dataset. Araucaria includes approxi-
mately 660 manually annotated arguments from var-
ious sources, such as newspapers and court cases,
and keeps growing. Although Araucaria has sev-
eral limitations, such as rather small size and low
agreement among annotators2, it is nonetheless one
of the best argumentative corpora available to date.

1http://araucaria.computing.dundee.ac.uk/doku.php#
araucaria argumentation corpus

2The developers of Araucaria did not report on inter-
annotator agreement, probably because some arguments are an-
notated by only one commentator.
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Argument from example
Premise: In this particular case, the individual a

has property F and also property G.
Conclusion: Therefore, generally, if x has prop-

erty F, then it also has property G.

Argument from cause to effect
Major premise: Generally, if A occurs, then B will

(might) occur.
Minor premise: In this case, A occurs (might oc-

cur).
Conclusion: Therefore, in this case, B will

(might) occur.

Practical reasoning
Major premise: I have a goal G.
Minor premise: Carrying out action A is a means

to realize G.
Conclusion: Therefore, I ought (practically

speaking) to carry out this action A.

Argument from consequences
Premise: If A is (is not) brought about, good (bad)

consequences will (will not) plausibly occur.
Conclusion: Therefore, A should (should not) be

brought about.

Argument from verbal classification
Individual premise: a has a particular property F.
Classification premise: For all x, if x has property

F, then x can be classified as having property
G.

Conclusion: Therefore, a has property G.

Table 1: The five most frequent schemes and their defini-
tions in Walton’s scheme-set.

Arguments in Araucaria are annotated in a XML-
based format called “AML” (Argument Markup
Language). A typical argument (see Example 2)
consists of several AU nodes. Each AU node is a
complete argument unit, composed of a conclusion
proposition followed by optional premise proposi-
tion(s) in a linked or convergent structure. Each of
these propositions can be further defined as a hier-
archical collection of smaller AUs. INSCHEME is
the particular scheme (e.g., “Argument from Con-
sequences”) of which the current proposition is a
member; enthymemes that have been made explicit

are annotated as “missing = yes”.

Example 2 Example of argument markup from
Araucaria

<TEXT>If we stop the free creation of art, we will stop

the free viewing of art.</TEXT>

<AU>

<PROP identifier="C" missing="yes">

<PROPTEXT offset="-1">

The prohibition of the free creation of art should

not be brought about.</PROPTEXT>

<INSCHEME scheme="Argument from Consequences"

schid="0" />

</PROP>

<LA>

<AU>

<PROP identifier="A" missing="no">

<PROPTEXT offset="0">

If we stop the free creation of art, we will

stop the free viewing of art.</PROPTEXT>

<INSCHEME scheme="Argument from Consequences"

schid="0" />

</PROP>

</AU>

<AU>

<PROP identifier="B" missing="yes">

<PROPTEXT offset="-1">

The prohibition of free viewing of art is not

acceptable.</PROPTEXT>

<INSCHEME scheme="Argument from Consequences"

schid="0" />

</PROP>

</AU>

</LA>

</AU>

There are three scheme-sets used in the anno-
tations in Araucaria: Walton’s scheme-set, Katzav
and Reed’s (2004) scheme-set, and Pollock’s (1995)
scheme-set. Each of these has a different set of
schemes; and most arguments in Araucaria are
marked up according to only one of them. Our
experimental dataset is composed of only those
arguments annotated in accordance with Walton’s
scheme-set, within which the five schemes shown in
Table 1 constitute 61% of the total occurrences.

4 Methods

4.1 Overall framework

As we noted above, our ultimate goal is to recon-
struct enthymemes, the unstated premises, in an ar-
gument by taking advantage of the stated proposi-
tions; and in order to achieve this goal we need to
first determine the particular argumentation scheme
that the argument is using. This problem is de-
picted in Figure 1. Our scheme classifier is the
dashed round-cornered rectangle portion of this
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Figure 1: Overall framework of this research.

overall framework: its input is the extracted con-
clusion and premise(s) determined by an argument
detector, followed by a premise / conclusion classi-
fier, given an unknown text as the input to the entire
system. And the portion below the dashed round-
rectangle represents our long-term goal — to recon-
struct the implicit premise(s) in an argument, given
its argumentation scheme and its explicit conclusion
and premise(s) as input. Since argument detection
and classification are not the topic of this paper, we
assume here that the input conclusion and premise(s)
have already been retrieved, segmented, and classi-
fied, as for example by the methods of Mochales and
Moens (see Section 2 above). And the scheme tem-
plate fitter is the topic of our on-going work.

4.2 Data preprocessing

From all arguments in Araucaria, we first ex-
tract those annotated in accordance with Walton’s
scheme-set. Then we break each complex AU
node into several simple AUs where no conclusion
or premise proposition nodes have embedded AU
nodes. From these generated simple arguments, we
extract those whose scheme falls into one of the five
most frequent schemes as described in Table 1. Fur-

thermore, we remove all enthymemes that have been
inserted by the annotator and ignore any argument
with a missing conclusion, since the input to our pro-
posed classifier, as depicted in Figure 1, cannot have
any access to unstated argumentative propositions.

The resulting preprocessed dataset is composed of
393 arguments, of which 149, 106, 53, 44, and 41
respectively belong to the five schemes in the order
shown in Table 1.

4.3 Feature selection

The features used in our work fall into two cat-
egories: general features and scheme-specific fea-
tures.

4.3.1 General features
General features are applicable to arguments belong-
ing to any of the five schemes (shown in Table 2).

For the features conLoc, premLoc, gap, and
lenRat, we have two versions, differing in terms
of their basic measurement unit: sentence-based
and token-based. The final feature, type, indicates
whether the premises contribute to the conclusion
in a linked or convergent order. A linked argument
(LA) is one that has two or more inter-dependent
premise propositions, all of which are necessary to
make the conclusion valid, whereas in a conver-
gent argument (CA) exactly one premise proposi-
tion is sufficient to do so. Since it is observed that
there exists a strong correlation between type and
the particular scheme employed while arguing, we
believe type can be a good indicator of argumenta-
tion scheme. However, although this feature is avail-
able to us because it is included in the Araucaria an-
notations, its value cannot be obtained from raw text
as easily as other features mentioned above; but it is
possible that we will in the future be able to deter-
mine it automatically by taking advantage of some
scheme-independent cues such as the discourse re-
lation between the conclusion and the premises.

4.3.2 Scheme-specific features
Scheme-specific features are different for each
scheme, since each scheme has its own cue phrases
or patterns. The features for each scheme are shown
in Table 3 (for complete lists of features see Feng
(2010)). In our experiments in Section 5 below, all
these features are computed for all arguments; but
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conLoc: the location (in token or sentence) of the
conclusion in the text.

premLoc: the location (in token or sentence) of
the first premise proposition.

conFirst: whether the conclusion appears before
the first premise proposition.

gap: the interval (in token or sentence) between
the conclusion and the first premise proposi-
tion.

lenRat: the ratio of the length (in token or sen-
tence) of the premise(s) to that of the conclu-
sion.

numPrem: the number of explicit premise propo-
sitions (PROP nodes) in the argument.

type: type of argumentation structure, i.e., linked
or convergent.

Table 2: List of general features.

the features for any particular scheme are used only
when it is the subject of a particular task. For ex-
ample, when we classify argument from example
in a one-against-others setup, we use the scheme-
specific features of that scheme for all arguments;
when we classify argument from example against
argument from cause to effect, we use the scheme-
specific features of those two schemes.

For the first three schemes (argument from ex-
ample, argument from cause to effect, and practi-
cal reasoning), the scheme-specific features are se-
lected cue phrases or patterns that are believed to be
indicative of each scheme. Since these cue phrases
and patterns have differing qualities in terms of their
precision and recall, we do not treat them all equally.
For each cue phrase or pattern, we compute “confi-
dence”, the degree of belief that the argument of in-
terest belongs to a particular scheme, using the dis-
tribution characteristics of the cue phrase or pattern
in the corpus, as described below.

For each argument A, a vector CV = {c1, c2, c3}

is added to its feature set, where each ci indicates
the “confidence” of the existence of the specific fea-
tures associated with each of the first three schemes,
schemei. This is defined in Equation 1:

ci =
1
N

mi∑
k=1

(P (schemei|cpk) · dik) (1)

Argument from example
8 keywords and phrases including for example,
such as, for instance, etc.; 3 punctuation cues: “:”,
“;”, and “—”.

Argument from cause to effect
22 keywords and simple cue phrases including re-
sult, related to, lead to, etc.; 10 causal and non-
causal relation patterns extracted from WordNet
(Girju, 2003).

Practical reasoning
28 keywords and phrases including want, aim, ob-
jective, etc.; 4 modal verbs: should, could, must,
and need; 4 patterns including imperatives and in-
finitives indicating the goal of the speaker.

Argument from consequences
The counts of positive and negative propositions
in the conclusion and premises, calculated from
the General Inquirer2.

Argument from verbal classification
The maximal similarity between the central word
pairs extracted from the conclusion and the
premise; the counts of copula, expletive, and neg-
ative modifier dependency relations returned by
the Stanford parser3 in the conclusion and the
premise.

2 http://www.wjh.harvard.edu/∼inquirer/
3 http://nlp.stanford.edu/software/lex-parser.shtml

Table 3: List of scheme-specific features.

Here mi is the number of scheme-specific cue
phrases designed for schemei; P (schemei|cpk) is the
prior probability that the argument A actually be-
longs to schemei, given that some particular cue
phrase cpk is found in A; dik is a value indicat-
ing whether cpk is found in A; and the normaliza-
tion factor N is the number of scheme-specific cue
phrase patterns designed for schemei with at least
one support (at least one of the arguments belonging
to schemei contains that cue phrase). There are two
ways to calculate dik, Boolean and count: in Boolean
mode, dik is treated as 1 if A matches cpk; in count
mode, dik equals to the number of times A matches
cpk; and in both modes, dik is treated as 0 if cpk is
not found inA.
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For argument from consequences, since the arguer
has an obvious preference for some particular con-
sequence, sentiment orientation can be a good in-
dicator for this scheme, which is quantified by the
counts of positive and negative propositions in the
conclusion and premise.

For argument from verbal classification, there ex-
ists a hypernymy-like relation between some pair of
propositions (entities, concepts, or actions) located
in the conclusion and the premise respectively. The
existence of such a relation is quantified by the max-
imal Jiang-Conrath Similarity (Jiang and Conrath,
1997) between the “central word” pairs extracted
from the conclusion and the premise. We parse each
sentence of the argument with the Stanford depen-
dency parser, and a word or phrase is considered to
be a central word if it is the dependent or governor of
several particular dependency relations, which basi-
cally represents the attribute or the action of an en-
tity in a sentence, or the entity itself. For example,
if a word or phrase is the dependent of the depen-
dency relation agent, it is therefore considered as a
“central word”. In addition, an arguer tends to use
several particular syntactic structures (copula, exple-
tive, and negative modifier) when using this scheme,
which can be quantified by the counts of those spe-
cial relations in the conclusion and the premise(s).

5 Experiments

5.1 Training

We experiment with two kinds of classification: one-
against-others and pairwise. We build a pruned
C4.5 decision tree (Quinlan, 1993) for each different
classification setup, implemented by Weka Toolkit
3.65 (Hall et al., 2009).

One-against-others classification A one-against-
others classifier is constructed for each of the five
most frequent schemes, using the general features
and the scheme-specific features for the scheme of
interest. For each classifier, there are two possi-
ble outcomes: target scheme and other; 50% of the
training dataset is arguments associated with tar-
get scheme, while the rest is arguments of all the
other schemes, which are treated as other. One-
against-other classification thus tests the effective-

5http://cs.waikato.ac.nz/ml/weka

ness of each scheme’s specific features.

Pairwise classification A pairwise classifier is
constructed for each of the ten possible pairings
of the five schemes, using the general features and
the scheme-specific features of the two schemes in
the pair. For each of the ten classifiers, the train-
ing dataset is divided equally into arguments be-
longing to scheme1 and arguments belonging to
scheme2, where scheme1 and scheme2 are two dif-
ferent schemes among the five. Only features asso-
ciated with scheme1 and scheme2 are used.

5.2 Evaluation

We experiment with different combinations of gen-
eral features and scheme-specific features (discussed
in Section 4.3). To evaluate each experiment, we
use the average accuracy over 10 pools of randomly
sampled data (each with baseline at 50%6) with 10-
fold cross-validation.

6 Results

We first present the best average accuracy (BAA) of
each classification setup. Then we demonstrate the
impact of the feature type (convergent or linked ar-
gument) on BAAs for different classification setups,
since we believe type is strongly correlated with
the particular argumentation scheme and its value is
the only one directly retrieved from the annotations
of the training corpus. For more details, see Feng
(2010).

6.1 BAAs of each classification setup

target scheme BAA dik base type
example 90.6 count token yes
cause 70.4 Boolean

/ count
token no

reasoning 90.8 count sentence yes
consequences 62.9 – sentence yes
classification 63.2 – token yes

Table 4: Best average accuracies (BAAs) (%) of one-
against-others classification.

6We also experiment with using general features only, but
the results are consistently below or around the sampling base-
line of 50%; therefore, we do not use them as a baseline here.
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example cause reason-
ing

conse-
quences

cause 80.6
reasoning 93.1 94.2
consequences 86.9 86.7 97.9
classification 86.0 85.6 98.3 64.2

Table 5: Best average accuracies (BAAs) (%) of pairwise
classification.

Table 4 presents the best average accuracies of
one-against-others classification for each of the five
schemes. The subsequent three columns list the
particular strategies of features incorporation under
which those BAAs are achieved (the complete set of
possible choices is given in Section 4.3.):

• dik: Boolean or count — the strategy of com-
bining scheme-specific cue phrases or patterns
using either Boolean or count for dik.

• base: sentence or token — the basic unit of ap-
plying location- or length-related general fea-
tures.

• type: yes or no — whether type (convergent or
linked argument) is incorporated into the fea-
ture set.

As Table 4 shows, one-against-others classifica-
tion achieves high accuracy for argument from ex-
ample and practical reasoning: 90.6% and 90.8%.
The BAA of argument from cause to effect is only
just over 70%. However, with the last two schemes
(argument from consequences and argument from
verbal classification), accuracy is only in the low
60s; there is little improvement of our system over
the majority baseline of 50%. This is probably due
at least partly to the fact that these schemes do not
have such obvious cue phrases or patterns as the
other three schemes which therefore may require
more world knowledge encoded, and also because
the available training data for each is relatively small
(44 and 41 instances, respectively). The BAA for
each scheme is achieved with inconsistent choices
of base and dik, but the accuracies that resulted from
different choices vary only by very little.

Table 5 shows that our system is able to correctly
differentiate between most of the different scheme
pairs, with accuracies as high as 98%. It has poor

performance (64.0%) only for the pair argument
from consequences and argument from verbal clas-
sification; perhaps not coincidentally, these are the
two schemes for which performance was poorest in
the one-against-others task.

6.2 Impact of type on classification accuracy

As we can see from Table 6, for one-against-others
classifications, incorporating type into the feature
vectors improves classification accuracy in most
cases: the only exception is that the best average ac-
curacy of one-against-others classification between
argument from cause to effect and others is obtained
without involving type into the feature vector —
but the difference is negligible, i.e., 0.5 percent-
age points with respect to the average difference.
Type also has a relatively small impact on argument
from verbal classification (2.6 points), compared to
its impact on argument from example (22.3 points),
practical reasoning (8.1 points), and argument from
consequences (7.5 points), in terms of the maximal
differences.

Similarly, for pairwise classifications, as shown
in Table 7, type has significant impact on BAAs, es-
pecially on the pairs of practical reasoning versus
argument from cause to effect (17.4 points), prac-
tical reasoning versus argument from example (22.6
points), and argument from verbal classification ver-
sus argument from example (20.2 points), in terms
of the maximal differences; but it has a relatively
small impact on argument from consequences ver-
sus argument from cause to effect (0.8 point), and
argument from verbal classification versus argument
from consequences (1.1 points), in terms of average
differences.

7 Future Work

In future work, we will look at automatically clas-
sifying type (i.e., whether an argument is linked or
convergent), as type is the only feature directly re-
trieved from annotations in the training corpus that
has a strong impact on improving classification ac-
curacies.

Automatically classifying type will not be easy,
because sometimes it is subjective to say whether a
premise is sufficient by itself to support the conclu-
sion or not, especially when the argument is about
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target scheme BAA-t BAA-no t max diff min diff avg diff
example 90.6 71.6 22.3 10.6 14.7
cause 70.4 70.9 −0.5 −0.6 −0.5
reasoning 90.8 83.2 8.1 7.5 7.7
consequences 62.9 61.9 7.5 −0.6 4.2
classification 63.2 60.7 2.6 0.4 2.0

Table 6: Accuracy (%) with and without type in one-against-others classification. BAA-t is best average accuracy with
type, and BAA-no t is best average accuracy without type. max diff, min diff, and avg diff are maximal, minimal, and
average differences between each experimental setup with type and without type while the remaining conditions are
the same.

scheme1 scheme2 BAA-t BAA-no t max diff min diff avg diff
cause example 80.6 69.7 10.9 7.1 8.7
reasoning example 93.1 73.1 22.8 19.1 20.1
reasoning cause 94.2 80.5 17.4 8.7 13.9
consequences example 86.9 76.0 13.8 6.9 10.1
consequences cause 87.7 86.7 3.8 −1.5 −0.1
consequences reasoning 97.9 97.9 10.6 0.0 0.8
classification example 86.0 74.6 20.2 3.7 7.1
classification cause 85.6 76.8 9.0 3.7 7.1
classification reasoning 98.3 89.3 8.9 4.2 8.3
classification consequences 64.0 60.0 6.5 −1.3 1.1

Table 7: Accuracy (%) with and without type in pairwise classification. Column headings have the same meanings as
in Table 6.

personal opinions or judgments. So for this task,
we will initially focus on arguments that are (or at
least seem to be) empirical or objective rather than
value-based. It will also be non-trivial to deter-
mine whether an argument is convergent or linked
— whether the premises are independent of one an-
other or not. Cue words and discourse relations be-
tween the premises and the conclusion will be one
helpful factor; for example, besides generally flags
an independent premise. And one premise may be
regarded as linked to another if either would become
an enthymeme if deleted; but determining this in the
general case, without circularity, will be difficult.

We will also work on the argument template fitter,
which is the final component in our overall frame-
work. The task of the argument template fitter is to
map each explicitly stated conclusion and premise
into the corresponding position in its scheme tem-
plate and to extract the information necessary for en-
thymeme reconstruction. Here we propose a syntax-
based approach for this stage, which is similar to

tasks in information retrieval. This can be best ex-
plained by the argument in Example 1, which uses
the particular argumentation scheme practical rea-
soning.

We want to fit the Premise and the Conclusion of
this argument into the Major premise and the Con-
clusion slots of the definition of practical reasoning
(see Table 1), and construct the following conceptual
mapping relations:

1. Survival of the entire world −→ a goal G

2. Adhering to the treaties and covenants aiming
for a world free of nuclear arsenals and other
conventional and biological weapons of mass
destruction −→ action A

Thereby we will be able to reconstruct the missing
Minor premise — the enthymeme in this argument:

Carrying out adhering to the treaties and
covenants aiming for a world free of nuclear
arsenals and other conventional and biological
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weapons of mass destruction is a means of real-
izing survival of the entire world.

8 Conclusion

The argumentation scheme classification system that
we have presented in this paper introduces a new
task in research on argumentation. To the best of
our knowledge, this is the first attempt to classify
argumentation schemes.

In our experiments, we have focused on the five
most frequently used schemes in Walton’s scheme-
set, and conducted two kinds of classification: in
one-against-others classification, we achieved over
90% best average accuracies for two schemes, with
other three schemes in the 60s to 70s; and in pair-
wise classification, we obtained 80% to 90% best
average accuracies for most scheme pairs. The poor
performance of our classification system on other
experimental setups is partly due to the lack of train-
ing examples or to insufficient world knowledge.

Completion of our scheme classification system
will be a step towards our ultimate goal of recon-
structing the enthymemes in an argument by the pro-
cedure depicted in Figure 1. Because of the signifi-
cance of enthymemes in reasoning and arguing, this
is crucial to the goal of understanding arguments.
But given the still-premature state of research of ar-
gumentation in computational linguistics, there are
many practical issues to deal with first, such as the
construction of richer training corpora and improve-
ment of the performance of each step in the proce-
dure.
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Abstract

We present a novel model to represent and
assess the discourse coherence of text. Our
model assumes that coherent text implicitly
favors certain types of discourse relation tran-
sitions. We implement this model and apply it
towards the text ordering ranking task, which
aims to discern an original text from a per-
muted ordering of its sentences. The experi-
mental results demonstrate that our model is
able to significantly outperform the state-of-
the-art coherence model by Barzilay and Lap-
ata (2005), reducing the error rate of the previ-
ous approach by an average of 29% over three
data sets against human upper bounds. We fur-
ther show that our model is synergistic with
the previous approach, demonstrating an error
reduction of 73% when the features from both
models are combined for the task.

1 Introduction

The coherence of a text is usually reflected by its dis-
course structure and relations. In Rhetorical Struc-
ture Theory (RST), Mann and Thompson (1988) ob-
served that certain RST relations tend to favor one
of two possible canonical orderings. Some rela-
tions (e.g., Concessive and Conditional) favor ar-
ranging their satellite span before the nucleus span.
In contrast, other relations (e.g., Elaboration and Ev-
idence) usually order their nucleus before the satel-
lite. If a text that uses non-canonical relation order-
ings is rewritten to use canonical orderings, it often
improves text quality and coherence.

This notion of preferential ordering of discourse
relations is observed in natural language in general,

and generalizes to other discourse frameworks aside
from RST. The following example shows a Contrast
relation between the two sentences.

(1) [ Everyone agrees that most of the nation’s old
bridges need to be repaired or replaced.]S1

[ But
there’s disagreement over how to do it.]S2

Here the second sentence provides contrasting infor-
mation to the first. If this order is violated without
rewording (i.e., if the two sentences are swapped), it
produces an incoherent text (Marcu, 1996).

In addition to the intra-relation ordering, such
preferences also extend to inter-relation ordering:

(2) [ The Constitution does not expressly give the
president such power.]S1

[ However, the president
does have a duty not to violate the Constitution.]S2

[ The question is whether his only means of
defense is the veto.]S3

The second sentence above provides a contrast to the
previous sentence and an explanation for the next
one. This pattern of Contrast-followed-by-Cause is
rather common in text (Pitler et al., 2008). Ordering
the three sentences differently results in incoherent,
cryptic text.

Thus coherent text exhibits measurable prefer-
ences for specific intra- and inter-discourse relation
ordering. Our key idea is to use the converse of this
phenomenon to assess the coherence of a text. In
this paper, we detail our model to capture the coher-
ence of a text based on the statistical distribution of
the discourse structure and relations. Our method
specifically focuses on the discourse relation transi-
tions between adjacent sentences, modeling them in
a discourse role matrix.
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Our study makes additional contributions. We im-
plement and validate our model on three data sets,
which show robust improvements over the current
state-of-the-art for coherence assessment. We also
provide the first assessment of the upper-bound of
human performance on the standard task of distin-
guishing coherent from incoherent orderings. To the
best our knowledge, this is also the first study in
which we show output from an automatic discourse
parser helps in coherence modeling.

2 Related Work

The study of coherence in discourse has led to many
linguistic theories, of which we only discuss algo-
rithms that have been reduced to practice.

Barzilay and Lapata (2005; 2008) proposed an
entity-based model to represent and assesslocal tex-
tual coherence. The model is motivated by Center-
ing Theory (Grosz et al., 1995), which states that
subsequent sentences in a locally coherent text are
likely to continue to focus on the same entities as
in previous sentences. Barzilay and Lapata op-
erationalized Centering Theory by creating an en-
tity grid model to capture discourse entity transi-
tions at the sentence-to-sentence level, and demon-
strated their model’s ability to discern coherent texts
from incoherent ones. Barzilay and Lee (2004) pro-
posed a domain-dependent HMM model to capture
topic shift in a text, where topics are represented by
hidden states and sentences are observations. The
global coherence of a text can then be summarized
by the overall probability of topic shift from the first
sentence to the last. Following these two directions,
Soricut and Marcu (2006) and Elsner et al. (2007)
combined the entity-based and HMM-based models
and demonstrated that these two models are comple-
mentary to each other in coherence assessment.

Our approach differs from these models in that
it introduces and operationalizes another indicator
of discourse coherence, by modeling a text’s dis-
course relation transitions. Karamanis (2007) has
tried to integrate local discourse relations into the
Centering-based coherence metrics for the task of
information ordering, but was not able to obtain im-
provement over the baseline method, which is partly
due to the much smaller data set and the way the
discourse relation information is utilized in heuristic

constraints and rules.
To implement our proposal, we need to identify

the text’s discourse relations. This task,discourse
parsing, has been a recent focus of study in the nat-
ural language processing (NLP) community, largely
enabled by the availability of large-scale discourse
annotated corpora (Wellner and Pustejovsky, 2007;
Elwell and Baldridge, 2008; Lin et al., 2009; Pitler
et al., 2009; Pitler and Nenkova, 2009; Lin et al.,
2010; Wang et al., 2010). The Penn Discourse Tree-
bank (PDTB) (Prasad et al., 2008) is such a cor-
pus which provides a discourse-level annotation on
top of the Penn Treebank, following a predicate-
argument approach (Webber, 2004). Crucially, the
PDTB provides annotations not only on explicit (i.e.,
signaled by discourse connectives such asbecause)
discourse relations, but also implicit (i.e., inferred
by readers) ones.

3 Using Discourse Relations

To utilize discourse relations of a text, we first ap-
ply automatic discourse parsing on the input text.
While any discourse framework, such as the Rhetor-
ical Structure Theory (RST), could be applied in our
work to encode discourse information, we have cho-
sen to work with the Discourse Lexicalized Tree Ad-
joining Grammar (D-LTAG) by Webber (2004) as
embodied in the PDTB, as a PDTB-styled discourse
parser1 developed by Lin et al. (2010) has recently
become freely available.

This parser tags each explicit/implicit relation
with two levels of relation types. In this work,
we utilize the four PDTB Level-1 types: Temporal
(Temp), Contingency (Cont), Comparison (Comp),
and Expansion (Exp). This parser automatically
identifies the discourse relations, labels the argu-
ment spans, and classifies the relation types, includ-
ing identifying common entity and no relation (En-
tRel and NoRel) as types.

A simple approach to directly model the connec-
tions among discourse relations is to use the se-
quence of discourse relation transitions. Text (2) in

Section 1 can be represented byS1

Comp
−→ S2

Cont
−→

S3, for instance, when we use Level-1 types. In
such a basic approach, we can compile a distribu-

1http://wing.comp.nus.edu.sg/ ˜ linzihen/
parser/
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tion of the n-gram discourse relation transition se-
quences in gold standard coherent text, and a similar
one for incoherent text. For example, the above text
would generate the transition bigram Comp→Cont.
We can build a classifier to distinguish one from the
other through learned examples or using a suitable
distribution distance measure (e.g., KL Divergence).

In our pilot work where we implemented such a
basic model with n-gram features for relation tran-
sitions, the performance was very poor. Our analy-
sis revealed a serious shortcoming: as the discourse
relation transitions in short texts are few in num-
ber, we have very little data to base the coherence
judgment on. However, when faced with even short
text excerpts, humans can distinguish coherent texts
from incoherent ones, as exemplified in our exam-
ple texts. The basic approach also does not model
the intra-relation preference. In Text (1), a Com-
parison (Comp) relation would be recorded between
the two sentences, irregardless of whetherS1 or S2

comes first. However, it is clear that the ordering of
(S1 ≺ S2) is more coherent.

4 A Refined Approach

The central problem with the basic approach is in its
sparse modeling of discourse relations. In develop-
ing an improved model, we need to better exploit the
discourse parser’s output to provide more circum-
stantial evidence to support the system’s coherence
decision.

In this section, we introduce the concept of a dis-
course role matrix which aims to capture an ex-
panded set of discourse relation transition patterns.
We describe how to represent the coherence of a text
with its discourse relations and how to transform
such information into a matrix representation. We
then illustrate how we use the matrix to formulate a
preference ranking problem.

4.1 Discourse Role Matrix

Figure 1 shows a text and its gold standard PDTB
discourse relations. When a term appears in a dis-
course relation, the discourse role of this term is
defined as the discourse relation type plus the argu-
ment span in which the term is located (i.e., the argu-
ment tag). For instance, consider the term “cananea”
in the first relation. Since the relation type is a

[ Japan normally depends heavily on the Highland
Valley andCananeamines as well as the Bougainville
mine in Papua New Guinea.]S1

[ Recently, Japan
has been buying copper elsewhere.]S2

[ [ But as
Highland Valley andCananeabegin operating,]C3.1

[ they are expected to resume their roles as Japan’s
suppliers.]C3.2

]S3
[ [ According to Fred Demler,

metals economist for Drexel Burnham Lambert, New
York, ]C4.1

[ “Highland Valley has already started
operating]C4.2

[ and Cananea is expected to do so
soon.”]C4.3

]S4

5 discourse relations are present in the above text:

1. Implicit Comparison betweenS1 as Arg1, andS2

as Arg2

2. Explicit Comparison using “but” betweenS2 as
Arg1, andS3 as Arg2

3. Explicit Temporal using “as” withinS3 (Clause
C3.1 as Arg1, andC3.2 as Arg2)

4. Implicit Expansion betweenS3 as Arg1, andS4

as Arg2

5. Explicit Expansion using “and” withinS4

(ClauseC4.2 as Arg1, andC4.3 as Arg2)

Figure 1: An excerpt with four contiguous sentences from
wsj 0437, showing five gold standard discourse relations.
“Cananea” is highlighted for illustration.

S# Terms
copper cananea operat depend . . .

S1 nil Comp.Arg1 nil Comp.Arg1

S2

Comp.Arg2
nil nil nil

Comp.Arg1

S3 nil
Comp.Arg2 Comp.Arg2

nilTemp.Arg1 Temp.Arg1
Exp.Arg1 Exp.Arg1

S4 nil Exp.Arg2
Exp.Arg1

nil
Exp.Arg2

Table 1: Discourse role matrix fragment for Figure 1.
Rows correspond to sentences, columns to stemmed
terms, and cells contain extracted discourse roles.

Comparison and “cananea” is found in the Arg1
span, the discourse role of “cananea” is defined as
Comp.Arg1. When terms appear in different rela-
tions and/or argument spans, they obtain different
discourse roles in the text. For instance, “cananea”
plays a different discourse role of Temp.Arg1 in the
third relation in Figure 1. In the fourth relation,
since “cananea” appears in both argument spans, it
has two additional discourse roles, Exp.Arg1 and
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Exp.Arg2. The discourse role matrix thus represents
the different discourse roles of the terms across the
continuous text units. We use sentences as the text
units, and define terms to be the stemmed forms
of the open class words: nouns, verbs, adjectives,
and adverbs. We formulate the discourse role matrix
such that it encodes the discourse roles of the terms
across adjacent sentences.

Table 1 shows a fragment of the matrix represen-
tation of the text in Figure 1. Columns correspond to
the extracted terms; rows, the contiguous sentences.
A cell CTi,Sj

then contains the set of the discourse
roles of the termTi that appears in sentenceSj. For
example, the term “cananea” fromS1 takes part in
the first relation, so the cellCcananea,S1

contains the
role Comp.Arg1. A cell may be empty (nil, as in
Ccananea,S2

) or contain multiple discourse roles (as
in Ccananea,S3

, as “cananea” inS3 participates in
the second, third, and fourth relations). Given these
discourse relations, building the matrix is straight-
forward: we note down the relations that a termTi

from a sentenceSj participates in, and record its dis-
course roles in the respective cell.

We hypothesize that the sequence of discourse
role transitions in a coherent text provides clues that
distinguish it from an incoherent text. The discourse
role matrix thus provides the foundation for com-
puting such role transitions, on a per term basis. In
fact, each column of the matrix corresponds to a
lexical chain (Morris and Hirst, 1991) for a partic-
ular term across the whole text. The key differences
from the traditional lexical chains are that our chain
nodes’ entities are simplified (they share the same
stemmed form, instead being connected by WordNet
relations), but are further enriched by being typed
with discourse relations.

We compile the set of sub-sequences of discourse
role transitions for every term in the matrix. These
transitions tell us how the discourse role of a term
varies through the progression of the text. For in-
stance, “cananea” functions as Comp.Arg1 inS1 and
Comp.Arg2 inS3, and plays the role of Exp.Arg1
and Exp.Arg2 inS3 and S4, respectively. As we
have six relation types (Temp(oral), Cont(ingency),
Comp(arison), Exp(ansion), EntRel and NoRel) and
two argument tags (Arg1 and Arg2) for each type,
we have a total of6 × 2 = 12 possible dis-
course roles, plus anil value. We define adis-

course role transitionas the sub-sequence of dis-
course roles for a term in multiple consecutive sen-
tences. For example, the discourse role transition of
“cananea” fromS1 to S2 is Comp.Arg1→nil. As a
cell may contain multiple discourse roles, a transi-
tion may produce multiple sub-sequences. For ex-
ample, the length 2 sub-sequences for “cananea”
from S3 to S4, are Comp.Arg2→Exp.Arg2,
Temp.Arg1→Exp.Arg2, and Exp.Arg1→Exp.Arg2.

Each sub-sequence has a probability that can be
computed from the matrix. To illustrate the calcu-
lation, suppose the matrix fragment in Table 1 is
the entire discourse role matrix. Then since there
are in total 25 length 2 sub-sequences and the sub-
sequence Comp.Arg2→Exp.Arg2 has a count of
two, its probability is2/25 = 0.08. A key prop-
erty of our approach is that, while discourse tran-
sitions are captured locally on a per-term basis, the
probabilities of the discourse transitions are aggre-
gated globally, across all terms. We believe that the
overall distribution of discourse role transitions for
a coherent text is distinguishable from that for an in-
coherent text. Our model captures the distributional
differences of such sub-sequences in coherent and
incoherent text in training to determine an unseen
text’s coherence. To evaluate the coherence of a text,
we extract sub-sequences with various lengths from
the discourse role matrix as features2 and compute
the sub-sequence probabilities as the feature values.

To further refine the computation of the sub-
sequence distribution, we follow (Barzilay and La-
pata, 2005) and divide the matrix into a salient ma-
trix and a non-salient matrix. Terms (columns) with
a frequency greater than a threshold form the salient
matrix, while the rest form the non-salient matrix.
The sub-sequence distributions are then calculated
separately for these two matrices.

4.2 Preference Ranking

While some texts can be said to be simply coherent
or incoherent, often it is a matter of degree. A text
can be less coherent when compared to one text, but
more coherent when compared to another. As such,
since the notion of coherence is relative, we feel
that coherence assessment is better represented as

2Sub-sequences consisting of onlynil values are not used as
features.
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a ranking problem rather than a classification prob-
lem. Given a pair of texts, the system ranks them
based on how coherent they are. Applications of
such a system include differentiating a text from its
permutation (i.e., the sentence ordering of the text
is shuffled) and identifying a more well-written es-
say from a pair. Such a system can easily generalize
from pairwise ranking into listwise, suitable for the
ordinal ranking of a set of texts. Coherence scoring
equations can also be deduced (Lapata and Barzilay,
2005) from such a model, yielding coherence scores.

To induce a model for preference ranking, we use
the SVMlight package3 by (Joachims, 1999) with
the preference ranking configuration for training and
testing. All parameters are set to their default values.

5 Experiments

We evaluate our coherence model on the task oftext
ordering ranking, a standard coherence evaluation
task used in both (Barzilay and Lapata, 2005) and
(Elsner et al., 2007). In this task, the system is
asked to decide which of two texts is more coherent.
The pair of texts consists of a source text and one
of its permutations (i.e., the text’s sentence order is
randomized). Assuming that the original text is al-
ways more discourse-coherent than its permutation,
an ideal system will prefer the original to the per-
muted text. A system’s accuracy is thus the number
of times the system correctly chooses the original
divided by the total number of test pairs.

In order to acquire a large data set for training and
testing, we follow the approach in (Barzilay and La-
pata, 2005) to create a collection of synthetic data
from Wall Street Journal(WSJ) articles in the Penn
Treebank. All of the WSJ articles are randomly split
into a training and a testing set; 40 articles are held
out from the training set for development. For each
article, its sentences are permuted up to 20 times to
create a set of permutations4. Each permutation is
paired with its source text to form a pair.

We also evaluate on two other data collections
(cf. Table 2), provided by (Barzilay and Lapata,
2005), for a direct comparison with their entity-
based model. These two data sets consist of Associ-
ated Press articles about earthquakes from the North

3http://svmlight.joachims.org/
4Short articles may produce less than 20 permutations.

WSJ Earthquakes Accidents

Train
# Articles 1040 97 100
# Pairs 19120 1862 1996
Avg. # Sents 22.0 10.4 11.5

Test
# Articles 1079 99 100
# Pairs 19896 1956 1986

Table 2: Details of the WSJ, Earthquakes, and Accidents
data sets, showing the number of training/testing articles,
number of pairs of articles, and average length of an arti-
cle (in sentences).

American News Corpus, and narratives from the Na-
tional Transportation Safety Board. These collec-
tions are much smaller than the WSJ data, as each
training/testing set contains only up to 100 source
articles. Similar to the WSJ data, we construct pairs
by permuting each source article up to 20 times.

Our model has two parameters: (1) the term fre-
quency (TF) that is used as a threshold to iden-
tify salient terms, and (2) the lengths of the sub-
sequences that are extracted as features. These pa-
rameters are tuned on the development set, and the
best ones that produce the optimal accuracy are
TF>= 2 and lengths of the sub-sequences<= 3.

We must also be careful in using the automatic
discourse parser. We note that the discourse parser
of Lin et al. (2010) comes trained on the PDTB,
which provides annotations on top of the whole WSJ
data. As we also use the WSJ data for evaluation,
we must avoid parsing an article that has already
been used in training the parser to prevent training
on the test data. We re-train the parser with 24 WSJ
sections and use the trained parser to parse the sen-
tences in our WSJ collection from the remaining
section. We repeat this re-training/parsing process
for all 25 sections. Because the Earthquakes and
Accidents data do not overlap with the WSJ training
data, we use the parser as distributed to parse these
two data sets. Since the discourse parser utilizes
paragraph boundaries but a permuted text does not
have such boundaries, we ignore paragraph bound-
aries and treat the source text as if it has only one
paragraph. This is to make sure that we do not give
the system extra information because of this differ-
ence between the source and permuted text.
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5.1 Human Evaluation

While the text ordering ranking task has been used
in previous studies, two key questions about this task
have remained unaddressed in the previous work:
(1) to what extent is the assumption that the source
text is more coherent than its permutation correct?
and (2) how well do humans perform on this task?
The answer to the first is needed to validate the cor-
rectness of this synthetic task, while the second aims
to obtain the upper bound for evaluation. We con-
duct a human evaluation to answer these questions.

We randomly select 50 source text/permutation
pairs from each of the WSJ, Earthquakes, and Ac-
cidents training sets. We observe that some of the
source texts have formulaic structures in their ini-
tial sentences that give away the correct ordering.
Sources from the Earthquakes data always begin
with a headline sentence and a location-newswire
sentence, and many sources from the Accidents data
start with two sentences of “This is preliminary
. . . errors. Any errors . . . completed.” We remove
these sentences from the source and permuted texts,
to avoid the subjects judging based on these clues in-
stead of textual coherence. For each set of 50 pairs,
we assigned two human subjects (who are not au-
thors of this paper) to perform the ranking. The sub-
jects are told to identify the source text from the pair.
When both subjects rank a source text higher than its
permutation, we interpret it as the subjects agreeing
that the source text is more coherent than the permu-
tation. Table 3 shows the inter-subject agreements.

WSJ Earthquakes Accidents Overall
90.0 90.0 94.0 91.3

Table 3: Inter-subject agreements on the three data sets.

While our study is limited and only indicative, we
conclude from these results that the task is tractable.
Also, since our subjects’ judgments correlate highly
with the gold standard, the assumption that the orig-
inal text is always more coherent than the permuted
text is supported. Importantly though, human per-
formance is not perfect, suggesting fair upper bound
limits on system performance. We note that the Ac-
cidents data set is relatively easier to rank, as it has
a higher upper bound than the other two.

5.2 Baseline

Barzilay and Lapata (2005) showed that their entity-
based model is able to distinguish a source text from
its permutation accurately. Thus, it can serve as a
good comparison point for our discourse relation-
based model. We compare against their Syn-
tax+Salience setting. Since they did not automat-
ically determine the coreferential information of a
permuted text but obtained that from its correspond-
ing source text, we do not perform automatic coref-
erence resolution in our reimplementation of their
system. For fair comparison, we follow their experi-
ment settings as closely as possible. We re-use their
Earthquakes and Accidents dataset as is, using their
exact permutations and pre-processing. For the WSJ
data, we need to perform our own pre-processing,
thus we employed the Stanford parser5 to perform
sentence segmentation and constituent parsing, fol-
lowed by entity extraction.

5.3 Results

We perform a series of experiments to answer the
following four questions:

1. Does our model outperform the baseline?

2. How do the different features derived from us-
ing relation types, argument tags, and salience
information affect performance?

3. Can the combination of the baseline and our
model outperform the single models?

4. How does system performance of these models
compare with human performance on the task?

Baseline results are shown in the first row of Ta-
ble 4. The results on the Earthquakes and Accidents
data are quite similar to those published in (Barzilay
and Lapata, 2005) (they reported 83.4% on Earth-
quakes and 89.7% on Accidents), validating the cor-
rectness of our reimplementation of their method.

Row 2 in Table 4 shows the overall performance
of the proposed refined model, answering Question
1. The model setting of Type+Arg+Sal means that
the model makes use of the discourse roles consist-
ing of 1) relation types and 2) argument tags (e.g.,

5http://nlp.stanford.edu/software/
lex-parser.shtml
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WSJ Earthquakes Accidents

Baseline 85.71 83.59 89.93
Type+Arg+Sal 88.06** 86.50** 89.38
Arg+Sal 88.28** 85.89* 87.06
Type+Sal 87.06** 82.98 86.05
Type+Arg 85.98 82.67 87.87
Baseline & 89.25** 89.72** 91.64**
Type+Arg+Sal

Table 4: Test set ranking accuracy. The first row shows
the baseline performance, the next four show our model
with different settings, and the last row is a combined
model. Double (**) and single (*) asterisks indicate that
the respective model significantly outperforms the base-
line atp < 0.01 andp < 0.05, respectively. We follow
Barzilay and Lapata (2008) and use the Fisher Sign test.

the discourse role Comp.Arg2 consists of the type
Comp(arison) and the tag Arg2), and 3) two dis-
tinct feature sets from salient and non-salient terms.
Comparing these accuracies to the baseline, our
model significantly outperforms the baseline with
p < 0.01 in the WSJ and Earthquakes data sets
with accuracy increments of 2.35% and 2.91%, re-
spectively. In Accidents, our model’s performance
is slightly lower than the baseline, but the difference
is not statistically significant.

To answer Question 2, we perform feature abla-
tion testing. We eliminate each of the information
sources from the full model. InRow 3, we first
delete relation types from the discourse roles, which
causes discourse roles to only contain the argument
tags. A discourse role such as Comp.Arg2 becomes
Arg2 after deleting the relation type. Comparing
Row 3 to Row 2, we see performance reductions on
the Earthquakes and Accidents data after eliminat-
ing type information.Row 4 measures the effect of
omitting argument tags (Type+Sal). In this setting,
the discourse role Comp.Arg2 reduces to Comp. We
see a large reduction in performance across all three
data sets. This model is also most similar to the ba-
sic naı̈ve model in Section 3. These results suggest
that the argument tag information plays an impor-
tant role in our discourse role transition model.Row
5 omits the salience information (Type+Arg), which
also markedly reduces performance. This result sup-
ports the use of salience, in line with the conclusion
drawn in (Barzilay and Lapata, 2005).

To answer Question 3, we train and test a com-
bined model using features from both the baseline
and our model (shown asRow 6 in Table 4). The
entity-based model of Barzilay and Lapata (2005)
connects the local entity transition with textual co-
herence, while our model looks at the patterns of
discourse relation transitions. As these two models
focus on different aspects of coherence, we expect
that they are complementary to each other. The com-
bined model in all three data sets gives the highest
performance in comparison to all single models, and
it significantly outperforms the baseline model with
p < 0.01. This confirms that the combined model is
linguistically richer than the single models as it inte-
grates different information together, and the entity-
based model and our model are synergistic.

To answer Question 4, when compared to the hu-
man upper bound (Table 3), the performance gaps
for the baseline model are relatively large, while
those for our full model are more acceptable in
the WSJ and Earthquakes data. For the combined
model, the error rates are significantly reduced in
all three data sets. The average error rate reduc-
tions against 100% are 9.57% for the full model and
26.37% for the combined model. If we compute the
average error rate reductions against the human up-
per bounds (rather than an oracular 100%), the aver-
age error rate reduction for the full model is 29% and
that for the combined model is 73%. While these are
only indicative results, they do highlight the signifi-
cant gains that our model is making towards reach-
ing human performance levels.

We further note that some of the permuted texts
may read as coherently as the original text. This phe-
nomenon has been observed in several natural lan-
guage synthesis tasks such as generation and sum-
marization, in which a single gold standard is inade-
quate to fully assess performance. As such, both au-
tomated systems and humans may actually perform
better than our performance measures indicate. We
leave it to future work to measure the impact of this
phenomenon.

6 Analysis and Discussion

When we compare the accuracies of the full model
in the three data sets (Row 2), the accuracy in the
Accidents data is the highest (89.38%), followed by
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that in the WSJ (88.06%), with Earthquakes at the
lowest (86.50%). To explain the variation, we exam-
ine the ratio between the number of the relations in
the article and the article length (i.e., number of sen-
tences). This ratio is 1.22 for the Accidents source
articles, 1.2 for the WSJ, and 1.08 for Earthquakes.
The relation/length ratio gives us an idea of how of-
ten a sentence participates in discourse relations. A
high ratio means that the article is densely intercon-
nected by discourse relations, and may make dis-
tinguishing this article from its permutation easier
compared to that for a loosely connected article.

We expect that when a text contains more dis-
course relation types (i.e., Temporal, Contingency,
Comparison, Expansion) and less EntRel and NoRel
types, it is easier to compute how coherent this text
is. This is because compared to EntRel and NoRel,
these four discourse relations can combine to pro-
duce meaningful transitions, such as the example
Text (2). To examine how this affects performance,
we calculate the average ratio between the number
of the four discourse relations in the permuted text
and the length for the permuted text. The ratio is
0.58 for those that are correctly ranked by our sys-
tem, and 0.48 for those that are incorrectly ranked,
which supports our hypothesis.

We also examined the learning curves for our
Type+Arg+Sal model, the baseline model, and the
combined model on the data sets, as shown in Fig-
ure 2(a)–2(c). In the WSJ data, the accuracies for
all three models increase rapidly as more pairs are
added to the training set. After 2,000 pairs, the in-
crease slows until 8,000 pairs, after which the curve
is nearly flat. From the curves, our model consis-
tently performs better than the baseline with a signif-
icant gap, and the combined model also consistently
and significantly outperforms the other two. Only
about half of the total training data is needed to reach
optimal performance for all three models. The learn-
ing curves in the Earthquakes data show that the per-
formance for all models is always increasing as more
training pairs are utilized. The Type+Arg+Sal and
combined models start with lower accuracies than
the baseline, but catch up with it at 1,000 and 400
pairs, respectively, and consistently outperform the
baseline beyond this point. On the other hand, the
learning curves for the Type+Arg+Sal and baseline
models in Accidents do not show any one curve con-
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Figure 2: Learning curves for the Type+Arg+Sal, the
baseline, and the combined models on the three data sets.

sistently better than the other: our model outper-
forms in the middle segment but underperforms in
the first and last segments. The curve for the com-
bined model shows a consistently significant gap be-
tween it and the other two curves after the point at
400 pairs.

With the performance of the model as it is, how
can future work improve upon it? We point out one
weakness that we plan to explore. We use the full
Type+Arg+Sal model trained on the WSJ training
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data to test Text (2) from the introduction. As (2)
has 3 sentences, permuting it gives rise to 5 permu-
tations. The model is able to correctly rank four
of these 5 pairs. The only permutation it fails on
is (S3 ≺ S1 ≺ S2), when the last sentence is
moved to the beginning. A very good clue of co-
herence in Text (2) is the explicit Comp relation
betweenS1 andS2. Since this clue is retained in
(S3 ≺ S1 ≺ S2), it is difficult for the system to dis-
tinguish this ordering from the source. In contrast,
as this clue is not present in the other four permuta-
tions, it is easier to distinguish them as incoherent.
By modeling longer range discourse relation transi-
tions, we may be able to discern these two cases.

While performance on identifying explicit dis-
course relations in the PDTB is as high as
93% (Pitler et al., 2008), identifying implicit ones
has been shown to be a difficult task with accuracy
of 40% at Level-2 types (Lin et al., 2009). As the
overall performance of the PDTB parser is still less
accurate than we hope it to be, we expect that our
proposed model will give better performance than
it does now, when the current PDTB parser perfor-
mance is improved.

7 Conclusion

We have proposed a new model for discourse co-
herence that leverages the observation that coherent
texts preferentially follow certain discourse struc-
tures. We posit that these structures can be cap-
tured in and represented by the patterns of discourse
relation transitions. We first demonstrate that sim-
ply using the sequence of discourse relation tran-
sition leads to sparse features and is insufficient to
distinguish coherent from incoherent text. To ad-
dress this, our method transforms the discourse re-
lation transitions into a discourse role matrix. The
matrix schematically represents term occurrences in
text units and associates each occurrence with its
discourse roles in the text units. In our approach,
n-gram sub-sequences of transitions per term in the
discourse role matrix then constitute the more fine-
grained evidence used in our model to distinguish
coherence from incoherence.

When applied to distinguish a source text from
a sentence-reordered permutation, our model sig-
nificantly outperforms the previous state-of-the-art,

the entity-based local coherence model. While the
entity-based model captures repetitive mentions of
entities, our discourse relation-based model gleans
its evidence from the argumentative and discourse
structure of the text. Our model is complementary to
the entity-based model, as it tackles the same prob-
lem from a different perspective. Experiments vali-
date our claim, with a combined model outperform-
ing both single models.

The idea of modeling coherence with discourse
relations and formulating it in a discourse role ma-
trix can also be applied to other NLP tasks. We
plan to apply our methodology to other tasks, such
as summarization, text generation and essay scoring,
which also need to produce and assess discourse co-
herence.
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Abstract

This paper addresses a data-driven surface
realisation model based on a large-scale re-
versible grammar of German. We investigate
the relationship between the surface realisa-
tion performance and the character of the in-
put to generation, i.e. its degree of underspec-
ification. We extend a syntactic surface reali-
sation system, which can be trained to choose
among word order variants, such that the can-
didate set includes active and passive variants.
This allows us to study the interaction of voice
and word order alternations in realistic Ger-
man corpus data. We show that with an ap-
propriately underspecified input, a linguisti-
cally informed realisation model trained to re-
generate strings from the underlying semantic
representation achieves 91.5% accuracy (over
a baseline of 82.5%) in the prediction of the
original voice.

1 Introduction

This paper1 presents work on modelling the usage
of voice and word order alternations in a free word
order language. Given a set of meaning-equivalent
candidate sentences, such as in the simplified En-
glish Example (1), our model makes predictions
about which candidate sentence is most appropriate
or natural given the context.
(1) Context:The Parliament started the debate about the state

budget in April.

a. It wasn’t until June that the Parliament approved it.
b. It wasn’t until June that it was approved by the Parliament.
c. It wasn’t until June that it was approved.

We address the problem of predicting the usage of
linguistic alternations in the framework of asurface

1This work has been supported by the Deutsche Forschungs-
gemeinschaft (DFG; German Research Foundation) in SFB 732
Incremental specification in context, project D2 (PIs: Jonas
Kuhn and Christian Rohrer).

realisation rankingsystem. Such ranking systems
are practically relevant for the real-world applica-
tion of grammar-based generators that usually gen-
erate several grammatical surface sentences from a
given abstract input, e.g. (Velldal and Oepen, 2006).
Moreover, this framework allows for detailed exper-
imental studies of the interaction of specific linguis-
tic features. Thus it has been demonstrated that for
free word order languages like German, word or-
der prediction quality can be improved with care-
fully designed, linguistically informed models cap-
turing information-structural strategies (Filippova
and Strube, 2007; Cahill and Riester, 2009).

This paper is situated in the same framework, us-
ing rich linguistic representations over corpus data
for machine learning of realisation ranking. How-
ever, we go beyond the task of finding the correct or-
dering for an almost fixed set of word forms. Quite
obviously, word order is only one of the means at
a speaker’s disposal for expressing some content in
a contextually appropriate form; we add systematic
alternations like the voice alternation (active vs. pas-
sive) to the picture. As an alternative way of pro-
moting or demoting the prominence of a syntactic
argument, its interaction with word ordering strate-
gies in real corpus data is of high theoretical interest
(Aissen, 1999; Aissen, 2003; Bresnan et al., 2001).

Our main goals are (i) to establish a corpus-based
surface realisation framework for empirically inves-
tigating interactions of voice and word order in Ger-
man, (ii) to design an input representation for gen-
eration capturing voice alternations in a variety of
contexts, (iii) to better understand the relationship
between the performance of a generation ranking
model and the type of realisation candidates avail-
able in its input. In working towards these goals,
this paper addresses the question of evaluation. We
conduct a pilot human evaluation on the voice al-
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ternation data and relate our findings to our results
established in the automatic ranking experiments.

Addressing interactions among a range of gram-
matical and discourse phenomena on realistic corpus
data turns out to be a major methodological chal-
lenge for data-driven surface realisation. The set of
candidate realisations available for ranking will in-
fluence the findings, and here, existing surface re-
alisers vary considerably. Belz et al. (2010) point
out the differences across approaches in the type of
syntactic and semantic information present and ab-
sent in the input representation; and it is the type of
underspecification that determines the number (and
character) of available candidate realisations and,
hence, the complexity of the realisation task.

We study the effect of varying degrees of under-
specification explicitly, extending a syntactic gen-
eration system by a semantic component capturing
voice alternations. In regeneration studies involving
underspecified underlying representations, corpus-
oriented work reveals an additional methodological
challenge. When using standard semantic represen-
tations, as common in broad-coverage work in se-
mantic parsing (i.e., from the point of view of analy-
sis), alternative variants for sentence realisation will
often receive slightly different representations: In
the context of (1), the continuation (1-c) is presum-
ably more natural than (1-b), but with a standard
sentence-bounded semantic analysis, only (1-a) and
(1-b) would receive equivalent representations.

Rather than waiting for the availability of robust
and reliable techniques for detecting the reference of
implicit arguments in analysis (or for contextually
aware reasoning components), we adopt a relatively
simple heuristic approach (see Section 3.1) that ap-
proximates the desired equivalences by augmented
representations for examples like (1-c). This way
we can overcome an extremely skewed distribution
in the naturally occurring meaning-equivalent active
vs. passive sentences, a factor which we believe jus-
tifies taking the risk of occasional overgeneration.

The paper is structured as follows: Section 2 situ-
ates our methodology with respect to other work on
surface realisation and briefly summarises the rele-
vant theoretical linguistic background. In Section 3,
we present our generation architecture and the de-
sign of the input representation. Section 4 describes
the setup for the experiments in Section 5. In Section

6, we present the results from the human evaluation.

2 Related Work

2.1 Generation Background

The first widely known data-driven approach to
surface realisation, or tactical generation, (Langk-
ilde and Knight, 1998) used language-modeln-
gram statistics on a word lattice of candidate re-
alisations to guide a ranker. Subsequent work ex-
plored ways of exploiting linguistically annotated
data for trainable generation models (Ratnaparkhi,
2000; Marciniak and Strube, 2005; Belz, 2005, a.o.).
Work on data-driven approaches has led to insights
into the importance of linguistic features for sen-
tence linearisation decisions (Ringger et al., 2004;
Filippova and Strube, 2009). The availability of dis-
criminative learning techniques for the ranking of
candidate analyses output by broad-coverage gram-
mars with rich linguistic representations, originally
in parsing (Riezler et al., 2000; Riezler et al., 2002),
has also led to a revival of interest in linguistically
sophisticated reversible grammars as the basis for
surface realisation (Velldal and Oepen, 2006; Cahill
et al., 2007). The grammar generates candidate
analyses for an underlying representation and the
ranker’s task is to predict the contextually appropri-
ate realisation.

The work that is most closely related to ours is
Velldal (2008). He uses an MRS representation
derived by an HPSG grammar that can be under-
specified for information status. In his case, the
underspecification is encoded in the grammar and
not directly controlled. In multilingually oriented
linearisation work, Bohnet et al. (2010) generate
from semantic corpus annotations included in the
CoNLL’09 shared task data. However, they note that
these annotations are not suitable for full generation
since they are often incomplete. Thus, it is not clear
to which degree these annotations are actually un-
derspecified for certain paraphrases.

2.2 Linguistic Background

In competition-based linguistic theories (Optimal-
ity Theory and related frameworks), the use of
argument alternations is construed as an effect
of markedness hierarchies (Aissen, 1999; Aissen,
2003). Argument functions (subject, object, . . . ) on
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the one hand and the various properties that argu-
ment phrases can bear (person, animacy, definite-
ness) on the other are organised in markedness hi-
erarchies. Wherever possible, there is a tendency to
align the hierarchies, i.e., use prominent functions to
realise prominently marked argument phrases. For
instance, Bresnan et al. (2001) find that there is a sta-
tistical tendency in English to passivise a verb if the
patient is higher on the person scale than the agent,
but an active is grammatically possible.

Bresnan et al. (2007) correlate the use of the En-
glish dative alternation to a number of features such
as givenness, pronominalisation, definiteness, con-
stituent length, animacy of the involved verb argu-
ments. These features are assumed to reflect the dis-
course acessibility of the arguments.

Interestingly, the properties that have been used
to model argument alternations in strict word or-
der languages like English have been identified as
factors that influence word order in free word or-
der languages like German, see Filippova and Strube
(2007) for a number of pointers. Cahill and Riester
(2009) implement a model for German word or-
der variation that approximates the information sta-
tus of constituents through morphological features
like definiteness, pronominalisation etc. We are not
aware of any corpus-based generation studies inves-
tigating how these properties relate to argument al-
ternations in free word order languages.

3 Generation Architecture

Our data-driven methodology for investigating fac-
tors relevant to surface realisation uses a regen-
eration set-up2 with two main components: a) a
grammar-based component used to parse a corpus
sentence and map it to all its meaning-equivalent
surface realisations, b) a statistical ranking compo-
nent used to select the correct, i.e. contextually most
appropriate surface realisation. Two variants of this
set-up that we use are sketched in Figure 1.

We generally use a hand-crafted, broad-coverage
LFG for German (Rohrer and Forst, 2006) to parse
a corpus sentence into a f(unctional) structure3

and generate all surface realisations from a given
2Compare the bidirectional competition set-up in some

Optimality-Theoretic work, e.g., (Kuhn, 2003).
3The choice among alternative f-structures is done with a

discriminative model (Forst, 2007).

Sntx

SVM Ranker

Snta1
Snta2

... Sntam

LFG grammar

FSa

LFG grammar

Snti

Snty

SVM Ranker

Sntb1 Snta1
Snta2

... Sntbn

LFG Grammar

FSa FSb

Reverse Sem. Rules

SEM

Sem. Rules

FS1

LFG Grammar

Snti

Figure 1: Generation pipelines

f-structure, following the generation approach of
Cahill et al. (2007). F-structures are attribute-
value matrices representing grammatical functions
and morphosyntactic features; their theoretical mo-
tivation lies in the abstraction over details of sur-
face realisation. The grammar is implemented in the
XLE framework (Crouch et al., 2006), which allows
for reversible use of the same declarative grammar
in the parsing and generation direction.

To obtain a more abstract underlying representa-
tion (in the pipeline on the right-hand side of Fig-
ure 1), the present work uses an additional seman-
tic construction component (Crouch and King, 2006;
Zarrieß, 2009) to map LFG f-structures to meaning
representations. For the reverse direction, the mean-
ing representations are mapped to f-structures which
can then be mapped to surface strings by the XLE
generator (Zarrieß and Kuhn, 2010).

For the final realisation ranking step in both
pipelines, we used SVMrank, a Support Vector
Machine-based learning tool (Joachims, 1996). The
ranking step is thus technically independent from the
LFG-based component. However, the grammar is
used to produce the training data, pairs of corpus
sentences and the possible alternations.

The two pipelines allow us to vary the degree to
which the generation input is underspecified. An f-
structure abstracts away from word order, i.e. the
candidate set will contain just word order alterna-
tions. In the semantic input, syntactic function and
voice are underspecified, so a larger set of surface
realisation candidates is generated. Figure 2 illus-
trates the two representation levels for an active and
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a passive sentence. The subject of the passive and
the object of the active f-structure are mapped to the
same role (patient) in the meaning representation.

3.1 Issues with “naive” underspecification

In order to create an underspecified voice represen-
tation that does indeed leave open the realisation op-
tions available to the speaker/writer, it is often not
sufficient to remove just the syntactic function in-
formation. For instance, the subject of the active
sentence (2) is an arbitrary reference pronounman
“one” which cannot be used as an oblique agent in
a passive, sentence (2-b) is ungrammatical.

(2) a. Man
One

hat
has

den
the

Kanzler
chancellor

gesehen.
seen.

b. *Der
The

Kanzler
chancellor

wurde
was

von
by

man
one

gesehen.
seen.

So, when combined with the grammar, the mean-
ing representation for (2) in Figure 2 contains im-
plicit information about the voice of the original cor-
pus sentence; the candidate set will not include any
passive realisations. However, a passive realisation
without the oblique agent in theby-phrase, as in Ex-
ample (3), is a very natural variant.

(3) Der
The

Kanzler
chancellor

wurde
was

gesehen.
seen.

The reverse situation arises frequently too: pas-
sive sentences where the agent role is not overtly
realised. Given the standard, “analysis-oriented”
meaning representation for Sentence (4) in Figure
2, the realiser will not generate an active realisation
since the agent role cannot be instantiated by any
phrase in the grammar. However, depending on the
exact context there are typically options for realis-
ing the subject phrase in an active with very little
descriptive content.

Ideally, one would like to account for these phe-
nomena in a meaning representation that under-
specifies the lexicalisation of discourse referents,
and also captures the reference of implicit argu-
ments. Especially the latter task has hardly been
addressed in NLP applications (but see Gerber and
Chai (2010)). In order to work around that problem,
we implemented some simple heuristics which un-
derspecify the realisation of certain verb arguments.
These rules define: 1. a set of pronouns (generic and
neutral pronouns, universal quantifiers) that corre-
spond to “trivial” agents in active and implicit agents

Active Passive
2-role trans. 71% (82%) 10% (2%)
1-role trans. 11% (0%) 8% (16%)

Table 1: Distribution of voices in SEMh (SEMn)

in passive sentences; 2. a set of prepositional ad-
juncts in passive sentences that correspond to sub-
jects in active sentence (e.g. causative and instru-
mental prepositions likedurch “by means of”); 3.
certain syntactic contexts where special underspec-
ification devices are needed, e.g. coordinations or
embeddings, see Zarrieß and Kuhn (2010) for ex-
amples. In the following, we will distinguish 1-role
transitives where the agent is “trivial” or implicit
from 2-role transitives with a non-implicit agent.

By means of the extended underspecification rules
for voice, the sentences in (2) and (3) receive an
identical meaning representation. As a result, our
surface realiser can produce an active alternation for
(3) and a passive alternation for (2). In the follow-
ing, we will refer to the extended representations as
SEMh (“heuristic semantics”), and to the original
representations as SEMn (“naive semantics”).

We are aware of the fact that these approximations
introduce some noise into the data and do not always
represent the underlying referents correctly. For in-
stance, the implicit agent in a passive need not be
“trivial” but can correspond to an actual discourse
referent. However, we consider these heuristics as
a first step towards capturing an important discourse
function of the passive alternation, namely the dele-
tion of the agent role. If we did not treat the passives
with an implicit agent on a par with certain actives,
we would have to ignore a major portion of the pas-
sives occurring in corpus data.

Table 1 summarises the distribution of the voices
for the heuristic meaning representation SEMh on
the data-set we will introduce in Section 4, with
the distribution for the naive representation SEMn

in parentheses.

4 Experimental Set-up

Data To obtain a sizable set of realistic corpus ex-
amples for our experiments on voice alternations, we
created our own dataset of input sentences and rep-
resentations, instead of building on treebank exam-
ples as Cahill et al. (2007) do. We extracted 19,905
sentences, all containing at least one transitive verb,
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f-structure

Example (2)

2

6

6

6

6

4

PRED ′see< (↑ SUBJ)(↑ OBJ) >
′

SUBJ
ˆ

PRED ′one′
˜

OBJ
ˆ

PRED ′chancellor′
˜

TOPIC
ˆ

′one′
˜

PASS −

3

7

7

7

7

5

f-structure

Example (3)

2

6

6

4

PRED ′see< NULL (↑ SUBJ) >
′

SUBJ
ˆ

PRED ′chancellor′
˜

TOPIC
ˆ

′chancellor′
˜

PASS +

3

7

7

5

semantics

Example (2)

HEAD (see)
PAST(see)
ROLE(agent,see,one)
ROLE(patient,see,chancellor)

semantics

Example (3)

HEAD (see)
PAST(see)
ROLE(agent,see,implicit)
ROLE(patient,see,chancellor)

Figure 2: F-structure pair for passive-active alternation

from the HGC, a huge German corpus of newspa-
per text (204.5 million tokens). The sentences are
automatically parsed with the German LFG gram-
mar. The resulting f-structure parses are transferred
to meaning representations and mapped back to f-
structure charts. For our generation experiments,
we only use those f-structure charts that the XLE
generator can map back to a set of surface realisa-
tions. This results in a total of 1236 test sentences
and 8044 sentences in our training set. The data loss
is mostly due to the fact the XLE generator often
fails on incomplete parses, and on very long sen-
tences. Nevertheless, the average sentence length
(17.28) and number of surface realisations (see Ta-
ble 2) are higher than in Cahill et al. (2007).

Labelling For the training of our ranking model,
we have to tell the learner how closely each surface
realisation candidate resembles the original corpus
sentence. We distinguish the rank categories: “1”
identical to the corpus string, “2” identical to the
corpus string ignoring punctuation, “3” small edit
distance (< 4) to the corpus string ignoring punc-
tuation, “4” different from the corpus sentence. In
one of our experiments (Section 5.1), we used the
rank category “5” to explicitly label the surface real-
isations derived from the alternation f-structure that
does not correspond to the parse of the original cor-
pus sentence. The intermediate rank categories “2”
and “3” are useful since the grammar does not al-
ways regenerate the exact corpus string, see Cahill
et al. (2007) for explanation.

Features The linguistic theories sketched in Sec-
tion 2.2 correlate morphological, syntactic and se-
mantic properties of constituents (or discourse ref-

erents) with their order and argument realisation. In
our system, this correlation is modelled by a combi-
nation of linguistic properties that can be extracted
from the f-structure or meaning representation and
of the surface order that is read off the sentence
string. Standardn-gram features are also used as
features.4 The feature model is built as follows:
for every lemma in the f-structure, we extract a set
of morphological properties (definiteness, person,
pronominal status etc.), the voice of the verbal head,
its syntactic and semantic role, and a set of infor-
mations status features following Cahill and Riester
(2009). These properties are combined in two ways:
a) Precedence features: relative order of properties
in the surface string, e.g. “theme< agent in pas-
sive”, “1st person< 3rd person”; b) “scale align-
ment” features (ScalAl.): combinations of voice and
role properties with morphological properties, e.g.
“subject is singular”, “agent is 3rd person in active
voice” (these are surface-independent, identical for
each alternation candidate).

The model for which we present our results is
based on sentence-internal features only; as Cahill
and Riester (2009) showed, these feature carry a
considerable amount of implicit information about
the discourse context (e.g. in the shape of referring
expressions). We also implemented a set of explic-
itly inter-sentential features, inspired by Centering
Theory (Grosz et al., 1995). This model did not im-
prove over the intra-sentential model.

Evaluation Measures In order to assess the gen-
eral quality of our generation ranking models, we

4The language model is trained on the German data release
for the 2009 ACL Workshop on Machine Translation shared
task, 11,991,277 total sentences.
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FS SEMn SEMh

Avg. # strings 36.7 68.2 75.8
Random Match 16.98 10.72 7.28

LM
Match 15.45 15.04 11.89
BLEU 0.68 0.68 0.65
NIST 13.01 12.95 12.69

Ling. Model
Match 27.91 27.66 26.38
BLEU 0.764 0.759 0.747
NIST 13.18 13.14 13.01

Table 2: Evaluation of Experiment 1

use several standard measures: a) exact match:
how often does the model select the original cor-
pus sentence, b) BLEU:n-gram overlap between
top-ranked and original sentence, c) NIST: modifi-
cation of BLEU giving more weight to less frequent
n-grams. Second, we are interested in the model’s
performance wrt. specific linguistic criteria. We re-
port the following accuracies: d) Voice: how often
does the model select a sentence realising the correct
voice, e) Precedence: how often does the model gen-
erate the right order of the verb arguments (agent and
patient), and f) Vorfeld: how often does the model
correctly predict the verb arguments to appear in the
sentence initial position before the finite verb, the
so-calledVorfeld. See Sections 5.3 and 6 for a dis-
cussion of these measures.

5 Experiments

5.1 Exp. 1: Effect of Underspecified Input

We investigate the effect of the input’s underspecifi-
cation on a state-of-the-art surface realisation rank-
ing model. This model implements the entire fea-
ture set described in Section 4 (it is further analysed
in the subsequent experiments). We built 3 datasets
from our alternation data: FS - candidates generated
from the f-structure; SEMn - realisations from the
naive meaning representations; SEMh - candidates
from the heuristically underspecified meaning rep-
resentation. Thus, we keep the set of original cor-
pus sentences (=the target realisations) constant, but
train and test the model on different candidate sets.

In Table 2, we compare the performance of the
linguistically informed model described in Section 4
on the candidates sets against a random choice and
a language model (LM) baseline. The differences in
BLEU between the candidate sets and models are

FS SEMn SEMh SEMn∗

A
ll

T
ra

ns
.

Voice Acc. 100 98.06 91.05 97.59

Voice Spec. 100 22.8 0 0

Majority BL 82.4 98.1

2-
ro

le
T

ra
ns

.

Voice Acc. 100 97.7 91.8 97.59

Voice Spec. 100 8.33 0 0

Majority BL 88.5 98.1

1-
ro

le
T

ra
ns

.

Voice Acc. 100 100 90.0 -

Voice Spec. 100 100 0 -

Majority BL 53.9 -

Table 3: Accuracy of Voice Prediction by Ling. Model in
Experiment 1

statistically significant.5 In general, the linguistic
model largely outperforms the LM and is less sen-
sitive to the additional confusion introduced by the
SEMh input. Its BLEU score and match accuracy
decrease only slightly (though statistically signifi-
cantly).

In Table 3, we report the performance of the lin-
guistic model on the different candidate sets with re-
spect to voice accuracy. Since the candidate sets dif-
fer in the proportion of items that underspecify the
voice (see “Voice Spec.” in Table 3), we also report
the accuracy on the SEMn∗ test set, which is a sub-
set of SEMn excluding the items where the voice is
specified. Table 3 shows that the proportion of active
realisations for the SEMn∗ input is very high, and
the model does not outperform the majority baseline
(which always selects active). In contrast, the SEMh

model clearly outperforms the majority baseline.
Example (4) is a case from our development set

where the SEMn model incorrectly predicts an ac-
tive (4-a), and the SEMh correctly predicts a passive
(4-b).

(4) a. 26
26

kostspielige
expensive

Studien
studies

erwähnten
mentioned

die
the

Finanzierung.
funding.

b. Die
The

Finanzierung
funding

wurde
was

von
by

26
26

kostspieligen
expensive

Studien
studies

erwähnt.
mentioned.

This prediction is according to the markedness hier-
archy: the patient is singular and definite, the agent

5According to a bootstrap resampling test,p < 0.05
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Features Match BLEU Voice Prec. VF
Prec. 16.3 0.70 88.43 64.1 59.1
ScalAl. 10.4 0.64 90.37 58.9 56.3
Union 26.4 0.75 91.50 80.2 70.9

Table 4: Evaluation of Experiment 2

is plural and indefinite. Counterexamples are possi-
ble, but there is a clear statistical preference – which
the model was able to pick up.

On the one hand, the rankers can cope surpris-
ingly well with the additional realisations obtained
from the meaning representations. According to the
global sentence overlap measures, their quality is
not seriously impaired. On the other hand, the de-
sign of the representations has a substantial effect
on the prediction of the alternations. The SEMn

does not seem to learn certain preferences because
of the extremely imbalanced distribution in the in-
put data. This confirms the hypothesis sketched in
Section 3.1, according to which the degree of the
input’s underspecification can crucially change the
behaviour of the ranking model.

5.2 Exp. 2: Word Order and Voice

We examine the impact of certain feature types on
the prediction of the variation types in our data. We
are particularly interested in the interaction of voice
and word order (precedence) since linguistic theo-
ries (see Section 2.2) predict similar information-
structural factors guiding their use, but usually do
not consider them in conjunction.

In Table 4, we report the performance of ranking
models trained on the different feature subsets intro-
duced in Section 4. The union of the features corre-
sponds to the model trained on SEMh in Experiment
1. At a very broad level, the results suggest that the
precedence and the scale alignment features interact
both in the prediction of voice and word order.

The most pronounced effect on voice accuracy
can be seen when comparing the precedence model
to the union model. Adding the surface-independent
scale alignment features to the precedence features
leads to a big improvement in the prediction of word
order. This is not a trivial observation since a) the
surface-independent features do not discriminate be-
tween the word orders and b) the precedence fea-
tures are built from the same properties (see Sec-
tion 4). Thus, the SVM learner discovers depen-

dencies between relative precedence preferences and
abstract properties of a verb argument which cannot
be encoded in the precedence alone.

It is worth noting that the precedence features im-
prove the voice prediction. This indicates that wher-
ever the application context allows it, voice should
not be specified at a stage prior to word order. Ex-
ample (5) is taken from our development set, illus-
trating a case where the union model predicted the
correct voice and word order (5-a), and the scale
alignment model top-ranked the incorrect voice and
word order. The active verb arguments in (5-b) are
both case-ambigous and placed in the non-canonical
order (object< subject), so the semantic relation can
be easily misunderstood. The passive in (5-a) is un-
ambiguous since the agent is realised in a PP (and
placed in the Vorfeld).
(5) a. Von

By
den
the

deutschen
German

Medien
media

wurden
were

die
the

Ausländer
foreigners

nur
only

erwähnt,
mentioned,

wenn
when

es
there

Zoff
trouble

gab.
was.

b. Wenn
When

es
there

Zoff
trouble

gab,
was,

erwähnten
mentioned

die
the

Ausländer
foreigners

nur
only

die
the

deutschen
German

Medien.
media.

Moreover, our results confirm Filippova and
Strube (2007) who find that it is harder to predict
the correct Vorfeld occupant in a German sentence,
than to predict the relative order of the constituents.

5.3 Exp. 3: Capturing Flexible Variation

The previous experiment has shown that there is a
certain inter-dependence between word order and
voice. This experiment addresses this interaction
by varying the way the training data for the ranker
is labelled. We contrast two ways of labelling the
sentences (see Section 4): a) all sentences that are
not (nearly) identical to the reference sentence have
the rank category “4”, irrespective of their voice (re-
ferred to as unlabelled model), b) the sentences that
do not realise the correct voice are ranked lower than
sentences with the correct voice (“4” vs. “5”), re-
ferred to as labelled model. Intuitively, the latter
way of labelling tells the ranker that all sentences
in the incorrect voice are worse than all sentences
in the correct voice, independent of the word order.
Given the first labelling strategy, the ranker can de-
cide in an unsupervised way which combinations of
word order and voice are to be preferred.
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Top 1 Top 1 Top 1 Top 2 Top 3
Model Match BLEU NIST Voice Prec. Prec.+Voice Prec.+Voice Prec.+Voice
Labelled, no LM 21.52 0.73 12.93 91.9 76.25 71.01 78.35 82.31
Unlabelled, no LM 26.83 0.75 13.01 91.5 80.19 74.51 84.28 88.59
Unlabeled + LM 27.35 0.75 13.08 91.5 79.6 73.92 79.74 82.89

Table 5: Evaluation of Experiment 3

In Table 5, it can be seen that the unlabelled model
improves over the labelled on all the sentence over-
lap measures. The improvements are statistically
significant. Moreover, we compare the n-best ac-
curacies achieved by the models for the joint pre-
diction of voice and argument order. The unla-
belled model is very flexible with respect to the word
order-voice interaction: the accuracy dramatically
improves when looking at the top 3 sentences. Ta-
ble 5 also reports the performance of an unlabelled
model that additionally integrates LM scores. Sur-
prisingly, these scores have a very small positive ef-
fect on the sentence overlap features and no positive
effect on the voice and precedence accuracy. The
n-best evaluations even suggest that the LM scores
negatively impact the ranker: the accuracy for the
top 3 sentences increases much less as compared to
the model that does not integrate LM scores.6

Then-best performance of a realisation ranker is
practically relevant for re-ranking applications such
as Velldal (2008). We think that it is also concep-
tually interesting. Previous evaluation studies sug-
gest that the original corpus sentence is not always
the only optimal realisation of a given linguistic in-
put (Cahill and Forst, 2010; Belz and Kow, 2010).
Humans seem to have varying preferences for word
order contrasts in certain contexts. The n-best evalu-
ation could reflect the behaviour of a ranking model
with respect to the range of variations encountered
in real discourse. The pilot human evaluation in the
next Section deals with this question.

6 Human Evaluation

Our experiment in Section 5.3 has shown that the ac-
curacy of our linguistically informed ranking model
dramatically increases when we consider the three

6(Nakanishi et al., 2005) also note a negative effect of in-
cluding LM scores in their model, pointing out that the LM was
not trained on enough data. The corpus used for training our
LM might also have been too small or distinct in genre.

best sentences rather than only the top-ranked sen-
tence. This means that the model sometimes predicts
almost equal naturalness for different voice realisa-
tions. Moreover, in the case of word order, we know
from previous evaluation studies, that humans some-
times prefer different realisations than the original
corpus sentences. This Section investigates agree-
ment in human judgements of voice realisation.

Whereas previous studies in generation mainly
used human evaluation to compare different sys-
tems, or to correlate human and automatic evalua-
tions, our primary interest is the agreement or cor-
relation between human rankings. In particular, we
explore the hypothesis that this agreement is higher
in certain contexts than in others. In order to select
these contexts, we use the predictions made by our
ranking model.

The questionnaire for our experiment comprised
24 items falling into 3 classes: a) items where the
3 best sentences predicted by the model have the
same voice as the original sentence (“Correct”), b)
items where the 3 top-ranked sentences realise dif-
ferent voices (“Mixed”), c) items where the model
predicted the incorrect voice in all 3 top sentences
(“False”). Each item is composed of the original
sentence, the 3 top-ranked sentences (if not identical
to the corpus sentence) and 2 further sentences such
that each item contains different voices. For each
item, we presented the previous context sentence.

The experiment was completed by 8 participants,
all native speakers of German, 5 had a linguistic
background. The participants were asked to rank
each sentence on a scale from 1-6 according to its
naturalness and plausibility in the given context. The
participants were explicitly allowed to use the same
rank for sentences they find equally natural. The par-
ticipants made heavy use of this option: out of the
192 annotated items, only 8 are ranked such that no
two sentences have the same rank.

We compare the human judgements by correlat-
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ing them with Spearman’sρ. This measure is con-
sidered appropriate for graded annotation tasks in
general (Erk and McCarthy, 2009), and has also
been used for analysing human realisation rankings
(Velldal, 2008; Cahill and Forst, 2010). We nor-
malise the ranks according to the procedure in Vell-
dal (2008). In Table 6, we report the correlations
obtained from averaging over all pairwise correla-
tions between the participants and the correlations
restricted to the item and sentence classes. We used
bootstrap re-sampling on the pairwise correlations to
test that the correlations on the different item classes
significantly differ from each other.

The correlations in Table 6 suggest that the agree-
ment between annotators is highest on the false
items, and lowest on the mixed items. Humans
tended to give the best rank to the original sentence
more often on the false items (91%) than on the oth-
ers. Moreover, the agreement is generally higher on
the sentences realising the correct voice.

These results seem to confirm our hypothesis that
the general level of agreement between humans dif-
fers depending on the context. However, one has to
be careful in relating the effects in our data solely to
voice preferences. Since the sentences were chosen
automatically, some examples contain very unnatu-
ral word orders that probably guided the annotators’
decisions more than the voice. This is illustrated
by Example (6) showing two passive sentences from
our questionnaire which differ only in the position of
the adverbbesser “better”. Sentence (6-a) is com-
pletely implausible for a native speaker of German,
whereas Sentence (6-b) sounds very natural.

(6) a. Durch
By

das
the

neue
new

Gesetz
law

sollen
should

besser
better

Eigenheimbesitzer
house owners

geschützt
protected

werden.
be.

b. Durch
By

das
the

neue
new

Gesetz
law

sollen
should

Eigenheimbesitzer
house owners

besser
better

geschützt
protected

werden.
be.

This observation brings us back to our initial point
that the surface realisation task is especially chal-
lenging due to the interaction of a range of semantic
and discourse phenomena. Obviously, this interac-
tion makes it difficult to single out preferences for a
specific alternation type. Future work will have to
establish how this problem should be dealt with in

Items
All Correct Mixed False

“All” sent. 0.58 0.6 0.54 0.62
“Correct” sent. 0.64 0.63 0.56 0.72
“False” sent. 0.47 0.57 0.48 0.44
Top-ranked
corpus sent.

84% 78% 83% 91%

Table 6: Human Evaluation

the design of human evaluation experiments.

7 Conclusion

We have presented a grammar-based generation ar-
chitecture which implements the surface realisation
of meaning representations abstracting from voice
and word order. In order to be able to study voice
alternations in a variety of contexts, we designed
heuristic underspecification rules which establish,
for instance, the alternation relation between an ac-
tive with a generic agent and a passive that does
not overtly realise the agent. This strategy leads
to a better balanced distribution of the alternations
in the training data, such that our linguistically
informed generation ranking model achieves high
BLEU scores and accurately predicts active and pas-
sive. In future work, we will extend our experiments
to a wider range of alternations and try to capture
inter-sentential context more explicitly. Moreover, it
would be interesting to carry over our methodology
to a purely statistical linearisation system where the
relation between an input representation and a set of
candidate realisations is not so clearly defined as in
a grammar-based system.

Our study also addressed the interaction of dif-
ferent linguistic variation types, i.e. word order
and voice, by looking at different types of linguis-
tic features and exploring different ways of labelling
the training data. However, our SVM-based learn-
ing framework is not well-suited to directly assess
the correlation between a certain feature (or fea-
ture combination) and the occurrence of an alterna-
tion. Therefore, it would be interesting to relate our
work to the techniques used in theoretical papers,
e.g. (Bresnan et al., 2007), where these correlations
are analysed more directly.
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Abstract

We present a novel computational formula-
tion of speaker authority in discourse. This
notion, which focuses on how speakers posi-
tion themselves relative to each other in dis-
course, is first developed into a reliable cod-
ing scheme (0.71 agreement between human
annotators). We also provide a computational
model for automatically annotating text using
this coding scheme, using supervised learning
enhanced by constraints implemented with In-
teger Linear Programming. We show that this
constrained model’s analyses of speaker au-
thority correlates very strongly with expert hu-
man judgments (r2 coefficient of 0.947).

1 Introduction

In this work, we seek to formalize the ways speak-
ers position themselves in discourse. We do this in
a way that maintains a notion of discourse structure,
and which can be aggregated to evaluate a speaker’s
overall stance in a dialogue. We define the body of
work in positioning to include any attempt to formal-
ize the processes by which speakers attempt to influ-
ence or give evidence of their relations to each other.
Constructs such as Initiative and Control (Whittaker
and Stenton, 1988), which attempt to operationalize
the authority over a discourse’s structure, fall under
the umbrella of positioning. As we construe posi-
tioning, it also includes work on detecting certainty
and confusion in speech (Liscombe et al., 2005),
which models a speaker’s understanding of the in-
formation in their statements. Work in dialogue act
tagging is also relevant, as it seeks to describe the ac-

tions and moves with which speakers display these
types of positioning (Stolcke et al., 2000).

To complement these bodies of work, we choose
to focus on the question of how speakers position
themselves as authoritative in a discourse. This
means that we must describe the way speakers intro-
duce new topics or discussions into the discourse;
the way they position themselves relative to that
topic; and how these functions interact with each
other. While all of the tasks mentioned above focus
on specific problems in the larger rhetorical question
of speaker positioning, none explicitly address this
framing of authority. Each does have valuable ties
to the work that we would like to do, and in section
2, we describe prior work in each of those areas, and
elaborate on how each relates to our questions.

We measure this as an authoritativeness ratio. Of
the contentful dialogue moves made by a speaker,
in what fraction of those moves is the speaker po-
sitioned as the primary authority on that topic? To
measure this quantitatively, we introduce the Nego-
tiation framework, a construct from the field of sys-
temic functional linguistics (SFL), which addresses
specifically the concepts that we are interested in.
We present a reproducible formulation of this so-
ciolinguistics research in section 3, along with our
preliminary findings on reliability between human
coders, where we observe inter-rater agreement of
0.71. Applying this coding scheme to data, we see
strong correlations with important motivational con-
structs such as Self-Efficacy (Bandura, 1997) as well
as learning gains.

Next, we address automatic coding of the Ne-
gotiation framework, which we treat as a two-
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dimensional classification task. One dimension is
a set of codes describing the authoritative status of
a contribution1. The other dimension is a segmen-
tation task. We impose constraints on both of these
models based on the structure observed in the work
of SFL. These constraints are formulated as boolean
statements describing what a correct label sequence
looks like, and are imposed on our model using an
Integer Linear Programming formulation (Roth and
Yih, 2004). In section 5, this model is evaluated
on a subset of the MapTask corpus (Anderson et
al., 1991) and shows a high correlation with human
judgements of authoritativeness (r2 = 0.947). After
a detailed error analysis, we will conclude the paper
in section 6 with a discussion of our future work.

2 Background

The Negotiation framework, as formulated by the
SFL community, places a special emphasis on how
speakers function in a discourse as sources or recip-
ients of information or action. We break down this
concept into a set of codes, one code per contribu-
tion. Before we break down the coding scheme more
concretely in section 3, it is important to understand
why we have chosen to introduce a new framework,
rather than reusing existing computational work.

Much work has examined the emergence of dis-
course structure from the choices speakers make at
the linguistic and intentional level (Grosz and Sid-
ner, 1986). For instance, when a speaker asks a
question, it is expected to be followed with an an-
swer. In discourse analysis, this notion is described
through dialogue games (Carlson, 1983), while con-
versation analysis frames the structure in terms of
adjacency pairs (Schegloff, 2007). These expec-
tations can be viewed under the umbrella of con-
ditional relevance (Levinson, 2000), and the ex-
changes can be labelled discourse segments.

In prior work, the way that people influence dis-
course structure is described through the two tightly-
related concepts of initiative and control. A speaker
who begins a discourse segment is said to have ini-
tiative, while control accounts for which speaker is
being addressed in a dialogue (Whittaker and Sten-
ton, 1988). As initiative passes back and forth be-
tween discourse participants, control over the con-

1We treat each line in our corpus as a single contribution.

versation similarly transfers from one speaker to an-
other (Walker and Whittaker, 1990). This relation is
often considered synchronous, though evidence sug-
gests that the reality is not straightforward (Jordan
and Di Eugenio, 1997).

Research in initiative and control has been ap-
plied in the form of mixed-initiative dialogue sys-
tems (Smith, 1992). This is a large and ac-
tive field, with applications in tutorial dialogues
(Core, 2003), human-robot interactions (Peltason
and Wrede, 2010), and more general approaches to
effective turn-taking (Selfridge and Heeman, 2010).
However, that body of work focuses on influenc-
ing discourse structure through positioning. The
question that we are asking instead focuses on how
speakers view their authority as a source of informa-
tion about the topic of the discourse.

In particular, consider questioning in discourse.
In mixed-initiative analysis of discourse, asking a
question always gives you control of a discourse.
There is an expectation that your question will be
followed by an answer. A speaker might already
know the answer to a question they asked - for
instance, when a teacher is verifying a student’s
knowledge. However, in most cases asking a ques-
tion represents a lack of authority, treating the other
speakers as a source for that knowledge. While there
have been preliminary attempts to separate out these
specific types of positioning in initiative, such as
Chu-Carroll and Brown (1998), it has not been stud-
ied extensively in a computational setting.

Another similar thread of research is to identify
a speaker’s certainty, that is, the confidence of a
speaker and how that self-evaluation affects their
language (Pon-Barry and Shieber, 2010). Substan-
tial work has gone into automatically identifying
levels of speaker certainty, for example in Liscombe
et al. (2005) and Litman et al. (2009). The major
difference between our work and this body of liter-
ature is that work on certainty has rarely focused on
how state translates into interaction between speak-
ers (with some exceptions, such as the application
of certainty to tutoring dialogues (Forbes-Riley and
Litman, 2009)). Instead, the focus is on the person’s
self-evaluation, independent of the influence on the
speaker’s positioning within a discourse.

Dialogue act tagging seeks to describe the moves
people make to express themselves in a discourse.
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This task involves defining the role of each contri-
bution based on its function (Stolcke et al., 2000).
We know that there are interesting correlations be-
tween these acts and other factors, such as learning
gains (Litman and Forbes-Riley, 2006) and the rel-
evance of a contribution for summarization (Wrede
and Shriberg, 2003). However, adapting dialogue
act tags to the question of how speakers position
themselves is not straightforward. In particular,
the granularity of these tagsets, which is already a
highly debated topic (Popescu-Belis, 2008), is not
ideal for the task we have set for ourselves. Many
dialogue acts can be used in authoritative or non-
authoritative ways, based on context, and can posi-
tion a speaker as either giver or receiver of informa-
tion. Thus these more general tagsets are not specific
enough to the role of authority in discourse.

Each of these fields of prior work is highly valu-
able. However, none were designed to specifically
describe how people present themselves as a source
or recipient of knowledge in a discourse. Thus, we
have chosen to draw on a different field of soci-
olinguistics. Our formalization of that theory is de-
scribed in the next section.

3 The Negotiation Framework

We now present the Negotiation framework2, which
we use to answer the questions left unanswered in
the previous section. Within the field of SFL, this
framework has been continually refined over the last
three decades (Berry, 1981; Martin, 1992; Martin,
2003). It attempts to describe how speakers use their
role as a source of knowledge or action to position
themselves relative to others in a discourse.

Applications of the framework include distin-
guishing between focus on teacher knowledge and
student reasoning (Veel, 1999) and distribution of
authority in juvenile trials (Martin et al., 2008). The
framework can also be applied to problems similar
to those studied through the lens of initiative, such
as the distinction between authority over discourse
structure and authority over content (Martin, 2000).

A challenge of applying this work to language
technologies is that it has historically been highly

2All examples are drawn from the MapTask corpus and in-
volve an instruction giver (g) and follower (f). Within examples,
discourse segment boundaries are shown by horizontal lines.

qualitative, with little emphasis placed on repro-
ducibility. We have formulated a pared-down, repro-
ducible version of the framework, presented in Sec-
tion 3.1. Evidence of the usefulness of that formu-
lation for identifying authority, and of correlations
that we can study based on these codes, is presented
briefly in Section 3.2.

3.1 Our Formulation of Negotiation

The codes that we can apply to a contribution us-
ing the Negotiation framework are comprised of four
main codes, K1, K2, A1, and A2, and two additional
codes, ch and o. This is a reduction over the many
task-specific or highly contextual codes used in the
original work. This was done to ensure that a ma-
chine learning classification task would not be over-
whelmed with many infrequent classes.

The main codes are divided by two questions.
First, is the contribution related to exchanging infor-
mation, or to exchanging services and actions? If the
former, then it is a K move (knowledge); if the latter,
then an A move (action). Second, is the contribution
acting as a primary actor, or secondary? In the case
of knowledge, this often correlates to the difference
between assertions (K1) and queries (K2). For in-
stance, a statement of fact or opinion is a K1:

g K1 well i’ve got a great viewpoint
here just below the east lake

By contrast, asking for someone else’s knowledge
or opinion is a K2:

g K2 what have you got underneath the
east lake

f K1 rocket launch
In the case of action, the codes usually corre-

spond to narrating action (A1) and giving instruc-
tions (A2), as below:

g A2 go almost to the edge of the lake
f A1 yeah

A challenge move (ch) is one which directly con-
tradicts the content or assertion of the previous line,
or makes that previous contribution irrelevant. For
instance, consider the exchange below, where an in-
struction is rejected because its presuppositions are
broken by the challenging statement.

g A2 then head diagonally down to-
wards the bottom of the dead tree

f ch i have don’t have a dead tree i
have a dutch elm
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All moves that do not fit into one of these cate-
gories are classified as other (o). This includes back-
channel moves, floor-grabbing moves, false starts,
and any other non-contentful contributions.

This theory makes use of discourse segmenta-
tion. Research in the SFL community has focused
on intra-segment structure, and empirical evidence
from this research has shown that exchanges be-
tween speakers follow a very specific pattern:

o* X2? o* X1+ o*

That is to say, each segment contains a primary
move (a K1 or an A1) and an optional preceding
secondary move, with other non-contentful moves
interspersed throughout. A single statement of fact
would be a K1 move comprising an entire segment,
while a single question/answer pair would be a K2
move followed by a K1. Longer exchanges of many
lines obviously also occur.

We iteratively developed a coding manual which
describes, in a reproducible way, how to apply the
codes listed above. The six codes we use, along with
their frequency in our corpus, are given in Table 1.
In the next section, we evaluate the reliability and
utility of hand-coded data, before moving on to au-
tomation in section 4.

3.2 Preliminary Evaluation

This coding scheme was evaluated for reliability on
two corpora using Cohen’s kappa (Cohen, 1960).
Within the social sciences community, a kappa
above 0.7 is considered acceptable. Two conversa-
tions were each coded by hand by two trained anno-
tators. The first conversation was between three stu-
dents in a collaborative learning task; inter-rater re-
liability kappa for Negotiation labels was 0.78. The
second conversation was from the MapTask corpus,
and kappa was 0.71. Further data was labelled by
hand by one trained annotator.

In our work, we label conversations using the cod-
ing scheme above. To determine how well these
codes correlate with other interesting factors, we
choose to assign a quantitative measure of authori-
tativeness to each speaker. This measure can then
be compared to other features of a speaker. To do
this, we use the coded labels to assign an Authori-
tativeness Ratio to each speaker. First, we define a

Code Meaning Count Percent
K1 Primary Knower 984 22.5
K2 Secondary Knower 613 14.0
A1 Primary Actor 471 10.8
A2 Secondary Actor 708 16.2
ch Challenge 129 2.9
o Other 1469 33.6

Total 4374 100.0

Table 1: The six codes in our coding scheme, along with
their frequency in our corpus of twenty conversations.

functionA(S, c, L) for a speaker, a contribution, and
a set of labels L ⊆ {K1,K2, A1, A2, o, ch} as:

A(S, c, L) =

{
1 c spoken by S with label l ∈ L
0 otherwise.

We then define the Authoritativeness ratio
Auth(S) for a speaker S in a dialogue consisting
of contributions c1...cn as:

Auth(S) =

n∑
i=1

A(S, ci, {K1, A2})

n∑
i=1

A(S, ci, {K1,K2, A1, A2})

The intuition behind this ratio is that we are only
interested in the four main label types in our analy-
sis - at least for an initial description of authority, we
do not consider the non-contentful o moves. Within
these four main labels, there are clearly two that ap-
pear “dominant” - statements of fact or opinion, and
commands or instructions - and two that appear less
dominant - questions or requests for information,
and narration of an action. We sum these together
to reach a single numeric value for each speaker’s
projection of authority in the dialogue.

The full details of our external validations of this
approach are available in Howley et al. (2011). To
summarize, we considered two data sets involving
student collaborative learning. The first data set con-
sisted of pairs of students interacting over two days,
and was annotated for aggressive behavior, to assess
warning factors in social interactions. Our analysis
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showed that aggressive behavior correlated with au-
thoritativeness ratio (p < .05), and that less aggres-
sive students became less authoritative in the second
day (p < .05, effect size .15σ). The second data
set was analyzed for Self-Efficacy - the confidence
of each student in their own ability (Bandura, 1997)
- as well as actual learning gains based on pre- and
post-test scores. We found that the Authoritativeness
ratio was a significant predictor of learning gains
(r2 = .41, p < .04). Furthermore, in a multiple re-
gression, we determined that the Authoritativeness
ratio of both students in a group predict the average
Self-Efficacy of the pair (r2 = .12, p < .01).

4 Computational Model

We know that our coding scheme is useful for mak-
ing predictions about speakers. We now judge
whether it can be reproduced fully automatically.
Our model must select, for each contribution ci in a
dialogue, the most likely classification label li from
{K1,K2, A1, A2, o, ch}. We also build in paral-
lel a segmentation model to select si from the set
{new, same}. Our baseline approach to both prob-
lems is to use a bag-of-words model of the contribu-
tion, and use machine learning for classification.

Certain types of interactions, explored in section
4.1, are difficult or impossible to classify without
context. We build a contextual feature space, de-
scribed in section 4.2, to enhance our baseline bag-
of-words model. We can also describe patterns that
appear in discourse segments, as detailed in section
3.1. In our coding manual, these instructions are
given as rules for how segments should be coded by
humans. Our hypothesis is that by enforcing these
rules in the output of our automatic classifier, per-
formance will increase. In section 4.3 we formalize
these constraints using Integer Linear Programming.

4.1 Challenging cases
We want to distinguish between phenomena such as
in the following two examples.

f K2 so I’m like on the bank on the
bank of the east lake

g K1 yeah
In this case, a one-token contribution is indis-

putably a K1 move, answering a yes/no question.
However, in the dialogue below, it is equally inar-
guable that the same move is an A1:

g A2 go almost to the edge of the lake
f A1 yeah

Without this context, these moves would be indis-
tinguishable to a model. With it, they are both easily
classified correctly.

We also observed that markers for segmentation
of a segment vary between contentful initiations and
non-contentful ones. For instance, filler noises can
often initiate segments:

g o hmm...
g K2 do you have a farmer’s gate?
f K1 no

Situations such as this are common. This is also a
challenge for segmentation, as demonstrated below:

g K1 oh oh it’s on the right-hand side
of my great viewpoint

f o okay yeah
g o right eh
g A2 go almost to the edge of the lake
f A1 yeah

A long statement or instruction from one speaker
is followed up with a terse response (in the same
segment) from the listener. However, after that back-
channel move, a short floor-grabbing move is often
made to start the next segment. This is a distinc-
tion that a bag-of-words model would have difficulty
with. This is markedly different from contentful seg-
ment initiations:

g A2 come directly down below the
stone circle and we come up

f ch I don’t have a stone circle
g o you don’t have a stone circle

All three of these lines look like statements, which
often initiate new segments. However, only the first
should be marked as starting a new segment. The
other two are topically related, in the second line by
contradicting the instruction, and in the third by re-
peating the previous person’s statement.

4.2 Contextual Feature Space Additions

To incorporate the insights above into our model, we
append features to our bag-of-words model. First,
in our classification model we include both lexical
bigrams and part-of-speech bigrams to encode fur-
ther lexical knowledge and some notion of syntac-
tic structure. To account for restatements and topic
shifts, we add a feature based on cosine similarity
(using term vectors weighted by TF-IDF calculated
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over training data). We then add a feature for the
predicted label of the previous contribution - after
each contribution is classified, the next contribution
adds a feature for the automatic label. This requires
our model to function as an on-line classifier.

We build two segmentation models, one trained
on contributions of less than four tokens, and an-
other trained on contributions of four or more to-
kens, to distinguish between characteristics of con-
tentful and non-contentful contributions. To the
short-contribution model, we add two additional fea-
tures. The first represents the ratio between the
length of the current contribution and the length of
the previous contribution. The second represents
whether a change in speaker has occurred between
the current and previous contribution.

4.3 Constraints using Integer Linear
Programming

We formulate our constraints using Integer Linear
Programming (ILP). This formulation has an ad-
vantage over other sequence labelling formulations,
such as Viterbi decoding, in its ability to enforce
structure through constraints. We then enhance this
classifier by adding constraints, which allow expert
knowledge of discourse structure to be enforced in
classification. We can use these constraints to elim-
inate label options which would violate the rules for
a segment outlined in our coding manual.

Each classification decision is made at the contri-
bution level, jointly optimizing the Negotiation la-
bel and segmentation label for a single contribution,
then treating those labels as given for the next con-
tribution classification.

To define our objective function for optimization,
for each possible label, we train a one vs. all SVM,
and use the resulting regression for each label as
a score, giving us six values ~li for our Negotiation
label and two values ~si for our segmentation label.
Then, subject to the constraints below, we optimize:

arg max
l∈~li,s∈~si

l + s

Thus, at each contribution, if the highest-scoring
Negotiation label breaks a constraint, the model can
optimize whether to drop to the next-most-likely la-
bel, or start a new segment.

Recall from section 3.1 that our discourse seg-
ments follow strict rules related to ordering and rep-
etition of contributions. Below, we list the con-
straints that we used in our model to enforce that
pattern, along with a brief explanation of the intu-
ition behind each.

∀ci ∈ s, (li = K2)⇒
∀j < i, cj ∈ t⇒ (lj 6= K1)

(1)

∀ci ∈ s, (li = A2)⇒
∀j < i, cj ∈ t⇒ (lj 6= A1)

(2)

The first constraints enforce the rule that a pri-
mary move cannot occur before a secondary move
in the same segment. For instance, a question must
initiate a new segment if it follows a statement.

∀ci ∈ s, (li ∈ {A1, A2})⇒
∀j < i, cj ∈ s⇒ (lj /∈ {K1,K2}) (3)

∀ci ∈ s, (li ∈ {K1,K2})⇒
∀j < i, cj ∈ s⇒ (lj /∈ {A1, A2}) (4)

These constraints specify that A moves and K
moves cannot cooccur in a segment. An instruc-
tion for action and a question requesting information
must be considered separate segments.

∀ci ∈ s, (li = A1)⇒ ((li−1 = A1) ∨
∀j < i, cj ∈ s⇒ (lj 6= A1))

(5)

∀ci ∈ s, (li = K1)⇒ ((li−1 = K1) ∨
∀j < i, cj ∈ s⇒ (lj 6= K1))

(6)

This pair states that two primary moves cannot oc-
cur in the same segment unless they are contiguous,
in rapid succession.

∀ci ∈ s, (li = A1)⇒
∀j < i, cj ∈ s, (lj = A2)⇒ (Si 6= Sj)

(7)

∀ci ∈ s, (li = K1)⇒
∀j < i, cj ∈ s, (lj = K2)⇒ (Si 6= Sj)

(8)

The last set of constraints enforce the intuitive
notion that a speaker cannot follow their own sec-
ondary move with a primary move in that segment
(such as answering their own question).
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Computationally, an advantage of these con-
straints is that they do not extend past the current
segment in history. This means that they usually
are only enforced over the past few moves, and do
not enforce any global constraint over the structure
of the whole dialogue. This allows the constraints
to be flexible to various conversational styles, and
tractable for fast computation independent of the
length of the dialogue.

5 Evaluation

We test our models on a twenty conversation sub-
set of the MapTask corpus detailed in Table 1. We
compare the use of four models in our results.

• Baseline: This model uses a bag-of-words fea-
ture space as input to an SVM classifier. No
segmentation model is used and no ILP con-
straints are enforced.

• Baseline+ILP: This model uses the baseline
feature space as input to both classification and
segmentation models. ILP constraints are en-
forced between these models.

• Contextual: This model uses our enhanced
feature space from section 4.2, with no segmen-
tation model and no ILP constraints enforced.

• Contextual+ILP: This model uses the en-
hanced feature spaces for both Negotiation la-
bels and segment boundaries from section 4.2
to enforce ILP constraints.

For segmentation, we evaluate our models using
exact-match accuracy. We use multiple evaluation
metrics to judge classification. The first and most
basic is accuracy - the percentage of accurately cho-
sen Negotiation labels. Secondly, we use Cohen’s
Kappa (Cohen, 1960) to judge improvement in ac-
curacy over chance. The final evaluation is the r2

coefficient computed between predicted and actual
Authoritativeness ratios per speaker. This represents
how much variance in authoritativeness is accounted
for in the predicted ratios. This final metric is the
most important for measuring reproducibility of hu-
man analyses of speaker authority in conversation.

We use SIDE for feature extraction (Mayfield
and Rosé, 2010), SVM-Light for machine learning

Model Accuracy Kappa r2

Baseline 59.7% 0.465 0.354
Baseline+ILP 61.6% 0.488 0.663
Segmentation 72.3%
Contextual 66.7% 0.565 0.908
Contextual+ILP 68.4% 0.584 0.947
Segmentation 74.9%

Table 2: Performance evaluation for our models. Each
line is significantly improved in both accuracy and r2 er-
ror from the previous line (p < .01).

(Joachims, 1999), and Learning-Based Java for ILP
inference (Rizzolo and Roth, 2010). Performance
is evaluated by 20-fold cross-validation, where each
fold is trained on 19 conversations and tested on the
remaining one. Statistical significance was calcu-
lated using a student’s paired t-test. For accuracy
and kappa, n = 20 (one data point per conversation)
and for r2, n = 40 (one data point per speaker).

5.1 Results
All classification results are given in Table 2 and
charts showing correlation between predicted and
actual speaker Authoritativeness ratios are shown in
Figure 1. We observe that the baseline bag-of-words
model performs well above random chance (kappa
of 0.465); however, its accuracy is still very low
and its ability to predict Authoritativeness ratio of
a speaker is not particularly high (r2 of 0.354 with
ratios from manually labelled data). We observe a
significant improvement when ILP constraints are
applied to this model.

The contextual model described in section 4.2
performs better than our baseline constrained model.
However, the gains found in the contextual model
are somewhat orthogonal to the gains from using
ILP constraints, as applying those constraints to
the contextual model results in further performance
gains (and a high r2 coefficient of 0.947).

Our segmentation model was evaluated based on
exact matches in boundaries. Switching from base-
line to contextual features, we observe an improve-
ment in accuracy of 2.6%.

5.2 Error Analysis
An error analysis of model predictions explains the
large effect on correlation despite relatively smaller
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Figure 1: Plots of predicted (x axis) and actual (y axis) Authoritativeness ratios for speakers across 20 conversations,
for the Baseline (left), Baseline+Constraints (center), and Contextual+Constraints (right) models.

changes in accuracy. Our Authoritativeness ratio
does not take into account moves labelled o or
ch. What we find is that the most advanced model
still makes many mistakes at determining whether a
move should be labelled as o or a core move. This er-
ror rate is, however, fairly consistent across the four
core move codes. When a move is determined (cor-
rectly) to not be an o move, the system is highly ac-
curate in distinguishing between the four core labels.

The one systematic confusion that continues to
appear most frequently in our results is the inabil-
ity to distinguish between a segment containing an
A2 move followed by an A1 move, and a segment
containing a K1 move followed by an o move. The
surface structure of these types of exchanges is very
similar. Consider the following two exchanges:

g A2 if you come down almost to the
bottom of the map that I’ve got

f A1 uh-huh

f K1 but the meadow’s below my bro-
ken gate

g o right yes
These two exchanges on a surface level are highly

similar. Out of context, making this distinction is
very hard even for human coders, so it is not surpris-
ing then that this pattern is the most difficult one to
recognize in this corpus. It contributes most of the
remaining confusion between the four core codes.

6 Conclusions

In this work we have presented one formulation of
authority in dialogue. This formulation allows us
to describe positioning in discourse in a way that

is complementary to prior work in mixed-initiative
dialogue systems and analysis of speaker certainty.
Our model includes a simple understanding of dis-
course structure while also encoding information
about the types of moves used, and the certainty of a
speaker as a source of information. This formulation
is reproducible by human coders, with an inter-rater
reliability of 0.71.

We have then presented a computational model
for automatically applying these codes per contribu-
tion. In our best model, we see a good 68.4% accu-
racy on a six-way individual contribution labelling
task. More importantly, this model replicates human
analyses of authoritativeness very well, with an r2

coefficient of 0.947.
There is room for improvement in our model in

future work. Further use of contextual features will
more thoroughly represent the information we want
our model to take into account. Our segmentation
accuracy is also fairly low, and further examination
of segmentation accuracy using a more sophisticated
evaluation metric, such as WindowDiff (Pevzner and
Hearst, 2002), would be helpful.

In general, however, we now have an automated
model that is reliable in reproducing human judg-
ments of authoritativeness. We are now interested in
how we can apply this to the larger questions of po-
sitioning we began this paper by asking, especially
in describing speaker positioning at various instants
throughout a single discourse. This will be the main
thrust of our future work.
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Abstract

One of the major challenges facing statistical
machine translation is how to model differ-
ences in word order between languages. Al-
though a great deal of research has focussed
on this problem, progress is hampered by the
lack of reliable metrics. Most current metrics
are based on matching lexical items in the
translation and the reference, and their abil-
ity to measure the quality of word order has
not been demonstrated. This paper presents
a novel metric, the LRscore, which explic-
itly measures the quality of word order by
using permutation distance metrics. We show
that the metric is more consistent with human
judgements than other metrics, including the
BLEU score. We also show that the LRscore
can successfully be used as the objective func-
tion when training translation model parame-
ters. Training with the LRscore leads to output
which is preferred by humans. Moreover, the
translations incur no penalty in terms of BLEU
scores.

1 Introduction

Research in machine translation has focused broadly
on two main goals, improving word choice and im-
proving word order in translation output. Current
machine translation metrics rely upon indirect meth-
ods for measuring the quality of the word order, and
their ability to capture the quality of word order is
poor (Birch et al., 2010).

There are currently two main approaches to eval-
uating reordering. The first is exemplified by the
BLEU score (Papineni et al., 2002), which counts

the number of matching n-grams between the refer-
ence and the hypothesis. Word order is captured by
the proportion of longer n-grams which match. This
method does not consider the position of match-
ing words, and only captures ordering differences
if there is an exact match between the words in the
translation and the reference. Another approach is
taken by two other commonly used metrics, ME-
TEOR (Banerjee and Lavie, 2005) and TER (Snover
et al., 2006). They both search for an alignment be-
tween the translation and the reference, and from
this they calculate a penalty based on the number
of differences in order between the two sentences.
When block moves are allowed the search space is
very large, and matching stems and synonyms in-
troduces errors. Importantly, none of these metrics
capture the distance by which words are out of order.
Also, they conflate reordering performance with the
quality of the lexical items in the translation, making
it difficult to tease apart the impact of changes. More
sophisticated metrics, such as the RTE metric (Padó
et al., 2009), use higher level syntactic or semantic
analysis to determine the grammaticality of the out-
put. These approaches require annotation and can be
very slow to run. For most research, shallow metrics
are more appropriate.

We introduce a novel shallow metric, the Lexical
Reordering Score (LRscore), which explicitly mea-
sures the quality of word order in machine trans-
lations and interpolates it with a lexical metric.
This results in a simple, decomposable metric which
makes it easy for researchers to pinpoint the effect
of their changes. In this paper we show that the
LRscore is more consistent with human judgements
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than other metrics for five out of eight different lan-
guage pairs. We also apply the LRscore during Mini-
mum Error Rate Training (MERT) to see whether in-
formation on reordering allows the translation model
to produce better reorderings. We show that hu-
mans prefer the output of systems trained with the
LRscore 52.5% as compared to 43.9% when train-
ing with the BLEU score. Furthermore, training with
the LRscore does not result in lower BLEU scores.

The rest of the paper proceeds as follows. Sec-
tion 2 describes the reordering and lexical metrics
that are used and how they are combined. Section 3
presents the experiments on consistency with human
judgements and describes how to train the language
independent parameter of the LRscore. Section 4 re-
ports the results of the experiments on MERT. Fi-
nally we discuss related work and conclude.

2 The LRscore

In this section we present the LRscore which mea-
sures reordering using permutation distance metrics.
These reordering metrics have been demonstrated to
correlate strongly with human judgements of word
order quality (Birch et al., 2010). The LRscore com-
bines the reordering metrics with lexical metrics to
provide a complete metric for evaluating machine
translations.

2.1 Reordering metrics
The relative ordering of words in the source and tar-
get sentences is encoded in alignments. We can in-
terpret alignments as permutations which allows us
to apply research into metrics for ordered encodings
to measuring and evaluating reorderings. We use dis-
tance metrics over permutations to evaluate reorder-
ing performance. Figure 1 shows three permutations.
Each position represents a source word and each
value indicates the relative positions of the aligned
target words. In Figure 1 (a) represents the identity
permutation, which would result from a monotone
alignment, (b) represents a small reordering consist-
ing of two words whose orders are inverted, and (c)
represents a large reordering where the two halves
of the sentence are inverted in the target.

A translation can potentially have many valid
word orderings. However, we can be reasonably cer-
tain that the ordering of the reference sentence must
be acceptable. We therefore compare the ordering

(a) (1 2 3 4 5 6 7 8 9 10)
(b) (1 2 3 4 •6 •5 •7 8 9 10)
(c) (6 7 8 9 10 •1 2 3 4 5)

Figure 1. Three permutations: (a) monotone (b) with a
small reordering and (b) with a large reordering. Bullet
points highlight non-sequential neighbours.

of a translation with that of the reference sentence.
Where multiple references exist, we select the clos-
est, i.e. the one that gives the best score. The un-
derlying assumption is that most reasonable word
orderings should be fairly similar to the reference,
which is a necessary assumption for all automatic
machine translation metrics.

Permutations encode one-one relations, whereas
alignments contain null alignments and one-many,
many-one and many-many relations. We make some
simplifying assumptions to allow us to work with
permutations. Source words aligned to null are as-
signed the target word position immediately after
the target word position of the previous source word.
Where multiple source words are aligned to the same
target word or phrase, a many-to-one relation, the
target ordering is assumed to be monotone. When
one source word is aligned to multiple target words,
a one-to-many relation, the source word is assumed
to be aligned to the first target word. These simplifi-
cations are chosen so as to reduce the alignment to a
bijective relationship without introducing any extra-
neous reorderings, i.e. they encode a basic monotone
ordering assumption.

We choose permutation distance metrics which
are sensitive to the number of words that are out
of order, as humans are assumed to be sensitive to
the number of words that are out of order in a sen-
tence. The two permutations we refer to, π and σ,
are the source-reference permutation and the source-
translation permutation. The metrics are normalised
so that 0 means that the permutations are completely
inverted, and 1 means that they are identical. We re-
port these scores as percentages.

2.1.1 Hamming Distance
The Hamming distance (Hamming, 1950) mea-

sures the number of disagreements between two per-
mutations. It is defined as follows:

dh(π, σ) = 1−
∑n

i=1 xi

n
, xi =

{
0 if π(i) = σ(i)
1 otherwise
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Eg. BLEU METEOR TER dh dk

(a) 100.0 100.0 100.0 100.0 100.0
(b) 61.8 86.9 90.0 80.0 85.1
(c) 81.3 92.6 90.0 0.0 25.5

Table 1. Metric scores for examples in Figure 1 which are
calculated by comparing the permutations to the identity.
All metrics are adjusted so that 100 is the best score and
0 the worst.

where n is the length of the permutation. The
Hamming distance is the simplest permutation dis-
tance metric and is useful as a baseline. It has no
concept of the relative ordering of words.

2.1.2 Kendall’s Tau Distance
Kendall’s tau distance is the minimum number

of transpositions of two adjacent symbols necessary
to transform one permutation into another (Kendall,
1938). It represents the percentage of pairs of ele-
ments which share the same order between two per-
mutations. It is defined as follows:

dk(π, σ) = 1−

√∑n
i=1

∑n
j=1 zij

Z

where zij =

{
1 if π(i) < π(j) and σ(i) > σ(j)
0 otherwise

Z =
(n2 − n)

2

Kendalls tau seems particularly appropriate for
measuring word order differences as the relative or-
dering words is taken into account. However, most
human and machine ordering differences are much
closer to monotone than to inverted. The range of
values of Kendall’s tau is therefore too narrow and
close to 1. For this reason we take the square root
of the standard metric. This adjusted dk is also
more correlated with human judgements of reorder-
ing quality (Birch et al., 2010).

We use the example in Figure 1 to highlight the
problem with current MT metrics, and to demon-
strate how the permutation distance metrics are cal-
culated. In Table 1 we present the metric results for
the example permutations. The metrics are calcu-
lated by comparing the permutation string with the
monotone permutation. (a) receives the best score
for all metrics as it is compared to itself. BLEU

and METEOR fail to recognise that (b) represents a
small reordering and (c) a large reordering and they

assign a lower score to (b). The reason for this is that
they are sensitive to breaks in order, but not to the
actual word order differences. BLEU matches more
n-grams for (c) and consequently assigns it a higher
score. METEOR counts the number of blocks that
the translation is broken into, in order to align it with
the source. (b) is aligned using four blocks, whereas
(c) is aligned using only two blocks. TER counts the
number of edits, allowing for block shifts, and ap-
plies one block shift for each example, resulting in
an equal score for (b) and (c). Both the Hamming
distance dh and the Kendall’s tau distance dk cor-
rectly assign (c) a worse score than (b). Note that
for (c), the Hamming distance was not able to re-
ward the permutation for the correct relative order-
ing of words within the two large blocks and gave
(c) a score of 0, whereas Kendall’s tau takes relative
ordering into account.

Wong and Kit (2009) also suggest a metric which
combines a word choice and a word order compo-
nent. They propose a type of F-measure which uses
a matching function M to calculate precision and
recall. M combines the number of matched words,
weighted by their tfidf importance, with their posi-
tion difference score, and finally subtracting a score
for unmatched words. Including unmatched words
in the M function undermines the interpretation of
the supposed F-measure. The reordering component
is the average difference of absolute and relative
word positions which has no clear meaning. This
score is not intuitive or easily decomposable and it is
more similar to METEOR, with synonym and stem
functionality mixed with a reordering penalty, than
to our metric.

2.2 Combined Metric
The LRscore consists of a reordering distance met-
ric which is linearly interpolated with a lexical score
to form a complete machine translation evaluation
metric. The metric is decomposable because the in-
dividual lexical and reordering components can be
looked at individually. The following formula de-
scribes how to calculate the LRscore:

LRscore = αR+ (1− α)L (1)

The metric contains only one parameter, α, which
balances the contribution of the reordering metric,
R, and the lexical metric, L. Here we use BLEU as
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the lexical metric. R is the average permutation dis-
tance metric adjusted by the brevity penalty and it is
calculated as follows:

R =

∑
s∈S dsBPs

|S|
(2)

Where S is a set of test sentences, ds is the reorder-
ing distance for a sentence and BP is the brevity
penalty.

The brevity penalty is calculated as:

BP =

{
1 if t > r

e1−r/t if t ≤ r (3)

where t is the length of the translation, and r is the
closest reference length. If the reference sentence is
slightly longer than the translation, then the brevity
penalty will be a fraction somewhat smaller than
1. This has the effect of penalising translations that
are shorter than the reference. The brevity penalty
within the reordering component is necessary as the
distance-based metric would provide the same score
for a one word translation as it would for a longer
monotone translation. R is combined with a system
level lexical score.

In this paper we apply the BLEU score as the lex-
ical metric, as it is well known and it measures lexi-
cal precision at different n-gram lengths. We experi-
ment with the full BLEU score and the 1-gram BLEU

score, BLEU1, which is purely a measure of the pre-
cision of the word choice. The 4-gram BLEU score
includes some measure of the local reordering suc-
cess in the precision of the longer n-grams. BLEU

is an important baseline, and improving on it by in-
cluding more reordering information is an interest-
ing result. The lexical component of the system can
be any meaningful metric for a particular target lan-
guage. If a researcher was interested in morpholog-
ically rich languages, for example, METEOR could
be used. We use the LRscore to return sentence level
scores as well system level scores, and when doing
so the smoothed BLEU (Lin and Och, 2004) is used.

3 Consistency with Human Judgements

Automatic metrics must be validated by compar-
ing their scores with human judgements. We train
the metric parameter to optimise consistency with
human preference judgements across different lan-
guage pairs and then we show that the LRscore is

more consistent with humans than other commonly
used metrics.

3.1 Experimental Design
Human judgement of rank has been chosen as the of-
ficial determinant of translation quality for the 2009
Workshop on Machine Translation (Callison-Burch
et al., 2009). We used human ranking data from this
workshop to evaluate the LRscore. This consisted
of German, French, Spanish and Czech translation
systems that were run both into and out of English.
In total there were 52,265 pairwise rank judgements
collected.

Our reordering metric relies upon word align-
ments that are generated between the source and the
reference sentences, and the source and the trans-
lated sentences. In an ideal scenario, the transla-
tion system outputs the alignments and the refer-
ence set can be selected to have gold standard hu-
man alignments. However, the data that we use to
evaluate metrics does not have any gold standard
alignments and we must train automatic alignment
models to generate them. We used version two of
the Berkeley alignment model (Liang et al., 2006),
with the posterior threshold set at 0.5. Our Spanish-,
French- and German-English alignment models are
trained using Europarl version 5 (Koehn, 2005). The
Czech-English alignment model is trained on sec-
tions 0-2 of the Czech-English Parallel Corpus, ver-
sion 0.9 (Bojar and Zabokrtsky, 2009).

The metric scores are calculated for the test set
from the 2009 workshop on machine translation. It
consists of 2525 sentences in English, French, Ger-
man, Spanish and Czech. These sentences have been
translated by different machine translation systems
and the output submitted to the workshop. The sys-
tem output along with human evaluations can be
downloaded from the web1.

The BLEU score has five parameters, one for each
n-gram, and one for the brevity penalty. These pa-
rameters are set to a default uniform value of one.
METEOR has 3 parameters which have been trained
for human judgements of rank (Lavie and Agarwal,
2008). METEOR version 0.7 was used. The other
baseline metric used was TER version 0.7.25. We
adapt TER by subtracting it from one, so that all

1http://www.statmt.org/wmt09/results.html
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metric increases mean an improvement in the trans-
lation. The TER metric has five parameters which
have not been trained.

Using rank judgements, we do not have absolute
scores and so we cannot compare translations across
different sentences and extract correlation statistics.
We therefore use the method adopted in the 2009
workshop on machine translation (Callison-Burch et
al., 2009). We ascertained how consistent the auto-
matic metrics were with the human judgements by
calculating consistency in the following manner. We
take each pairwise comparison of translation output
for single sentences by a particular judge, and we
recorded whether or not the metrics were consistent
with the human rank. I.e. we counted cases where
both the metric and the human judge agreed that one
system is better than another. We divided this by the
total number of pairwise comparisons to get a per-
centage. We excluded pairs which the human anno-
tators ranked as ties.

de-en es-en fr-en cz-en
dk 73.9 80.5 80.4 81.1

Table 2. The average Kendall’s tau reordering distance
between the test and reference sentences. 100 means
monotone thus de-en has the most reordering.

We present a novel method for setting the
LRscore parameter. Using multiple language pairs,
we train the parameter according to the amount of
reordering seen in each test set. The advantage of
this approach is that researchers do not need to train
the parameter for new language pairs or test do-
mains. They can simply calculate the amount of re-
ordering in the test set and adjust the parameter ac-
cordingly. The amount of reordering is calculated
as the Kendall’s tau distance between the source
and the reference sentences as compared to dummy
monotone sentences. The amount of reordering for
the test sentences is reported in Table 2. German-
English shows more reordering than other language
pairs as it has a lower dk score of 73.9. The language
independent parameter (θ) is adjusted by applying
the reordering amount (dk) as an exponent. θ is al-
lowed to takes values of between 0 and 1. This works
in a similar way to the brevity penalty. With more re-
ordering, the dk becomes smaller which leads to an
increase in the final value of α. α represents the per-
centage contribution of the reordering component in

the LRscore:

α = θdk (4)

The language independent parameter θ is trained
once, over multiple language pairs. This procedure
optimises the average of the consistency results
across the different language pairs. We use greedy
hillclimbing in order to find the optimal setting. As
hillclimbing can end up in a local minima, we per-
form 20 random restarts, and retaining only the pa-
rameter value with the best consistency result.

3.2 Results
Table 3 reports the optimal consistency of the
LRscore and baseline metrics with human judge-
ments for each language pair. The LRscore vari-
ations are named as follows: LR refers to the
LRscore, “H” refers to the Hamming distance and
“K” to Kendall’s tau distance. “B1” and “B4” refer
to the smoothed BLEU score with the 1-gram and
the complete scores. Table 3 shows that the LRscore
is more consistent with human judgement for 5 out
of the 8 language pairs. This is an important result
which shows that combining lexical and reordering
information makes for a stronger metric than the
baseline metrics which do not have a strong reorder-
ing component.

METEOR is the most consistent for the Czech-
English and English-Czech language pairs, which
have the least amount of reordering. METEOR lags
behind for the language pairs with the most reorder-
ing, the German-English and English-German pairs.
Here LR-KB4 is the best metric, which shows that
metrics which are sensitive to the distance words are
out of order are more appropriate for situations with
a reasonable amount of reordering.

4 Optimising Translation Models

Automatic metrics are useful for evaluation, but they
are essential for training model parameters. In this
section we apply the LRscore as the objective func-
tion in MERT training (Och, 2003). MERT min-
imises translation errors according to some auto-
matic evaluation metric while searching for the best
parameter settings over the N-best output. A MERT
trained model is likely to exhibit the properties that
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Metric de-en es-en fr-en cz-en en-de en-es en-fr en-cz ave
METEOR 58.6 58.3 58.3 59.4 52.6 55.7 61.2 55.6 57.5

TER 53.2 50.1 52.6 47.5 48.6 49.6 58.3 45.8 50.7
BLEU1 56.1 57.0 56.7 52.5 52.1 54.2 62.3 53.3 55.6
BLEU 58.7 55.5 57.7 57.2 54.1 56.7 63.7 53.1 57.1

LR-HB1 59.7 60.0 58.6 53.2 54.6 55.6 63.7 54.5 57.5
LR-HB4 60.4 57.3 58.7 57.2 54.8 57.3 63.3 53.8 57.9
LR-KB1 60.4 59.7 58.0 54.0 54.1 54.7 63.4 54.9 57.5
LR-KB4 61.0 57.2 58.5 58.6 54.8 56.8 63.1 55.0 58.7

Table 3. The percentage consistency between human judgements of rank and metrics. The LRscore variations (LR-*)
are optimised for average consistency across language pair (shown in right hand column). The bold numbers represent
the best consistency score per language pair.

the metric rewards, but will be blind to aspects of
translation quality that are not directly captured by
the metric. We apply the LRscore in order to im-
prove the reordering performance of a phrase-based
translation model.

4.1 Experimental Design
We hypothesise that the LRscore is a good metric
for training translation models. We test this by eval-
uating the output of the models, first with automatic
metrics, and then by using human evaluation. We
choose to run the experiment with Chinese-English
as this language pair has a large amount of medium
and long distance reorderings.

4.1.1 Training Setup

The experiments are carried out with Chinese-
English data from GALE. We use the official test
set of the 2006 NIST evaluation (1994 sentences).
For the development test set, we used the evalu-
ation set from the GALE 2008 evaluation (2010
sentences). Both development set and test set have
four references. The phrase table was built from
1.727M parallel sentences from the GALE Y2 train-
ing data. The phrase-based translation model called
MOSES was used, with all the default settings. We
extracted phrases as in (Koehn et al., 2003) by run-
ning GIZA++ in both directions and merging align-
ments with the grow-diag-final heuristic. We used
the Moses translation toolkit, including a lexicalised
reordering model. The SRILM language modelling
toolkit (Stolcke, 2002) was used with interpolated
Kneser-Ney discounting. There are three separate 3-
gram language models trained on the English side
of parallel corpus, the AFP part of the Gigaword
corpus, and the Xinhua part of the Gigaword cor-

LR-HB1 LR-HB4 LR-KB1 LR-KB4
26.40 07.19 43.33 26.23

Table 4. The parameter setting representing the % impact
of the reordering component for the different versions of
the LRscore metric.

pus. A 4 or 5-gram language model would have
led to higher scores for all objective functions, but
would not have changed the findings in this paper.
We used the MERT code available in the MOSES
repository (Bertoldi et al., 2009).

The reordering metrics require alignments which
were created using the Berkeley word alignment
package version 1.1 (Liang et al., 2006), with the
posterior probability to being 0.5.

We first extracted the LRscore Kendall’s tau dis-
tance from the monotone for the Chinese-English
test set and this value was 66.1%. This is far more re-
ordering than the other language pairs shown in Ta-
ble 2. We then calculated the optimal parameter set-
ting, using the reordering amount as a power expo-
nent. Table 4 shows the parameter settings we used
in the following experiments. The optimal amount of
reordering for LR-HB4 is low, but the results show
it still makes an important contribution.

4.1.2 Human Evaluation Setup

Human judgements of translation quality are nec-
essary to determine whether humans prefer sen-
tences from models trained with the BLEU score
or with the LRscore. There have been some recent
studies which have used the online micro-market,
Amazons Mechanical Turk, to collect human anno-
tations (Snow et al., 2008; Callison-Burch, 2009).
While some of the data generated is very noisy, in-
valid responses are largely due to a small number
of workers (Kittur et al., 2008). We use Mechanical
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Turk and we improve annotation quality by collect-
ing multiple judgements, and eliminating workers
who do not achieve a certain level of performance
on gold standard questions.

We randomly selected a subset of sentences from
the test set. We use 60 sentences each for compar-
ing training with BLEU to training with LR-HB4
and with LR-KB4. These sentences were between
15 and 30 words long. Shorter sentences tend to have
uninteresting differences, and longer sentences may
have many conflicting differences.

Workers were presented with a reference sen-
tence and two translations which were randomly
ordered. They were told to compare the transla-
tions and select their preferred translation or “Don’t
Know”. Workers were screened to guarantee reason-
able judgement quality. 20 sentence pairs were ran-
domly selected from the 120 test units and anno-
tated as gold standard questions. Workers who got
less than 60% of these gold questions correct were
disqualified and their judgements discarded.

After disagreeing with a gold annotation, a worker
is presented with the gold answer and an expla-
nation. This guides the worker on how to perform
the task and motivates them to be more accurate.
We used the Crowdflower2 interface to Mechanical
Turk, which implements the gold functionality.

Even though experts can disagree on preference
judgements, gold standard labels are necessary to
weed out the poor standard workers. There were 21
trusted workers who achieved an average accuracy
of 91% on the gold. There were 96 untrusted work-
ers who averaged 29% accuracy on the gold. Their
judgements were discarded. Three judgements were
collected from the trusted workers for each of the
120 test sentences.

4.2 Results
4.2.1 Automatic Evaluation of MERT

In this experiment we demonstrate that the re-
ordering metrics can be used as learning criterion in
minimum error rate training to improve parameter
estimation for machine translation.

Table 5 reports the average of three runs of MERT
training with different objective functions. The lexi-
cal metric BLEU is used as an objective function in

2http://www.crowdflower.com

MetricsPPPPPObj.Func. BLEU LR-HB4 LR-KB4 TER MET.
BLEU 31.1 32.1 41.0 60.7 55.5

LRHB4 31.1 32.2 41.3 60.6 55.7
LRKB4 31.0 32.2 41.2 61.0 55.8

Table 5. Average results of three different MERT runs for
different objective functions.

isolation, and also as part of the LRscore together
with the Hamming distance and Kendall’s tau dis-
tance. We test with these metrics, and we also report
the TER and METEOR scores for comparison.

The first thing we note in Table 5 is that we would
expect the highest scores when training with the
same metric as that used for evaluation as MERT
maximises the objective function on the develop-
ment data set. Here, however, when testing with
BLEU, we see that training with BLEU and with
LR-HB4 leads to equally high BLEU scores. The
reordering component is more discerning than the
BLEU score. It reliably increases as the word order
approaches that of the reference, whereas BLEU can
reports the same score for a large number of different
alternatives. This might make the reordering metric
easier to optimise, leading to the joint best scores
at test time. This is an important result, as it shows
that by training with the LRscore objective function,
BLEU scores do not decrease, which is desirable as
BLEU scores are usually reported in the field.

The LRscore also results in better scores when
evaluated with itself and the other two baseline met-
rics, TER and METEOR. Reordering and the lexi-
cal metrics are orthogonal information sources, and
this shows that combining them results in better per-
forming systems. BLEU has shown to be a strong
baseline metric to use as an objective function (Cer
et al., 2010), and so the LRscore performance in Ta-
ble 5 is a good result.

Examining the weights that result from the dif-
ferent MERT runs, the only notable difference is
that the weight of the distortion cost is considerably
lower with the LRscore. This shows more trust in
the quality of reorderings. Although it is interesting
to look at the model weights, any final conclusion on
the impact of the metrics on training must depend on
human evaluation of translation quality.
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Type Sentence
Reference silicon valley is still a rich area in the united states. the average salary in the area was us

$62,400 a year, which was 64% higher than the american average.
LR-KB4 silicon valley is still an affluent area of the united states, the regional labor with an average

annual salary of 6.24 million us dollars, higher than the average level of 60 per cent.
BLEU silicon valley is still in the united states in the region in an affluent area of the workforce,

the average annual salary of 6.24 million us dollars, higher than the average level of 60 per
cent

Table 7. A reference sentence is compared with output from models trained with BLEU and with the LR-KB4 lrscore.

Prefer LR Prefer BLEU Don’t Know
LR-KB4 96 79 5
LR-HB4 93 79 8

Total 189 (52.5%) 158 (43.9%) 13
Table 6. The number of the times human judges preferred
the output of systems trained either with the LRscore or
with the BLEU score, or were unable to choose.

4.2.2 Human Evaluation

We collect human preference judgements for out-
put from systems trained using the BLEU score and
the LRscore in order to determine whether training
with the LRscore leads to genuine improvements in
translation quality. Table 6 shows the number of the
times humans preferred the LRscore or the BLEU

score output, or when they did not know. We can see
that humans have a greater preference for the out-
put for systems trained with the LRscore, which is
preferred 52.5% of the time, compared to the BLEU

score, which was only preferred 43.9% of the time.
The sign test can be used to determine whether

this difference is significant. Our null hypothesis
is that the probability of a human preferring the
LRscore trained output is the same as that of prefer-
ring the BLEU trained output. The one-tailed alter-
native hypothesis is that humans prefer the LRscore
output. If the null hypothesis is true, then there is
only a probability of 0.048 that 189 out of 347
(189 + 158) people will select the LRscore output.
We therefore discard the null hypothesis and the hu-
man preference for the output of the LRscore trained
system is significant to the 95% level.

In order to judge how reliable our judgements are
we calculate the inter-annotator agreement. This is
given by the Kappa coefficient (K), which balances
agreement with expected agreement. The Kappa co-
efficient is 0.464 which is considered to be a moder-
ate level of agreement.

In analysis of the results, we found that output

from the system trained with the LRscore tend to
produce sentences with better structure. In Table 7
we see a typical example. The word order of the
sentence trained with BLEU is mangled, whereas
the LR-KB4 model outputs a clear translation which
more closely matches the reference. It also garners
higher reordering and BLEU scores.

We expect that more substantial gains can be
made in the future by using models which have more
powerful reordering capabilities. A richer set of re-
ordering features, and a model capable of longer
distance reordering would better leverage metrics
which reward good word orderings.

5 Conclusion

We introduced the LRscore which combines a lexi-
cal and a reordering metric. The main motivation for
this metric is the fact that it measures the reorder-
ing quality of MT output by using permutation dis-
tance metrics. It is a simple, decomposable metric
which interpolates the reordering component with
a lexical component, the BLEU score. This paper
demonstrates that the LRscore metric is more con-
sistent with human preference judgements of ma-
chine translation quality than other machine trans-
lation metrics. We also show that when training a
phrase-based translation model with the LRscore as
the objective function, the model retains its perfor-
mance as measured by the baseline metrics. Cru-
cially, however, optimisation using the LRscore im-
proves subjective evaluation. Ultimately, the avail-
ability of a metric which reliably measures reorder-
ing performance should accelerate progress towards
developing more powerful reordering models.
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Abstract 

This paper proposes a novel reordering model 

for statistical machine translation (SMT) by 

means of modeling the translation orders of 

the source language collocations. The model 

is learned from a word-aligned bilingual cor-

pus where the collocated words in source sen-

tences are automatically detected. During 

decoding, the model is employed to softly 

constrain the translation orders of the source 

language collocations, so as to constrain the 

translation orders of those source phrases con-

taining these collocated words. The experi-

mental results show that the proposed method 

significantly improves the translation quality, 

achieving the absolute improvements of 

1.1~1.4 BLEU score over the baseline me-

thods. 

1 Introduction 

Reordering for SMT is first proposed in IBM mod-

els (Brown et al., 1993), usually called IBM con-

straint model, where the movement of words 

during translation is modeled. Soon after, Wu 

(1997) proposed an ITG (Inversion Transduction 

Grammar) model for SMT, called ITG constraint 

model, where the reordering of words or phrases is 

constrained to two kinds: straight and inverted. In 

order to further improve the reordering perfor-

mance, many structure-based methods are pro-

posed, including the reordering model in 

hierarchical phrase-based SMT systems (Chiang, 

2005) and syntax-based SMT systems (Zhang et al., 

2007; Marton and Resnik, 2008; Ge, 2010; Vis-

weswariah et al., 2010). Although the sentence 

structure has been taken into consideration, these 

methods don‟t explicitly make use of the strong 

correlations between words, such as collocations, 

which can effectively indicate reordering in the 

target language. 

In this paper, we propose a novel method to im-

prove the reordering for SMT by estimating the 

reordering score of the source-language colloca-

tions (source collocations for short in this paper). 

Given a bilingual corpus, the collocations in the 

source sentence are first detected automatically 

using a monolingual word alignment (MWA) me-

thod without employing additional resources (Liu 

et al., 2009), and then the reordering model based 

on the detected collocations is learned from the 

word-aligned bilingual corpus. The source colloca-

tion based reordering model is integrated into SMT 

systems as an additional feature to softly constrain 

the translation orders of the source collocations in 

the sentence to be translated, so as to constrain the 

translation orders of those source phrases contain-

ing these collocated words. 

This method has two advantages: (1) it can au-

tomatically detect and leverage collocated words in 

a sentence, including long-distance collocated 

words; (2) such a reordering model can be inte-

grated into any SMT systems without resorting to 

any additional resources. 

We implemented the proposed reordering mod-

el in a phrase-based SMT system, and the evalua-

tion results show that our method significantly 

improves translation quality. As compared to the 

baseline systems, an absolute improvement of 

1.1~1.4 BLEU score is achieved.  
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The paper is organized as follows: In section 2, 

we describe the motivation to use source colloca-

tions for reordering, and briefly introduces the col-

location extraction method. In section 3, we 

present our reordering model. And then we de-

scribe the experimental results in section 4 and 5. 

In section 6, we describe the related work.  Lastly, 

we conclude in section 7. 

2 Collocation 

A collocation is generally composed of a group of 

words that occur together more often than by 

chance. Collocations effectively reveal the strong 

association among words in a sentence and are 

widely employed in a variety of NLP tasks 

(Mckeown and Radey, 2000).   

Given two words in a collocation, they can be 

translated in the same order as in the source lan-

guage, or in the inverted order. We name the first 

case as straight, and the second inverted. Based on 

the observation that some collocations tend to have 

fixed translation orders such as “金融 jin-rong „fi-

nancial‟ 危机  wei-ji „crisis‟” (financial crisis) 

whose English translation order is usually straight, 

and  “法律  fa-lv „law‟ 范围  fan-wei „scope‟” 

(scope of law) whose English translation order is 

generally inverted, some methods have been pro-

posed to improve the reordering model for SMT 

based on the collocated words crossing the neigh-

boring components (Xiong et al., 2006). We fur-

ther notice that some words are translated in 

different orders when they are collocated with dif-

ferent words. For instance, when “潮流 chao-liu 

„trend‟” is collocated with “时代 shi-dai „times‟”, 

they are often translated into the “trend of times”; 

when collocated with “历史 li-shi „history‟”, the 

translation usually becomes the “historical trend”. 

Thus, if we can automatically detect the colloca-

tions in the sentence to be translated and their or-

ders in the target language, the reordering 

information of the collocations could be used to 

constrain the reordering of phrases during decod-

ing. Therefore, in this paper, we propose to im-

prove the reordering model for SMT by estimating 

the reordering score based on the translation orders 

of the source collocations. 

In general, the collocations can be automatically 

identified based on syntactic information such as 

dependency trees (Lin, 1998). However these me-

thods may suffer from parsing errors. Moreover, 

for many languages, no valid dependency parser 

exists. Liu et al. (2009) proposed to automatically 

detect the collocated words in a sentence with the 

MWA method. The advantage of this method lies 

in that it can identify the collocated words in a sen-

tence without additional resources. In this paper, 

we employ MWA Model l~3 described in Liu et al. 

(2009) to detect collocations in sentences, which 

are shown in Eq. (1)~(3). 





l

j
cj j

wwtSAp

1
1 ModelMWA )|()|(  (1) 





l

j
jcj lcjdwwtSAp

j

1
2 ModelMWA ),|()|()|(  (2) 













l

j
jcj

l

i
ii

lcjdwwt

wnSAp

j

1

1
3 ModelMWA 

),|()|(

)|()|(

 (3) 

Where lwS 1  is a monolingual sentence; i  de-

notes the number of words collocating with iw ; 

}&],1[|),{( icliciA ii   denotes the potentially 

collocated words in S. 

The MWA models measure the collocated 

words under different constraints. MWA Model 1 

only models word collocation probabilities 

)|(
jcj wwt . MWA Model 2 additionally employs 

position collocation probabilities ),|( lcjd j . Be-

sides the features in MWA Model 2, MWA Model 

3 also considers fertility probabilities )|( ii wn  . 

Given a sentence, the optimal collocated words 

can be obtained according to Eq. (4). 

)|(maxarg*  ModelMWA SApA i
A

            (4) 

Given a monolingual word aligned corpus, the 

collocation probabilities can be estimated as fol-

lows. 

2

)|()|(
),(

ijji
ji

wwpwwp
wwr




          
(5) 

Where, 






w

j

ji
ji

wwcount

wwcount
wwp

),(

),(
)|( ; ),( ji ww

 

denotes the collocated words in the corpus and 

),( ji wwcount  denotes the co-occurrence frequency. 
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3 Reordering Model with Source Lan-

guage Collocations 

In this section, we first describe how to estimate 

the orientation probabilities for a given collocation, 

and then describe the estimation of the reordering 

score during translation. Finally, we describe the 

integration of the reordering model into the SMT 

system. 

3.1 Reordering probability estimation 

Given a source collocation ),( ji ff  and its corres-

ponding translations ),(
ji aa ee  in a bilingual sen-

tence pair, the reordering orientation of the 

collocation can be defined as in Eq. (6).  










jiji

jiji

aaji aajiaaji

aajiaaji
o

ji &or& ifinverted

&or& ifstraight
,,, (6) 

In our method, only those collocated words in 

source language that are aligned to different target 

words, are taken into consideration, and those be-

ing aligned to the same target word are ignored. 

Given a word-aligned bilingual corpus where 

the collocations in source sentences are detected, 

the probabilities of the translation orientation of 

collocations in the source language can be esti-

mated, as follows: 

 





o ji

ji

ji
ffocount

ffocount
ffop

),,(

),,straight(
),|straight(    (7) 

 





o ji

ji

ji
ffocount

ffocount
ffop

),,(

),,inverted(
),|inverted(

   

(8) 

Here, ),,( ji ffocount  is collected according to 

the algorithm in Figure 1. 

3.2 Reordering model 

Given a sentence lfF 1  
to be translated, the col-

locations are first detected using the algorithm de-

scribed in Eq. (4). Then the reordering score is 

estimated according to the reordering probability 

weighted by the collocation probability of the col-

located words. Formally, for a generated transla-

tion candidate T , the reordering score is calculated 

as follows. 

),|(log),(),( ,,,

),(
iicii

i

i ciaaci

ci

ciO ffopffrTFP      (9) 

Input: A word-aligned bilingual corpus where 

the source collocations are detected 

Initialization: ),,( ji ffocount =0 

for each sentence pair <F, E> in the corpus do 

for each collocated word pair ),(
ici ff in F do 

        if 
icii aaci  & or 

icii aaci  &  then 

             ),,(
ici ffstraightocount  

        if 
icii aaci  & or 

icii aaci  &  then 

             ),,(
ici ffinvertedocount

 
Output: ),,( ji ffocount  

Figure 1. Algorithm of estimating  

reordering frequency 

Here, ),(
ici ffr  denotes the collocation probabil-

ity of if  and 
icf  as shown in Eq. (5). 

In addition to the detected collocated words in 

the sentence, we also consider other possible word 

pairs whose collocation probabilities are higher 

than a given threshold.  Thus, the reordering score 

is further improved according to Eq. (10). 












),(&
)},{(),(

,,,

,,,
),(

)},|(log),(

),|(log),(),(

ji

i

ji

iicii

i

i

ffr
ciji

jiaajiji

ciaaci
ci

ciO

ffopffr

ffopffrTFP

 

(10) 

Where  and   are two interpolation weights. 

  is the threshold of collocation probability. The 

weights and the threshold can be tuned using a de-

velopment set. 

3.3 Integrated into SMT system 

The SMT systems generally employ the log-linear 

model to integrate various features (Chiang, 2005; 

Koehn et al., 2007). Given an input sentence F, the 

final translation E* with the highest score is chosen 

from candidates, as in Eq. (11). 

}),({maxarg*
1





M

m

mm
E

FEhE   (11) 

Where hm(E, F) (m=1,...,M) denotes fea-

tures. m  is a feature weight. 

Our reordering model can be integrated into the 

system as one feature as shown in (10). 
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Figure 2. An example for reordering 

4 Evaluation of Our Method 

4.1 Implementation 

We implemented our method in a phrase-based 

SMT system (Koehn et al., 2007). Based on the 

GIZA++ package (Och and Ney, 2003), we im-

plemented a MWA tool for collocation detection. 

Thus, given a sentence to be translated, we first 

identify the collocations in the sentence, and then 

estimate the reordering score according to the 

translation hypothesis. For a translation option to 

be expanded, the reordering score inside this 

source phrase is calculated according to their trans-

lation orders of the collocations in the correspond-

ing target phrase. The reordering score crossing the 

current translation option and the covered parts can 

be calculated according to the relative position of 

the collocated words. If the source phrase matched 

by the current translation option is behind the cov-

ered parts in the source sentence, then 

...)|staight(log op  is used, otherwise 

...)|inverted(log op . For example, in Figure 2, the 

current translation option is ( 4332 eeff  ). The 

collocations related to this translation option are 

),( 31 ff , ),( 32 ff , ),( 53 ff . The reordering scores 

can be estimated as follows: 

),|straight(log),( 3131 ffopffr   

),|inverted(log),( 3232 ffopffr   

),|inverted(log),( 5353 ffopffr   

In order to improve the performance of the de-

coder, we design a heuristic function to estimate 

the future score, as shown in Figure 3. For any un-

covered word and its collocates in the input sen-

tence, if the collocate is uncovered, then the higher 

reordering probability is used. If the collocate has 

been covered, then the reordering orientation can 

Input: Input sentence 
LfF 1  

Initialization: Score = 0 

for each uncovered word if  do 

for each word jf ( icj 
 
or )( , ji ffr ) do 

if jf  is covered then 

if i > j then 

Score+= ),|straight(log)( , jiji ffopffr   

else 

Score+= ),|inverted(log)( , jiji ffopffr 
 

else 

 Score += ),|(log)(maxarg , jijio ffopffr  

Output: Score 

Figure 3. Heuristic function for estimating future 

score 

be determined according to the relative positions of 

the words and the corresponding reordering proba-

bility is employed. 

4.2 Settings 

We use the FBIS corpus (LDC2003E14) to train a 

Chinese-to-English phrase-based translation model. 

And the SRI language modeling toolkit (Stolcke, 

2002) is used to train a 5-gram language model on 

the English sentences of FBIS corpus.  

We used the NIST evaluation set of 2002 as the 

development set to tune the feature weights of the 

SMT system and the interpolation parameters, 

based on the minimum error rate training method 

(Och, 2003), and the NIST evaluation sets of 2004 

and 2008 (MT04 and MT08) as the test sets. 

We use BLEU (Papineni et al., 2002) as evalua-

tion metrics. We also calculate the statistical signi-

ficance differences between our methods and the 

baseline method by using the paired bootstrap re-

sample method (Koehn, 2004). 

4.3 Translation results 

We compare the proposed method with various 

reordering methods in previous work. 

Monotone model: no reordering model is used. 

Distortion based reordering (DBR) model: a 

distortion based reordering method (Al-

Onaizan & Papineni, 2006). In this method, the 

distortion cost is defined in terms of words, ra-

ther than phrases. This method considers out-

bound, inbound, and pairwise distortions that  

f1    f2     f3     f4      f5 

e4 

e3 

e2 

e1 
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Reorder models MT04 MT08 

Monotone model 26.99 18.30 

DBR model 26.64 17.83 

MSDR model (Baseline) 28.77 18.42 

MSDR+ 

DBR model 28.91 18.58 

SCBR Model 1 29.21 19.28 

SCBR Model 2 29.44 19.36 

SCBR Model 3 29.50 19.44 

SCBR models (1+2) 29.65 19.57 

SCBR models (1+2+3) 29.75 19.61 

Table 1. Translation results on various reordering models 

 
T1: The two sides are also the basic stand of not relaxed. 

T2: The basic stance of the two sides have not relaxed. 
Reference: The basic stances of both sides did not move. 

Figure 4. Translation example.  (*/*) denotes (pstraight / pinverted)

 are directly estimated by simple counting over 

alignments in the word-aligned bilingual cor-

pus. This method is similar to our proposed 

method. But our method considers the transla-

tion order of the collocated words. 

msd-bidirectional-fe reordering (MSDR or 

Baseline) model: it is one of the reordering 

models in Moses. It considers three different 

orientation types (monotone, swap, and discon-

tinuous) on both source phrases and target 

phrases. And the translation orders of both the 

next phrase and the previous phrase in respect 

to the current phrase are modeled. 

Source collocation based reordering (SCBR) 

model: our proposed method. We investigate 

three reordering models based on the corres-

ponding MWA models and their combinations. 

In SCBR Model i (i=1~3), we use MWA Mod-

el i as described in section 2 to obtain the col-

located words and estimate the reordering 

probabilities according to section 3. 

The experiential results are shown in Table 1. 

The DBR model suffers from serious data sparse-

ness. For example, the reordering cases in the 

trained pairwise distortion model only covered 

32~38% of those in the test sets. So its perfor-

mance is worse than that of the monotone model. 

The MSDR model achieves higher BLEU scores 

than the monotone model and the DBR model. Our 

models further improve the translation quality, 

achieving better performance than the combination 

of MSDR model and DBR model. The results in 

Table 1 show that “MSDR + SCBR Model 3” per-

forms the best among the SCBR models. This is 

because, as compared to MWA Model 1 and 2, 

MWA Model 3 takes more information into con-

sideration, including not only the co-occurrence 

information of lexical tokens and the position of 

words, but also the fertility of words in a sentence. 

And when the three SCBR models are combined, 

the performance of the SMT system is further im-

proved. As compared to other reordering models, 

our models achieve an absolute improvement of 

0.98~1.19 BLEU score on the test sets, which are 

statistically significant (p < 0.05).  

Figure 4 shows an example: T1 is generated by 

the baseline system and T2 is generated by the sys-

tem where the SCBR models (1+2+3)
1
 are used.  

                                                           
1 In the remainder of this paper, “SCBR models” means the 

combination of the SCBR models (1+2+3) unless it is explicit-

ly explained.  

Input:  双方     的   基本      立场  也    都  没有  松动   。 
shuang-fang    DE    ji-ben       li-chang   ye      dou mei-you song-dong . 

(0.99/0.01) 

both-side       DE     basic          stance  also    both    not        loose     . 

(0.21/0.79) 
(0.95/0.05) 
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Reordering models MT04 MT08 

MSDR model 28.77 18.42 

MSDR+ 

DBR model 28.91 18.58 

CBR model 28.96 18.77 

WCBR model 29.15 19.10 

WCBR+SCBR 

models 
29.87 19.83 

Table 2. Translation results of co-occurrence 

based reordering models 

 CBR model 
SCBR 

Model3 

Consecutive words 77.9% 73.5% 

Interrupted words 74.1% 87.8% 

Total 74.3% 84.9% 

Table 3. Precisions of the reordering models on 

the development set 

The input sentence contains three collocations. The 

collocation (基本, 立场) is included in the same 

phrase and translated together as a whole. Thus its 

translation is correct in both translations. For the 

other two long-distance collocations (双方, 立场) 

and (立场, 松动), their translation orders are not 

correctly handled by the reordering model in the 

baseline system. For the collocation (双方, 立场), 

since the SCBR models indicate p(o=straight|双方, 

立场) < p(o=inverted|双方, 立场), the system fi-

nally generates the translation T2 by constraining 

their translation order with the proposed model. 

5 Collocations vs. Co-occurring Words 

We compared our method with the method that 

models the reordering orientations based on co-

occurring words in the source sentences, rather 

than the collocations.  

5.1 Co-occurrence based reordering model 

We use the similar algorithm described in section 3 

to train the co-occurrence based reordering (CBR) 

model, except that the probability of the reordering 

orientation is estimated on the co-occurring words 

and the relative distance. Given an input sentence 

and a translation candidate, the reordering score is 

estimated as shown in Eq. (12). 

 
),(

,,, ),,|(log),(
ji

jijiaajiO ffopTFP
ji

        (12) 

Here, ji  is the relative distance of two words 

in the source sentence.  

We also construct the weighted co-occurrence 

based reordering (WCBR) model. In this model, 

the probability of the reordering orientation is ad-

ditionally weighted by the pointwise mutual infor-

mation
2
 score of the two words (Manning and 

Schütze, 1999), which is estimated as shown in Eq. 

(13). 

 
),(

,,,MI ),,|(log),(

),(

ji

jijiaajiji

O

ffopffs

TFP

ji

   (13) 

5.2 Translation results 

Table 2 shows the translation results. It can be seen 

that the performance of the SMT system is im-

proved by integrating the CBR model. The perfor-

mance of the CBR model is also better than that of 

the DBR model. It is because the former is trained 

based on all co-occurring aligned words, while the 

latter only considers the adjacent aligned words. 

When the WCBR model is used, the translation 

quality is further improved. However, its perfor-

mance is still inferior to that of the SCBR models, 

indicating that our method (SCBR models) of 

modeling the translation orders of source colloca-

tions is more effective. Furthermore, we combine 

the weighted co-occurrence based model and our 

method, which outperform all the other models. 

5.3 Result analysis 

Precision of prediction 

First of all, we investigate the performance of 

the reordering models by calculating precisions of 

the translation orders predicted by the reordering 

models. Based on the source sentences and refer-

ence translations of the development set, where the 

source words and target words are automatically 

aligned by the bilingual word alignment method, 

we construct the reference translation orders for 

two words. Against the references, we calculate 

three kinds of precisions as follows: 

|}1|||{|

|}&1{|

,

,,,,

CW





jio

ooj||i
P

ji

aajiji ji  (14) 

                                                           
2 For occurring words extraction, the window size is set to [-6, 

+6]. 
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jio

ooj||i
P

ji

aajiji ji  (15) 

 |}{|

|}{|

,

,,,,

total
ji

aajiji

o

oo
P

ji


  (16) 

Here, jio ,  denotes the translation order of ( ji ff , ) 

predicted by the reordering models. If 

)|straight( , ji ffop  > ),inverted( ji f|fop  , then 

straight, jio , else if )|straight( , ji ffop  < 

),inverted( ji f|fop  , then inverted, jio . 
ji aajio ,,,  

denotes the translation order derived from the word 

alignments. If 
ji aajiji oo ,,,,  , then the predicted 

translation order is correct, otherwise wrong. CWP  

and IWP  denote the precisions calculated on the 

consecutive words and the interrupted words in the 

source sentences, respectively. totalP  denotes the 

precision on both cases. Here, the CBR model and 

SCBR Model 3 are compared. The results are 

shown in Table 3.  

From the results in Table 3, it can be seen that 

the CBR model has a higher precision on the con-

secutive words than the SCBR model, but lower 

precisions on the interrupted words. It is mainly 

because the CBR model introduces more noise 

when the relative distance of words is set to a large 

number, while the MWA method can effectively 

detect the long-distance collocations in sentences 

(Liu et al., 2009). This explains why the combina-

tion of the two models can obtain the highest 

BLEU score as shown in Table 2. On the whole, 

the SCBR Model 3 achieves higher precision than 

the CBR model. 

Effect of the reordering model 

Then we evaluate the reordering results of the 

generated translations in the test sets. Using the 

above method, we construct the reference transla-

tion orders of collocations in the test sets. For a 

given word pair in a source sentence, if the transla-

tion order in the generated translation is the same 

as that in the reference translations, then it is cor-

rect, otherwise wrong. 

We compare the translations of the baseline me-

thod, the co-occurrence based method, and our me-

thod (SCBR models). The precisions calculated on 

both kinds of words are shown in Table 4. From 

Test sets 
Baseline 

(MSDR) 

MSDR+ 

WCBR 

MSDR+ 

SCBR 

MT04 78.9% 80.8% 82.5% 

MT08 80.7% 83.8% 85.0% 

Table 4. Precisions (total) of the reordering 

models on the test sets 

the results, it can be seen that our method achieves 

higher precisions than both the baseline and the 

method modeling the translation orders of the co-

occurring words. It indicates that the proposed me-

thod effectively constrains the reordering of source 

words during decoding and improves the transla-

tion quality. 

6 Related Work 

Reordering was first proposed in the IBM models 

(Brown et al., 1993), later was named IBM con-

straint by Berger et al. (1996). This model treats 

the source word sequence as a coverage set that is 

processed sequentially and a source token is cov-

ered when it is translated into a new target token. 

In 1997, another model called ITG constraint was 

presented, in which the reordering order can be 

hierarchically modeled as straight or inverted for 

two nodes in a binary branching structure (Wu, 

1997). Although the ITG constraint allows more 

flexible reordering during decoding, Zens and Ney 

(2003) showed that the IBM constraint results in 

higher BLEU scores. Our method models the reor-

dering of collocated words in sentences instead of 

all words in IBM models or two neighboring 

blocks in ITG models. 

For phrase-based SMT models, Koehn et al. 

(2003) linearly modeled the distance of phrase 

movements, which results in poor global reorder-

ing. More methods are proposed to explicitly mod-

el the movements of phrases (Tillmann, 2004; 

Koehn et al., 2005) or to directly predict the orien-

tations of phrases (Tillmann and Zhang, 2005; 

Zens and Ney, 2006), conditioned on current 

source phrase or target phrase. Hierarchical phrase-

based SMT methods employ SCFG bilingual trans-

lation model and allow flexible reordering (Chiang, 

2005). However, these methods ignored the corre-

lations among words in the source language or in 

the target language. In our method, we automati-

cally detect the collocated words in sentences and 
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their translation orders in the target languages, 

which are used to constrain the ordering models 

with the estimated reordering (straight or inverted) 

score. Moreover, our method allows flexible reor-

dering by considering both consecutive words and 

interrupted words. 

In order to further improve translation results, 

many researchers employed syntax-based reorder-

ing methods (Zhang et al., 2007; Marton and Res-

nik, 2008; Ge, 2010; Visweswariah et al., 2010). 

However these methods are subject to parsing er-

rors to a large extent. Our method directly obtains 

collocation information without resorting to any 

linguistic knowledge or tools, therefore is suitable 

for any language pairs. 

In addition, a few models employed the collo-

cation information to improve the performance of 

the ITG constraints (Xiong et al., 2006). Xiong et 

al. used the consecutive co-occurring words as col-

location information to constrain the reordering, 

which did not lead to higher translation quality in 

their experiments. In our method, we first detect 

both consecutive and interrupted collocated words 

in the source sentence, and then estimated the 

reordering score of these collocated words, which 

are used to softly constrain the reordering of source 

phrases. 

7 Conclusions 

We presented a novel model to improve SMT by 

means of modeling the translation orders of source 

collocations. The model was learned from a word-

aligned bilingual corpus where the potentially col-

located words in source sentences were automati-

cally detected by the MWA method. During 

decoding, the model is employed to softly con-

strain the translation orders of the source language 

collocations. Since we only model the reordering 

of collocated words, our methods can partially al-

leviate the data sparseness encountered by other 

methods directly modeling the reordering based on 

source phrases or target phrases. In addition, this 

kind of reordering information can be integrated 

into any SMT systems without resorting to any 

additional resources. 

The experimental results show that the pro-

posed method significantly improves the transla-

tion quality of a phrase based SMT system, 

achieving an absolute improvement of 1.1~1.4 

BLEU score over the baseline methods. 
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Abstract

We present a novel machine translation model
which models translation by a linear sequence
of operations. In contrast to the “N-gram”
model, this sequence includes not only trans-
lation but also reordering operations. Key
ideas of our model are (i) a new reordering
approach which better restricts the position to
which a word or phrase can be moved, and
is able to handle short and long distance re-
orderings in a unified way, and (ii) a joint
sequence model for the translation and re-
ordering probabilities which is more flexi-
ble than standard phrase-based MT. We ob-
serve statistically significant improvements in
BLEU over Moses for German-to-English and
Spanish-to-English tasks, and comparable re-
sults for a French-to-English task.

1 Introduction
We present a novel generative model that explains
the translation process as a linear sequence of oper-
ations which generate a source and target sentence
in parallel. Possible operations are (i) generation of
a sequence of source and target words (ii) insertion
of gaps as explicit target positions for reordering op-
erations, and (iii) forward and backward jump oper-
ations which do the actual reordering. The probabil-
ity of a sequence of operations is defined according
to an N-gram model, i.e., the probability of an op-
eration depends on the n − 1 preceding operations.
Since the translation (generation) and reordering op-
erations are coupled in a single generative story,
the reordering decisions may depend on preceding
translation decisions and translation decisions may

depend on preceding reordering decisions. This pro-
vides a natural reordering mechanism which is able
to deal with local and long-distance reorderings in a
consistent way. Our approach can be viewed as an
extension of the N-gram SMT approach (Mariño et
al., 2006) but our model does reordering as an inte-
gral part of a generative model.

The paper is organized as follows. Section 2 dis-
cusses the relation of our work to phrase-based and
the N-gram SMT. Section 3 describes our genera-
tive story. Section 4 defines the probability model,
which is first presented as a generative model, and
then shifted to a discriminative framework. Section
5 provides details on the search strategy. Section 6
explains the training process. Section 7 describes
the experimental setup and results. Section 8 gives
a few examples illustrating different aspects of our
model and Section 9 concludes the paper.

2 Motivation and Previous Work
2.1 Relation of our work to PBSMT

Phrase-based SMT provides a powerful translation
mechanism which learns local reorderings, transla-
tion of short idioms, and the insertion and deletion of
words sensitive to local context. However, PBSMT
also has some drawbacks. (i) Dependencies across
phrases are not directly represented in the translation
model. (ii) Discontinuous phrases cannot be used.
(iii) The presence of many different equivalent seg-
mentations increases the search space.

Phrase-based SMT models dependencies between
words and their translations inside of a phrase well.
However, dependencies across phrase boundaries
are largely ignored due to the strong phrasal inde-
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German English
hat er ein buch gelesen he read a book
hat eine pizza gegessen has eaten a pizza

er he
hat has
ein a
eine a

menge lot of
butterkekse butter cookies
gegessen eaten

buch book
zeitung newspaper
dann then

Table 1: Sample Phrase Table

pendence assumption. A phrase-based system us-
ing the phrase table1 shown in Table 1, for exam-
ple, correctly translates the German sentence “er
hat eine pizza gegessen” to “he has eaten a pizza”,
but fails while translating “er hat eine menge but-
terkekse gegessen” (see Table 1 for a gloss) which
is translated as “he has a lot of butter cookies eaten”
unless the language model provides strong enough
evidence for a different ordering. The generation of
this sentence in our model starts with generating “er
– he”, “hat – has”. Then a gap is inserted on the Ger-
man side, followed by the generation of “gegessen –
eaten”. At this point, the (partial) German and En-
glish sentences look as follows:

er hat gegessen
he has eaten

We jump back to the gap on the German side
and fill it by generating “eine – a” and “pizza –
pizza”, for the first example and generating “eine –
a”, “menge – lot of”, “butterkekse – butter cookies”
for the second example, thus handling both short
and long distance reordering in a unified manner.
Learning the pattern “hat gegessen – has eaten”
helps us to generalize to the second example with
unseen context. Notice how the reordering deci-
sion is triggered by the translation decision in our
model. The probability of a gap insertion operation
after the generation of the auxiliaries “hat – has” will
be high because reordering is necessary in order to
move the second part of the German verb complex
(“gegessen”) to its correct position at the end of the
clause. This mechanism better restricts reordering

1The examples given in this section are not taken from the
real data/system, but made-up for the sake of argument.

Figure 1: (a) Known Context (b) Unknown Context

than traditional PBSMT and is able to deal with local
and long-distance reorderings in a consistent way.

Another weakness of the traditional phrase-based
system is that it can only capitalize on continuous
phrases. Given the phrase inventory in Table 1,
phrasal MT is able to generate example in Figure
1(a). The information “hat...gelesen – read” is inter-
nal to the phrase pair “hat er ein buch gelesen – he
read a book”, and is therefore handled conveniently.
On the other hand, the phrase table does not have
the entry “hat er eine zeitung gelesen – he read a
newspaper” (Figure 1(b)). Hence, there is no option
but to translate “hat...gelesen” separately, translat-
ing “hat” to “has” which is a common translation for
“hat” but wrong in the given context. Context-free
hierarchical models (Chiang, 2007; Melamed, 2004)
have rules like “hat er X gelesen – he read X” to han-
dle such cases. Galley and Manning (2010) recently
solved this problem for phrasal MT by extracting
phrase pairs with source and target-side gaps. Our
model can also use tuples with source-side discon-
tinuities. The above sentence would be generated
by the following sequence of operations: (i) gener-
ate “dann – then” (ii) insert a gap (iii) generate “er
– he” (iv) backward jump to the gap (v) generate
“hat...[gelesen] – read” (only “hat” and “read” are
added to the sentences yet) (vi) jump forward to the
right-most source word so far generated (vii) insert
a gap (viii) continue the source cept (“gelesen” is in-
serted now) (ix) backward jump to the gap (x) gen-
erate “ein – a” (xi) generate “buch – book”.

Figure 2: Pattern

From this operation se-
quence, the model learns a
pattern (Figure 2) which al-
lows it to generalize to the
example in Figure 1(b). The open gap represented
by serves a similar purpose as the non-terminal
categories in a hierarchical phrase-based system
such as Hiero. Thus it generalizes to translate “eine
zeitung” in exactly the same way as “ein buch”.
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Another problem of phrasal MT is spurious
phrasal segmentation. Given a sentence pair and
a corresponding word alignment, phrasal MT can
learn an arbitrary number of source segmentations.
This is problematic during decoding because differ-
ent compositions of the same minimal phrasal units
are allowed to compete with each other.

2.2 Relation of our work to N-gram SMT

N-gram based SMT is an alternative to hierarchi-
cal and non-hierarchical phrase-based systems. The
main difference between phrase-based and N-gram
SMT is the extraction procedure of translation units
and the statistical modeling of translation context
(Crego et al., 2005a). The tuples used in N-gram
systems are much smaller translation units than
phrases and are extracted in such a way that a unique
segmentation of each bilingual sentence pair is pro-
duced. This helps N-gram systems to avoid the
spurious phrasal segmentation problem. Reorder-
ing works by linearization of the source side and tu-
ple unfolding (Crego et al., 2005b). The decoder
uses word lattices which are built with linguistically
motivated re-write rules. This mechanism is further
enhanced with an N-gram model of bilingual units
built using POS tags (Crego and Yvon, 2010). A
drawback of their reordering approach is that search
is only performed on a small number of reorderings
that are pre-calculated on the source side indepen-
dently of the target side. Often, the evidence for
the correct ordering is provided by the target-side
language model (LM). In the N-gram approach, the
LM only plays a role in selecting between the pre-
calculated orderings.

Our model is based on the N-gram SMT model,
but differs from previous N-gram systems in some
important aspects. It uses operation n-grams rather
than tuple n-grams. The reordering approach is en-
tirely different and considers all possible orderings
instead of a small set of pre-calculated orderings.
The standard N-gram model heavily relies on POS
tags for reordering and is unable to use lexical trig-
gers whereas our model exclusively uses lexical trig-
gers and no POS information. Linearization and un-
folding of the source sentence according to the target
sentence enables N-gram systems to handle source-
side gaps. We deal with this phenomenon more di-
rectly by means of tuples with source-side discon-

tinuities. The most notable feature of our work is
that it has a complete generative story of transla-
tion which combines translation and reordering op-
erations into a single operation sequence model.

Like the N-gram model2, our model cannot deal
with target-side discontinuities. These are elimi-
nated from the training data by a post-editing pro-
cess on the alignments (see Section 6). Galley and
Manning (2010) found that target-side gaps were not
useful in their system and not useful in the hierarchi-
cal phrase-based system Joshua (Li et al., 2009).

3 Generative Story
Our generative story is motivated by the complex re-
orderings in the German-to-English translation task.
The German and English sentences are jointly gen-
erated through a sequence of operations. The En-
glish words are generated in linear order3 while
the German words are generated in parallel with
their English translations. Occasionally the trans-
lator jumps back on the German side to insert some
material at an earlier position. After this is done, it
jumps forward again and continues the translation.
The backward jumps always end at designated land-
ing sites (gaps) which were explicitly inserted be-
fore. We use 4 translation and 3 reordering opera-
tions. Each is briefly discussed below.
Generate (X,Y): X and Y are German and English
cepts4 respectively, each with one or more words.
Words in X (German) may be consecutive or discon-
tinuous, but the words in Y (English) must be con-
secutive. This operation causes the words in Y and
the first word in X to be added to the English and
German strings respectively, that were generated so
far. Subsequent words in X are added to a queue to
be generated later. All the English words in Y are
generated immediately because English is generated
in linear order. The generation of the second (and
subsequent) German word in a multi-word cept can
be delayed by gaps, jumps and the Generate Source
Only operation defined below.
Continue Source Cept: The German words added

2However, Crego and Yvon (2009), in their N-gram system,
use split rules to handle target-side gaps and show a slight im-
provement on a Chinese-English translation task.

3Generating the English words in order is also what the de-
coder does when translating from German to English.

4A cept is a group of words in one language translated as a
minimal unit in one specific context (Brown et al., 1993).
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to the queue by the Generate (X,Y) operation are
generated by the Continue Source Cept operation.
Each Continue Source Cept operation removes one
German word from the queue and copies it to the
German string. If X contains more than one German
word, say n many, then it requires n translation op-
erations, an initial Generate (X1...Xn, Y ) operation
and n − 1 Continue Source Cept operations. For
example “hat...gelesen – read” is generated by the
operation Generate (hat gelesen, read), which adds
“hat” and “read” to the German and English strings
and “gelesen” to a queue. A Continue Source Cept
operation later removes “gelesen” from the queue
and adds it to the German string.
Generate Source Only (X): The string X is added
at the current position in the German string. This op-
eration is used to generate a German word X with no
corresponding English word. It is performed imme-
diately after its preceding German word is covered.
This is because there is no evidence on the English-
side which indicates when to generate X. Generate
Source Only (X) helps us learn a source word dele-
tion model. It is used during decoding, where a Ger-
man word (X) is either translated to some English
word(s) by a Generate (X,Y) operation or deleted
with a Generate Source Only (X) operation.
Generate Identical: The same word is added at
the current position in both the German and En-
glish strings. The Generate Identical operation is
used during decoding for the translation of unknown
words. The probability of this operation is estimated
from singleton German words that are translated to
an identical string. For example, for a tuple “Port-
land – Portland”, where German “Portland” was ob-
served exactly once during training, we use a Gen-
erate Identical operation rather than Generate (Port-
land, Portland).

We now discuss the set of reordering operations
used by the generative story. Reordering has to be
performed whenever the German word to be gen-
erated next does not immediately follow the previ-
ously generated German word. During the genera-
tion process, the translator maintains an index which
specifies the position after the previously covered
German word (j), an index (Z) which specifies the
index after the right-most German word covered so
far, and an index of the next German word to be cov-
ered (j′). The set of reordering operations used in

Table 2: Step-wise Generation of Example 1(a). The ar-
row indicates position j.

generation depends upon these indexes.
Insert Gap: This operation inserts a gap which acts
as a place-holder for the skipped words. There can
be more than one open gap at a time.
Jump Back (W): This operation lets the translator
jump back to an open gap. It takes a parameter W
specifying which gap to jump to. Jump Back (1)
jumps to the closest gap to Z, Jump Back (2) jumps
to the second closest gap to Z, etc. After the back-
ward jump the target gap is closed.
Jump Forward: This operation makes the transla-
tor jump to Z. It is performed if some already gen-
erated German word is between the previously gen-
erated word and the word to be generated next. A
Jump Back (W) operation is only allowed at position
Z. Therefore, if j 6= Z, a Jump Forward operation
has to be performed prior to a Jump Back operation.

Table 2 shows step by step the generation of a
German/English sentence pair, the corresponding
translation operations, and the respective values of
the index variables. A formal algorithm for convert-
ing a word-aligned bilingual corpus into an opera-
tion sequence is presented in Algorithm 1.

4 Model

Our translation model p(F,E) is based on opera-
tion N-gram model which integrates translation and
reordering operations. Given a source string F , a
sequence of tuples T = (t1, . . . , tn) as hypothe-
sized by the decoder to generate a target string E,
the translation model estimates the probability of a
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Algorithm 1 Corpus Conversion Algorithm

i Position of current English cept
j Position of current German word
j′ Position of next German word
N Total number of English cepts
fj German word at position j
Ei English cept at position i
Fi Sequence of German words linked to Ei

Li Number of German words linked with Ei

k Number of already generated German words for Ei

aik Position of kth German translation of Ei

Z Position after right-most generated German word
S Position of the first word of a target gap

i := 0; j := 0; k := 0

while fj is an unaligned word do
Generate Source Only (fj)
j := j + 1

Z := j

while i < N do
j′ := aik

if j < j′ then
if fj was not generated yet then

Insert Gap
if j = Z then

j := j′

else
Jump Forward

if j′ < j then
if j < Z and fj was not generated yet then

Insert Gap
W := relative position of target gap
Jump Back (W)
j := S

if j < j′ then
Insert Gap
j := j′

if k = 0 then
Generate (Fi, Ei) {or Generate Identical}

else
Continue Source Cept

j := j + 1; k := k + 1
while fj is an unaligned word do

Generate Source Only (fj)
j := j + 1

if Z < j then
Z := j

if k = Li then
i := i + 1; k := 0

Remarks:
We use cept positions for English (not word positions) because
English cepts are composed of consecutive words. German po-
sitions are word-based.
The relative position of the target gap is 1 if it is closest to Z, 2
if it is the second closest gap etc.
The operation Generate Identical is chosen if Fi = Ei and the
overall frequency of the German cept Fi is 1.

generated operation sequence O = (o1, . . . , oJ) as:

p(F,E) ≈
J∏

j=1

p(oj |oj−m+1...oj−1)

where m indicates the amount of context used. Our
translation model is implemented as an N-gram
model of operations using SRILM-Toolkit (Stolcke,
2002) with Kneser-Ney smoothing. We use a 9-gram
model (m = 8).

Integrating the language model the search is de-
fined as:

Ê = arg max
E

pLM (E)p(F,E)

where pLM (E) is the monolingual language model
and p(F,E) is the translation model. But our trans-
lation model is a joint probability model, because of
which E is generated twice in the numerator. We
add a factor, prior probability ppr(E), in the denom-
inator, to negate this effect. It is used to marginalize
the joint-probability model p(F,E). The search is
then redefined as:

Ê = arg max
E

pLM (E)
p(F,E)

ppr(E)

Both, the monolingual language and the prior
probability model are implemented as standard
word-based n-gram models:

px(E) ≈
J∏

j=1

p(wj |wj−m+1, . . . , wj−1)

where m = 4 (5-gram model) for the standard
monolingual model (x = LM ) and m = 8 (same
as the operation model5) for the prior probability
model (x = pr).

In order to improve end-to-end accuracy, we in-
troduce new features for our model and shift from
the generative6 model to the standard log-linear ap-
proach (Och and Ney, 2004) to tune7 them. We
search for a target stringE which maximizes a linear
combination of feature functions:

5In decoding, the amount of context used for the prior prob-
ability is synchronized with the position of back-off in the op-
eration model.

6Our generative model is about 3 BLEU points worse than
the best discriminative results.

7We tune the operation, monolingual and prior probability
models as separate features. We expect the prior probability
model to get a negative weight but we do not force MERT to
assign a negative weight to this feature.
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Ê = arg max
E


J∑

j=1

λjhj(F,E)


where λj is the weight associated with the feature
hj(F,E). Other than the 3 features discussed above
(log probabilities of the operation model, monolin-
gual language model and prior probability model),
we train 8 additional features discussed below:
Length Bonus The length bonus feature counts the
length of the target sentence in words.
Deletion Penalty Another feature for avoiding too
short translations is the deletion penalty. Deleting a
source word (Generate Source Only (X)) is a com-
mon operation in the generative story. Because there
is no corresponding target-side word, the monolin-
gual language model score tends to favor this op-
eration. The deletion penalty counts the number of
deleted source words.
Gap Bonus and Open Gap Penalty These features
are introduced to guide the reordering decisions. We
observe a large amount of reordering in the automat-
ically word aligned training text. However, given
only the source sentence (and little world knowl-
edge), it is not realistic to try to model the reasons
for all of this reordering. Therefore we can use a
more robust model that reorders less than humans.
The gap bonus feature sums to the total number of
gaps inserted to produce a target sentence. The open
gap penalty feature is a penalty (paid once for each
translation operation performed) whose value is the
number of open gaps. This penalty controls how
quickly gaps are closed.
Distortion and Gap Distance Penalty We have
two additional features to control the reordering de-
cisions. One of them is similar8 to the distance-
based reordering model used by phrasal MT. The
other feature is the gap distance penalty which calcu-
lates the distance between the first word of a source
ceptX and the start of the left-most gap. This cost is
paid once for each Generate, Generate Identical and
Generate Source Only. For a source cept coverd by
indexes X1, . . . , Xn, we get the feature value gj =
X1−S, where S is the index of the left-most source
word where a gap starts.

8Let X1, . . . , Xn and Y1, . . . , Ym represent indexes of the
source words covered by the tuples tj and tj−1 respectively.
The distance between tj and tj−1 is given as dj = min(|Xk −
Yl| − 1) ∀Xk ∈ {X1, . . . , Xn} and ∀ Yl ∈ {Y1, . . . , Ym}

Lexical Features We also use source-to-target
p(e|f) and target-to-source p(f |e) lexical transla-
tion probabilities. Our lexical features are standard
(Koehn et al., 2003). The estimation is motivated by
IBM Model-1. Given a tuple ti with source words
f = f1, f2, . . . , fn, target words e = e1, e2, . . . , em
and an alignment a between the source word posi-
tions x = 1, . . . , n and the target word positions
y = 1, . . . ,m, the lexical feature pw(f |e) is com-
puted as follows:

pw(f |e, a) =

n∏
x=1

1

|{y : (x, y) ∈ a}|
∑

∀(x,y)∈a

w(fx|ey)

pw(e|f, a) is computed in the same way.

5 Decoding

Our decoder for the new model performs a stack-
based search with a beam-search algorithm similar
to that used in Pharoah (Koehn, 2004a). Given an
input sentence F , it first extracts a set of match-
ing source-side cepts along with their n-best trans-
lations to form a tuple inventory. During hypoth-
esis expansion, the decoder picks a tuple from the
inventory and generates the sequence of operations
required for the translation with this tuple in light
of the previous hypothesis.9 The sequence of op-
erations may include translation (generate, continue
source cept etc.) and reordering (gap insertions,
jumps) operations. The decoder also calculates the
overall cost of the new hypothesis. Recombination
is performed on hypotheses having the same cov-
erage vector, monolingual language model context,
and operation model context. We do histogram-
based pruning, maintaining the 500 best hypotheses
for each stack.10

9A hypothesis maintains the index of the last source word
covered (j), the position of the right-most source word covered
so far (Z), the number of open gaps, the number of gaps so
far inserted, the previously generated operations, the generated
target string, and the accumulated values of all the features dis-
cussed in Section 4.

10We need a higher beam size to produce translation units
similar to the phrase-based systems. For example, the phrase-
based system can learn the phrase pair “zum Beispiel – for ex-
ample” and generate it in a single step placing it directly into the
stack two words to the right. Our system generates this example
with two separate tuple translations “zum – for” and “Beispiel
– example” in two adjacent stacks. Because “zum – for” is not
a frequent translation unit, it will be ranked quite low in the first
stack until the tuple “Beispiel – example” appears in the second
stack. Koehn and his colleagues have repeatedly shown that in-
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Figure 3: Post-editing of Alignments (a) Initial (b) No
Target-Discontinuities (c) Final Alignments

6 Training

Training includes: (i) post-editing of the alignments,
(ii) generation of the operation sequence (iii) estima-
tion of the n-gram language models.

Our generative story does not handle target-side
discontinuities and unaligned target words. There-
fore we eliminate them from the training corpus in a
3-step process: If a source word is aligned with mul-
tiple target words which are not consecutive, first
the link to the least frequent target word is iden-
tified, and the group of links containing this word
is retained while the others are deleted. The in-
tuition here is to keep the alignments containing
content words (which are less frequent than func-
tional words). The new alignment has no target-
side discontinuities anymore, but might still contain
unaligned target words. For each unaligned target
word, we determine the (left or right) neighbour that
it appears more frequently with and align it with the
same source word as the neighbour. The result is
an alignment without target-side discontinuities and
unaligned target words. Figure 3 shows an illustra-
tive example of the process. The tuples in Figure 3c
are “A – U V”, “B – W X Y”, “C – NULL”, “D – Z”.

We apply Algorithm 1 to convert the preprocessed
aligned corpus into a sequence of translation opera-
tions. The resulting operation corpus contains one
sequence of operations per sentence pair.

In the final training step, the three language mod-
els are trained using the SRILM Toolkit. The oper-
ation model is estimated from the operation corpus.
The prior probability model is estimated from the
target side part of the bilingual corpus. The mono-
lingual language model is estimated from the target
side of the bilingual corpus and additional monolin-
gual data.

creasing the Moses stack size from 200 to 1000 does not have
a significant effect on translation into English, see (Koehn and
Haddow, 2009) and other shared task papers.

7 Experimental Setup
7.1 Data
We evaluated the system on three data sets with
German-to-English, Spanish-to-English and French-
to-English news translations, respectively. We used
data from the 4th version of the Europarl Corpus
and the News Commentary which was made avail-
able for the translation task of the Fourth Workshop
on Statistical Machine Translation.11 We use 200K
bilingual sentences, composed by concatenating the
entire news commentary (≈ 74K sentences) and Eu-
roparl (≈ 126K sentence), for the estimation of the
translation model. Word alignments were generated
with GIZA++ (Och and Ney, 2003), using the grow-
diag-final-and heuristic (Koehn et al., 2005). In or-
der to obtain the best alignment quality, the align-
ment task is performed on the entire parallel data and
not just on the training data we use. All data is low-
ercased, and we use the Moses tokenizer and recap-
italizer. Our monolingual language model is trained
on 500K sentences. These comprise 300K sentences
from the monolingual corpus (news commentary)
and 200K sentences from the target-side part of the
bilingual corpus. The latter part is also used to train
the prior probability model. The dev and test sets
are news-dev2009a and news-dev2009b which con-
tain 1025 and 1026 parallel sentences. The feature
weights are tuned with Z-MERT (Zaidan, 2009).

7.2 Results
Baseline: We compare our model to a recent ver-
sion of Moses (Koehn et al., 2007) using Koehn’s
training scripts and evaluate with BLEU (Papineni
et al., 2002). We provide Moses with the same ini-
tial alignments as we are using to train our system.12

We use the default parameters for Moses, and a 5-
gram English language model (the same as in our
system).

We compare two variants of our system. The first
system (Twno−rl) applies no hard reordering limit
and uses the distortion and gap distance penalty fea-
tures as soft constraints, allowing all possible re-
orderings. The second system (Twrl−6) uses no dis-
tortion and gap distance features, but applies a hard
constraint which limits reordering to no more than 6

11http://www.statmt.org/wmt09/translation-task.html
12We tried applying our post-processing to the alignments

provided to Moses and found that this made little difference.
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Source German Spanish French
Blno−rl 17.41 19.85 19.39
Blrl−6 18.57 21.67 20.84
Twno−rl 18.97 22.17 20.94
Twrl−6 19.03 21.88 20.72

Table 3: This Work(Tw) vs Moses (Bl), no-rl = No Re-
ordering Limit, rl-6 = Reordering limit 6

positions. Specifically, we do not extend hypotheses
that are more than 6 words apart from the first word
of the left-most gap during decoding. In this exper-
iment, we disallowed tuples which were discontin-
uous on the source side. We compare our systems
with two Moses systems as baseline, one using no
reordering limit (Blno−rl) and one using the default
distortion limit of 6 (Blrl−6).

Both of our systems (see Table 3) outperform
Moses on the German-to-English and Spanish-to-
English tasks and get comparable results for French-
to-English. Our best system (Twno−rl), which uses
no hard reordering limit, gives statistically signifi-
cant (p < 0.05)13 improvements over Moses (both
baselines) for the German-to-English and Spanish-
to-English translation task. The results for Moses
drop by more than a BLEU point without the re-
ordering limit (see Blno−rl in Table 3). All our
results are statistically significant over the baseline
Blno−rl for all the language pairs.

In another experiment, we tested our system also
with tuples which were discontinuous on the source
side. These gappy translation units neither improved
the performance of the system with hard reordering
limit (Twrl−6−asg) nor that of the system without
reordering limit (Twno−rl−asg) as Table 4 shows.
In an analysis of the output we found two reasons
for this result: (i) Using tuples with source gaps in-
creases the list of extracted n-best translation tuples
exponentially which makes the search problem even
more difficult. Table 5 shows the number of tuples
(with and without gaps) extracted when decoding
the test file with 10-best translations. (ii) The fu-
ture cost14 is poorly estimated in case of tuples with
gappy source cepts, causing search errors.

In an experiment, we deleted gappy tuples with

13We used Kevin Gimpel’s implementation of pairwise boot-
strap resampling (Koehn, 2004b), 1000 samples.

14The dynamic programming approach of calculating future
cost for bigger spans gives erroneous results when gappy cepts
can interleave. Details omitted due to space limitations.

Source German Spanish French
Twno−rl−asg 18.61 21.60 20.59
Twrl−6−asg 18.65 21.40 20.47
Twno−rl−hsg 18.91 21.93 20.87
Twrl−6−hsg 19.23 21.79 20.85

Table 4: Our Systems with Gappy Units, asg = All Gappy
Units, hsg = Heuristic for pruning Gappy Units

Source German Spanish French
Gaps 965515 1705156 1473798
No-Gaps 256992 313690 343220
Heuristic (hsg) 281618 346993 385869

Table 5: 10-best Translation Options With & Without
Gaps and using our Heuristic

a score (future cost estimate) lower than the sum of
the best scores of the parts. This heuristic removes
many useless discontinuous tuples. We found that
results improved (Twno−rl−hsg and Twrl−6−hsg in
Table 4) compared to the version using all gaps
(Twno−rl−asg, Twrl−6−asg), and are closer to the
results without discontinuous tuples (Twno−rl and
Twrl−6 in Table 3).

8 Sample Output
In this section we compare the output of our sys-
tems and Moses. Example 1 in Figure 4 shows
the powerful reordering mechanism of our model
which moves the English verb phrase “do not want
to negotiate” to its correct position between the sub-
ject “they” and the prepositional phrase “about con-
crete figures”. Moses failed to produce the correct
word order in this example. Notice that although
our model is using smaller translation units “nicht
– do not”, “verhandlen – negotiate” and “wollen –
want to”, it is able to memorize the phrase transla-
tion “nicht verhandlen wollen – do not want to ne-
gotiate” as a sequence of translation and reordering
operations. It learns the reordering of “verhandlen –
negotiate” and “wollen – want to” and also captures
dependencies across phrase boundaries.

Example 2 shows how our system without a re-
ordering limit moves the English translation “vote”
of the German clause-final verb “stimmen” across
about 20 English tokens to its correct position be-
hind the auxiliary “would”.

Example 3 shows how the system with gappy tu-
ples translates a German sentence with the particle
verb “kehrten...zurück” using a single tuple (dashed
lines). Handling phenomena like particle verbs
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Figure 4: Sample Output Sentences

strongly motivates our treatment of source side gaps.
The system without gappy units happens to pro-
duce the same translation by translating “kehrten” to
“returned” and deleting the particle “zurück” (solid
lines). This is surprising because the operation for
translating “kehrten” to “returned” and for deleting
the particle are too far apart to influence each other
in an n-gram model. Moses run on the same exam-
ple deletes the main verb (“kehrten”), an error that
we frequently observed in the output of Moses.

Our last example (Figure 5) shows that our model
learns idioms like “meiner Meinung nach – In my
opinion ,” and short phrases like “gibt es – there
are” showing its ability to memorize these “phrasal”
translations, just like Moses.

9 Conclusion
We have presented a new model for statistical MT
which can be used as an alternative to phrase-
based translation. Similar to N-gram based MT,
it addresses three drawbacks of traditional phrasal
MT by better handling dependencies across phrase
boundaries, using source-side gaps, and solving the
phrasal segmentation problem. In contrast to N-
gram based MT, our model has a generative story
which tightly couples translation and reordering.
Furthermore it considers all possible reorderings un-
like N-gram systems that perform search only on

Figure 5: Learning Idioms
a limited number of pre-calculated orderings. Our
model is able to correctly reorder words across
large distances, and it memorizes frequent phrasal
translations including their reordering as probable
operations sequences. Our system outperformed
Moses on standard Spanish-to-English and German-
to-English tasks and achieved comparable results for
French-to-English. A binary version of the corpus
conversion algorithm and the decoder is available.15
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Abstract

A system making optimal use of available in-
formation in incremental language compre-
hension might be expected to use linguistic
knowledge together with current input to re-
vise beliefs about previous input. Under some
circumstances, such an error-correction capa-
bility might induce comprehenders to adopt
grammatical analyses that are inconsistent
with the true input. Here we present a for-
mal model of how such input-unfaithful gar-
den paths may be adopted and the difficulty
incurred by their subsequent disconfirmation,
combining a rational noisy-channel model of
syntactic comprehension under uncertain in-
put with the surprisal theory of incremental
processing difficulty. We also present a behav-
ioral experiment confirming the key empirical
predictions of the theory.

1 Introduction

In most formal theories of human sentence compre-
hension, input recognition and syntactic analysis are
taken to be distinct processes, with the only feed-
back from syntax to recognition being prospective
prediction of likely upcoming input (Jurafsky, 1996;
Narayanan and Jurafsky, 1998, 2002; Hale, 2001,
2006; Levy, 2008a). Yet a system making optimal
use of all available information might be expected
to perform fully joint inference on sentence identity
and structure given perceptual input, using linguistic
knowledge both prospectivelyand retrospectively in
drawing inferences as to how raw input should be
segmented and recognized as a sequence of linguis-
tic tokens, and about the degree to which each input

token should be trusted during grammatical analysis.
Formal models of such joint inference over uncer-
tain input have been proposed (Levy, 2008b), and
corroborative empirical evidence exists that strong
coherence of current input with a perceptual neigh-
bor of previous input may induce confusion in com-
prehenders as to the identity of that previous input
(Connine et al., 1991; Levy et al., 2009).

In this paper we explore a more dramatic predic-
tion of such an uncertain-input theory: that, when
faced with sufficiently biasing input, comprehen-
ders might under some circumstances adopt a gram-
matical analysis inconsistent with the true raw in-
put comprising a sentence they are presented with,
but consistent with a slightly perturbed version of
the input that has higher prior probability. If this is
the case, then subsequent input strongly disconfirm-
ing this “hallucinated” garden-path analysis might
be expected to induce the same effects as seen in
classic cases of garden-path disambiguation tradi-
tionally studied in the psycholinguistic literature.
We explore this prediction by extending the ratio-
nal uncertain-input model of Levy (2008b), integrat-
ing it with SURPRISAL THEORY(Hale, 2001; Levy,
2008a), which successfully accounts for and quan-
tifies traditional garden-path disambiguation effects;
and by testing predictions of the extended model in a
self-paced reading study. Section 2 reviews surprisal
theory and how it accounts for traditional garden-
path effects. Section 3 provides background infor-
mation on garden-path effects relevant to the current
study, describes how we might hope to reveal com-
prehenders’ use of grammatical knowledge to revise
beliefs about the identity of previous linguistic sur-
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face input and adopt grammatical analyses incon-
sistent with true input through a controlled experi-
ment, and informally outlines how such belief revi-
sions might arise as a side effect in a general the-
ory of rational comprehension under uncertain in-
put. Section 4 defines and estimates parameters for a
model instantiating the general theory, and describes
the predictions of the model for the experiment de-
scribed in Section 3 (along with the inference proce-
dures required to determine those predictions). Sec-
tion 5 reports the results of the experiment. Section 6
concludes.

2 Garden-path disambiguation under
surprisal

The SURPRISAL THEORYof incremental sentence-
processing difficulty (Hale, 2001; Levy, 2008a)
posits that the cognitive effort required to process a
given wordwi of a sentence in its context is given by
the simple information-theoretic measure of the log
of the inverse of the word’s conditional probability
(also called its “surprisal” or “Shannon information
content”) in its intra-sentential contextw1,...,i−1 and
extra-sentential contextCtxt:

Effort(wi) ∝ log
1

P (wi|w1...i−1, Ctxt)

(In the rest of this paper, we consider isolated-
sentence comprehension and ignoreCtxt.) The the-
ory derives empirical support not only from con-
trolled experiments manipulating grammatical con-
text but also from broad-coverage studies of read-
ing times for naturalistic text (Demberg and Keller,
2008; Boston et al., 2008; Frank, 2009; Roark et al.,
2009), including demonstration that the shape of the
relationship between word probability and reading
time is indeed log-linear (Smith and Levy, 2008).

Surprisal has had considerable success in ac-
counting for one of the best-known phenomena in
psycholinguistics, theGARDEN-PATH SENTENCE

(Frazier, 1979), in which a local ambiguity biases
the comprehender’s incremental syntactic interpre-
tation so strongly that upon encountering disam-
biguating input the correct interpretation can only
be recovered with great effort, if at all. The most
famous example is (1) below (Bever, 1970):

(1) The horse raced past the barn fell.

where the context before the final word is strongly
biased toward an interpretation whereraced is the
main verb of the sentence (MV ; Figure 1a), the in-
tended interpretation, whereraced begins a reduced
relative clause (RR; Figure 1b) andfell is the main
verb, is extremely difficult to recover. LettingTj

range over the possible incremental syntactic analy-
ses of wordsw1...6 precedingfell, under surprisal the
conditional probability of the disambiguating con-
tinuationfell can be approximated as

P (fell|w1...6) =
∑

j

P (fell|Tj , w1...6)P (Tj |w1...6)

(I)

For all possible predisambiguation analysesTj ,
either the analysis is disfavored by the context
(P (Tj |w1...6) is low) or the analysis makes the
disambiguating word unlikely (P (fell|Tj , w1...6) is
low). Since every summand in the marginalization
of Equation (I) has a very small term in it, the total
marginal probability is thus small and the surprisal
is high. Hale (2001) demonstrated that surprisal thus
predicts strong garden-pathing effects in the classic
sentenceThe horse raced past the barn fell on ba-
sis of the overall rarity of reduced relative clauses
alone. More generally, Jurafsky (1996) used a com-
bination of syntactic probabilities (reduced RCs are
rare) and argument-structure probabilities (raced is
usually intransitive) to estimate the probability ratio
of the two analyses of pre-disambiguation context
in Figure 1 as roughly 82:1, putting a lower bound
on the additional surprisal incurred atfell for the
reduced-RC variant over the unreduced variant (The
horse that was raced past the barn fell) of 6.4 bits.1

3 Garden-pathing and input uncertainty

We now move on to cases where garden-pathing can
apparently be blocked by only small changes to the
surface input, which we will take as a starting point
for developing an integrated theory of uncertain-
input inference and surprisal. The backdrop is what
is known in the psycholinguistic literature as the
NP/Z ambiguity, exemplified in (2) below:

1We say that this is a “lower bound” because incorporat-
ing even finer-grained information—such as the fact thathorse
is a canonical subject for intransitiveraced—into the estimate
would almost certainly push the probability ratio even farther in
favor of the main-clause analysis.
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Figure 1: Classic garden pathing

(2) While Mary was mending the socks fell off her lap.

In incremental comprehension, the phrasethe socks
is ambiguous between being theNP object of the
preceding subordinate-clause verbmending versus
being the subject of the main clause (in which
casemending has aZero object); in sentences like
(2) the initial bias is toward theNP interpreta-
tion. The main-clause verbfell disambiguates, rul-
ing out the initially favoredNP analysis. It has
been known since Frazier and Rayner (1982) that
this effect of garden-path disambiguation can be
measured in reading times on the main-clause verb
(see also Mitchell, 1987; Ferreira and Henderson,
1993; Adams et al., 1998; Sturt et al., 1999; Hill
and Murray, 2000; Christianson et al., 2001; van
Gompel and Pickering, 2001; Tabor and Hutchins,
2004; Staub, 2007). Small changes to the context
can have huge effects on comprehenders’ initial in-
terpretations, however. It is unusual for sentence-
initial subordinate clauses not to end with a comma
or some other type of punctuation (searches in the
parsed Brown corpus put the rate at about 18%); em-
pirically it has consistently been found that a comma
eliminates the garden-path effect in NP/Z sentences:

(3) While Mary was mending, the socks fell off her lap.

Understanding sentences like (3) is intuitively much
easier, and reading times at the disambiguating verb
are reliably lower when compared with (2). Fodor
(2002) summarized the power of this effect suc-
cinctly:

[w]ith a comma aftermending, there
would be no syntactic garden path left to
be studied. (Fodor, 2002)

In a surprisal model with clean, veridical input,
Fodor’s conclusion is exactly what is predicted: sep-
arating a verb from its direct object with a comma
effectively never happens in edited, published writ-
ten English, so the conditional probability of the
NP analysis should be close to zero.2 When uncer-
tainty about surface input is introduced, however—
due to visual noise, imperfect memory representa-
tions, and/or beliefs about possible speaker error—
analyses come into play in which some parts of the
true string are treated as if they were absent. In
particular, because the two sentences are perceptual
neighbors, the pre-disambiguation garden-path anal-
ysis of (2) may be entertained in (3).

We can get a tighter handle on the effect of input
uncertainty by extending Levy (2008b)’s analysis of
theexpected beliefs of a comprehender about the se-
quence of words constituting an input sentence to
joint inference over both sentence identity and sen-
tence structure. For a true sentencew

∗ which yields
perceptual inputI, joint inference on sentence iden-
tity w and structureT marginalizing overI yields:

PC(T,w|w∗) =

∫

I

PC(T,w|I,w∗)PT (I|w
∗) dI

wherePT (I|w
∗) is the true model of noise (percep-

tual inputs derived from the true sentence) andPC(·)
terms reflect the comprehender’s linguistic knowl-
edge and beliefs about the noise processes interven-
ing between intended sentences and perceptual in-
put. w

∗ andw must be conditionally independent
givenI sincew∗ is not observed by the comprehen-
der, giving us (through Bayes’ Rule):

P (T,w|w∗) =

∫

I

PC(I|T,w)PC(T,w)

PC(I)
PT (I|w

∗) dI

For present purposes we constrain the comprehen-
der’s model of noise so thatT andI are condition-
ally independent givenw, an assumption that can be
relaxed in future work.3 This allows us the further

2A handful of VP -> V , NP ... rules can be found
in the Penn Treebank, but they all involve appositives (It [VP
ran, this apocalyptic beast . . . ]), vocatives (You should [VP un-
derstand, Jack, . . . ]), cognate objects (She [VP smiled, a smile
without humor]), or indirect speech (I [VP thought, you nasty
brute. . . ]); none involve true direct objects of the type in (3).

3This assumption is effectively saying that noise processes
are syntax-insensitive, which is clearly sensible for environmen-
tal noise but would need to be relaxed for some types of speaker
error.
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simplification to

P (T,w|w∗) =

(i)
︷ ︸︸ ︷

PC(T,w)

(ii)
︷ ︸︸ ︷
∫

I

PC(I|w)PT (I|w
∗)

PC(I)
dI

(II)

That is, a comprehender’s average inferences about
sentence identity and structure involve a tradeoff
between (i) the prior probability of a grammati-
cal derivation given a speaker’s linguistic knowl-
edge and (ii) the fidelity of the derivation’s yield to
the true sentence, as measured by a combination of
true noise processes and the comprehender’s beliefs
about those processes.

3.1 Inducing hallucinated garden paths
through manipulating prior grammatical
probabilities

Returning to our discussion of the NP/Z ambigu-
ity, the relative ease of comprehending (3) entails
an interpretation in the uncertain-input model that
the cost of infidelity to surface input is sufficient to
prevent comprehenders from deriving strong belief
in a hallucinated garden-path analysis of (3) pre-
disambiguation in which the comma is ignored. At
the same time, the uncertain-input theory predicts
that if we manipulate the balance of prior grammat-
ical probabilitiesPC(T,w) strongly enough (term
(i) in Equation (II)), it may shift the comprehender’s
beliefs toward a garden-path interpretation. This ob-
servation sets the stage for our experimental manip-
ulation, illustrated below:

(4) As the soldiers marched, toward the tank lurched an
injured enemy combatant.

Example (4) is qualitatively similar to (3), but with
two crucial differences. First, there has beenLOCA-
TIVE INVERSION (Bolinger, 1971; Bresnan, 1994)
in the main clause: a locative PP has been fronted
before the verb, and the subject NP is realized
postverbally. Locative inversion is a low-frequency
construction, hence it is crucially disfavored by
the comprehender’s prior over possible grammatical
structures. Second, the subordinate-clause verb is
no longer transitive, as in (3); instead it is intran-
sitive but could itself take the main-clause fronted
PP as a dependent. Taken together, these prop-
erties should shift comprehenders’ posterior infer-

ences given prior grammatical knowledge and pre-
disambiguation input more sharply than in (3) to-
ward the input-unfaithful interpretation in which the
immediately preverbal main-clause constituent (to-
ward the tank in (4)) is interpreted as a dependent of
the subordinate-clause verb, as if the comma were
absent.

If comprehenders do indeed seriously entertain
such interpretations, then we should be able to
find the empirical hallmarks (e.g., elevated reading
times) of garden-path disambiguation at the main-
clause verblurched, which is incompatible with the
“hallucinated” garden-path interpretation. Empiri-
cally, however, it is important to disentangle these
empirical hallmarks of garden-path disambiguation
from more general disruption that may be induced
by encountering locative inversion itself. We ad-
dress this issue by introducing a control condition
in which a postverbal PP is placed within the subor-
dinate clause:

(5) As the soldiers marchedinto the bunker, toward the
tank lurched an injured enemy combatant. [+PP]

Crucially, this PP fills a similar thematic role
for the subordinate-clause verbmarched as the
main-clause fronted PP would, reducing the ex-
tent to which the comprehender’s prior favors the
input-unfaithful interpretation (that is, the prior ra-
tio P (marched into the bunker toward the tank|VP)

P (marched into the bunker|VP) for (5) is
much lower than the corresponding prior ratio
P (marched toward the tank|VP)

P (marched|VP) for (4)), while leaving
locative inversion present. Finally, to ensure that
sentence length itself does not create a confound
driving any observed processing-time difference, we
cross presence/absence of the subordinate-clause PP
with inversion in the main clause:

(6)

a. As the soldiers marched, the tank lurched toward
an injured enemy combatant.[Uninverted,−PP]

b. As the soldiers marched into the bunker, the
tank lurched toward an injured enemy combatant.
[Uninverted,+PP]

4 Model instantiation and predictions

To determine the predictions of our uncertain-
input/surprisal model for the above sentence types,
we extracted a small grammar from the parsed
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TOP → S . 1.000000
S → INVERTED NP 0.003257
S → SBAR S 0.012289
S → SBAR , S 0.041753
S → NP VP 0.942701
INVERTED→ PP VBD 1.000000
SBAR → INSBAR S 1.000000
VP → VBD RB 0.002149
VP → VBD PP 0.202024
VP → VBD NP 0.393660
VP → VBD PP PP 0.028029
VP → VBD RP 0.005731
VP → VBD 0.222441
VP → VBD JJ 0.145966
PP → IN NP 1.000000
NP → DT NN 0.274566
NP → NNS 0.047505
NP → NNP 0.101198
NP → DT NNS 0.045082
NP → PRP 0.412192
NP → NN 0.119456

Table 1: A small PCFG (lexical rewrite rules omit-
ted) covering the constructions used in (4)–(6), with
probabilities estimated from the parsed Brown cor-
pus.

Brown corpus (Kǔcera and Francis, 1967; Marcus
et al., 1994), covering sentence-initial subordinate
clause and locative-inversion constructions.4,5 The
non-terminal rewrite rules are shown in Table 1,
along with their probabilities; of terminal rewrite
rules for all words which either appear in the sen-
tences to be parsed or appeared at least five times in
the corpus, with probabilities estimated by relative
frequency.

As we describe in the following two sections, un-

4Rule counts were obtained usingtgrep2/Tregex pat-
terns (Rohde, 2005; Levy and Andrew, 2006); the probabilities
given are relative frequency estimates. The patterns used can be
found athttp://idiom.ucsd.edu/ ˜ rlevy/papers/
acl2011/tregex_patterns.txt .

5Similar to the case noted in Footnote 2, a small number of
VP -> V , PP ... rules can be found in the parsed Brown
corpus. However, the PPs involved are overwhelmingly (i) set
expressions, such asfor example, in essence, andof course, or
(ii) manner or temporal adjuncts. The handful of true loca-
tive PPs (5 in total) are all parentheticals intervening between
the verb and a complement strongly selected by the verb (e.g.,
[VP means, in my country, homosexual]); none fulfill one of the
verb’s thematic requirements.

certain input is represented as a weighted finite-state
automaton (WFSA), allowing us to represent the in-
cremental inferences of the comprehender through
intersection of the input WFSA with the PCFG
above (Bar-Hillel et al., 1964; Nederhof and Satta,
2003, 2008).

4.1 Uncertain-input representations

Levy (2008a) introduced the LEVENSHTEIN-
DISTANCE KERNEL as a model of the average effect
of noise in uncertain-input probabilistic sentence
comprehension; this corresponds to term (ii) in
our Equation (II). This kernel had a single noise
parameter governing scaling of the cost of consid-
ering word substitutions, insertions, and deletions
are considered, with the cost of a word substitution
falling off exponentially with Levenshtein distance
between the true word and the substituted word,
and the cost of word insertion or deletion falling off
exponentially with word length. The distribution
over the infinite set of stringsw can be encoded
in a weighted finite-state automaton, facilitating
efficient inference.

We use the Levenshtein-distance kernel here to
capture the effects of perceptual noise, but make two
modifications necessary for incremental inference
and for the correct computation of surprisal values
for new input: the distribution over already-seen in-
put must beproper, and possible future inputs must
becostless. The resulting weighted finite-state rep-
resentation of noisy input for a true sentence prefix
w

∗ = w1...j is aj + 1-state automaton with arcs as
follows:
• For eachi ∈ 1, . . . , j:

– A substitution arc fromi−1 to i with cost
proportional toexp[−LD(w′, wi) γ] for
each wordw′ in the lexicon, whereγ > 0
is a noise parameter and LD(w′, wi) is the
Levenshtein distance betweenw′ andwi

(whenw′ = wi there is no change to the
word);

– A deletion arc fromi−1 to i labeledǫ with
cost proportional toexp[−len(wi)/γ];

– An insertion loop arc from i − 1
to i − 1 with cost proportional to
exp[−len(w′)/γ] for every wordw′ in the
lexicon;

• A loop arc from j to j for each wordw′ in
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Figure 2: Noisy WFSA for partial inputit hit. . .
with lexicon{it,hit,him}, noise parameterγ=1

the lexicon, with zero cost (value 1 in the real
semiring);

• Statej is a zero-cost final state; no other states
are final.

The addition of loop arcs at staten allows mod-
eling of incremental comprehension through the au-
tomaton/grammar intersection (see also Hale, 2006);
and the fact that these arcs are costless ensures that
the partition function of the intersection reflects only
the grammatical prior plus the costs of input already
seen. In order to ensure that the distribution over
already-seen input is proper, we normalize the costs
on outgoing arcs from all states butj.6 Figure 2
gives an example of a simple WFSA representation
for a short partial input with a small lexicon.

4.2 Inference

Computing the surprisal incurred by the disam-
biguating element given an uncertain-input repre-
sentation of the sentence involves a standard appli-
cation of the definition of conditional probability
(Hale, 2001):

log
1

P (I1...i|I1...i−1)
= log

P (I1...i−1)

P (I1...i)
(III)

Since our uncertain inputsI1...k are encoded by a
WFSA, the probabilityP (I1...k) is equal to the par-
tition function of the intersection of this WFSA with
the PCFG given in Table 1.7 PCFGs are a special
class of weighted context-free grammars (WCFGs),

6If a state’s total unnormalized cost of insertion arcs isα and
that of deletion and insertion arcs isβ, its normalizing constant
is β

1−α
. Note that we must haveα < 1, placing a constraint on

the value thatγ can take (above which the normalizing constant
diverges).

7Using the WFSA representation of average noise effects
here actually involves one simplifying assumption, that the av-

which are closed under intersection with WFSAs; a
constructive procedure exists for finding the inter-
section (Bar-Hillel et al., 1964; Nederhof and Satta,
2003). Hence we are left with finding the partition
function of a WCFG, which cannot be computed ex-
actly, but a number of approximation methods are
known (Stolcke, 1995; Smith and Johnson, 2007;
Nederhof and Satta, 2008). In practice, the com-
putation required to compute the partition function
under any of these methods increases with the size
of the WCFG resulting from the intersection, which
for a binarized PCFG withR rules and ann-state
WFSA is Rn2. To increase efficiency we imple-
mented what is to our knowledge a novel method
for finding the minimal grammar including all rules
that will have non-zero probability in the intersec-
tion. We first parse the WFSA bottom-up with
the item-based method of Goodman (1999) in the
Boolean semiring, storing partial results in a chart.
After completion of this bottom-up parse, every rule
that will have non-zero probability in the intersec-
tion PCFG will be identifiable with a set of entries
in the chart, but not all entries in this chart will
have non-zero probability, since some are not con-
nected to the root. Hence we perform a second, top-
down Boolean-semiring parsing pass on the bottom-
up chart, throwing out entries that cannot be derived
from the root. We can then include in the intersec-
tion grammar only those rules from the classic con-
struction that can be identified with a set of surviv-
ing entries in the final parse chart.8 The partition
functions for each category in this intersection gram-
mar can then be computed; we used a fixed-point
method preceded by a topological sort on the gram-
mar’s ruleset, as described by Nederhof and Satta
(2008). To obtain the surprisal of the input deriv-
ing from a wordwi in its context, we can thus com-

erage surprisal ofIi, or EPT

[

log 1
PC(Ii|I1...i−1)

]

, is well ap-

proximated by the log of the ratio of the expected probabilities
of the noisy inputsI1...i−1 andI1...i, since as discussed in Sec-
tion 3 the quantitiesP (I1...i−1) andP (I1...i) are expectations
under the true noise distribution. This simplifying assumption
has the advantage of bypassing commitment to a specific repre-
sentation of perceptual input and should be justifiable for rea-
sonable noise functions, but the issue is worth further scrutiny.

8Note that a standard top-down algorithm such as Earley
parsing cannot be used to avoid the need for both bottom-up
and top-down passes, since the presence of loops in the WFSA
breaks the ability to operate strictly left-to-right.
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Figure 3: Model predictions for (4)–(6)

pute the partition functions for noisy inputsI1...i−1

andI1...i corresponding to wordsw1...i−1 and words
w1...i respectively, and take the log of their ratio as
in Equation (III).

4.3 Predictions

The noise levelγ is a free parameter in this model, so
we plot model predictions—the expected surprisal
of input from the main-clause verb for each vari-
ant of the target sentence in (4)–(6)—over a wide
range of its possible values (Figure 3). The far left of
the graph asymptotes toward the predictions ofclean
surprisal, or noise-free input. With little to no input
uncertainty, the presence of the comma rules out the
garden-path analysis of the fronted PPtoward the
tank, and the surprisal at the main-clause verb is the
same across condition (here reflecting only the un-
certainty of verb identity for this small grammar).
As input uncertainty increases, however, surprisal
in the [Inverted, −PP] condition increases, reflect-
ing the stronger belief given preceding context in an
input-unfaithful interpretation.

5 Empirical results

To test these predictions we conducted a word-by-
word self-paced reading study, in which partici-
pants read by pressing a button to reveal each suc-
cessive word in a sentence; times between but-
ton presses are recorded and analyzed as an in-
dex of incremental processing difficulty (Mitchell,
1984). Forty monolingual native-English speaker
participants read twenty-four sentence quadruplets
(“items”) on the pattern of (4)–(6), with a Latin-
square design so that each participant saw an equal

Inverted Uninverted
-PP 0.76 0.93
+PP 0.85 0.92

Table 2: Question-answering accuracy

number of sentences in each condition and saw each
item only once. Experimental items were pseudo-
randomly interspersed with 62 filler sentences; no
two experimental items were ever adjacent. Punctu-
ation was presented with the word to its left, so that
for (4) the four and fifth button presses would yield

--------------- marched, ---------------

and

------------------------ toward --------

respectively (right-truncated here for reasons of
space). Every sentence was followed by a yes/no
comprehension question (e.g.,Did the tank lurch to-
ward an injured enemy combatant?); participants re-
ceived feedback whenever they answered a question
incorrectly.

Reading-time results are shown in Figure 4. As
can be seen, the model’s predictions are matched
at the main-clause verb: reading times are highest
in the [Inverted, −PP] condition, and there is an
interaction between main-clause inversion and pres-
ence of a subordinate-clause PP such that presence
of the latter reduces reading times more for inverted
than for uninverted main clauses. This interaction
is significant in both by-participants and by-items
ANOVAs (both p < 0.05) and in a linear mixed-
effects analysis with participants- and item-specific
random interactions (t > 2; see Baayen et al., 2008).
The same pattern persists and remains significant
through to the end of the sentence, indicating con-
siderable processing disruption, and is also observed
in question-answering accuracies for experimental
sentences, which are superadditively lowest in the
[Inverted, −PP] condition (Table 2).

The inflated reading times for the[Inverted,
−PP] condition beginning at the main-clause
verb confirm the predictions of the uncertain-
input/surprisal theory. Crucially, the input that
would on our theory induce the comprehender to
question the comma (the fronted main-clause PP)
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Figure 4: Average reading times for each part of the
sentence, broken down by experimental condition

is not seen until after the comma is no longer visi-
ble (and presumably has been integrated into beliefs
about syntactic analysis on veridical-input theories).
This empirical result is hence difficult to accommo-
date in accounts which do not share our theory’s cru-
cial property that comprehenders can revise their be-
lief in previous input on the basis of current input.

6 Conclusion

Language is redundant: the content of one part of a
sentence carries predictive value both for what will
precede and what will follow it. For this reason, and
because the path from a speaker’s intended utterance
to a comprehender’s perceived input is noisy and
error-prone, a comprehension system making opti-
mal use of available information would use current
input not only for forward prediction but also to as-
sess the veracity of previously encountered input.
Here we have developed a theory of how such an
adaptive error-correcting capacity is a consequence
of noisy-channel inference, with a comprehender’s
beliefs regarding sentence form and structure at any
moment in incremental comprehension reflecting a
balance between fidelity to perceptual input and a
preference for structures with higher prior proba-
bility. As a consequence of this theory, certain
types of sentence contexts will cause the drive to-
ward higher prior-probability analyses to overcome
the drive to maintain fidelity to input, undermin-
ing the comprehender’s belief in an earlier part of
the input actually perceived in favor of an analy-
sis unfaithful to part of the true input. If subse-
quent input strongly disconfirms this incorrect in-

terpretation, we should see behavioral signatures of
classic garden-path disambiguation. Within the the-
ory, the size of this “hallucinated” garden-path ef-
fect is indexed by the surprisal value under uncer-
tain input, marginalizing over the actual sentence
observed. Based on a model implementing the-
ory we designed a controlled psycholinguistic ex-
periment making specific predictions regarding the
role of fine-grained grammatical context in modu-
lating comprehenders’ strength of belief in a highly
specific bit of linguistic input—a comma marking
the end of a sentence-initial subordinate clause—
and tested those predictions in a self-paced read-
ing experiment. As predicted by the theory, read-
ing times at the word disambiguating the “halluci-
nated” garden-path were inflated relative to control
conditions. These results contribute to the theory of
uncertain-input effects in online sentence process-
ing by suggesting that comprehenders may be in-
duced not only to entertain but to adopt relatively
strong beliefs in grammatical analyses that require
modification of the surface input itself. Our results
also bring a new degree of nuance to surprisal the-
ory, demonstrating that perceptual neighbors of true
preceding input may need to be taken into account
in order to estimate how surprising a comprehender
will find subsequent input to be.

Beyond the domain of psycholinguistics, the
methods employed here might also be usefully ap-
plied to practical problems such as parsing of de-
graded or fragmentary sentence input, allowing joint
constraint derived from grammar and available input
to fill in gaps (Lang, 1988). Of course, practical ap-
plications of this sort would raise challenges of their
own, such as extending the grammar to broader cov-
erage, which is delicate here since the surface in-
put places a weaker check on overgeneration from
the grammar than in traditional probabilistic pars-
ing. Larger grammars also impose a technical bur-
den since parsing uncertain input is in practice more
computationally intensive than parsing clean input,
raising the question of what approximate-inference
algorithms might be well-suited to processing un-
certain input with grammatical knowledge. Answers
to this question might in turn be of interest for sen-
tence processing, since the exhaustive-parsing ideal-
ization employed here is not psychologically plausi-
ble. It seems likely that human comprehension in-
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volves approximate inference with severely limited
memory that is nonetheless highly optimized to re-
cover something close to the intended meaning of
an utterance, even when the recovered meaning is
not completely faithful to the input itself. Arriving at
models that closely approximate this capacity would
be of both theoretical and practical value.
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Abstract

When designing grammars of natural lan-
guage, typically, more than one formal anal-
ysis can account for a given phenomenon.
Moreover, because analyses interact, the
choices made by the engineer influence the
possibilities available in further grammar de-
velopment. The order in which phenomena
are treated may therefore have a major impact
on the resulting grammar. This paper proposes
to tackle this problem by using metagrammar
development as a methodology for grammar
engineering. I argue that metagrammar engi-
neering as an approach facilitates the system-
atic exploration of grammars through compar-
ison of competing analyses. The idea is illus-
trated through a comparative study of auxil-
iary structures in HPSG-based grammars for
German and Dutch. Auxiliaries form a cen-
tral phenomenon of German and Dutch and
are likely to influence many components of
the grammar. This study shows that a spe-
cial auxiliary+verb construction significantly
improves efficiency compared to the standard
argument-composition analysis for both pars-
ing and generation.

1 Introduction

One of the challenges in designing grammars of nat-
ural language is that, typically, more than one for-
mal analysis can account for a given phenomenon.
The criteria for choosing between competing analy-
ses are fairly clear (observational adequacy, analyti-
cal clarity, efficiency), but given that analyses of dif-
ferent phenomena interact, actually evaluating anal-
yses on those criteria in a systematic manner is far

from straightforward. The standard methodology in-
volves either picking one analysis, and seeing how
it goes, then backing out if it does not work out,
or laboriously adapting a grammar to two versions
supporting different analyses (Bender, 2010). The
former approach is not in any way systematic, in-
creasing the risk that the grammar is far from opti-
mal in terms of efficiency. The latter approach po-
tentially causes the grammar engineer an amount of
work that will not scale for considering many differ-
ent phenomena.

This paper proposes a more systematic and
tractable alternative to grammar development: meta-
grammar engineering. I use “metagrammar” as a
generic term to refer to a system that can generate
implemented grammars. The key idea is that the
grammar engineer adds alternative plausable anal-
yses for linguistic phenomena to a metagrammar.
This metagrammar can generate all possible com-
binations of these analyses automatically, creating
different versions of a grammar that cover the same
phenomena. The engineer can test directly how
competing analyses for different phenomena inter-
act, and determine which combinations are possible
(after minor adaptations) and which analyses are in-
compatible.

The idea of metagrammar engineering is illus-
trated here through a case study of word order and
auxiliaries in Germanic languages, which forms the
second goal of this paper. Auxiliaries form a central
phenomenon of German and Dutch and are likely to
influence many components of the grammar. The re-
sults show that the analysis of auxiliary+verb struc-
tures presented in Bender (2010) significantly im-1066



proves efficiency of the grammar compared to the
standard argument-composition analysis within the
range of phenomena studied. Because future re-
search is needed to determine whether the auxil-
iary+verb alternative can interact properly with ad-
ditional phenomena and still lead to more efficient
results than argument-composition, it is particularly
useful to have a grammar generator that can auto-
matically create grammars with either of the two
analyses.

The remainder of this paper starts with the case
study. Section 2 provides a description of the con-
text of the study. The relevant linguistic properties
and alternative analyses are described in Sections
3 and 4. After evaluating and discussing the case
study’s results, I return to the general approach of
metagrammar engineering. Section 6 presents re-
lated work on metagrammars. It is followed by a
conclusion and discussion on using metagrammars
as a methodology for grammar engineering.

2 A metagrammar for Germanic
Languages

2.1 The LinGO Grammar Matrix

The LinGO Grammar Matrix (Bender et al., 2002;
Bender et al., 2010) provides the main context for
the experiments described in this paper. To begin
with, its further development plays a significant role
for the motivation of the present study. More impor-
tantly, the Germanic metagrammar is implemented
as a special branch of the LinGO Grammar Matrix
and uses a significant amount of its code.

The Grammar Matrix customization system al-
lows users to derive a starter grammar for a particu-
lar language from a common multi-lingual resource
by specifying linguistic properties through a web-
based questionnaire. The grammars are intended for
parsing and generation with the LKB (Copestake,
2002) using Minimal Recursion Semantics (Copes-
take et al., 2005, MRS) as parsing output and gener-
ation input. After the starter grammar has been cre-
ated, its development continues independently: en-
gineers can thus make modifications to their gram-
mar without affecting the multi-lingual resource.

Internally, the customization system works as fol-
lows: The web-based questionnaire registers lin-
guistic properties in a file called “choices” (hence-

forth choices file). The customization system takes
this choices file as input to create grammar frag-
ments, using so-called “libraries” that contain imple-
mentations of cross-linguistically variable phenom-
ena. Depending on the definitions provided in the
choices file, different analyses are retrieved from the
customization system’s libraries. The language spe-
cific implementations inherit from a core grammar
which handles basic phrase types, semantic compo-
sitionality and general infrastructure, such as feature
geometry (Bender et al., 2002).

The present study is part of a larger effort to im-
prove the customization library for auxiliary struc-
tures in free word order and verb second languages.
It examines whether Bender’s observations concern-
ing an improved analysis for auxiliaries in Wambaya
(Bender, 2010) also hold for Germanic languages. A
more elaborate study of German and Dutch (includ-
ing both Flemish and (Northern) Dutch, which have
slightly different word order constraints) is informa-
tive, because these languages are well-described and
known to have distinctly challenging word order be-
havior.

2.2 Germanic branch

In order to create grammars for Germanic lan-
guages, a specialized branch of the Grammar Ma-
trix customization system was developed. This Ger-
manic grammars generator uses the Grammar Ma-
trix’s facilities to generate types in type description
language (tdl). At present, the generator uses the
Grammar Matrix analyses for agreement and case
marking as well as basics from its morphotactics,
coordination and lexicon implementations.

In the first stage, the word order library and aux-
iliary implementation were extended to cover two
alternative analyses for Germanic word order (see
Section 4). The coordination library was adapted to
ensure correct interactions with the new word order
analyses and agreement. The morphotactics library
was extended to cover Dutch and Flemish interac-
tions between word order and morphology. Finally,
the lexicon and verbal case pattern implementations
were extended to cover ditransitive verbs.

Both versions of word order analyses can be
tweaked to include or exclude a rarely occurring
variant of partial VP fronting (see Section 4.3) re-
sulting in four distinct grammars for each of the1067



Vorfeld LB Mittelfeld RB Nachfeld
Der Mann hat den Jungen gesehen nach der Party
The man.nom has the boy.acc seen after the party
Der Mann hat den Jungen nach der Party gesehen
Den Jungen hat der Mann gesehen nach der Party
Nach der Party hat der Mann den Jungen gesehen
Den Jungengesehen hat der Mann nach der Party
Gesehen hat der Mann den Jungen nach der Party
The man saw the boy after the party

Table 1: Basic structure of German word order (not exhaustive)

languages under investigation. These 12 grammars
cover Dutch, Flemish and German main clauses with
up to three core arguments.1

3 Germanic word order

3.1 German word order

Topological fields (Erdmann, 1886; Drach, 1937)
form the easiest way to describe German word or-
der. The sentence structure for declarative main
clauses, consists of five topological fields: Vorfeld
(“pre-field”), Left Bracket (LB), Mittelfeld (“middle
field”), Right Bracket (RB) and the Nachfeld (“after
field”). A subset of permissible alternations in Ger-
man are provided in Table 1. The last two sentences
present an example of partial VP fronting.

The fields are defined with regard to verbal forms,
which are placed in the Left and Right Brackets.
Each topological field has word order restrictions
of its own. The Vorfeld must contain exactly one
constituent in an affirmative main clause. The Left
Bracket contains the finite verb and no other ele-
ments. Other verbal forms (if not fronted to the Vor-
feld) must be placed in the Right Bracket. Most non-
verbal elements are placed in the Mittelfeld. When
main verbs are placed in the Vorfeld, their object(s)
may stay in the Mittelfeld. This kind of partial VP
fronting is illustrated by the last example in Table 1.
The Nachfeld typically contains subordinate clauses
and sometimes adverbial phrases.

In German, the respective order between the verbs
in the Right Bracket is head-final, i.e. auxiliaries fol-
low their complements. The only exception is the

1The grammar generation system also creates Danish gram-
mars. Danish results are not presented, because the language
does not pose the challenges explained in Section 4.

auxiliary flip: under certain conditions in subordi-
nate clauses, the finite verb precedes all other verbal
forms.

3.2 Dutch word order

Dutch word order reveals the same topological fields
as German. There are two main differences between
the languages where word order is concerned. First,
whereas the order of arguments in the German Mit-
telfeld allows some flexibility depending on infor-
mation structure, Dutch argument order is fixed, ex-
cept for the possibility of placing any argument in
the Vorfeld. A related aspect is that Dutch is less
flexible as to what partial VPs can be placed in the
Vorfeld.

The second difference is the word order in the
Right Bracket. The order of auxiliaries and their
complements is less rigid in Dutch and typically
auxiliary-complement, the inverse of German order.
Most Dutch auxiliaries can occur in both orders, but
this may be restricted according to their verb form.
Four groups of auxiliary verbs can be distinguished
that have different syntactic restrictions.

1. Verbs selecting for participles which may ap-
pear on either side of their complement (e.g.
hebben(“have”), zijn (“be”)).

2. Verbs selecting for participles which prefer to
follow their complement and must do so if they
are in participle form themselves (e.g.blijven
(“remain”), krijgen (“get”)).

3. Modals selecting for infinitives which prefer to
precede their complement and must do so if
they appear in infinitive form themselves.1068



VF LB MF RB
De man zou haar kunnen hebben gezien
the man would her.acc can have seen
De man zou haar gezien kunnen hebben
%De man zou haar kunnen gezien hebben
The man should have been able to see her

Table 2: Variations of Dutch auxiliary order

4. Verbs selecting for “to infinitives” which must
precede their complement.

While there is some variation among speakers,
the generalizations above are robust. The permitted
variations assuming a verb of the 3rd and 1st cate-
gory in the right bracket are presented in Table 2.2

The variant %De man zou haar kunnen gezien
hebbenis typical of speakers from Belgium (Hae-
seryn, 1997); speakers from the Netherlands tend to
regard such structures as ungrammatical. Our sys-
tem can both generate a Flemish grammar accepting
all of the above and a (Northern) Dutch grammar,
rejecting the third variant.

4 Alternative auxiliary approaches

This section presents the alternative analyses for
auxiliary-verb structures in Germanic languages
compared in this study. For reasons of space, I limit
my description to an explanation of the differences
and relevance of the compared analyses.3

4.1 Argument-composition

The standard analysis for German and Dutch
auxiliaries in HPSG is a so-called “argument-
composition” analysis (Hinrichs and Nakazawa,
1994), which I will explain through the following
Dutch example:4

(1) Ik
I

zou
would

het
the

boek
book

willen
want

lezen.
read.

“I would like to read the book.”

In the sentence above, the auxiliarywillen “want”
separates the verblezen“read” from its objecthet

2Note that the same orders as in the Right Brackets may also
occur in the Vorfeld (with or without the object).

3Details of the implementations can be found by using the
metagrammar, which can be found on my homepage.

4Hinrichs and Nakazawa (1994) present an analysis for the
German auxiliary flip. The relevant observations are the same.
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Figure 1: Standard Auxiliary Subcategorization

boek“the book”. A parser respecting surface order
can thus not combinelezenandhet boekbefore com-
biningwillen andlezen.

The argument-composition analysis was intro-
duced to make sure thathet boekcan be picked up
as the object of the embedded verblezen. The sub-
categorization of an auxiliary under this analysis is
presented in Figure 1. The subject of the auxiliary
is identical to the subject of the auxiliary’s com-
plement. Its complement list consists of the con-
catenation of the verbal complement and any com-
plement this verbal complement may select for. In
the sentence above,willen will add the subject and
the object oflezento its own subcatorization lists.5

This standard solution for auxiliary-verb structures
is (with minor differences) also what is provided by
the Matrix customization system.

Argument-composition can capture the grammat-
ical behavior of auxiliaries in German and Dutch.
However, grammaticality and coverage is not all
that matters for grammars of natural language. Ef-
ficiency remains an important factor, and argument-
composition has some undesirable properties on this
level. The problem lies in the fact that lexical en-
tries of auxiliaries have underspecified elements on
their subcategorization lists. With the current chart
parsing and chart generation algorithms (Carroll and
Oepen, 2005), an auxiliary in a language with flex-
ible word order will speculatively add edges to the
chart for potential analyses with the adjacent con-
stituent as subject or complement. Because the
length of the lists are underspecified as well, it can
continue wrongly combining with all elements in the
string. In the worse case scenario, the number of
edges created by an auxiliary grows exponentially in
the number of words and constituents in the string.
The efficiency problem is even worse for generation:
while the parser is restricted by the surface order of

5In the semantic representation, both arguments will be di-
rectly related to the main verb exclusively.1069
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Figure 2: Auxiliary lexical type (i) and Auxiliary+verb
construction (ii ) under alternative analysis

the string, the generator will attempt to combine all
lexical items suggested by the input semantics, as
well as lexical items with empty semantics, in ran-
dom order.

4.2 Aux+verb construction

Bender (Bender, 2010)6 presents an alternative ap-
proach to auxiliary-verb structures for the Australian
language Wambaya. The analysis introduces auxil-
iaries that only subcategorize for one verbal com-
plement, not raising any of the complement’s ar-
guments or its subject. Auxiliaries combine with
their complement using a special auxiliary+verb
rule. Figure 2 presents this alternative solution. In
principle, the new analysis uses the same technique
as argument composition. The difference is that the
auxiliary now starts out with only one element in its
subcategorization lists and can only combine with
potential verbal complements that are appropriately
constrained. The structure that combines the auxil-
iary with its complement places the remaining ele-
ments on the complement’sSUBJ and COMPS lists
on the respective lists of the newly formed phrase,
as can be seen in Figure 2 (ii ). The constraints on
raised arguments are known when the construction
applies. The efficiency problem sketched above is
thus avoided.

4.3 A small wrinkle: partial VP fronting

In its basic form, the auxiliary+verb structure cannot
handle partial VP fronting where the main verb is
placed in first position leaving one or more verbal

6Bender credits the key idea behind this analysis to Dan
Flickinger (Bender, 2010).

forms in the verbal cluster, as illustrated in (2) for
Dutch:

(2) Gezien
Seen

zou
should

de
the

man
man

haar
her

kunnen
can

hebben.
have

“The man should have been able tosee her.”

The problem is thathebben“have” cannot com-
bine with gezien “seen”, because they are sepa-
rated by the head of the clause. Because the verb
hebbencannot combine with its complement, it can-
not raise its complement’s arguments either: the
auxiliary+verb analysis only permits raising when
auxiliary and complement combine.

This shortcoming is no reason to immediately dis-
miss the proposal. Structures such as (2) are ex-
tremely rare. The difference in coverage of a parser
that can and a parser that cannot handle such struc-
tures is likely to be tiny, if present at all, nor is it
vital for a sentence generator to be able to produce
them. However, a correct grammar should be able to
analyze and produce all grammatical structures.

I implemented an additional version of the aux-
iliary+verb construction using two rather complex
rules that capture examples such as (2). Because
the structure in (2) also presented difficulties for
the argument-composition analysis in Dutch, I tested
both of the analyses with and without the inclusion
of these structures. In the ideal case, the full cov-
erage version will remain efficient enough as the
grammar grows. But if this turns out not to be the
case, the decision can be made to exclude the ad-
ditional rule from the grammar or to use it as a ro-
bustness rule that is only called when regular rules
fail. Given the metagrammar engineering approach,
it will be straightforward to decide at a later point to
exclude the special rule, if corpus studies reveal this
is favourable.

5 Grammars and evaluation

5.1 Experimental set-up

As described above, the Germanic metagrammar is
a branch of the customization system. As such, it
takes a choices file as input to create a grammar. The
basic choices files for Dutch and German were cre-
ated through the LinGO Grammar Matrix web inter-1070



Complete Set Reduced Set
Positive Total Positive Total Av.

s s s s w/s
Du 177 14654 138 14591 6.61
Fl 195 14654 156 14606 6.61
Ge 116 6926 84 6914 6.65

Table 3: Number of test examples (s) used in evaluation
and average words per sentence (w/s)

face.7 The choices files defined artificial grammars
with a dummy vocabulary. The system can produce
real fragments of the languages, but strings repre-
senting syntactic properties through dummy vocab-
ulary were used to give better control over ambiguity
facilitating the evaluation of coverage and overgen-
eration of the grammars. The grammars have a lexi-
con of 9-10 unambiguous dummy words.

The created choices files were extended offline to
define those properties that the Germanic metagram-
mar captures, but are not incorporated in the Matrix
customization system. This included word order of
the auxiliary and complement, fixed or free argu-
ment order, influence of inflection on word order,
a more elaborate case hierarchy, ditransitive verbs,
and the choice of auxiliary/verb analysis. Four
choices files with different combinations of analy-
ses were created for each language, resulting in 12
choices files in total.

A basic test suite was developed that covers in-
transitive, transitive and ditransitive main clauses
with up to three auxiliaries. The German set was
based on a description provided by Kathol (2000),
Dutch and Flemish were based on Haeseryn (1997).
For each verb and auxiliary combination, all permis-
sible word orders were defined based on descriptive
resources. In order to make sure the grammars do
not reveal unexpected forms of overgeneration, all
possible ungrammatical orders were automatically
generated. Table 3 provides the sizes of the test
suites. Each language has both a complete set for
the 6 grammars that provide full coverage, and a re-
duced set for the 6 grammars that can not handle
split verbal clusters (see Section 4.3 for the motiva-
tion to test grammars that do not have full coverage).

7http://www.delph-in.net/matrix/
customize/

Each grammar was created using the metagram-
mar, ensuring that all components except the com-
peting analyses were held constant among compared
grammars. The[incr tsdb()] competence and per-
formance profiling environment (Oepen, 2001) was
used in combination with the LKB to evaluate pars-
ing performance of the individual grammars on the
test suites. For each grammar, the number of re-
quired parsing tasks, memory (space) and CPU time
per sentence, as well as the number of passive edges
created during an average parse were compared.
Performance on language generation was evaluated
using the LKB.

5.2 Parsing results

Table 4 presents the results from the parsing ex-
periment. Note that all directly compared gram-
mars have the same empirical coverage (100% cov-
erage and 0% overgeneration on the phenomena in-
cluded in the test suites). The comparison there-
fore addresses the effect on efficiency of the al-
ternative analyses. Three tests per grammar were
carried out: one on positive data, one on nega-
tive data and one on the complete dataset. Re-
sults were similar for all three sets, with slightly
larger differences in efficiency for negative exam-
ples. For reasons of space, only the results on pos-
itive examples are presented, which are more rele-
vant for most applications involving parsing. The
results show that the auxiliary+verb (aux+v) leads to
a more efficient grammar according to all measures
used. There is an average reduction of 73.2% in per-
formed tasks, 56.3% in produced passive edges and
32.9% in memory when parsing grammatical exam-
ples using the auxiliary+verb structure compared to
argument-composition. CPU-time per sentence also
improved significantly, but, due to the short average
sentence length (5-10 words) the value is too small
for exact comparison with[incr tsdb()].

5.3 Sentence generation evaluation

The complete coverage versions of Dutch and Ger-
man were used to create the exhaustive set of sen-
tences with an intransitive, transitive and ditransitive
verb combined with none, one or two auxiliaries but
rapidly loses ground when one or more auxiliaries8

8All auxiliaries in the grammars contribute an ep.1071



Average Performed Tasks
Compl. Cov. Gram. No Split Cl. Gram.
arg-comp aux+v arg-comp aux+v

Du 524 149 480 134
Fl 529 150 483 137
Ge 684 148 486 136

Average Created Edges
Compl. Cov. Gram. No Split Cl. Gram.
arg-comp aux+v arg-comp aux+v

Du 58 25 52 25
Fl 58 26 52 25
Ge 67 23 52 24

Average Memory Use (kb)
Compl. Cov. Gram. No Split Cl. Gram.
arg-comp aux+v arg-comp aux+v

Du 9691 6692 8944 6455
Fl 9716 6717 8989 6504
Ge 10289 5675 8315 5468

Average CPU Time (s)
Compl. Cov. Gram. No Split Cl. Gram.
arg-comp aux+v arg-comp aux+v

Du 0.04 0.02 0.03 0.01
Fl 0.04 0.02 0.03 0.01
Ge 0.06 0.01 0.04 0.01

Table 4: Parsing results positive examples

from a total of 18 MRSs. The input MRSs were ob-
tained by parsing a sentence with canonical word or-
der. Both versions provide the same set of sentences
as output, confirming their identical empirical cover-
age. Table 5 presents the number of edges required
by the generator to produce the full set of generated
sentences from a given MRS. The cells with no num-
ber represent conditions under which the LKB gen-
erator reaches the maximum limit of edges, set at
40,000, without completing its exhaustive search.

The grammar using argument-composition is
slightly more efficient when there are no aux-
iliaries, are added, in particular when sentence
length increases: For ditransitive verbs (dv), the
Dutch argument-composition grammar maxes out
the 40,000 edge limit with two auxiliaries, whereas
the auxiliary+verb grammar creates 910 edges, a
manageable number. Due to the more liberal order
of arguments, results are even worse for German:
the argument-composition grammar reaches its limit
with the first auxiliary for ditransitive verbs. These
results indicate that the auxiliary+verb analysis is

Required edges
Du No Aux 1 Aux 2 Aux

arg-c aux+v arg-c aux+v arg-c aux+v
iv 54 57 221 99 792 248
tv 124 141 1311 211 7455 500
dv 212 230 14968 378 – 910
Ge No Aux 1 Aux 2 Aux

arg-c aux+v arg-c aux+v arg-c aux+v
iv 54 57 295 84 1082 165
tv 130 142 4001 212 18473 422
dv 306 351 – 608 – 1379

Table 5: Performance on Sentence Generation

strongly preferable where natural language genera-
tion is concerned.

5.4 In summary

The results of the experiment presented above show
that avoiding underspecified subcategorization lists,
as found in the standard argument-composition anal-
ysis, significantly increases the efficiency of the
grammar for both parsing and generation. On av-
erage, they show a reduction of 73.2% in performed
tasks, 56.3% in produced passive edges and 32.9%
in memory for parsing. In generation experiments,
results are even more impressive: the reduction of
edges for German sentences with one auxiliary and
a ditransitve verb is at least 98.5%. These results
show that the auxiliary+verb alternative should be
considered seriously as an alternative to the HPSG
standard analysis of argument-composition, though
further investigation in a larger context is needed be-
fore final conclusions can be drawn.

Future work will focus on increasing the cover-
age of the grammars, as well as the number of al-
ternative options explored. In particular, both ap-
proaches for auxiliaries should be compared us-
ing alternative analyses for verb-second word order
found in other HPSG-based grammars, such as the
GG (Müller and Kasper, 2000; Crysmann, 2005),
Grammix (Müller, 2009; M̈uller, 2008) and Cheetah
(Cramer and Zhang, 2009) for German, and Alpino
(Bouma et al., 2001) for Dutch. These grammars
may use approaches that somewhat reduce the prob-
lem of argument-composition, leading to less sig-
nificant differences between the auxiliary+verb and
argument-composition analyses. On the other hand,
planned extensions that cover modification and sub-1072



ordinate clauses will increase local ambiguities. The
advantage of the auxiliary+verb analysis is likely to
become more important as a result.

In addition to providing a clearer picture of aux-
iliary structures, these extensions will also lead to
a better insight into efforts involved in using gram-
mar generation to explore alternative versions of a
grammar over time. In particular, it should pro-
vide an indication of the feasibility of maintaining
a higher number of competing analyses as the gram-
mar grows. After providing background on related
metagrammar projects and their goals, I will elabo-
rate on the importance of systematic exploration of
grammars in the discussion.

6 Related work

Metagrammars (or grammar generators) have been
established in the field for over a decade. This sec-
tion provides an overview of the goals and set-up of
some of the most notable projects.

The MetaGrammar project (Candito, 1998; de la
Clergerie, 2005; Kinyon et al., 2006) started as
an effort to encode syntactic knowledge in an ab-
stract class hierarchy. The hierarchy can contain
cross-linguistically invariable properties and syntac-
tic properties that hold across frameworks (Kinyon
et al., 2006). The factorized descriptions of Meta-
Grammar support Tree-Adjoining Grammars (Joshi
et al., 1975, TAG) as well as Lexical Functional
Grammars (Bresnan, 2001, LFG). The eXtensible
MetaGrammar (Crabb́e, 2005, XMG) defines its
MetaGrammar as classes that are part of a multiple
inheritance hierarchy. Kinyon et al. (Kinyon et al.,
2006) use XMG to perform a cross-linguistic com-
parison of verb-second structures. Their study fo-
cuses on code-sharing between the languages, but
does not address the problem of competing analyses
investigated in this paper.

The GF Resource Grammar Library (Ranta, 2009)
is a multi-lingual linguistic resource that contains a
set of syntactic analyses implemented in GF (Gram-
matical Framework). The purpose of the library is
to allow engineers working on NLP applications to
write simple grammar rules that can call more com-
plex syntactic implementations from the grammar li-
brary. The grammar library is written by researchers
with linguistic expertise. It makes extensive use of

code sharing: general categories and constructions
that are used by all languages are implemented in
a core syntax grammar. Each language9 has its own
lexicon and morphology, as well as a set of language
specific syntactic structures. Code sharing also takes
place between the subset of languages explored, in
particular by means of common modules for Ro-
mance languages and for Scandanavian languages.

PAWS createsPC-PATR (McConnel, 1995) gram-
mars based on field linguists’ input. The main
purpose ofPAWS lies in descriptive grammar writ-
ing and “computer-assisted related language adap-
tation”, where the grammar is used to map words
from a text in a source language to a target language.
PAWS differs from the other projects discussed here,
because grammar engineering or syntactic research
are not the main focus of the project.

The LinGO Grammar Matrix, described in Sec-
tion 2.1, is most closely related to the work pre-
sented in this paper. Like the other projects reviewed
here, the Grammar Matrix does not offer alterna-
tive analyses for the same phenomenon. Moreover,
starter grammars created by the Grammar Matrix are
developed manually and individually after their cre-
ation. The approach taken in this paper differs from
the original goal of the Grammar Matrix in that it
continues the development of new grammars within
the system, introducing a novel application for meta-
grammars. By using a metagrammar to store alter-
native analyses, grammars can be explored system-
atically over time. As such, the paper introduces a
novel methodology for grammar engineering. The
discussion and conclusion will elaborate on the ad-
vantages of the approach.

7 Discussion and conclusion

7.1 The challenge of choosing the right analysis

As mentioned in the introduction, most phenomena
in natural languages can be accounted for by more
than one formal analysis. An engineer may imple-
ment alternative solutions and test the impact on the
grammar concerning interaction with other phenom-
ena (Bierwisch, 1963; M̈uller, 1999; Bender, 2008;
Bender et al., 2011) and efficiency to decide between
analyses.

9Ranta (Ranta, 2009) reports that GF is developed for four-
teen languages, and more are under development.1073



However, it is not feasible to carry out compara-
tive tests by manually creating different versions of a
grammar every time a decision about an implemen-
tation is made. Moreover, even if such a study were
carried out at each stage, only the interaction with
the current state of the grammar would be tested.
This has two undesirable consequences. First, op-
tions may be rejected that would have worked per-
fectly well if different decisions had been made in
the past. Second, because each decision is only
based on the current state of the grammar, the result-
ing grammar is partially (or even largely) a product
of the order in which phenomena are treated.10

For grammar engineers with practical applica-
tions in mind, this is undesirable because the re-
sulting grammar may end up far from optimal. For
grammar writers that use engineering to find valid
linguistic analyses, the problem is even more seri-
ous: if there is a truth in a declarative grammar,
surely, this should not depend on the order in which
phenomena are treated.

7.2 Metagrammar engineering

This paper proposes to systematically explore anal-
yses throughout the development of a grammar by
writing a metagrammar (or grammar generator),
rather than directly implementing the grammar. A
metagrammar can contain several different analyses
for the same phenomenon. After adding a new phe-
nomenon to the metagrammar, the engineer can au-
tomatically generate versions of the grammar con-
taining different combinations of previous analyses.
As a result, the engineer can not only systematically
explore how alternative analyses interact with the
current grammar, but also continue to explore inter-
actions with phenomena added in the future. Espe-
cially for alternative approaches to basic properties
of the language, such as the auxiliary-verb structures
examined in this study, parallel analyses may pre-
vent the cumbersome scenario of changing a deeply
embedded property of a large grammar.

An additional advantage is that the engineer can
use the methodology to make different versions of
the grammar depending on its intended application.

10It is, of course, possible to go back and change old anal-
yses based on new evidence. In practice, the large effort in-
volved will only be undertaken if the advantages are apparent
beforehand.

For instance, it is possible to develop a highly re-
stricted version for grammar checking that provides
detailed feedback on detected errors (Bender et al.,
2004), next to a version with fewer constraints to
parse open text.

As far as finding optimal solutions is concerned,
it must be noted that this approach does not guar-
antee a perfect result, partially because there is no
guarantee the grammar engineer will think of the
perfect solution for each phenomenon, but mainly
because it is not maintainable to implement all pos-
sible alternatives for each phenomenon and make
them interact correctly with all other variations in
the grammar. The grammar engineer still needs to
decide which alternatives are the most promising
and therefore the most important to implement and
maintain. The resulting grammar therefore partially
remains a result of the order in which phenomena
are implemented. Nevertheless, the grammar engi-
neer can keep and try out solutions in parallel for
a longer time, increasing the possibility of explor-
ing more alternative versions of the grammar. These
additional investigations allow for better informed
decisions to stop exploring certain analyses. In ad-
dition, by breaking up analyses into possible alter-
natives, chances are that the resulting metagrammar
will be more modular than a directly written gram-
mar would have been, which facilitates exploring al-
ternatives further.

In sum, even though metagrammar engineering
does not completely solve the challenge of complete
explorations of a grammar’s possibilities, it does fa-
cilitate this process so that finding optimal solutions
becomes more likely, leading to better supported
choices among alternatives and a more scientific ap-
proach to grammar development.
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Éric Villemonte de la Clergerie. 2005. From metagram-
mars to factorized TAG/TIG parsers. InProceedings
of IWPT’05, pages 190–191.

Erich Drach. 1937.Grundgedanken der Deutschen Sat-
zlehre. Diesterweg, Frankfurt am Main, Germany.

Oskar Erdmann. 1886.Grundz̈uge der deutschen Syntax
nach ihrer geschichtlichen Entwicklung dargestellt.
Erste Abteilung. Verlag der Cotta’schen Buchhand-
lung, Stuttgart, Germany.

Walter Haeseryn. 1997. De gebruikswaarde van de
ans voor tekstschrijvers, taaltrainers en taaladviseurs.
Tekst[blad], 3.

Erhard Hinrichs and Tsuneko Nakazawa. 1994. Lin-
earizing auxs in German verbal complexes. In John
Nerbonne, Klaus Netter, and Carl Pollard, editors,
German in HPSG. CSLI, Stanford, USA.

Aravind K. Joshi, Leon S. Levy, and Masako Takahashi.
1975. Tree adjunct grammars.Journal of Computer
and System Sciences, 10(1):136–163.

Andreas Kathol. 2000.Linear Syntax. Oxford Press.
Alexandra Kinyon, Owen Rambow, Tatjana Scheffler,

SinWon Yoon, and Aravind K. Joshi. 2006. The meta-
grammar goes multilingual: A cross-linguistic look at
the V2-phenomenon. InProceedings of the Eighth In-
ternational Workshop on Tree Adjoining Grammar and
Related Formalisms, pages 17–24, Sydney, Australia.
Association for Computational Linguistics.

Stephen McConnel. 1995. PC-PATR reference manual.
Stefan M̈uller and Walter Kasper. 2000. HPSG analy-

sis for German. In Wolfgang Wahlster, editor,Verb-
mobil: Foundations of Speech-to-Speech translation,
pages 238 – 253, Berlin, Germany. Springer.1075



Stefan M̈uller. 1999.Deutsche Syntax deklarativ. Head-
Driven Phrase Structure Grammar für das Deutsche.
Max Niemeyer Verlag, T̈ubingen.

Stefan M̈uller. 2008. Depictive secondary predicates in
german and english. In Christoph Schroeder, Gerd
Hentschel, and Winfried Boeder, editors,Secondary
Predicates in Eastern European Languages and Be-
yond, number 16 in Studia Slavica Oldenburgensia,
pages 255–273, Oldenburg, Germany. BIS-Verlag.

Stefan M̈uller. 2009. On predication. In Stefan Müller,
editor, Proceedings of the 16th International Con-
ference on Head-Driven Phrase Structure Grammar,
Stanford, USA. CSLI Publications.

Stephan Oepen. 2001. [incr tsdb()] — competence
and performance laboratory. Technical report, DFKI,
Saarbr̈ucken, Germany.

Aarne Ranta. 2009. The GF resource grammar library.
Linguistic Issues in Language Technology, 2(2).

1076



Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics, pages 1077–1086,
Portland, Oregon, June 19-24, 2011. c©2011 Association for Computational Linguistics

Simple Unsupervised Grammar Induction

from Raw Text with Cascaded Finite State Models

Elias Ponvert, Jason Baldridge and Katrin Erk

Department of Linguistics
The University of Texas at Austin

Austin, TX 78712
{ponvert,jbaldrid,katrin.erk}@mail.utexas.edu

Abstract

We consider a new subproblem of unsuper-
vised parsing from raw text, unsupervised par-
tial parsing—the unsupervised version of text
chunking. We show that addressing this task
directly, using probabilistic finite-state meth-
ods, produces better results than relying on
the local predictions of a current best unsu-
pervised parser, Seginer’s (2007) CCL. These
finite-state models are combined in a cascade
to produce more general (full-sentence) con-
stituent structures; doing so outperforms CCL
by a wide margin in unlabeled PARSEVAL
scores for English, German and Chinese. Fi-
nally, we address the use of phrasal punctua-
tion as a heuristic indicator of phrasal bound-
aries, both in our system and in CCL.

1 Introduction

Unsupervised grammar induction has been an ac-
tive area of research in computational linguistics for
over twenty years (Lari and Young, 1990; Pereira
and Schabes, 1992; Charniak, 1993). Recent work
(Headden III et al., 2009; Cohen and Smith, 2009;
Hänig, 2010; Spitkovsky et al., 2010) has largely
built on the dependency model with valence of Klein
and Manning (2004), and is characterized by its re-
liance on gold-standard part-of-speech (POS) anno-
tations: the models are trained on and evaluated us-
ing sequences of POS tags rather than raw tokens.
This is also true for models which are not successors
of Klein and Manning (Bod, 2006; Hänig, 2010).

An exception which learns from raw text and
makes no use of POS tags is the common cover links
parser (CCL, Seginer 2007). CCL established state-
of-the-art results for unsupervised constituency pars-

ing from raw text, and it is also incremental and ex-
tremely fast for both learning and parsing. Unfortu-
nately, CCL is a non-probabilistic algorithm based
on a complex set of inter-relating heuristics and a
non-standard (though interesting) representation of
constituent trees. This makes it hard to extend.
Note that although Reichart and Rappoport (2010)
improve on Seginer’s results, they do so by select-
ing training sets to best match the particular test
sentences—CCL itself is used without modification.

Ponvert et al. (2010) explore an alternative strat-
egy of unsupervised partial parsing: directly pre-
dicting low-level constituents based solely on word
co-occurrence frequencies. Essentially, this means
segmenting raw text into multiword constituents. In
that paper, we show—somewhat surprisingly—that
CCL’s performance is mostly dependent on its ef-
fectiveness at identifying low-level constituents. In
fact, simply extracting non-hierarchical multiword
constituents from CCL’s output and putting a right-
branching structure over them actually works better
than CCL’s own higher level predictions. This result
suggests that improvements to low-level constituent
prediction will ultimately lead to further gains in
overall constituent parsing.

Here, we present such an improvement by using
probabilistic finite-state models for phrasal segmen-
tation from raw text. The task for these models is
chunking, so we evaluate performance on identifica-
tion of multiword chunks of all constituent types as
well as only noun phrases. Our unsupervised chun-
kers extend straightforwardly to a cascade that pre-
dicts higher levels of constituent structure, similar
to the supervised approach of Brants (1999). This
forms an overall unsupervised parsing system that
outperforms CCL by a wide margin.
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Mrs. Ward for one was relieved

                                

1

(a) Chunks: (Mrs. Ward), (for one), and (was relieved)

All
came

from
Cray Research

                          

(b) Only one chunk extracted: (Cray Research)

Fig. 1: Examples of constituent chunks extracted from
syntactic trees

2 Data

We use the standard data sets for unsupervised con-
stituency parsing research: for English, the Wall
Street Journal subset of the Penn Treebank-3 (WSJ,
Marcus et al. 1999); for German, the Negra corpus
v2 (Krenn et al., 1998); for Chinese, the Penn Chi-
nese Treebank v5.0 (CTB, Palmer et al., 2006). We
lower-case text but otherwise do not alter the raw
text of the corpus. Sentence segmentation and tok-
enization from the treebank is used. As in previous
work, punctuation is not used for evaluation.

In much unsupervised parsing work the test sen-
tences are included in the training material. Like Co-
hen and Smith, Headden III et al., Spitkovsky et al.,
we depart from this experimental setup and keep the
evaluation sets blind to the models during training.
For English (WSJ) we use sections 00-22 for train-
ing, section 23 for test and we develop using section
24; for German (Negra) we use the first 18602 sen-
tences for training, the last 1000 sentences for de-
velopment and the penultimate 1000 sentences for
testing; for Chinese (CTB) we adopt the data-split
of Duan et al. (2007).

3 Tasks and Benchmark

Evaluation. By unsupervised partial parsing, or
simply unsupervised chunking, we mean the seg-
mentation of raw text into (non-overlapping) multi-
word constituents. The models are intended to cap-
ture local constituent structure – the lower branches
of a constituent tree. For this reason we evaluate

WSJ
Chunks 203K

NPs 172K
Chnk ∩ NPs 161K

Negra
Chunks 59K

NPs 33K
Chnk ∩ NPs 23K

CTB
Chunks 92K

NPs 56K
Chnk ∩ NPs 43K

Table 1: Constituent chunks and base NPs in the datasets.

% constituents % words

WSJ Chunks 32.9 57.7
NPs 27.9 53.1

Negra Chunks 45.4 53.6
NPs 25.5 42.4

CTB Chunks 32.5 55.4
NPs 19.8 42.9

Table 2: Percentage of gold standard constituents and
words under constituent chunks and base NPs.

using what we call constituent chunks, the subset
of gold standard constituents which are i) branch-
ing (multiword) but ii) non-hierarchical (do not con-
tain subconstituents). We also evaluate our models
based on their performance at identifying base noun
phrases, NPs that do not contain nested NPs.

Examples of constituent chunks extracted from
treebank constituent trees are in Fig. 1. In English
newspaper text, constituent chunks largely corre-
spond with base NPs, but this is less the case with
Chinese and German. Moreover, the relationship be-
tween NPs and constituent chunks is not a subset re-
lation: some base NPs do have internal constituent
structure. The numbers of constituent chunks and
NPs for the training datasets are in Table 1. The per-
centage of constituents in these datasets which fall
under these definitions, and the percentage of words
under these constituents, are in Table 2.

For parsing, the standard unsupervised parsing
metric is unlabeled PARSEVAL. It measures preci-
sion and recall on constituents produced by a parser
as compared to gold standard constituents.

CCL benchmark. We use Seginer’s CCL as a
benchmark for several reasons. First, there is a
free/open-source implementation facilitating exper-
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imental replication and comparison.1 More im-
portantly, until recently it was the only unsuper-
vised raw text constituent parser to produce re-
sults competitive with systems which use gold POS
tags (Klein and Manning, 2002; Klein and Man-
ning, 2004; Bod, 2006) – and the recent improved
raw-text parsing results of Reichart and Rappoport
(2010) make direct use of CCL without modifica-
tion. There are other raw-text parsing systems of
note, EMILE (Adriaans et al., 2000), ABL (van Za-
anen, 2000) and ADIOS (Solan et al., 2005); how-
ever, there is little consistent treebank-based evalu-
ation of these models. One study by Cramer (2007)
found that none of the three performs particularly
well under treebank evaluation. Finally, CCL out-
performs most published POS-based models when
those models are trained on unsupervised word
classes rather than gold POS tags. The only excep-
tion we are aware of is Hänig’s (2010) unsuParse+,
which outperforms CCL on Negra, though this is
shown only for sentences with ten or fewer words.

Phrasal punctuation. Though punctuation is usu-
ally entirely ignored in unsupervised parsing re-
search, Seginer (2007) departs from this in one key
aspect: the use of phrasal punctuation – punctuation
symbols that often mark phrasal boundaries within a
sentence. These are used in two ways: i) they im-
pose a hard constraint on constituent spans, in that
no constituent (other than sentence root) may extend
over a punctuation symbol, and ii) they contribute to
the model, specifically in terms of the statistics of
words seen adjacent to a phrasal boundary. We fol-
low this convention and use the following set:

. ? ! ; , -- ◦ �

The last two are ideographic full-stop and comma.2

4 Unsupervised partial parsing

We learn partial parsers as constrained sequence
models over tags encoding local constituent struc-
ture (Ramshaw and Marcus, 1995). A simple tagset
is unlabeled BIO, which is familiar from supervised
chunking and named-entity recognition: the tag B

1http://www.seggu.net/ccl
2This set is essentially that of Seginer (2007). While it is

clear from our analysis of CCL that it does make use of phrasal
punctuation in Chinese, we are not certain whether ideographic
comma is included.

denotes the beginning of a chunk, I denotes mem-
bership in a chunk and O denotes exclusion from any
chunk. In addition we use the tag STOP for sentence
boundaries and phrasal punctuation.

HMMs and PRLGs. The models we use for un-
supervised partial parsing are hidden Markov mod-
els, and a generalization we refer to as probabilis-
tic right linear grammars (PRLGs). An HMM mod-
els a sequence of observed states (words) x =
{x1, x2, . . . , xN} and a corresponding set of hid-
den states y = {y1, y2, . . . , yN}. HMMs may be
thought of as a special case of probabilistic context-
free grammars, where the non-terminal symbols are
the hidden state space, terminals are the observed
states and rules are of the form NONTERM →
TERM NONTERM (assuming y1 and yN are fixed
and given). So, the emission and transition emanat-
ing from yn would be characterized as a PCFG rule
yn → xn yn+1. HMMs factor rule probabilities into
emission and transition probabilities:

P (yn → xn yn+1) = P (xn, yn+1|yn)

≈ P (xn|yn) P (yn+1|yn).

However, without making this independence as-
sumption, we can model right linear rules directly:

P (xn, yn+1|yn) = P (xn|yn, yn+1) P (yn+1|yn).

So, when we condition emission probabilities on
both the current state yn and the next state yn+1, we
have an exact model. This direct modeling of the
right linear grammar rule yn → xn yn+1 is what
we call a probabilistic right-linear grammar. To be
clear, a PRLG is just an HMM without the indepen-
dence of emissions and transitions. See Smith and
Johnson (2007) for a discussion, where they refer to
PRLGs as Mealy HMMs.

We use expectation maximization to estimate
model parameters. For the E step, the forward-
backward algorithm (Rabiner, 1989) works identi-
cally for the HMM and PRLG. For the M step, we
use maximum likelihood estimation with additive
smoothing on the emissions probabilities. So, for
the HMM and PRLG models respectively, for words
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STOP B

O I

1

Fig. 2: Possible tag transitions as a state diagram.

STOP B I O
STOP .33 .33 .33

B 1
I .25 .25 .25 .25
O .33 .33 .33

Fig. 3: Uniform initialization of transition probabilities
subject to the constraints in Fig. 2: rows correspond to
antecedent state, columns to following state.

w and tags s, t:

P̂ (w|t) =
C(t, w) + λ

C(t) + λV

P̂ (w|s, t) =
C(t, w, s) + λ

C(t, s) + λV

where C are the soft counts of emissions C(t, w),
rules C(t, w, s) = C(t → w s), tags C(t) and tran-
sitions C(t, s) calculated during the E step; V is the
number of terms w, and λ is a smoothing parameter.
We fix λ = .1 for all experiments; more sophisti-
cated smoothing could avoid dependence on λ.

We do not smooth transition probabilities (so
P̂ (s|t) = C(t, s)/C(t)) for two reasons. First, with
four tags, there is no data-sparsity concern with re-
spect to transitions. Second, the nature of the task
imposes certain constraints on transition probabili-
ties: because we are only interested in multiword
chunks, we expressly do not want to generate a B
following a B – in other words P (B|B) = 0.

These constraints boil down to the observation
that the B and I states will only be seen in BII∗ se-
quences. This may be expressed via the state transi-
tion diagram in Fig. 2. The constraints of also dic-
tate the initial model input to the EM process. We
use uniform probability distributions subject to the
constraints of Fig. 2. So, initial model transition
probabilities are given in Fig. 3. In EM, if a parame-
ter is equal to zero, subsequent iterations of the EM
process will not “unset” this parameter; thus, this
form of initialization is a simple way of encoding
constraints on model parameters. We also experi-

mented with random initial models (subject to the
constraints in Fig. 2). Uniform initialization usu-
ally works slightly better; also, uniform initializa-
tion does not require multiple runs of each experi-
ment, as random initialization does.

Motivating the HMM and PRLG. This approach
– encoding a chunking problem as a tagging prob-
lem and learning to tag with HMMs – goes back
to Ramshaw and Marcus (1995). For unsupervised
learning, the expectation is that the model will learn
to generalize on phrasal boundaries. That is, the
models will learn to associate terms like the and a,
which often occur at the beginnings of sentences and
rarely at the end, with the tag B, which cannot occur
at the end of a sentence. Likewise common nouns
like company or asset, which frequently occur at the
ends of sentences, but rarely at the beginning, will
come to be associated with the I tag, which cannot
occur at the beginning.

The basic motivation for the PRLG is the assump-
tion that information is lost due to the independence
assumption characteristic of the HMM. With so few
states, it is feasible to experiment with the more fine-
grained PRLG model.

Evaluation. Using the low-level predictions of
CCL as as benchmark, we evaluate the HMM and
PRLG chunkers on the tasks of constituent chunk
and base NP identification. Models were initialized
uniformly as illustrated in Fig. 3. Sequence models
learn via EM. We report accuracy only after conver-
gence, that is after the change in full dataset per-
plexity (log inverse probability) is less than %.01
between iterations. Precision, recall and F-score are
reported for full constituent identification – brack-
ets which do not match the gold standard exactly are
false positives.

Model performance results on held-out test
datasets are reported in Table 3. ‘CCL’ refers to the
lowest-level constituents extracted from full CCL
output, as a benchmark chunker. The sequence mod-
els outperform the CCL benchmark at both tasks and
on all three datasets. In most cases, the PRLG se-
quence model performs better than the HMM; the
exception is CTB, where the PRLG model is behind
the HMM in evaluation, as well as behind CCL.

As the lowest-level constituents of CCL were not
specifically designed to describe chunks, we also
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English / WSJ German / Negra Chinese / CTB
Task Model Prec Rec F Prec Rec F Prec Rec F

Chunking
CCL 57.5 53.5 55.4 28.4 29.6 29.0 23.5 23.9 23.7
HMM 53.8 62.2 57.7 35.0 37.7 36.3 37.4 41.3 39.3

PRLG 76.2 63.9 69.5 39.6 47.8 43.3 23.0 18.3 20.3

NP
CCL 46.2 51.1 48.5 15.6 29.2 20.3 10.4 17.3 13.0
HMM 47.7 65.6 55.2 23.8 46.2 31.4 17.0 30.8 21.9
PRLG 76.8 76.7 76.7 24.6 53.4 33.6 21.9 28.5 24.8

Table 3: Unsupervised chunking results for local constituent structure identification and NP chunking on held-out test
sets. CCL refers to the lowest constituents extracted from CCL output.

WSJ Negra CTB
Chunking 57.8 36.0 25.5
NPs 57.8 38.8 23.2

Table 4: Recall of CCL on the chunking tasks.

checked the recall of all brackets generated by CCL
against gold-standard constituent chunks. The re-
sults are given in Table 4. Even compared to this,
the sequence models’ recall is almost always higher.

The sequence models, as well as the CCL bench-
mark, show relatively low precision on the Negra
corpus. One possible reason for this lies in the
design decision of Negra to use relatively flat tree
structures. As a result, many structures that in
other treebanks would be prepositional phrases with
embedded noun phrases – and thus non-local con-
stituents – are flat prepositional phrases here. Exam-
ples include “auf die Wiesbadener Staatsanwaelte”
(on Wiesbaden’s district attorneys) and “in Han-
novers Nachbarstadt” (in Hannover’s neighbor city).

In fact, in Negra, the sequence model chunkers
often find NPs embedded in PPs, which are not an-
notated as such. For instance, in the PP “hinter den
Kulissen” (behind the scenes), both the PRLG and
HMM chunkers identify the internal NP, though this
is not identified in Negra and thus considered a false
positive. The fact that the HMM and PRLG have
higher recall on NP identification on Negra than pre-
cision is further evidence towards this.

Comparing the HMM and PRLG. To outline
some of the factors differentiating the HMM and
PRLG, we focus on NP identification in WSJ.

The PRLG has higher precision than the HMM,
while the two models are closer in recall. Com-
paring the predictions directly, the two models of-

POS Sequence # of errors
TO VB 673

NNP NNP 450
MD VB 407

DT JJ 368
DT NN 280

Table 5: Top 5 POS sequences of the false positives pre-
dicted by the HMM.

ten have the same correct predictions and often miss
the same gold standard constituents. The improved
results of the PRLG are based mostly on the fewer
overall brackets predicted, and thus fewer false pos-
itives: for WSJ the PRLG incorrectly predicts 2241
NP constituents compared to 6949 for the HMM.
Table 5 illustrates the top 5 POS sequences of the
false positives predicted by the HMM.3 (Recall that
we use gold standard POS only for post-experiment
results analysis—the model itself does not have ac-
cess to them.) By contrast, the sequence represent-
ing the largest class of errors of the PRLG is DT NN,
with 165 errors – this sequence represents the largest
class of predictions for both models.

Two of the top classes of errors, MD VB and
TO VB, represent verb phrase constituents, which
are often predicted by the HMM chunker, but not
by the PRLG. The class represented by NNP NNP
corresponds with the tendency of the HMM chun-
ker to split long proper names: for example, it sys-
tematically splits new york stock exchange into two
chunks, (new york) (stock exchange), whereas the
PRLG chunker predicts a single four-word chunk.

The most interesting class is DT JJ, which rep-
resents the difficulty the HMM chunker has at dis-

3For the Penn Treebank tagset, see Marcus et al. (1993).
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1 Start with raw text:
there is no asbestos in our products now

2 Apply chunking model:
there (is no asbestos) in (our products) now

3 Create pseudowords:
there is in our now

4 Apply chunking model (and repeat 1–4 etc.):
(there is ) (in our ) now

5 Unwind and create a tree:

there
is no asbestos

in
our products

now

1Fig. 4: Cascaded chunking illustrated. Pseudowords are
indicated with boxes.

tinguishing determiner-adjective from determiner-
noun pairs. The PRLG chunker systematically gets
DT JJ NN trigrams as chunks. The greater con-
text provided by right branching rules allows the
model to explicitly estimate separate probabilities
for P (I → recent I) versus P (I → recent O). That
is, recent within a chunk versus ending a chunk. Bi-
grams like the acquisition allow the model to learn
rules P (B → the I) and P (I → acquisition O).
So, the PRLG is better able to correctly pick out the
trigram chunk (the recent acquisition).

5 Constituent parsing with a cascade of

chunkers

We use cascades of chunkers for full constituent
parsing, building hierarchical constituents bottom-
up. After chunking is performed, all multiword con-
stituents are collapsed and represented by a single
pseudoword. We use an extremely simple, but effec-
tive, way to create pseudoword for a chunk: pick the
term in the chunk with the highest corpus frequency,
and mark it as a pseudoword. The sentence is now a
string of symbols (normal words and pseudowords),
to which a subsequent unsupervised chunking model
is applied. This process is illustrated in Fig. 4.

Each chunker in the cascade chunks the raw text,
then regenerates the dataset replacing chunks with
pseudowords; this process is iterated until no new
chunks are found. The separate chunkers in the cas-

Text : Mr. Vinken is chairman of Elsevier N.V.

Level 1 :
Mr. Vinken

is chairman of
Elsevier N.V.

1Level 2 :
Mr. Vinken is chairman

of

Elsevier N.V.

1
Level 3 :

Mr. Vinken is chairman of

Elsevier N.V.

1
Fig. 5: PRLG cascaded chunker output.

NPs PPs
Lev 1 Lev 2 Lev 1 Lev 2

WSJ HMM 66.5 68.1 20.6 70.2
PRLG 77.5 78.3 9.1 77.6

Negra HMM 54.7 62.3 24.8 48.1
PRLG 61.6 65.2 40.3 44.0

CTB HMM 33.3 35.4 34.6 38.4
PRLG 30.9 33.6 31.6 47.1

Table 7: NP and PP recall at cascade levels 1 and 2. The
level 1 NP numbers differ from the NP chunking numbers
from Table 3 since they include root-level constituents
which are often NPs.

cade are referred to as levels. In our experiments the
cascade process took a minimum of 5 levels, and a
maximum of 7. All chunkers in the cascade have the
same settings in terms of smoothing, the tagset and
initialization.

Evaluation. Table 6 gives the unlabeled PARSE-
VAL scores for CCL and the two finite-state models.
PRLG achieves the highest F-score for all datasets,
and does so by a wide margin for German and Chi-
nese. CCL does achieve higher recall for English.

While the first level of constituent analysis has
high precision and recall on NPs, the second level
often does well finding prepositional phrases (PPs),
especially in WSJ; see Table 7. This is illustrated
in Fig. 5. This example also illustrates a PP attach-
ment error, which are a common problem for these
models.

We also evaluate using short – 10-word or less –
sentences. That said, we maintain the training/test
split from before. Also, making use of the open
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Parsing English / WSJ German / Negra Chinese / CTB
Model Prec Rec F Prec Rec F Prec Rec F
CCL 53.6 50.0 51.7 33.4 32.6 33.0 37.0 21.6 27.3
HMM 48.2 43.6 45.8 30.8 50.3 38.2 43.0 29.8 35.2
PRLG 60.0 49.4 54.2 38.8 47.4 42.7 50.4 32.8 39.8

Table 6: Unlabeled PARSEVAL scores for cascaded models.

source implementation by F. Luque,4 we compare
on WSJ and Negra to the constituent context model
(CCM) of Klein and Manning (2002). CCM learns
to predict a set of brackets over a string (in prac-
tice, a string of POS tags) by jointly estimating con-
stituent and distituent strings and contexts using an
iterative EM-like procedure (though, as noted by
Smith and Eisner (2004), CCM is deficient as a gen-
erative model). Note that this comparison is method-
ologically problematic in two respects. On the one
hand, CCM is evaluated using gold standard POS
sequences as input, so it receives a major source of
supervision not available to the other models. On the
other hand, the other models use punctuation as an
indicator of constituent boundaries, but all punctu-
ation is dropped from the input to CCM. Also, note
that CCM performs better when trained on short sen-
tences, so here CCM is trained only on the 10-word-
or-less subsets of the training datasets.5

The results from the cascaded PRLG chunker
are near or better than the best performance by
CCL or CCM in these experiments. These and the
full-length parsing results suggest that the cascaded
chunker strategy generalizes better to longer sen-
tences than does CCL. CCM does very poorly on
longer sentences, but does not have the benefit of us-
ing punctuation, as do the raw text models; unfortu-
nately, further exploration of this trade-off is beyond
the scope of this paper. Finally, note that CCM has
higher recall, and lower precision, generally, than
the raw text models. This is due, in part, to the chart
structure used by CCM in the calculation of con-
stituent and distituent probabilities: as in CKY pars-
ing, the chart structure entails the trees predicted will
be binary-branching. CCL and the cascaded models
can predict higher-branching constituent structures,

4http://www.cs.famaf.unc.edu.ar/

˜francolq/en/proyectos/dmvccm/
5This setup is the same as Seginer’s (2007), except the

train/test split.

Prec Rec F

WSJ

CCM 62.4 81.4 70.7
CCL 71.2 73.1 72.1

HMM 64.4 64.7 64.6
PRLG 74.6 66.7 70.5

Negra

CCM 52.4 83.4 64.4
CCL 52.9 54.0 53.0

HMM 47.7 72.0 57.4
PRLG 56.3 72.1 63.2

CTB
CCL 54.4 44.3 48.8

HMM 55.8 53.1 54.4
PRLG 62.7 56.9 59.6

Table 8: Evaluation on 10-word-or-less sentences. CCM
scores are italicized as a reminder that CCM uses gold-
standard POS sequences as input, so its results are not
strictly comparable to the others.

so fewer constituents are predicted overall.

6 Phrasal punctuation revisited

Up to this point, the proposed models for chunking
and parsing use phrasal punctuation as a phrasal sep-
arator, like CCL. We now consider how well these
models perform in absence of this constraint.

Table 9a provides comparison of the sequence
models’ performance on the constituent chunking
task without using phrasal punctuation in training
and evaluation. The table shows absolute improve-
ment (+) or decline (−) in precision and recall
when phrasal punctuation is removed from the data.
The punctuation constraint seems to help the chun-
kers some, but not very much; ignoring punctuation
seems to improve chunker results for the HMM on
Chinese. Overall, the effect of phrasal punctuation
on the chunker models’ performance is not clear.

The results for cascaded parsing differ strongly
from those for chunking, as Table 9b indicates. Us-
ing phrasal punctuation to constrain bracket predic-
tion has a larger impact on cascaded parsing re-
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Fig. 6: Behavior of the PRLG model on CTB over the course of EM.

WSJ Negra CTB
Prec Rec Prec Rec Prec Rec

HMM −5.8 −9.8 −0.1 −0.4 +0.7 +4.9
PRLG −2.5 −2.1 −2.1 −2.1 −7.0 +1.2

a) Constituent Chunking

WSJ Negra CTB
Prec Rec Prec Rec Prec Rec

CCL −14.1 −13.5 −10.7 −4.6 −11.6 −6.0
HMM −7.8 −8.6 −2.8 +1.7 −13.4 −1.2
PRLG −10.1 −7.2 −4.0 −4.5 −22.0 −11.8

b) (Cascade) Parsing

Table 9: Effects of dropping phrasal punctuation in un-
supervised chunking and parsing evaluations relative to
Tables 3 and 6.

sults almost across the board. This is not surpris-
ing: while performing unsupervised partial parsing
from raw text, the sequence models learn two gen-
eral patterns: i) they learn to chunk rare sequences,
such as named entities, and ii) they learn to chunk
high-frequency function words next to lower fre-
quency content words, which often correlate with
NPs headed by determiners, PPs headed by prepo-
sitions and VPs headed by auxiliaries. When these
patterns are themselves replaced with pseudowords
(see Fig. 4), the models have fewer natural cues to
identify constituents. However, within the degrees
of freedom allowed by punctuation constraints as
described, the chunking models continue to find rel-
atively good constituents.

While CCL makes use of phrasal punctuation in
previously reported results, the open source imple-
mentation allows it to be evaluated without this con-
straint. We did so, and report results in Table 9b.

CCL is, in fact, very sensitive to phrasal punctu-
ation. Comparing CCL to the cascaded chunkers
when none of them use punctuation constraints, the
cascaded chunkers (both HMMs and PRLGs) out-
perform CCL for each evaluation and dataset.

For the CTB dataset, best chunking performance
and cascaded parsing performance flips from the
HMM to the PRLG. More to the point, the PRLG
is actually with worst performing model at the con-
stituent chunking task, but the best performing cas-
cade parser; also, this model has the most serious
degrade in performance when phrasal punctuation is
dropped from input. To investigate, we track the
performance of the chunkers on the development
dataset over iterations of EM. This is illustrated in
Fig. 6 with the PRLG model. First of all, Fig. 6a re-
veals the average length of the constituents predicted
by the PRLG model increases over the course of
EM. However, the average constituent chunk length
is 2.22. So, the PRLG chunker is predicting con-
stituents that are longer than the ones targeted in
the constituent chunking task: regardless of whether
they are legitimate constituents or not, often they
will likely be counted as false positives in this evalu-
ation. This is confirmed by observing the constituent
chunking precision in Fig. 6b, which peaks when
the average predicted constituent length is about the
same the actual average length of those in the eval-
uation. The question, then, is whether the longer
chunks predicted correspond to actual constituents
or not. Fig. 6c shows that the PRLG, when con-
strained by phrasal punctuation, does continue to
improve its constituent prediction accuracy over the
course of EM. These correctly predicted constituents
are not counted as such in the constituent chunking
or base NP evaluations, but they factor directly into
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improved accuracy when this model is part of a cas-
cade.

7 Related work

Our task is the unsupervised analogue of chunking
(Abney, 1991), popularized by the 1999 and 2000
Conference on Natural Language Learning shared
tasks (Tjong et al., 2000). In fact, our models follow
Ramshaw and Marcus (1995), treating structure pre-
diction as sequence prediction using BIO tagging.

In addition to Seginer’s CCL model, the unsu-
pervised parsing model of Gao and Suzuki (2003)
and Gao et al. (2004) also operates on raw text.
Like us, their model gives special treatment to lo-
cal constituents, using a language model to char-
acterize phrases which are linked via a dependency
model. Their output is not evaluated directly using
treebanks, but rather applied to several information
retrieval problems.

In the supervised realm, Hollingshead
et al. (2005) compare context-free parsers with
finite-state partial parsing methods. They find that
full parsing maintains a number of benefits, in spite
of the greater training time required: they can train
on less data more effectively than chunkers, and are
more robust to shifts in textual domain.

Brants (1999) reports a supervised cascaded
chunking strategy for parsing which is strikingly
similar to the methods proposed here. In both,
Markov models are used in a cascade to predict hi-
erarchical constituent structure; and in both, the pa-
rameters for the model at each level are estimated
independently. There are major differences, though:
the models here are learned from raw text with-
out tree annotations, using EM to train parameters;
Brants’ cascaded Markov models use supervised
maximum likelihood estimation. Secondly, between
the separate levels of the cascade, we collapse con-
stituents into symbols which are treated as tokens
in subsequent chunking levels; the Markov models
in the higher cascade levels in Brants’ work actu-
ally emit constituent structure. A related approach
is that of Schuler et al. (2010), who report a su-
pervised hierarchical hidden Markov model which
uses a right-corner transform. This allows the model
to predict more complicated trees with fewer levels
than in Brants’ work or this paper.

8 Conclusion

In this paper we have introduced a new subprob-
lem of unsupervised parsing: unsupervised partial
parsing, or unsupervised chunking. We have pro-
posed a model for unsupervised chunking from raw
text that is based on standard probabilistic finite-
state methods. This model produces better local
constituent predictions than the current best unsu-
pervised parser, CCL, across datasets in English,
German, and Chinese. By extending these proba-
bilistic finite-state methods in a cascade, we obtain
a general unsupervised parsing model. This model
outperforms CCL in PARSEVAL evaluation on En-
glish, German, and Chinese.

Like CCL, our models operate from raw (albeit
segmented) text, and like it our models decode very
quickly; however, unlike CCL, our models are based
on standard and well-understood computational lin-
guistics technologies (hidden Markov models and
related formalisms), and may benefit from new re-
search into these core technologies. For instance,
our models may be improved by the application
of (unsupervised) discriminative learning techniques
with features (Berg-Kirkpatrick et al., 2010); or by
incorporating topic models and document informa-
tion (Griffiths et al., 2005; Moon et al., 2010).

UPPARSE, the software used for the experiments
in this paper, is available under an open-source li-
cense to facilitate replication and extensions.6
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Abstract

We propose an automatic method of extracting
paraphrases from definition sentences, which
are also automatically acquired from the Web.
We observe that a huge number of concepts
are defined in Web documents, and that the
sentences that define the same concept tend
to convey mostly the same information using
different expressions and thus contain many
paraphrases. We show that a large number
of paraphrases can be automatically extracted
with high precision by regarding the sentences
that define the same concept as parallel cor-
pora. Experimental results indicated that with
our method it was possible to extract about
300,000 paraphrases from 6× 108 Web docu-
ments with a precision rate of about 94%.

1 Introduction

Natural language allows us to express the same in-
formation in many ways, which makes natural lan-
guage processing (NLP) a challenging area. Ac-
cordingly, many researchers have recognized that
automatic paraphrasing is an indispensable compo-
nent of intelligent NLP systems (Iordanskaja et al.,
1991; McKeown et al., 2002; Lin and Pantel, 2001;
Ravichandran and Hovy, 2002; Kauchak and Barzi-
lay, 2006; Callison-Burch et al., 2006) and have tried
to acquire a large amount of paraphrase knowledge,
which is a key to achieving robust automatic para-
phrasing, from corpora (Lin and Pantel, 2001; Barzi-
lay and McKeown, 2001; Shinyama et al., 2002;
Barzilay and Lee, 2003).

We propose a method to extract phrasal para-
phrases from pairs of sentences that define the same

concept. The method is based on our observation
that two sentences defining the same concept can
be regarded as a parallel corpus since they largely
convey the same information using different expres-
sions. Such definition sentences abound on the Web.
This suggests that we may be able to extract a large
amount of phrasal paraphrase knowledge from the
definition sentences on the Web.

For instance, the following two sentences, both of
which define the same concept “osteoporosis”, in-
clude two pairs of phrasal paraphrases, which are
indicated by underlines 1© and 2©, respectively.

(1) a. Osteoporosis is a disease that 1© decreases the
quantity of bone and 2© makes bones fragile.

b. Osteoporosis is a disease that 1© reduces bone
mass and 2© increases the risk of bone fracture.

We define paraphrase as a pair of expressions be-
tween which entailment relations of both directions
hold. (Androutsopoulos and Malakasiotis, 2010).

Our objective is to extract phrasal paraphrases
from pairs of sentences that define the same con-
cept. We propose a supervised method that exploits
various kinds of lexical similarity features and con-
textual features. Sentences defining certain concepts
are acquired automatically on a large scale from the
Web by applying a quite simple supervised method.

Previous methods most relevant to our work
used parallel corpora such as multiple translations
of the same source text (Barzilay and McKeown,
2001) or automatically acquired parallel news texts
(Shinyama et al., 2002; Barzilay and Lee, 2003;
Dolan et al., 2004). The former requires a large
amount of manual labor to translate the same texts
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in several ways. The latter would suffer from the
fact that it is not easy to automatically retrieve large
bodies of parallel news text with high accuracy. On
the contrary, recognizing definition sentences for
the same concept is quite an easy task at least for
Japanese, as we will show, and we were able to find
a huge amount of definition sentence pairs from nor-
mal Web texts. In our experiments, about 30 million
definition sentence pairs were extracted from 6×108

Web documents, and the estimated number of para-
phrases recognized in the definition sentences using
our method was about 300,000, for a precision rate
of about 94%. Also, our experimental results show
that our method is superior to well-known compet-
ing methods (Barzilay and McKeown, 2001; Koehn
et al., 2007) for extracting paraphrases from defini-
tion sentence pairs.

Our evaluation is based on bidirectional check-
ing of entailment relations between paraphrases that
considers the context dependence of a paraphrase.

Note that using definition sentences is only the
beginning of our research on paraphrase extraction.
We have a more general hypothesis that sentences
fulfilling the same pragmatic function (e.g. defini-
tion) for the same topic (e.g. osteoporosis) convey
mostly the same information using different expres-
sions. Such functions other than definition may in-
clude the usage of the same Linux command, the
recipe for the same cuisine, or the description of re-
lated work on the same research issue.

Section 2 describes related works. Section 3
presents our proposed method. Section 4 reports on
evaluation results. Section 5 concludes the paper.

2 Related Work

The existing work for paraphrase extraction is cat-
egorized into two groups. The first involves a dis-
tributional similarity approach pioneered by Lin and
Pantel (2001). Basically, this approach assumes that
two expressions that have a large distributional simi-
larity are paraphrases. There are also variants of this
approach that address entailment acquisition (Geffet
and Dagan, 2005; Bhagat et al., 2007; Szpektor and
Dagan, 2008; Hashimoto et al., 2009). These meth-
ods can be applied to a normal monolingual corpus,
and it has been shown that a large number of para-
phrases or entailment rules could be extracted. How-

ever, the precision of these methods has been rela-
tively low. This is due to the fact that the evidence,
i.e., distributional similarity, is just indirect evidence
of paraphrase/entailment. Accordingly, these meth-
ods occasionally mistake antonymous pairs for para-
phrases/entailment pairs, since an expression and its
antonymous counterpart are also likely to have a
large distributional similarity. Another limitation of
these methods is that they can find only paraphrases
consisting of frequently observed expressions since
they must have reliable distributional similarity val-
ues for expressions that constitute paraphrases.

The second category is a parallel corpus approach
(Barzilay and McKeown, 2001; Shinyama et al.,
2002; Barzilay and Lee, 2003; Dolan et al., 2004).
Our method belongs to this category. This approach
aligns expressions between two sentences in par-
allel corpora, based on, for example, the overlap
of words/contexts. The aligned expressions are as-
sumed to be paraphrases. In this approach, the ex-
pressions do not need to appear frequently in the
corpora. Furthermore, the approach rarely mistakes
antonymous pairs for paraphrases/entailment pairs.
However, its limitation is the difficulty in preparing
a large amount of parallel corpora, as noted before.
We avoid this by using definition sentences, which
can be easily acquired on a large scale from the Web,
as parallel corpora.

Murata et al. (2004) used definition sentences in
two manually compiled dictionaries, which are con-
siderably fewer in the number of definition sen-
tences than those on the Web. Thus, the coverage of
their method should be quite limited. Furthermore,
the precision of their method is much poorer than
ours as we report in Section 4.

For a more extensive survey on paraphrasing
methods, see Androutsopoulos and Malakasiotis
(2010) and Madnani and Dorr (2010).

3 Proposed method

Our method, targeting the Japanese language, con-
sists of two steps: definition sentence acquisition
and paraphrase extraction. We describe them below.

3.1 Definition sentence acquisition

We acquire sentences that define a concept (defini-
tion sentences) as in Example (2), which defines “骨
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粗鬆症” (osteoporosis), from the 6×108 Web pages
(Akamine et al., 2010) and the Japanese Wikipedia.

(2) 骨粗鬆症とは、骨がもろくなってしまう病気だ。
(Osteoporosis is a disease that makes bones fragile.)

Fujii and Ishikawa (2002) developed an unsuper-
vised method to find definition sentences from the
Web using 18 sentential templates and a language
model constructed from an encyclopedia. On the
other hand, we developed a supervised method to
achieve a higher precision.

We use one sentential template and an SVM clas-
sifier. Specifically, we first collect definition sen-
tence candidates by a template “ˆNPとは.*”, where
ˆ is the beginning of sentence and NP is the noun
phrase expressing the concept to be defined followed
by a particle sequence, “と” (comitative) and “は”
(topic) (and optionally followed by comma), as ex-
emplified in (2). As a result, we collected 3,027,101
sentences. Although the particle sequence tends
to mark the topic of the definition sentence, it can
also appear in interrogative sentences and normal as-
sertive sentences in which a topic is strongly empha-
sized. To remove such non-definition sentences, we
classify the candidate sentences using an SVM clas-
sifier with a polynominal kernel (d = 2).1 Since
Japanese is a head-final language and we can judge
whether a sentence is interrogative or not from the
last words in the sentence, we included morpheme
N -grams and bag-of-words (with the window size
of N ) at the end of sentences in the feature set. The
features are also useful for confirming that the head
verb is in the present tense, which definition sen-
tences should be. Also, we added the morpheme
N -grams and bag-of-words right after the particle
sequence in the feature set since we observe that
non-definition sentences tend to have interrogative
related words like “何” (what) or “一体” ((what) on
earth) right after the particle sequence. We chose 5
as N from our preliminary experiments.

Our training data was constructed from 2,911 sen-
tences randomly sampled from all of the collected
sentences. 61.1% of them were labeled as positive.
In the 10-fold cross validation, the classifier’s ac-
curacy, precision, recall, and F1 were 89.4, 90.7,

1We use SVMlight available at http://svmlight.
joachims.org/.

92.2, and 91.4, respectively. Using the classifier,
we acquired 1,925,052 positive sentences from all
of the collected sentences. After adding definition
sentences from Wikipedia articles, which are typi-
cally the first sentence of the body of each article
(Kazama and Torisawa, 2007), we obtained a total
of 2,141,878 definition sentence candidates, which
covered 867,321 concepts ranging from weapons to
rules of baseball. Then, we coupled two definition
sentences whose defined concepts were the same
and obtained 29,661,812 definition sentence pairs.

Obviously, our method is tailored to Japanese. For
a language-independent method of definition acqui-
sition, see Navigli and Velardi (2010) as an example.

3.2 Paraphrase extraction
Paraphrase extraction proceeds as follows. First,
each sentence in a pair is parsed by the depen-
dency parser KNP2 and dependency tree frag-
ments that constitute linguistically well-formed con-
stituents are extracted. The extracted dependency
tree fragments are called candidate phrases here-
after. We restricted candidate phrases to predicate
phrases that consist of at least one dependency re-
lation, do not contain demonstratives, and in which
all the leaf nodes are nominal and all of the con-
stituents are consecutive in the sentence. KNP indi-
cates whether each candidate phrase is a predicate
based on the POS of the head morpheme. Then,
we check all the pairs of candidate phrases between
two definition sentences to find paraphrase pairs.3

In (1), repeated in (3), candidate phrase pairs to be
checked include ( 1© decreases the quantity of bone,
1© reduces bone mass), ( 1© decreases the quantity

of bone, 2© increases the risk of bone fracture), ( 2©
makes bones fragile, 1© reduces bone mass), and ( 2©
makes bones fragile, 2© increases the risk of bone
fracture).

(3) a. Osteoporosis is a disease that 1© decreases the
quantity of bone and 2© makes bones fragile.

b. Osteoporosis is a disease that 1© reduces bone
mass and 2© increases the risk of bone fracture.

2http://nlp.kuee.kyoto-u.ac.jp/
nl-resource/knp.html.

3Our method discards candidate phrase pairs in which one
subsumes the other in terms of their character string, or the dif-
ference is only one proper noun like “toner cartridges that Ap-
ple Inc. made” and “toner cartridges that Xerox made.” Proper
nouns are recognized by KNP.
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f1 The ratio of the number of morphemes shared between two candidate phrases to the number of all of the morphemes in the two phrases.
f2 The ratio of the number of a candidate phrase’s morphemes, for which there is a morpheme with small edit distance (1 in our experiment) in

another candidate phrase, to the number of all of the morphemes in the two phrases. Note that Japanese has many orthographical variations
and edit distance is useful for identifying them.

f3 The ratio of the number of a candidate phrase’s morphemes, for which there is a morpheme with the same pronunciation in another candidate
phrase, to the number of all of the morphemes in the two phrases. Pronunciation is also useful for identifying orthographic variations.
Pronunciation is given by KNP.

f4 The ratio of the number of morphemes of a shorter candidate phrase to that of a longer one.
f5 The identity of the inflected form of the head morpheme between two candidate phrases: 1 if they are identical, 0 otherwise.
f6 The identity of the POS of the head morpheme between two candidate phrases: 1 or 0.
f7 The identity of the inflection (conjugation) of the head morpheme between two candidate phrases: 1 or 0.
f8 The ratio of the number of morphemes that appear in a candidate phrase segment of a definition sentence s1 and in a segment that is NOT a

part of the candidate phrase of another definition sentence s2 to the number of all of the morphemes of s1’s candidate phrase, i.e. how many
extra morphemes are incorporated into s1’s candidate phrase.

f9 The reversed (s1 ↔ s2) version of f8.
f10 The ratio of the number of parent dependency tree fragments that are shared by two candidate phrases to the number of all of the parent de-

pendency tree fragments of the two phrases. Dependency tree fragments are represented by the pronunciation of their component morphemes.
f11 A variation of f10; tree fragments are represented by the base form of their component morphemes.
f12 A variation of f10; tree fragments are represented by the POS of their component morphemes.
f13 The ratio of the number of unigrams (morphemes) that appear in the child context of both candidate phrases to the number of all of the child

context morphemes of both candidate phrases. Unigrams are represented by the pronunciation of the morpheme.
f14 A variation of f13; unigrams are represented by the base form of the morpheme.
f15 A variation of f14; the numerator is the number of child context unigrams that are adjacent to both candidate phrases.
f16 The ratio of the number of trigrams that appear in the child context of both candidate phrases to the number of all of the child context

morphemes of both candidate phrases. Trigrams are represented by the pronunciation of the morpheme.
f17 Cosine similarity between two definition sentences from which a candidate phrase pair is extracted.

Table 1: Features used by paraphrase classifier.

The paraphrase checking of candidate phrase
pairs is performed by an SVM classifier with a linear
kernel that classifies each pair of candidate phrases
into a paraphrase or a non-paraphrase.4 Candidate
phrase pairs are ranked by their distance from the
SVM’s hyperplane. Features for the classifier are
based on our observation that two candidate phrases
tend to be paraphrases if the candidate phrases them-
selves are sufficiently similar and/or their surround-
ing contexts are sufficiently similar. Table 1 lists the
features used by the classifier.5 Basically, they rep-
resent either the similarity of candidate phrases (f1-
9) or that of their contexts (f10-17). We think that
they have various degrees of discriminative power,
and thus we use the SVM to adjust their weights.
Figure 1 illustrates features f8-12, for which you
may need supplemental remarks. English is used for
ease of explanation. In the figure, f8 has a positive
value since the candidate phrase of s1 contains mor-
phemes “of bone”, which do not appear in the can-

4We use SVMperf available at http://svmlight.
joachims.org/svm perf.html.

5In the table, the parent context of a candidate phrase con-
sists of expressions that appear in ancestor nodes of the candi-
date phrase in terms of the dependency structure of the sentence.
Child contexts are defined similarly.

Figure 1: Illustration of features f8-12.

didate phrase of s2 but do appear in the other part
of s2, i.e. they are extra morphemes for s1’s candi-
date phrase. On the other hand, f9 is zero since there
is no such extra morpheme in s2’s candidate phrase.
Also, features f10-12 have positive values since the
two candidate phrases share two parent dependency
tree fragments, (that increases) and (of fracture).

We have also tried the following features, which
we do not detail due to space limitation: the sim-
ilarity of candidate phrases based on semantically
similar nouns (Kazama and Torisawa, 2008), entail-
ing/entailed verbs (Hashimoto et al., 2009), and the
identity of the pronunciation and base form of the
head morpheme; N -grams (N=1,2,3) of child and
parent contexts represented by either the inflected
form, base form, pronunciation, or POS of mor-
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Original definition sentence pair (s1, s2) Paraphrased definition sentence pair (s′1, s
′
2)

s1: Osteoporosis is a disease that reduces bone mass and makes bones
fragile.

s′1: Osteoporosis is a disease that decreases the quantity of bone and
makes bones fragile.

s2: Osteoporosis is a disease that decreases the quantity of bone and
increases the risk of bone fracture.

s′2: Osteoporosis is a disease that reduces bone mass and increases
the risk of bone fracture.

Figure 2: Bidirectional checking of entailment relation (→) of p1 → p2 and p2 → p1. p1 is “reduces bone mass”
in s1 and p2 is “decreases the quantity of bone” in s2. p1 and p2 are exchanged between s1 and s2 to generate
corresponding paraphrased sentences s′

1 and s′
2. p1 → p2 (p2 → p1) is verified if s1 → s′

1 (s2 → s′
2) holds. In this

case, both of them hold. English is used for ease of explanation.

pheme; parent/child dependency tree fragments rep-
resented by either the inflected form, base form, pro-
nunciation, or POS; adjacent versions (cf. f15) of
N -gram features and parent/child dependency tree
features. These amount to 78 features, but we even-
tually settled on the 17 features in Table 1 through
ablation tests to evaluate the discriminative power
of each feature.

The ablation tests were conducted using training
data that we prepared. In preparing the training data,
we faced the problem that the completely random
sampling of candidate paraphrase pairs provided us
with only a small number of positive examples.
Thus, we automatically collected candidate para-
phrase pairs that were expected to have a high like-
lihood of being positive as examples to be labeled.
The likelihood was calculated by simply summing
all of the 78 feature values that we have tried, since
they indicate the likelihood of a given candidate
paraphrase pair’s being a paraphrase. Note that val-
ues of the features f8 and f9 are weighted with −1,
since they indicate the unlikelihood. Specifically,
we first randomly sampled 30,000 definition sen-
tence pairs from the 29,661,812 pairs, and collected
3,000 candidate phrase pairs that had the highest
likelihood from them. The manual labeling of each
candidate phrase pair (p1, p2) was based on bidirec-
tional checking of entailment relation, p1 → p2 and
p2 → p1, with p1 and p2 embedded in contexts.

This scheme is similar to the one proposed by
Szpektor et al. (2007). We adopt this scheme since
paraphrase judgment might be unstable between an-
notators unless they are given a particular context
based on which they make a judgment. As de-
scribed below, we use definition sentences as con-
texts. We admit that annotators might be biased by
this in some unexpected way, but we believe that
this is a more stable method than that without con-

texts. The labeling process is as follows. First, from
each candidate phrase pair (p1, p2) and its source
definition sentence pair (s1, s2), we create two para-
phrase sentence pairs (s′1, s

′
2) by exchanging p1 and

p2 between s1 and s2. Then, annotators check if s1

entails s′1 and s2 entails s′2 so that entailment rela-
tions of both directions p1 → p2 and p2 → p1 are
checked. Figure 2 shows an example of bidirectional
checking. In this example, both entailment relations,
s1 → s′1 and s2 → s′2, hold, and thus the candidate
phrase pair (p1, p2) is judged as positive. We used
(p1, p2), for which entailment relations of both di-
rections held, as positive examples (1,092 pairs) and
the others as negative ones (1,872 pairs).6

We built the paraphrase classifier from the train-
ing data. As mentioned, candidate phrase pairs were
ranked by the distance from the SVM’s hyperplane.

4 Experiment

In this paper, our claims are twofold.

I. Definition sentences on the Web are a treasure
trove of paraphrase knowledge (Section 4.2).

II. Our method of paraphrase acquisition from
definition sentences is more accurate than well-
known competing methods (Section 4.1).

We first verify claim II by comparing our method
with that of Barzilay and McKeown (2001) (BM
method), Moses7 (Koehn et al., 2007) (SMT
method), and that of Murata et al. (2004) (Mrt
method). The first two methods are well known for
accurately extracting semantically equivalent phrase
pairs from parallel corpora.8 Then, we verify claim

6The remaining 36 pairs were discarded as they contained
garbled characters of Japanese.

7http://www.statmt.org/moses/
8As anonymous reviewers pointed out, they are unsuper-

vised methods and thus unable to be adapted to definition sen-

1091



I by comparing definition sentence pairs with sen-
tence pairs that are acquired from the Web using Ya-
hoo!JAPAN API9 as a paraphrase knowledge source.
In the latter data set, two sentences of each pair
are expected to be semantically similar regardless of
whether they are definition sentences. Both sets con-
tain 100,000 pairs.

Three annotators (not the authors) checked evalu-
ation samples. Fleiss’ kappa (Fleiss, 1971) was 0.69
(substantial agreement (Landis and Koch, 1977)).

4.1 Our method vs. competing methods

In this experiment, paraphrase pairs are extracted
from 100,000 definition sentence pairs that are ran-
domly sampled from the 29,661,812 pairs. Before
reporting the experimental results, we briefly de-
scribe the BM, SMT, and Mrt methods.

BM method Given parallel sentences like multi-
ple translations of the same source text, the BM
method works iteratively as follows. First, it collects
from the parallel sentences identical word pairs and
their contexts (POS N -grams with indices indicat-
ing corresponding words between paired contexts)
as positive examples and those of different word
pairs as negative ones. Then, each context is ranked
based on the frequency with which it appears in pos-
itive (negative) examples. The most likely K posi-
tive (negative) contexts are used to extract positive
(negative) paraphrases from the parallel sentences.
Extracted positive (negative) paraphrases and their
morpho-syntactic patterns are used to collect addi-
tional positive (negative) contexts. All the positive
(negative) contexts are ranked, and additional para-
phrases and their morpho-syntactic patterns are ex-
tracted again. This iterative process finishes if no
further paraphrase is extracted or the number of iter-
ations reaches a predefined threshold T . In this ex-
periment, following Barzilay and McKeown (2001),
K is 10 and N is 1 to 3. The value of T is not given
in their paper. We chose 3 as its value based on our
preliminary experiments. Note that paraphrases ex-
tracted by this method are not ranked.

tences. Nevertheless, we believe that comparing these methods
with ours is very informative, since they are known to be accu-
rate and have been influential.

9http://developer.yahoo.co.jp/webapi/

SMT method Our SMT method uses Moses
(Koehn et al., 2007) and extracts a phrase table, a
set of two phrases that are translations of each other,
given a set of two sentences that are translations of
each other. If you give Moses monolingual parallel
sentence pairs, it should extract a set of two phrases
that are paraphrases of each other. In this experi-
ment, default values were used for all parameters.
To rank extracted phrase pairs, we assigned each of
them the product of two phrase translation probabil-
ities of both directions that were given by Moses.
For other SMT methods, see Quirk et al. (2004) and
Bannard and Callison-Burch (2005) among others.

Mrt method Murata et al. (2004) proposed a
method to extract paraphrases from two manually
compiled dictionaries. It simply regards a difference
between two definition sentences of the same word
as a paraphrase candidate. Paraphrase candidates are
ranked according to an unsupervised scoring scheme
that implements their assumption. They assume that
a paraphrase candidate tends to be a valid paraphrase
if it is surrounded by infrequent strings and/or if it
appears multiple times in the data.

In this experiment, we evaluated the unsupervised
version of our method in addition to the supervised
one described in Section 3.2, in order to compare
it fairly with the other methods. The unsupervised
method works in the same way as the supervised
one, except that it ranks candidate phrase pairs by
the sum of all 17 feature values, instead of the dis-
tance from the SVM’s hyperplane. In other words,
no supervised learning is used. All the feature val-
ues are weighted with 1, except for f8 and f9, which
are weighted with −1 since they indicate the unlike-
lihood of a candidate phrase pair being paraphrases.
BM, SMT, Mrt, and the two versions of our method
were used to extract paraphrase pairs from the same
100,000 definition sentence pairs.

Evaluation scheme Evaluation of each para-
phrase pair (p1, p2) was based on bidirectional
checking of entailment relations p1 → p2 and p2 →
p1 in a way similar to the labeling of the training
data. The difference is that contexts for evaluation
are two sentences that are retrieved from the Web
and contain p1 and p2, instead of definition sen-
tences from which p1 and p2 are extracted. This
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is intended to check whether extracted paraphrases
are also valid for contexts other than those from
which they are extracted. The evaluation proceeds
as follows. For the top m paraphrase pairs of each
method (in the case of the BM method, randomly
sampled m pairs were used, since the method does
not rank paraphrase pairs), we retrieved a sentence
pair (s1, s2) for each paraphrase pair (p1, p2) from
the Web, such that s1 contains p1 and s2 contains p2.
In doing so, we make sure that neither s1 nor s2 are
the definition sentences from which p1 and p2 are
extracted. For each method, we randomly sample
n samples from all of the paraphrase pairs (p1, p2)
for which both s1 and s2 are retrieved. Then, from
each (p1, p2) and (s1, s2), we create two paraphrase
sentence pairs (s′1, s

′
2) by exchanging p1 and p2 be-

tween s1 and s2. All samples, each consisting of
(p1, p2), (s1, s2), and (s′1, s

′
2), are checked by three

human annotators to determine whether s1 entails
s′1 and s2 entails s′2 so that entailment relations of
both directions are verified. In advance of evaluation
annotation, all the evaluation samples are shuffled
so that the annotators cannot find out which sample
is given by which method for fairness. We regard
each paraphrase pair as correct if at least two annota-
tors judge that entailment relations of both directions
hold for it. You may wonder whether only one pair
of sentences (s1, s2) is enough for evaluation since a
correct (wrong) paraphrase pair might be judged as
wrong (correct) accidentally. Nevertheless, we sup-
pose that the final evaluation results are reliable if
the number of evaluation samples is sufficient. In
this experiment, m is 5,000 and n is 200. We use
Yahoo!JAPAN API to retrieve sentences.

Graph (a) in Figure 3 shows a precision curve
for each method. Sup and Uns respectively indi-
cate the supervised and unsupervised versions of our
method. The figure indicates that Sup outperforms
all the others and shows a high precision rate of
about 94% at the top 1,000. Remember that this
is the result of using 100,000 definition sentence
pairs. Thus, we estimate that Sup can extract about
300,000 paraphrase pairs with a precision rate of
about 94%, if we use all 29,661,812 definition sen-
tence pairs that we acquired.

Furthermore, we measured precision after trivial
paraphrase pairs were discarded from the evaluation
samples of each method. A candidate phrase pair

Definition sentence pairs Sup Uns BM SMT Mrt
with trivial 1,381,424 24,049 9,562 18,184
without trivial 1,377,573 23,490 7,256 18,139
Web sentence pairs Sup Uns BM SMT Mrt
with trivial 277,172 5,101 4,586 4,978
without trivial 274,720 4,399 2,342 4,958

Table 2: Number of extracted paraphrases.

(p1, p2) is regarded as trivial if the pronunciation is
the same between p1 and p2,10 or all of the con-
tent words contained in p1 are the same as those
of p2. Graph (b) gives a precision curve for each
method. Again, Sup outperforms the others too, and
maintains a precision rate of about 90% until the top
1,000. These results support our claim II.

The upper half of Table 2 shows the number of
extracted paraphrases with/without trivial pairs for
each method.11 Sup and Uns extracted many more
paraphrases. It is noteworthy that Sup performed the
best in terms of both precision rate and the number
of extracted paraphrases.

Table 3 shows examples of correct and incorrect
outputs of Sup. As the examples indicate, many of
the extracted paraphrases are not specific to defini-
tion sentences and seem very reusable. However,
there are few paraphrases involving metaphors or id-
ioms in the outputs due to the nature of definition
sentences. In this regard, we do not claim that our
method is almighty. We agree with Sekine (2005)
who claims that several different methods are re-
quired to discover a wider variety of paraphrases.

In graphs (a) and (b), the precision of the SMT
method goes up as rank goes down. This strange be-
havior is due to the scoring by Moses that worked
poorly for the data; it gave 1.0 to 82.5% of all the
samples, 38.8% of which were incorrect. We suspect
SMT methods are poor at monolingual alignment for
paraphrasing or entailment tasks since, in the tasks,
data is much noisier than that used for SMT. See
MacCartney et al. (2008) for similar discussion.

4.2 Definition pairs vs. Web sentence pairs

To collect Web sentence pairs, first, we randomly
sampled 1.8 million sentences from the Web corpus.

10There are many kinds of orthographic variants in Japanese,
which can be identified by their pronunciation.

11We set no threshold for candidate phrase pairs of each
method, and counted all the candidate phrase pairs in Table 2.
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Figure 3: Precision curves of paraphrase extraction.

Rank Paraphrase pair

Correct

13 メールアドレスにメールを送る (send a message to the e-mail address)⇔メールアドレスに電子メールを送る (send
an e-mail message to the e-mail address)

19 お客様の依頼による (requested by a customer)⇔お客様の委託による (commissioned by a customer)
70 企業の財政状況を表す (describe the fiscal condition of company) ⇔企業の財政状態を示す (indicate the fiscal state

of company)
112 インフォメーションを得る (get information)⇔ニュースを得る (get news)
656 きまりのことです (it is a convention)⇔ルールのことです (it is a rule)
841 地震のエネルギー規模をあらわす (represent the energy scale of earthquake)⇔地震の規模を表す (represent the scale

of earthquake)
929 細胞を酸化させる (cause the oxidation of cells)⇔細胞を老化させる (cause cellular aging)

1,553 角質を取り除く (remove dead skin cells)⇔角質をはがす (peel off dead skin cells)
2,243 胎児の発育に必要だ (required for the development of fetus)⇔胎児の発育成長に必要不可欠だ (indispensable for the

growth and development of fetus)
2,855 視力を矯正する (correct eyesight)⇔視力矯正を行う (perform eyesight correction)
2,931 チャラにしてもらう (call it even)⇔帳消しにしてもらう (call it quits)
3,667 ハードディスク上に蓄積される (accumulated on a hard disk)⇔ハードディスクドライブに保存される (stored on a

hard disk drive)
4,870 有害物質を排泄する (excrete harmful substance)⇔有害毒素を排出する (discharge harmful toxin)
5,501 １つのＣＰＵの内部に２つのプロセッサコアを搭載する (mount two processor cores on one CPU)⇔１つのパッケー

ジに２つのプロセッサコアを集積する (build two processor cores into one package)
10,675 外貨を売買する (trade foreign currencies)⇔通貨を交換する (exchange one currency for another)

112,819 派遣先企業の社員になる (become a regular staff member of the company where (s)he has worked as a temp) ⇔派遣
先に直接雇用される (employed by the company where (s)he has worked as a temp)

193,553 Ｗｅｂサイトにアクセスする (access Web sites)⇔ＷＷＷサイトを訪れる (visit WWW sites)

Incorrect

903 ブラウザに送信される (send to a Web browser)⇔パソコンに送信される (send to a PC)
2,530 調和をはかる (intend to balance)⇔リフレッシュを図る (intend to refresh)
3,008 消化酵素では消化できない (unable to digest with digestive enzymes)⇔消化酵素で消化され難い (hard to digest with

digestive enzymes)

Table 3: Examples of correct and incorrect paraphrases extracted by our supervised method with their rank.
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We call them sampled sentences. Then, using Ya-
hoo!JAPAN API, we retrieved up to 20 snippets rele-
vant to each sampled sentence using all of the nouns
in each sentence as a query. After that, each snippet
was split into sentences, which we call snippet sen-
tences. We paired a sampled sentence and a snippet
sentence that was the most similar to the sampled
sentence. Similarity is the number of nouns shared
by the two sentences. Finally, we randomly sampled
100,000 pairs from all the pairs.

Paraphrase pairs were extracted from the Web
sentence pairs by using BM, SMT, Mrt and the su-
pervised and unsupervised versions of our method.
The features used with our methods were selected
from all of the 78 features mentioned in Section 3.2
so that they performed well for Web sentence pairs.
Specifically, the features were selected by ablation
tests using training data that was tailored to Web
sentence pairs. The training data consisted of 2,741
sentence pairs that were collected in the same way as
the Web sentence pairs and was labeled in the same
way as described in Section 3.2.

Graph (c) of Figure 3 shows precision curves. We
also measured precision without trivial pairs in the
same way as the previous experiment. Graph (d)
shows the results. The lower half of Table 2 shows
the number of extracted paraphrases with/without
trivial pairs for each method.

Note that precision figures of our methods in
graphs (c) and (d) are lower than those of our meth-
ods in graphs (a) and (b). Additionally, none of the
methods achieved a precision rate of 90% using Web
sentence pairs.12 We think that a precision rate of
at least 90% would be necessary if you apply auto-
matically extracted paraphrases to NLP tasks with-
out manual annotation. Only the combination of Sup
and definition sentence pairs achieved that precision.

Also note that, for all of the methods, the numbers
of extracted paraphrases from Web sentence pairs
are fewer than those from definition sentence pairs.

From all of these results, we conclude that our
claim I is verified.

12Precision of SMT is unexpectedly good. We found some
Web sentence pairs consisting of two mostly identical sentences
on rare occasions. The method worked relatively well for them.

5 Conclusion

We proposed a method of extracting paraphrases
from definition sentences on the Web. From the ex-
perimental results, we conclude that the following
two claims of this paper are verified.

1. Definition sentences on the Web are a treasure
trove of paraphrase knowledge.

2. Our method extracts many paraphrases from
the definition sentences on the Web accurately;
it can extract about 300,000 paraphrases from
6 × 108 Web documents with a precision rate
of about 94%.

Our future work is threefold. First, we will release
extracted paraphrases from all of the 29,661,812
definition sentence pairs that we acquired, after hu-
man annotators check their validity. The result will
be available through the ALAGIN forum.13

Second, we plan to induce paraphrase rules
from paraphrase instances. Though our method
can extract a variety of paraphrase instances on
a large scale, their coverage might be insufficient
for real NLP applications since some paraphrase
phenomena are highly productive. Therefore, we
need paraphrase rules in addition to paraphrase in-
stances. Barzilay and McKeown (2001) induced
simple POS-based paraphrase rules from paraphrase
instances, which can be a good starting point.

Finally, as mentioned in Section 1, the work in
this paper is only the beginning of our research on
paraphrase extraction. We are trying to extract far
more paraphrases from a set of sentences fulfilling
the same pragmatic function (e.g. definition) for the
same topic (e.g. osteoporosis) on the Web. Such
functions other than definition may include the us-
age of the same Linux command, the recipe for the
same cuisine, or the description of related work on
the same research issue.
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Abstract

We analyze collective discourse, a collective
human behavior in content generation, and
show that it exhibits diversity, a property of
general collective systems. Using extensive
analysis, we propose a novel paradigm for de-
signing summary generation systems that re-
flect the diversity of perspectives seen in real-
life collective summarization. We analyze 50
sets of summaries written by human about the
same story or artifact and investigate the diver-
sity of perspectives across these summaries.
We show how different summaries use vari-
ous phrasal information units (i.e., nuggets) to
express the same atomic semantic units, called
factoids. Finally, we present a ranker that em-
ploys distributional similarities to build a net-
work of words, and captures the diversity of
perspectives by detecting communities in this
network. Our experiments show how our sys-
tem outperforms a wide range of other docu-
ment ranking systems that leverage diversity.

1 Introduction

In sociology, the term collective behavior is used to
denote mass activities that are not centrally coordi-
nated (Blumer, 1951). Collective behavior is dif-
ferent from group behavior in the following ways:
(a) it involves limited social interaction, (b) mem-
bership is fluid, and (c) it generates weak and un-
conventional norms (Smelser, 1963). In this paper,
we focus on the computational analysis of collective
discourse, a collective behavior seen in interactive
content contribution and text summarization in on-
line social media. In collective discourse each in-

dividual’s behavior is largely independent of that of
other individuals.

In social media, discourse (Grosz and Sidner,
1986) is often a collective reaction to an event. One
scenario leading to collective reaction to a well-
defined subject is when an event occurs (a movie is
released, a story occurs, a paper is published) and
people independently write about it (movie reviews,
news headlines, citation sentences). This process of
content generation happens over time, and each per-
son chooses the aspects to cover. Each event has
an onset and a time of death after which nothing is
written about it. Tracing the generation of content
over many instances will reveal temporal patterns
that will allow us to make sense of the text gener-
ated around a particular event.

To understand collective discourse, we are inter-
ested in behavior that happens over a short period
of time. We focus on topics that are relatively well-
defined in scope such as a particular event or a single
news event that does not evolve over time. This can
eventually be extended to events and issues that are
evolving either in time or scope such as elections,
wars, or the economy.

In social sciences and the study of complex sys-
tems a lot of work has been done to study such col-
lective systems, and their properties such as self-
organization (Page, 2007) and diversity (Hong and
Page, 2009; Fisher, 2009). However, there is little
work that studies a collective system in which mem-
bers individually write summaries.

In most of this paper, we will be concerned with
developing a complex systems view of the set of col-
lectively written summaries, and give evidence of
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the diversity of perspectives and its cause. We be-
lieve that out experiments will give insight into new
models of text generation, which is aimed at model-
ing the process of producing natural language texts,
and is best characterized as the process of mak-
ing choices between alternate linguistic realizations,
also known as lexical choice (Elhadad, 1995; Barzi-
lay and Lee, 2002; Stede, 1995).

2 Prior Work

In summarization, a number of previous methods
have focused on diversity. (Mei et al., 2010) in-
troduce a diversity-focused ranking methodology
based on reinforced random walks in information
networks. Their random walk model introduces the
rich-gets-richer mechanism to PageRank with rein-
forcements on transition probabilities between ver-
tices. A similar ranking model is the Grasshopper
ranking model (Zhu et al., 2007), which leverages
an absorbing random walk. This model starts with
a regular time-homogeneous random walk, and in
each step the node with the highest weight is set
as an absorbing state. The multi-view point sum-
marization of opinionated text is discussed in (Paul
et al., 2010). Paul et al. introduce Compar-
ative LexRank, based on the LexRank ranking
model (Erkan and Radev, 2004). Their random walk
formulation is to score sentences and pairs of sen-
tences from opposite viewpoints (clusters) based on
both their representativeness of the collection as well
as their contrastiveness with each other. Once a lex-
ical similarity graph is built, they modify the graph
based on cluster information and perform LexRank
on the modified cosine similarity graph.

The most well-known paper that address diver-
sity in summarization is (Carbonell and Goldstein,
1998), which introduces Maximal Marginal Rele-
vance (MMR). This method is based on a greedy
algorithm that picks sentences in each step that are
the least similar to the summary so far. There are
a few other diversity-focused summarization sys-
tems like C-LexRank (Qazvinian and Radev, 2008),
which employs document clustering. These papers
try to increase diversity in summarizing documents,
but do not explain the type of the diversity in their in-
puts. In this paper, we give an insightful discussion
on the nature of the diversity seen in collective dis-

course, and will explain why some of the mentioned
methods may not work under such environments.

In prior work on evaluating independent contri-
butions in content generation, Voorhees (Voorhees,
1998) studied IR systems and showed that rele-
vance judgments differ significantly between hu-
mans but relative rankings show high degrees of sta-
bility across annotators. However, perhaps the clos-
est work to this paper is (van Halteren and Teufel,
2004) in which 40 Dutch students and 10 NLP re-
searchers were asked to summarize a BBC news re-
port, resulting in 50 different summaries. Teufel
and van Halteren also used 6 DUC1-provided sum-
maries, and annotations from 10 student participants
and 4 additional researchers, to create 20 summaries
for another news article in the DUC datasets. They
calculated the Kappa statistic (Carletta, 1996; Krip-
pendorff, 1980) and observed high agreement, indi-
cating that the task of atomic semantic unit (factoid)
extraction can be robustly performed in naturally oc-
curring text, without any copy-editing.

The diversity of perspectives and the unprece-
dented growth of the factoid inventory also affects
evaluation in text summarization. Evaluation meth-
ods are either extrinsic, in which the summaries are
evaluated based on their quality in performing a spe-
cific task (Spärck-Jones, 1999) or intrinsic where the
quality of the summary itself is evaluated, regardless
of any applied task (van Halteren and Teufel, 2003;
Nenkova and Passonneau, 2004). These evaluation
methods assess the information content in the sum-
maries that are generated automatically.

Finally, recent research on analyzing online so-
cial media shown a growing interest in mining news
stories and headlines because of its broad appli-
cations ranging from “meme” tracking and spike
detection (Leskovec et al., 2009) to text summa-
rization (Barzilay and McKeown, 2005). In sim-
ilar work on blogs, it is shown that detecting top-
ics (Kumar et al., 2003; Adar et al., 2007) and sen-
timent (Pang and Lee, 2004) in the blogosphere can
help identify influential bloggers (Adar et al., 2004;
Java et al., 2006) and mine opinions about prod-
ucts (Mishne and Glance, 2006).

1Document Understanding Conference
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3 Data Annotation

The datasets used in our experiments represent two
completely different categories: news headlines, and
scientific citation sentences. The headlines datasets
consist of 25 clusters of news headlines collected
from Google News2, and the citations datasets have
25 clusters of citations to specific scientific papers
from the ACL Anthology Network (AAN)3. Each
cluster consists of a number of unique summaries
(headlines or citations) about the same artifact (non-
evolving news story or scientific paper) written by
different people. Table 1 lists some of the clusters
with the number of summaries in them.

ID type Name Story/Title #
1 hdl miss Miss Venezuela wins miss universe’09 125
2 hdl typhoon Second typhoon hit philippines 100
3 hdl russian Accident at Russian hydro-plant 101
4 hdl redsox Boston Red Sox win world series 99
5 hdl gervais “Invention of Lying” movie reviewed 97
· · · · · · · · ·

25 hdl yale Yale lab tech in court 10
26 cit N03-1017 Statistical Phrase-Based Translation 172
27 cit P02-1006 Learning Surface Text Patterns ... 72
28 cit P05-1012 On-line Large-Margin Training ... 71
29 cit C96-1058 Three New Probabilistic Models ... 66
30 cit P05-1033 A Hierarchical Phrase-Based Model ... 65
· · · · · · · · ·

50 cit H05-1047 A Semantic Approach to Recognizing ... 7

Table 1: Some of the annotated datasets and the number
of summaries in each of them (hdl = headlines; cit = cita-
tions)

3.1 Nuggets vs. Factoids

We define an annotation task that requires explicit
definitions that distinguish between phrases that rep-
resent the same or different information units. Un-
fortunately, there is little consensus in the literature
on such definitions. Therefore, we follow (van Hal-
teren and Teufel, 2003) and make the following dis-
tinction. We define a nugget to be a phrasal infor-
mation unit. Different nuggets may all represent
the same atomic semantic unit, which we call as a
factoid. In the following headlines, which are ran-
domly extracted from the redsox dataset, nuggets
are manually underlined.

red sox win 2007 world series
boston red sox blank rockies to clinch world series

2news.google.com
3http://clair.si.umich.edu/clair/anthology/

boston fans celebrate world series win; 37 arrests re-
ported

These 3 headlines contain 9 nuggets, which rep-
resent 5 factoids or classes of equivalent nuggets.

f1 : {red sox, boston, boston red sox}
f2 : {2007 world series, world series win, world series}
f3 : {rockies}
f4 : {37 arrests}
f5 : {fans celebrate}

This example suggests that different headlines on
the same story written independently of one an-
other use different phrases (nuggets) to refer to the
same semantic unit (e.g., “red sox” vs. “boston” vs.
“boston red sox”) or to semantic units corresponding
to different aspects of the story (e.g., “37 arrests” vs.
“rockies”). In the former case different nuggets are
used to represent the same factoid, while in the latter
case different nuggets are used to express different
factoids. This analogy is similar to the definition of
factoids in (van Halteren and Teufel, 2004).

The following citation sentences to Koehn’s work
suggest that a similar phenomenon also happens in
citations.

We also compared our model with pharaoh (Koehn et al,
2003).

Koehn et al (2003) find that
phrases longer than three words improve per-
formance little.

Koehn et al (2003) suggest limiting phrase length
to three words or less.

For further information on these parameter settings,
confer (koehn et al, 2003).

where the first author mentions “pharaoh” as a
contribution of Koehn et al, but the second and third
use different nuggets to represent the same contribu-
tion: use of trigrams. However, as the last citation
shows, a citation sentence, unlike news headlines,
may cover no information about the target paper.

The use of phrasal information as nuggets is an es-
sential element to our experiments, since some head-
line writers often try to use uncommon terms to re-
fer to a factoid. For instance, two headlines from the
redsox cluster are:

Short wait for bossox this time
Soxcess started upstairs
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Following these examples, we asked two anno-
tators to annotate all 1, 390 headlines, and 926 ci-
tations. The annotators were asked to follow pre-
cise guidelines in nugget extraction. Our guidelines
instructed annotators to extract non-overlapping
phrases from each headline as nuggets. Therefore,
each nugget should be a substring of the headline
that represents a semantic unit4.

Previously (Lin and Hovy, 2002) had shown that
information overlap judgment is a difficult task for
human annotators. To avoid such a difficulty, we
enforced our annotators to extract non-overlapping
nuggets from a summary to make sure that they are
mutually independent and that information overlap
between them is minimized.

Finding agreement between annotated well-
defined nuggets is straightforward and can be cal-
culated in terms of Kappa. However, when nuggets
themselves are to be extracted by annotators, the
task becomes less obvious. To calculate the agree-
ment, we annotated 10 randomly selected head-
line clusters twice and designed a simple evalua-
tion scheme based on Kappa5. For each n-gram,
w, in a given headline, we look if w is part of any
nugget in either human annotations. If w occurs
in both or neither, then the two annotators agree
on it, and otherwise they do not. Based on this
agreement setup, we can formalize the κ statistic
as κ = Pr(a)−Pr(e)

1−Pr(e) where Pr(a) is the relative ob-
served agreement among annotators, and Pr(e) is
the probability that annotators agree by chance if
each annotator is randomly assigning categories.

Table 2 shows the unigram, bigram, and trigram-
based average κ between the two human annotators
(Human1, Human2). These results suggest that
human annotators can reach substantial agreement
when bigram and trigram nuggets are examined, and
has reasonable agreement for unigram nuggets.

4 Diversity

We study the diversity of ways with which human
summarizers talk about the same story or event and
explain why such a diversity exists.

4Before the annotations, we lower-cased all summaries and
removed duplicates

5Previously (Qazvinian and Radev, 2010) have shown high
agreement in human judgments in a similar task on citation an-
notation

Average κ
unigram bigram trigram

Human1 vs. Human2
0.76± 0.4 0.80± 0.4 0.89± 0.3

Table 2: Agreement between different annotators in terms
of average Kappa in 25 headline clusters.
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Figure 1: The cumulative probability distribution for the
frequency of factoids (i.e., the probability that a factoid
will be mentioned in c different summaries) across in
each category.

4.1 Skewed Distributions

Our first experiment is to analyze the popularity of
different factoids. For each factoid in the annotated
clusters, we extract its count, X , which is equal to
the number of summaries it has been mentioned in,
and then we look at the distribution of X . Fig-
ure 1 shows the cumulative probability distribution
for these counts (i.e., the probability that a factoid
will be mentioned in at least c different summaries)
in both categories.

These highly skewed distributions indicate that a
large number of factoids (more than 28%) are only
mentioned once across different clusters (e.g., “poor
pitching of colorado” in the redsox cluster), and
that a few factoids are mentioned in a large number
of headlines (likely using different nuggets). The
large number of factoids that are only mentioned in
one headline indicates that different summarizers in-
crease diversity by focusing on different aspects of
a story or a paper. The set of nuggets also exhibit
similar skewed distributions. If we look at individ-
ual nuggets, the redsox set shows that about 63
(or 80%) of the nuggets get mentioned in only one
headline, resulting in a right-skewed distribution.

The factoid analysis of the datasets reveals two
main causes for the content diversity seen in head-
lines: (1) writers focus on different aspects of the
story and therefore write about different factoids
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(e.g., “celebrations” vs. “poor pitching of col-
orado”). (2) writer use different nuggets to represent
the same factoid (e.g., “redsox” vs. “bosox”). In the
following sections we analyze the extent at which
each scenario happens.
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Figure 2: The number of unique factoids and nuggets ob-
served by reading n random summaries in all the clusters
of each category

4.2 Factoid Inventory
The emergence of diversity in covering different fac-
toids suggests that looking at more summaries will
capture a larger number of factoids. In order to ana-
lyze the growth of the factoid inventory, we perform
a simple experiment. We shuffle the set of sum-
maries from all 25 clusters in each category, and then
look at the number of unique factoids and nuggets
seen after reading nth summary. This number shows
the amount of information that a randomly selected
subset of n writers represent. This is important to
study in order to find out whether we need a large
number of summaries to capture all aspects of a
story and build a complete factoid inventory. The
plot in Figure 4.1 shows, at each n, the number of
unique factoids and nuggets observed by reading n
random summaries from the 25 clusters in each cat-
egory. These curves are plotted on a semi-log scale
to emphasize the difference between the growth pat-
terns of the nugget inventories and the factoid inven-

tories6.
This finding numerically confirms a similar ob-

servation on human summary annotations discussed
in (van Halteren and Teufel, 2003; van Halteren
and Teufel, 2004). In their work, van Halteren and
Teufel indicated that more than 10-20 human sum-
maries are needed for a full factoid inventory. How-
ever, our experiments with nuggets of nearly 2, 400
independent human summaries suggest that neither
the nugget inventory nor the number of factoids will
be likely to show asymptotic behavior. However,
these plots show that the nugget inventory grows at
a much faster rate than factoids. This means that a
lot of the diversity seen in human summarization is
a result of the so called different lexical choices that
represent the same semantic units or factoids.

4.3 Summary Quality

In previous sections we gave evidence for the diver-
sity seen in human summaries. However, a more
important question to answer is whether these sum-
maries all cover important aspects of the story. Here,
we examine the quality of these summaries, study
the distribution of information coverage in them,
and investigate the number of summaries required
to build a complete factoid inventory.

The information covered in each summary can be
determined by the set of factoids (and not nuggets)
and their frequencies across the datasets. For exam-
ple, in the redsox dataset, “red sox”, “boston”, and
“boston red sox” are nuggets that all represent the
same piece of information: the red sox team. There-
fore, different summaries that use these nuggets to
refer to the red sox team should not be seen as very
different.

We use the Pyramid model (Nenkova and Pas-
sonneau, 2004) to value different summary factoids.
Intuitively, factoids that are mentioned more fre-
quently are more salient aspects of the story. There-
fore, our pyramid model uses the normalized fre-
quency at which a factoid is mentioned across a
dataset as its weight. In the pyramid model, the in-
dividual factoids fall in tiers. If a factoid appears in
more summaries, it falls in a higher tier. In princi-
ple, if the term wi appears |wi| times in the set of

6Similar experiment using individual clusters exhibit similar
behavior
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headlines it is assigned to the tier T|wi|. The pyra-
mid score that we use is computed as follows. Sup-
pose the pyramid has n tiers, Ti, where tier Tn is
the top tier and T1 is the bottom. The weight of
the factoids in tier Ti will be i (i.e. they appeared
in i summaries). If |Ti| denotes the number of fac-
toids in tier Ti, and Di is the number of factoids in
the summary that appear in Ti, then the total factoid
weight for the summary is D =

∑n
i=1 i × Di. Ad-

ditionally, the optimal pyramid score for a summary
is Max =

∑n
i=1 i× |Ti|. Finally, the pyramid score

for a summary can be calculated as

P =
D

Max

Based on this scoring scheme, we can use the an-
notated datasets to determine the quality of individ-
ual headlines. First, for each set we look at the vari-
ation in pyramid scores that individual summaries
obtain in their set. Figure 3 shows, for each clus-
ter, the variation in the pyramid scores (25th to 75th
percentile range) of individual summaries evaluated
against the factoids of that cluster. This figure in-
dicates that the pyramid score of almost all sum-
maries obtain values with high variations in most of
the clusters For instance, individual headlines from
redsox obtain pyramid scores as low as 0.00 and
as high as 0.93. This high variation confirms the pre-
vious observations on diversity of information cov-
erage in different summaries.

Additionally, this figure shows that headlines gen-
erally obtain higher values than citations when con-
sidered as summaries. One reason, as explained be-
fore, is that a citation may not cover any important
contribution of the paper it is citing, when headlines
generally tend to cover some aspects of the story.

High variation in quality means that in order to
capture a larger information content we need to read
a greater number of summaries. But how many
headlines should one read to capture a desired level
of information content? To answer this question,
we perform an experiment based on drawing random
summaries from the pool of all the clusters in each
category. We perform a Monte Carlo simulation, in
which for each n, we draw n random summaries,
and look at the pyramid score achieved by reading
these headlines. The pyramid score is calculated us-
ing the factoids from all 25 clusters in each cate-

gory7. Each experiment is repeated 1, 000 times to
find the statistical significance of the experiment and
the variation from the average pyramid scores.

Figure 4.3 shows the average pyramid scores over
different n values in each category on a log-log
scale. This figure shows how pyramid score grows
and approaches 1.00 rapidly as more randomly se-
lected summaries are seen.
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Figure 4: Average pyramid score obtained by reading n
random summaries shows rapid asymptotic behavior.

5 Diversity-based Ranking

In previous sections we showed that the diversity
seen in human summaries could be according to dif-
ferent nuggets or phrases that represent the same fac-
toid. Ideally, a summarizer that seeks to increase di-
versity should capture this phenomenon and avoid
covering redundant nuggets. In this section, we use
different state of the art summarization systems to
rank the set of summaries in each cluster with re-
spect to information content and diversity. To evalu-
ate each system, we cut the ranked list at a constant
length (in terms of the number of words) and calcu-
late the pyramid score of the remaining text.

5.1 Distributional Similarity

We have designed a summary ranker that will pro-
duce a ranked list of documents with respect to the
diversity of their contents. Our model works based
on ranking individual words and using the ranked
list of words to rank documents that contain them.

In order to capture the nuggets of equivalent se-
mantic classes, we use a distributional similarity of

7Similar experiment using individual clusters exhibit similar
results
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Figure 3: The 25th to 75th percentile pyramid score range in individual clusters

words that is inspired by (Lee, 1999). We represent
each word by its context in the cluster and find the
similarity of such contexts. Particularly, each word
wi is represented by a bag of words, `i, that have a
surface distance of 3 or smaller to wi anywhere in
the cluster. In other words, `i contains any word that
co-occurs with wi in a 4-gram in the cluster. This
bag of words representation of words enables us to
find the word-pair similarities.

sim(wi, wj) =
~̀
i · ~̀j√
|~̀i|| ~̀j |

(1)

We use the pair-wise similarities of words in each
cluster, and build a network of words and their simi-
larities. Intuitively, words that appear in similar con-
texts are more similar to each other and will have a
stronger edge between them in the network. There-
fore, similar words, or words that appear in similar
contexts, will form communities in this graph. Ide-
ally, each community in the word similarity network
would represent a factoid. To find the communities
in the word network we use (Clauset et al., 2004), a
hierarchical agglomeration algorithm which works
by greedily optimizing the modularity in a linear
running time for sparse graphs.

The community detection algorithm will assign
to each word wi, a community label Ci. For each
community, we use LexRank to rank the words us-
ing the similarities in Equation 1, and assign a score
to each word wi as S(wi) = Ri

|Ci| , where Ri is the
rank of wi in its community, and |Ci| is the number
of words that belong to Ci. Figure 5.1 shows part

police

second

sox

celebrations

red jump

baseball

unhappy

sweeps

pitching

hittingarrest

victorytitle

dynasty

fan poorer

2nd

poor

glory

Pajek

Figure 5: Part of the word similarity graph in the redsox
cluster

of the word similarity graph in the redsox cluster,
in which each node is color-coded with its commu-
nity. This figure illustrates how words that are se-
mantically related to the same aspects of the story
fall in the same communities (e.g., “police” and “ar-
rest”). Finally, to rank sentences, we define the score
of each document Dj as the sum of the scores of its
words.

pds(Dj) =
∑

wi∈Dj

S(wi)

Intuitively, sentences that contain higher ranked
words in highly populated communities will have a
smaller score. To rank the sentences, we sort them
in an ascending order, and cut the list when its size
is greater than the length limit.

5.2 Other Methods
5.2.1 Random

For each cluster in each category (citations and
headlines), this method simply gets a random per-
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mutations of the summaries. In the headlines
datasets, where most of the headlines cover some
factoids about the story, we expect this method to
perform reasonably well since randomization will
increase the chances of covering headlines that fo-
cus on different factoids. However, in the citations
dataset, where a citing sentence may cover no infor-
mation about the cited paper, randomization has the
drawback of selecting citations that have no valuable
information in them.

5.2.2 LexRank
LexRank (Erkan and Radev, 2004) works by first

building a graph of all the documents (Di) in a
cluster. The edges between corresponding nodes
(di) represent the cosine similarity between them is
above a threshold (0.10 following (Erkan and Radev,
2004)). Once the network is built, the system finds
the most central sentences by performing a random
walk on the graph.

p(dj) = (1− λ)
1

|D|
+ λ

∑
di

p(di)P (di → dj) (2)

5.2.3 MMR
Maximal Marginal Relevance (MMR) (Carbonell

and Goldstein, 1998) uses the pairwise cosine simi-
larity matrix and greedily chooses sentences that are
the least similar to those already in the summary. In
particular,
MMR = arg minDi∈D−A

[
maxDj∈A Sim(Di, Dj)

]
where A is the set of documents in the summary,
initialized to A = ∅.

5.2.4 DivRank
Unlike other time-homogeneous random walks

(e.g., PageRank), DivRank does not assume that
the transition probabilities remain constant over
time. DivRank uses a vertex-reinforced random
walk model to rank graph nodes based on a diversity
based centrality. The basic assumption in DivRank
is that the transition probability from a node to other
is reinforced by the number of previous visits to the
target node (Mei et al., 2010). Particularly, let’s as-
sume pT (u, v) is the transition probability from any
node u to node v at time T . Then,

pT (di, dj) = (1− λ).p∗(dj) + λ.
p0(di, dj).NT (dj)

DT (di)
(3)

whereNT (dj) is the number of times the walk has
visited dj up to time T and

DT (di) =
∑

dj∈V

p0(di, dj)NT (dj) (4)

Here, p∗(dj) is the prior distribution that deter-
mines the preference of visiting vertex dj . We try
two variants of this algorithm: DivRank, in which
p∗(dj) is uniform, and DivRank with priors in
which p∗(dj) ∝ l(Dj)

−β , where l(Dj) is the num-
ber of the words in the document Dj and β is a pa-
rameter (β = 0.8).

5.2.5 C-LexRank
C-LexRank is a clustering-based model in which

the cosine similarities of document pairs are used to
build a network of documents. Then the the network
is split into communities, and the most salient doc-
uments in each community are selected (Qazvinian
and Radev, 2008). C-LexRank focuses on finding
communities of documents using their cosine simi-
larity. The intuition is that documents that are more
similar to each other contain similar factoids. We ex-
pect C-LexRank to be a strong ranker, but incapable
of capturing the diversity caused by using different
phrases to express the same meaning. The reason is
that different nuggets that represent the same factoid
often have no words in common (e.g., “victory” and
“glory”) and won’t be captured by a lexical measure
like cosine similarity.

5.3 Experiments
We use each of the systems explained above to rank
the summaries in each cluster. Each ranked list is
then cut at a certain length (50 words for headlines,
and 150 for citations) and the information content
in the remaining text is examined using the pyramid
score.

Table 3 shows the average pyramid score achieved
by different methods in each category. The method
based on the distributional similarities of words out-
performs other methods in the citations category. All
methods show similar results in the headlines cate-
gory, where most headlines cover at least 1 factoid
about the story and a random ranker performs rea-
sonably well. Table 4 shows top 3 headlines from
3 rankers: word distributional similarity (WDS), C-
LexRank, and MMR. In this example, the first 3
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Method headlines citations Mean
pyramid 95% C.I. pyramid 95% C.I.

R 0.928 [0.896, 0.959] 0.716 [0.625, 0.807] 0.822
MMR 0.930 [0.902, 0.960] 0.766 [0.684, 0.847] 0.848
LR 0.918 [0.891, 0.945] 0.728 [0.635, 0.822] 0.823
DR 0.927 [0.900, 0.955] 0.736 [0.667, 0.804] 0.832
DR(p) 0.916 [0.884, 0.949] 0.764 [0.697, 0.831] 0.840
C-LR 0.942 [0.919, 0.965] 0.781 [0.710, 0.852] 0.862
WDS 0.931 [0.905, 0.958] 0.813 [0.738, 0.887] 0.872
R=Random; LR=LexRank; DR=DivRank; DR(p)=DivRank with Priors; C-
LR=C-LexRank; WDS=Word Distributional Similarity; C.I.=Confidence In-
terval

Table 3: Comparison of different ranking systems

Method Top 3 headlines

WDS
1: how sweep it is
2: fans celebrate red sox win
3: red sox take title

C-LR
1: world series: red sox sweep rockies
2: red sox take world series
3: red sox win world series

MMR
1:red sox scale the rockies
2: boston sweep colorado to win world series
3: rookies respond in first crack at the big time

C-LR=C-LexRank; WDS=Word Distributional Similarity

Table 4: Top 3 ranked summaries of the redsox cluster
using different methods

headlines produced by WDS cover two important
factoids: “red sox winning the title” and “fans cel-
ebrating”. However, the second factoid is absent in
the other two.

6 Conclusion and Future Work

Our experiments on two different categories of
human-written summaries (headlines and citations)
showed that a lot of the diversity seen in human
summarization comes from different nuggets that
may actually represent the same semantic informa-
tion (i.e., factoids). We showed that the factoids ex-
hibit a skewed distribution model, and that the size
of the nugget inventory asymptotic behavior even
with a large number of summaries. We also showed
high variation in summary quality across different
summaries in terms of pyramid score, and that the
information covered by reading n summaries has a
rapidly growing asymptotic behavior as n increases.
Finally, we proposed a ranking system that employs
word distributional similarities to identify semanti-
cally equivalent words, and compared it with a wide

range of summarization systems that leverage diver-
sity.

In the future, we plan to move to content from
other collective systems on Web. In order to gen-
eralize our findings, we plan to examine blog com-
ments, online reviews, and tweets (that discuss the
same URL). We also plan to build a generation sys-
tem that employs the Yule model (Yule, 1925) to de-
termine the importance of each aspect (e.g. who,
when, where, etc.) in order to produce summaries
that include diverse aspects of a story.

Our work has resulted in a publicly available
dataset 8 of 25 annotated news clusters with nearly
1, 400 headlines, and 25 clusters of citation sen-
tences with more than 900 citations. We believe that
this dataset can open new dimensions in studying di-
versity and other aspects of automatic text genera-
tion.

7 Acknowledgments

This work is supported by the National Science
Foundation grant number IIS-0705832 and grant
number IIS-0968489. Any opinions, findings, and
conclusions or recommendations expressed in this
paper are those of the authors and do not necessarily
reflect the views of the supporters.

References

Eytan Adar, Li Zhang, Lada A. Adamic, and Rajan M.
Lukose. 2004. Implicit structure and the dynamics of

8http://www-personal.umich.edu/˜vahed/
data.html

1106



Blogspace. In WWW’04, Workshop on the Weblogging
Ecosystem.

Eytan Adar, Daniel S. Weld, Brian N. Bershad, and
Steven S. Gribble. 2007. Why we search: visualiz-
ing and predicting user behavior. In WWW’07, pages
161–170, New York, NY, USA.

Regina Barzilay and Lillian Lee. 2002. Bootstrapping
lexical choice via multiple-sequence alignment. In
Proceedings of the ACL-02 conference on Empirical
methods in natural language processing - Volume 10,
EMNLP ’02, pages 164–171.

Regina Barzilay and Kathleen R. McKeown. 2005. Sen-
tence fusion for multidocument news summarization.
Comput. Linguist., 31(3):297–328.

Herbert Blumer. 1951. Collective behavior. In Lee, Al-
fred McClung, Ed., Principles of Sociology.

Jaime G. Carbonell and Jade Goldstein. 1998. The use of
MMR, diversity-based reranking for reordering docu-
ments and producing summaries. In SIGIR’98, pages
335–336.

Jean Carletta. 1996. Assessing agreement on classifi-
cation tasks: the kappa statistic. Comput. Linguist.,
22(2):249–254.

Aaron Clauset, Mark E. J. Newman, and Cristopher
Moore. 2004. Finding community structure in very
large networks. Phys. Rev. E, 70(6).

Michael Elhadad. 1995. Using argumentation in text
generation. Journal of Pragmatics, 24:189–220.
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Abstract

In this work, we present a novel approach
to the generation task of ordering prenomi-
nal modifiers. We take a maximum entropy
reranking approach to the problem which ad-
mits arbitrary features on a permutation of
modifiers, exploiting hundreds of thousands of
features in total. We compare our error rates to
the state-of-the-art and to a strong Google n-
gram count baseline. We attain a maximum
error reduction of 69.8% and average error re-
duction across all test sets of 59.1% compared
to the state-of-the-art and a maximum error re-
duction of 68.4% and average error reduction
across all test sets of 41.8% compared to our
Google n-gram count baseline.

1 Introduction

Speakers rarely have difficulty correctly ordering
modifiers such as adjectives, adverbs, or gerunds
when describing some noun. The phrase “beau-
tiful blue Macedonian vase” sounds very natural,
whereas changing the modifier ordering to “blue
Macedonian beautiful vase” is awkward (see Table
1 for more examples). In this work, we consider
the task of ordering an unordered set of prenomi-
nal modifiers so that they sound fluent to native lan-
guage speakers. This is an important task for natural
language generation systems.

Much linguistic research has investigated the se-
mantic constraints behind prenominal modifier or-
derings. One common line of research suggests
that modifiers can be organized by the underlying
semantic property they describe and that there is

a. the vegetarian French lawyer
b. the French vegetarian lawyer

a. the beautiful small black purse
b. the beautiful black small purse
c. the small beautiful black purse
d. the small black beautiful purse

Table 1: Examples of restrictions on modifier orderings
from Teodorescu (2006). The most natural sounding or-
dering is in bold, followed by other possibilities that may
only be appropriate in certain situations.

an ordering on semantic properties which in turn
restricts modifier orderings. For instance, Sproat
and Shih (1991) contend that the size property pre-
cedes the color property and thus “small black cat”
sounds more fluent than “black small cat”. Using
> to denote precedence of semantic groups, some
commonly proposed orderings are: quality > size
> shape > color > provenance (Sproat and Shih,
1991), age > color > participle > provenance >

noun > denominal (Quirk et al., 1974), and value
> dimension > physical property > speed > human
propensity > age > color (Dixon, 1977). However,
correctly classifying modifiers into these groups can
be difficult and may be domain dependent or con-
strained by the context in which the modifier is being
used. In addition, these methods do not specify how
to order modifiers within the same class or modifiers
that do not fit into any of the specified groups.

There have also been a variety of corpus-based,
computational approaches. Mitchell (2009) uses
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a class-based approach in which modifiers are
grouped into classes based on which positions they
prefer in the training corpus, with a predefined or-
dering imposed on these classes. Shaw and Hatzi-
vassiloglou (1999) developed three different ap-
proaches to the problem that use counting methods
and clustering algorithms, and Malouf (2000) ex-
pands upon Shaw and Hatzivassiloglou’s work.

This paper describes a computational solution to
the problem that uses relevant features to model the
modifier ordering process. By mapping a set of
features across the training data and using a maxi-
mum entropy reranking model, we can learn optimal
weights for these features and then order each set of
modifiers in the test data according to our features
and the learned weights. This approach has not been
used before to solve the prenominal modifier order-
ing problem, and as we demonstrate, vastly outper-
forms the state-of-the-art, especially for sequences
of longer lengths.

Section 2 of this paper describes previous compu-
tational approaches. In Section 3 we present the de-
tails of our maximum entropy reranking approach.
Section 4 covers the evaluation methods we used,
and Section 5 presents our results. In Section 6 we
compare our approach to previous methods, and in
Section 7 we discuss future work and improvements
that could be made to our system.

2 Related Work

Mitchell (2009) orders sequences of at most 4 mod-
ifiers and defines nine classes that express the broad
positional preferences of modifiers, where position
1 is closest to the noun phrase (NP) head and posi-
tion 4 is farthest from it. Classes 1 through 4 com-
prise those modifiers that prefer only to be in posi-
tions 1 through 4, respectively. Class 5 through 7
modifiers prefer positions 1-2, 2-3, and 3-4, respec-
tively, while class 8 modifiers prefer positions 1-3,
and finally, class 9 modifiers prefer positions 2-4.
Mitchell counts how often each word type appears in
each of these positions in the training corpus. If any
modifier’s probability of taking a certain position is
greater than a uniform distribution would allow, then
it is said to prefer that position. Each word type is
then assigned a class, with a global ordering defined
over the nine classes.

Given a set of modifiers to order, if the entire
set has been seen at training time, Mitchell’s sys-
tem looks up the class of each modifier and then or-
ders the sequence based on the predefined ordering
for the classes. When two modifiers have the same
class, the system picks between the possibilities ran-
domly. If a modifier was not seen at training time
and thus cannot be said to belong to a specific class,
the system favors orderings where modifiers whose
classes are known are as close to their classes’ pre-
ferred positions as possible.

Shaw and Hatzivassiloglou (1999) use corpus-
based counting methods as well. For a corpus with
w word types, they define a w × w matrix where
Count[A, B] indicates how often modifier A pre-
cedes modifier B. Given two modifiers a and b to
order, they compare Count[a, b] and Count[b, a] in
their training data. Assuming a null hypothesis that
the probability of either ordering is 0.5, they use a
binomial distribution to compute the probability of
seeing the ordering < a, b > for Count[a, b] num-
ber of times. If this probability is above a certain
threshold then they say that a precedes b. Shaw and
Hatzivassiloglou also use a transitivity method to fill
out parts of the Count table where bigrams are not
actually seen in the training data but their counts can
be inferred from other entries in the table, and they
use a clustering method to group together modifiers
with similar positional preferences.

These methods have proven to work well, but they
also suffer from sparsity issues in the training data.
Mitchell reports a prediction accuracy of 78.59%
for NPs of all lengths, but the accuracy of her ap-
proach is greatly reduced when two modifiers fall
into the same class, since the system cannot make
an informed decision in those cases. In addition, if a
modifier is not seen in the training data, the system
is unable to assign it a class, which also limits accu-
racy. Shaw and Hatzivassiloglou report a highest ac-
curacy of 94.93% and a lowest accuracy of 65.93%,
but since their methods depend heavily on bigram
counts in the training corpus, they are also limited in
how informed their decisions can be if modifiers in
the test data are not present at training time.

In this next section, we describe our maximum
entropy reranking approach that tries to develop a
more comprehensive model of the modifier ordering
process to avoid the sparsity issues that previous ap-
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proaches have faced.

3 Model

We treat the problem of prenominal modifier or-
dering as a reranking problem. Given a set B of
prenominal modifiers and a noun phrase head H

which B modifies, we define π(B) to be the set of all
possible permutations, or orderings, of B. We sup-
pose that for a set B there is some x

∗ ∈ π(B) which
represents a “correct” natural-sounding ordering of
the modifiers in B.

At test time, we choose an ordering x ∈ π(B) us-
ing a maximum entropy reranking approach (Collins
and Koo, 2005). Our distribution over orderings
x ∈ π(B) is given by:

P (x|H, B, W ) =
exp{W T

φ(B, H, x)}�
x�∈π(B) exp{W T φ(B, H, x�)}

where φ(B, H, x) is a feature vector over a particu-
lar ordering of B and W is a learned weight vector
over features. We describe the set of features in sec-
tion 3.1, but note that we are free under this formu-
lation to use arbitrary features on the full ordering x

of B as well as the head noun H , which we implic-
itly condition on throughout. Since the size of the
set of prenominal modifiers B is typically less than
six, enumerating π(B) is not expensive.

At training time, our data consists of sequences of
prenominal orderings and their corresponding nom-
inal heads. We treat each sequence as a training ex-
ample where the labeled ordering x

∗ ∈ π(B) is the
one we observe. This allows us to extract any num-
ber of ‘labeled’ examples from part-of-speech text.
Concretely, at training time, we select W to maxi-
mize:

L(W ) =




�

(B,H,x∗)

P (x∗|H, B, W )



− �W�2

2σ2

where the first term represents our observed data
likelihood and the second the �2 regularization,
where σ

2 is a fixed hyperparameter; we fix the value
of σ

2 to 0.5 throughout. We optimize this objective
using standard L-BFGS optimization techniques.

The key to the success of our approach is us-
ing the flexibility afforded by having arbitrary fea-
tures φ(B, H, x) to capture all the salient elements

of the prenominal ordering data. These features can
be used to create a richer model of the modifier or-
dering process than previous corpus-based counting
approaches. In addition, we can encapsulate previ-
ous approaches in terms of features in our model.
Mitchell’s class-based approach can be expressed as
a binary feature that tells us whether a given permu-
ation satisfies the class ordering constraints in her
model. Previous counting approaches can be ex-
pressed as a real-valued feature that, given all n-
grams generated by a permutation of modifiers, re-
turns the count of all these n-grams in the original
training data.

3.1 Feature Selection

Our features are of the form φ(B, H, x) as expressed
in the model above, and we include both indica-
tor features and real-valued numeric features in our
model. We attempt to capture aspects of the modifier
permutations that may be significant in the ordering
process. For instance, perhaps the majority of words
that end with -ly are adverbs and should usually be
positioned farthest from the head noun, so we can
define an indicator function that captures this feature
as follows:

φ(B, H, x) =






1 if the modifier in position i

of ordering x ends in -ly
0 otherwise

We create a feature of this form for every possible
modifier position i from 1 to 4.

We might also expect permutations that contain n-
grams previously seen in the training data to be more
natural sounding than other permutations that gener-
ate n-grams that have not been seen before. We can
express this as a real-valued feature:

φ(B, H, x) =

�
count in training data of all
n-grams present in x

See Table 2 for a summary of our features. Many
of the features we use are similar to those in Dunlop
et al. (2010), which uses a feature-based multiple se-
quence alignment approach to order modifiers.
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Numeric Features
n-gram Count If N is the set of all n-grams present in the permutation, returns

the sum of the counts of each element of N in the training data.
A separate feature is created for 2-gms through 5-gms.

Count of Head Noun and Closest Modifier Returns the count of < M, H > in the training data where H is
the head noun and M is the modifier closest to H .

Length of Modifier∗ Returns the length of modifier in position i

Indicator Features
Hyphenated∗ Modifier in position i contains a hyphen.
Is Word w∗ Modifier in position i is word w � W , where W is the set of all

word types in the training data.
Ends In e∗ Modifier in position i ends in suffix e � E, where E = {-al -ble

-ed -er -est -ic -ing -ive -ly -ian}
Is A Color∗ Modifier in position i is a color, where we use a list of common

colors
Starts With a Number∗ Modifier in position i starts with a number
Is a Number∗ Modifier in position i is a number
Satisfies Mitchell Class Ordering The permutation’s class ordering satisfies the Mitchell class or-

dering constraints

Table 2: Features Used In Our Model. Features with an asterisk (*) are created for all possible modifier positions i

from 1 to 4.

4 Experiments

4.1 Data Preprocessing and Selection

We extracted all noun phrases from four corpora: the
Brown, Switchboard, and Wall Street Journal cor-
pora from the Penn Treebank, and the North Amer-
ican Newswire corpus (NANC). Since there were
very few NPs with more than 5 modifiers, we kept
those with 2-5 modifiers and with tags NN or NNS
for the head noun. We also kept NPs with only 1
modifier to be used for generating <modifier, head
noun> bigram counts at training time. We then fil-
tered all these NPs as follows: If the NP contained
a PRP, IN, CD, or DT tag and the corresponding
modifier was farthest away from the head noun, we
removed this modifier and kept the rest of the NP. If
the modifier was not the farthest away from the head
noun, we discarded the NP. If the NP contained a
POS tag we only kept the part of the phrase up to this
tag. Our final set of NPs had tags from the following
list: JJ, NN, NNP, NNS, JJS, JJR, VBG, VBN, RB,
NNPS, RBS. See Table 3 for a summary of the num-
ber of NPs of lengths 1-5 extracted from the four

corpora.

Our system makes several passes over the data
during the training process. In the first pass,
we collect statistics about the data, to be used
later on when calculating our numeric features.
To collect the statistics, we take each NP in
the training data and consider all possible 2-
gms through 5-gms that are present in the NP’s
modifier sequence, allowing for non-consecutive
n-grams. For example, the NP “the beautiful
blue Macedonian vase” generates the following bi-
grams: <beautiful blue>, <blue Macedonian>,
and <beautiful Macedonian>, along with the 3-
gram <beautiful blue Macedonian>. We keep a
table mapping each unique n-gram to the number
of times it has been seen in the training data. In
addition, we also store a table that keeps track of
bigram counts for < M, H >, where H is the
head noun of an NP and M is the modifier clos-
est to it. In the example “the beautiful blue Mace-
donian vase,” we would increment the count of <

Macedonian, vase > in the table. The n-gram and
< M, H > counts are used to compute numeric fea-
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Number of Sequences (Token)

1 2 3 4 5 Total
Brown 11,265 1,398 92 8 2 12,765
WSJ 36,313 9,073 1,399 229 156 47,170
Switchboard 10,325 1,170 114 4 1 11,614
NANC 15,456,670 3,399,882 543,894 80,447 14,840 19,495,733

Number of Sequences (Type)

1 2 3 4 5 Total
Brown 4,071 1,336 91 8 2 5,508
WSJ 7,177 6,687 1,205 182 42 15,293
Switchboard 2,122 950 113 4 1 3,190
NANC 241,965 876,144 264,503 48,060 8,451 1,439,123

Table 3: Number of NPs extracted from our data for NP sequences with 1 to 5 modifiers.

ture values.

4.2 Google n-gram Baseline

The Google n-gram corpus is a collection of n-gram
counts drawn from public webpages with a total of
one trillion tokens – around 1 billion each of unique
3-grams, 4-grams, and 5-grams, and around 300,000
unique bigrams. We created a Google n-gram base-
line that takes a set of modifiers B, determines the
Google n-gram count for each possible permutation
in π(B), and selects the permutation with the high-
est n-gram count as the winning ordering x

∗. We
will refer to this baseline as GOOGLE N-GRAM.

4.3 Mitchell’s Class-Based Ordering of
Prenominal Modifiers (2009)

Mitchell’s original system was evaluated using only
three corpora for both training and testing data:
Brown, Switchboard, and WSJ. In addition, the
evaluation presented by Mitchell’s work considers a
prediction to be correct if the ordering of classes in
that prediction is the same as the ordering of classes
in the original test data sequence, where a class
refers to the positional preference groupings defined
in the model. We use a more stringent evaluation as
described in the next section.

We implemented our own version of Mitchell’s
system that duplicates the model and methods but

allows us to scale up to a larger training set and to
apply our own evaluation techniques. We will refer
to this baseline as CLASS BASED.

4.4 Evaluation
To evaluate our system (MAXENT) and our base-
lines, we partitioned the corpora into training and
testing data. For each NP in the test data, we gener-
ated a set of modifiers and looked at the predicted
orderings of the MAXENT, CLASS BASED, and
GOOGLE N-GRAM methods. We considered a pre-
dicted sequence ordering to be correct if it matches
the original ordering of the modifiers in the corpus.
We ran four trials, the first holding out the Brown
corpus and using it as the test set, the second hold-
ing out the WSJ corpus, the third holding out the
Switchboard corpus, and the fourth holding out a
randomly selected tenth of the NANC. For each trial
we used the rest of the data as our training set.

5 Results

The MAXENT model consistently outperforms
CLASS BASED across all test corpora and sequence
lengths for both tokens and types, except when test-
ing on the Brown and Switchboard corpora for mod-
ifier sequences of length 5, for which neither ap-
proach is able to make any correct predictions. How-
ever, there are only 3 sequences total of length 5
in the Brown and Swichboard corpora combined.
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Test Corpus Token Accuracy (%) Type Accuracy (%)
2 3 4 5 Total 2 3 4 5 Total

Brown GOOGLE N-GRAM 82.4 35.9 12.5 0 79.1 81.8 36.3 12.5 0 78.4
CLASS BASED 79.3 54.3 25.0 0 77.3 78.9 54.9 25.0 0 77.0
MAXENT 89.4 70.7 87.5 0 88.1 89.1 70.3 87.5 0 87.8

WSJ GOOGLE N-GRAM 84.8 53.5 31.4 71.8 79.4 82.6 49.7 23.1 16.7 76.0
CLASS BASED 85.5 51.6 16.6 0.6 78.5 85.1 50.1 19.2 0 78.0
MAXENT 95.9 84.1 71.2 80.1 93.5 94.7 81.9 70.3 45.2 92.0

Switchboard GOOGLE N-GRAM 92.8 68.4 0 0 90.3 91.7 68.1 0 0 88.8
CLASS BASED 80.1 52.6 0 0 77.3 79.1 53.1 0 0 75.9
MAXENT 91.4 74.6 25.0 0 89.6 90.3 75.2 25.0 0 88.4

One Tenth of GOOGLE N-GRAM 86.8 55.8 27.7 43.0 81.1 79.2 44.6 20.5 12.3 70.4
NANC CLASS BASED 86.1 54.7 20.1 1.9 80.0 80.3 51.0 18.4 3.3 74.5

MAXENT 95.2 83.8 71.6 62.2 93.0 91.6 78.8 63.8 44.4 88.0

Test Corpus Number of Features Used In MaxEnt Model
Brown 655,536
WSJ 654,473
Switchboard 655,791
NANC 565,905

Table 4: Token and type prediction accuracies for the GOOGLE N-GRAM, MAXENT, and CLASS BASED approaches
for modifier sequences of lengths 2-5. Our data consisted of four corpuses: Brown, Switchboard, WSJ, and NANC.
The test data was held out and each approach was trained on the rest of the data. Winning scores are in bold. The
number of features used during training for the MAXENT approach for each test corpus is also listed.

MAXENT also outperforms the GOOGLE N-GRAM
baseline for almost all test corpora and sequence
lengths. For the Switchboard test corpus token
and type accuracies, the GOOGLE N-GRAM base-
line is more accurate than MAXENT for sequences
of length 2 and overall, but the accuracy of MAX-
ENT is competitive with that of GOOGLE N-GRAM.

If we examine the error reduction between MAX-
ENT and CLASS BASED, we attain a maximum error
reduction of 69.8% for the WSJ test corpus across
modifier sequence tokens, and an average error re-
duction of 59.1% across all test corpora for tokens.
MAXENT also attains a maximum error reduction of
68.4% for the WSJ test corpus and an average error
reduction of 41.8% when compared to GOOGLE N-
GRAM.

It should also be noted that on average the MAX-

ENT model takes three hours to train with several
hundred thousand features mapped across the train-
ing data (the exact number used during each test run
is listed in Table 4) – this tradeoff is well worth the
increase we attain in system performance.

6 Analysis

MAXENT seems to outperform the CLASS BASED
baseline because it learns more from the training
data. The CLASS BASED model classifies each
modifier in the training data into one of nine broad
categories, with each category representing a differ-
ent set of positional preferences. However, many of
the modifiers in the training data get classified to the
same category, and CLASS BASED makes a random
choice when faced with orderings of modifiers all in
the same category. When applying CLASS BASED

1114



0 20 40 60 80 100

0

10

20

30

40

50

60

70

80

90

100
Sequences of 2 Modifiers

Portion of NANC Used in Training (%)

C
o
rr

ec
t 

P
re

d
ic

ti
o
n
s 

(%
)

 

 

MaxEnt
ClassBased

(a)

0 20 40 60 80 100

0

10

20

30

40

50

60

70

80

90

100
Sequences of 3 Modifiers

Portion of NANC Used in Training (%)

C
o
rr

ec
t 

P
re

d
ic

ti
o
n
s 

(%
)

 

 

MaxEnt
ClassBased

(b)

0 20 40 60 80 100

0

10

20

30

40

50

60

70

80

90

100
Sequences of 4 Modifiers

Portion of NANC Used in Training (%)

C
o
rr

ec
t 

P
re

d
ic

ti
o
n
s 

(%
)

 

 

MaxEnt
ClassBased

(c)

0 20 40 60 80 100

0

10

20

30

40

50

60

70

80

90

100
Sequences of 5 Modifiers

Portion of NANC Used in Training (%)

C
o
rr

ec
t 

P
re

d
ic

ti
o
n
s 

(%
)

 

 

MaxEnt
ClassBased

(d)

0 20 40 60 80 100

0

10

20

30

40

50

60

70

80

90

100
All Modifier Sequences

Portion of NANC Used in Training (%)

C
o
rr

ec
t 

P
re

d
ic

ti
o
n
s 

(%
)

 

 

MaxEnt
ClassBased

(e)

0 20 40 60 80 100

0

1

2

3

4

5

6

7
x 10

5 Features Used by MaxEnt Model

Portion of NANC Used in Training (%)

N
u
m

b
er

 o
f 

F
ea

tu
re

s 
U

se
d

(f)

Figure 1: Learning curves for the MAXENT and CLASS BASED approaches. We start by training each approach on
just the Brown and Switchboard corpora while testing on WSJ. We incrementally add portions of the NANC corpus.
Graphs (a) through (d) break down the total correct predictions by the number of modifiers in a sequence, while graph
(e) gives accuracies over modifier sequences of all lengths. Prediction percentages are for sequence tokens. Graph (f)
shows the number of features active in the MaxEnt model as the training data scales up.
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to WSJ as the test data and training on the other cor-
pora, 74.7% of the incorrect predictions contained
at least 2 modifiers that were of the same positional
preferences class. In contrast, MAXENT allows us
to learn much more from the training data. As a re-
sult, we see much higher numbers when trained and
tested on the same data as CLASS BASED.

The GOOGLE N-GRAM method does better than
the CLASS BASED approach because it contains n-
gram counts for more data than the WSJ, Brown,
Switchboard, and NANC corpora combined. How-
ever, GOOGLE N-GRAM suffers from sparsity issues
as well when testing on less common modifier com-
binations. For example, our data contains rarely
heard sequences such as “Italian, state-owned, hold-
ing company” or “armed Namibian nationalist guer-
rillas.” While MAXENT determines the correct or-
dering for both of these examples, none of the per-
mutations of either example show up in the Google
n-gram corpus, so the GOOGLE N-GRAM method is
forced to randomly select from the six possibilities.
In addition, the Google n-gram corpus is composed
of sentence fragments that may not necessarily be
NPs, so we may be overcounting certain modifier
permutations that can function as different parts of a
sentence.

We also compared the effect that increasing the
amount of training data has when using the CLASS
BASED and MAXENT methods by initially train-
ing each system with just the Brown and Switch-
board corpora and testing on WSJ. Then we incre-
mentally added portions of NANC, one tenth at a
time, until the training set included all of it. The re-
sults (see Figure 1) show that we are able to benefit
from the additional data much more than the CLASS
BASED approach can, since we do not have a fixed
set of classes limiting the amount of information the
model can learn. In addition, adding the first tenth
of NANC made the biggest difference in increasing
accuracy for both approaches.

7 Conclusion

The straightforward maximum entropy reranking
approach is able to significantly outperform previous
computational approaches by allowing for a richer
model of the prenominal modifier ordering process.
Future work could include adding more features to

the model and conducting ablation testing. In addi-
tion, while many sets of modifiers have stringent or-
dering requirements, some variations on orderings,
such as “former famous actor” vs. “famous former
actor,” are acceptable in both forms and have dif-
ferent meanings. It may be beneficial to extend the
model to discover these ambiguities.
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Abstract

In this paper we describe an unsupervised
method for semantic role induction which
holds promise for relieving the data acqui-
sition bottleneck associated with supervised
role labelers. We present an algorithm that it-
eratively splits and merges clusters represent-
ing semantic roles, thereby leading from an
initial clustering to a final clustering of bet-
ter quality. The method is simple, surpris-
ingly effective, and allows to integrate lin-
guistic knowledge transparently. By com-
bining role induction with a rule-based com-
ponent for argument identification we obtain
an unsupervised end-to-end semantic role la-
beling system. Evaluation on the CoNLL
2008 benchmark dataset demonstrates that
our method outperforms competitive unsuper-
vised approaches by a wide margin.

1 Introduction

Recent years have seen increased interest in the shal-
low semantic analysis of natural language text. The
term is most commonly used to describe the au-
tomatic identification and labeling of the seman-
tic roles conveyed by sentential constituents (Gildea
and Jurafsky, 2002). Semantic roles describe the re-
lations that hold between a predicate and its argu-
ments, abstracting over surface syntactic configura-
tions. In the example sentences below. window oc-
cupies different syntactic positions — it is the object
of broke in sentences (1a,b), and the subject in (1c)
— while bearing the same semantic role, i.e., the
physical object affected by the breaking event. Anal-
ogously, rock is the instrument of break both when

realized as a prepositional phrase in (1a) and as a
subject in (1b).

(1) a. [Joe]A0 broke the [window]A1 with a
[rock]A2.

b. The [rock]A2 broke the [window]A1.
c. The [window]A1 broke.

The semantic roles in the examples are labeled
in the style of PropBank (Palmer et al., 2005), a
broad-coverage human-annotated corpus of seman-
tic roles and their syntactic realizations. Under the
PropBank annotation framework (which we will as-
sume throughout this paper) each predicate is as-
sociated with a set of core roles (named A0, A1,
A2, and so on) whose interpretations are specific to
that predicate1 and a set of adjunct roles (e.g., loca-
tion or time) whose interpretation is common across
predicates. This type of semantic analysis is admit-
tedly shallow but relatively straightforward to auto-
mate and useful for the development of broad cov-
erage, domain-independent language understanding
systems. Indeed, the analysis produced by existing
semantic role labelers has been shown to benefit a
wide spectrum of applications ranging from infor-
mation extraction (Surdeanu et al., 2003) and ques-
tion answering (Shen and Lapata, 2007), to machine
translation (Wu and Fung, 2009) and summarization
(Melli et al., 2005).

Since both argument identification and labeling
can be readily modeled as classification tasks, most
state-of-the-art systems to date conceptualize se-

1More precisely, A0 and A1 have a common interpretation
across predicates as proto-agent and proto-patient in the sense
of Dowty (1991).
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mantic role labeling as a supervised learning prob-
lem. Current approaches have high performance —
a system will recall around 81% of the arguments
correctly and 95% of those will be assigned a cor-
rect semantic role (see Màrquez et al. (2008) for
details), however only on languages and domains
for which large amounts of role-annotated training
data are available. For instance, systems trained on
PropBank demonstrate a marked decrease in per-
formance (approximately by 10%) when tested on
out-of-domain data (Pradhan et al., 2008).

Unfortunately, the reliance on role-annotated data
which is expensive and time-consuming to produce
for every language and domain, presents a major
bottleneck to the widespread application of semantic
role labeling. Given the data requirements for super-
vised systems and the current paucity of such data,
unsupervised methods offer a promising alternative.
They require no human effort for training thus lead-
ing to significant savings in time and resources re-
quired for annotating text. And their output can be
used in different ways, e.g., as a semantic prepro-
cessing step for applications that require broad cov-
erage understanding or as training material for su-
pervised algorithms.

In this paper we present a simple approach to un-
supervised semantic role labeling. Following com-
mon practice, our system proceeds in two stages.
It first identifies the semantic arguments of a pred-
icate and then assigns semantic roles to them. Both
stages operate over syntactically analyzed sentences
without access to any data annotated with semantic
roles. Argument identification is carried out through
a small set of linguistically-motivated rules, whereas
role induction is treated as a clustering problem. In
this setting, the goal is to assign argument instances
to clusters such that each cluster contains arguments
corresponding to a specific semantic role and each
role corresponds to exactly one cluster. We formu-
late a clustering algorithm that executes a series of
split and merge operations in order to transduce an
initial clustering into a final clustering of better qual-
ity. Split operations leverage syntactic cues so as to
create “pure” clusters that contain arguments of the
same role whereas merge operations bring together
argument instances of a particular role located in
different clusters. We test the effectiveness of our
induction method on the CoNLL 2008 benchmark

dataset and demonstrate improvements over compet-
itive unsupervised methods by a wide margin.

2 Related Work

As mentioned earlier, much previous work has
focused on building supervised SRL systems
(Màrquez et al., 2008). A few semi-supervised ap-
proaches have been developed within a framework
known as annotation projection. The idea is to com-
bine labeled and unlabeled data by projecting an-
notations from a labeled source sentence onto an
unlabeled target sentence within the same language
(Fürstenau and Lapata, 2009) or across different lan-
guages (Padó and Lapata, 2009). Outwith annota-
tion projection, Gordon and Swanson (2007) attempt
to increase the coverage of PropBank by leveraging
existing labeled data. Rather than annotating new
sentences that contain previously unseen verbs, they
find syntactically similar verbs and use their annota-
tions as surrogate training data.

Swier and Stevenson (2004) induce role labels
with a bootstrapping scheme where the set of la-
beled instances is iteratively expanded using a clas-
sifier trained on previously labeled instances. Their
method is unsupervised in that it starts with a dataset
containing no role annotations at all. However, it re-
quires significant human effort as it makes use of
VerbNet (Kipper et al., 2000) in order to identify the
arguments of predicates and make initial role assign-
ments. VerbNet is a broad coverage lexicon orga-
nized into verb classes each of which is explicitly
associated with argument realization and semantic
role specifications.

Abend et al. (2009) propose an algorithm that
identifies the arguments of predicates by relying
only on part of speech annotations, without, how-
ever, assigning semantic roles. In contrast, Lang
and Lapata (2010) focus solely on the role induction
problem which they formulate as the process of de-
tecting alternations and finding a canonical syntactic
form for them. Verbal arguments are then assigned
roles, according to their position in this canonical
form, since each position references a specific role.
Their model extends the logistic classifier with hid-
den variables and is trained in a manner that makes
use of the close relationship between syntactic func-
tions and semantic roles. Grenager and Manning
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(2006) propose a directed graphical model which re-
lates a verb, its semantic roles, and their possible
syntactic realizations. Latent variables represent the
semantic roles of arguments and role induction cor-
responds to inferring the state of these latent vari-
ables.

Our own work also follows the unsupervised
learning paradigm. We formulate the induction of
semantic roles as a clustering problem and propose a
split-merge algorithm which iteratively manipulates
clusters representing semantic roles. The motiva-
tion behind our approach was to design a concep-
tually simple system, that allows for the incorpo-
ration of linguistic knowledge in a straightforward
and transparent manner. For example, arguments
occurring in similar syntactic positions are likely to
bear the same semantic role and should therefore
be grouped together. Analogously, arguments that
are lexically similar are likely to represent the same
semantic role. We operationalize these notions us-
ing a scoring function that quantifies the compatibil-
ity between arbitrary cluster pairs. Like Lang and
Lapata (2010) and Grenager and Manning (2006)
our method operates over syntactically parsed sen-
tences, without, however, making use of any infor-
mation pertaining to semantic roles (e.g., in form of
a lexical resource or manually annotated data). Per-
forming role-semantic analysis without a treebank-
trained parser is an interesting research direction,
however, we leave this to future work.

3 Learning Setting

We follow the general architecture of supervised se-
mantic role labeling systems. Given a sentence and
a designated verb, the SRL task consists of identify-
ing the arguments of the verbal predicate (argument
identification) and labeling them with semantic roles
(role induction).

In our case neither argument identification nor
role induction relies on role-annotated data or other
semantic resources although we assume that the in-
put sentences are syntactically analyzed. Our ap-
proach is not tied to a specific syntactic representa-
tion — both constituent- and dependency-based rep-
resentations could be used. However, we opted for a
dependency-based representation, as it simplifies ar-
gument identification considerably and is consistent

with the CoNLL 2008 benchmark dataset used for
evaluation in our experiments.

Given a dependency parse of a sentence, our sys-
tem identifies argument instances and assigns them
to clusters. Thereafter, argument instances can be
labeled with an identifier corresponding to the clus-
ter they have been assigned to, similar to PropBank
core labels (e.g., A0, A1).

4 Argument Identification

In the supervised setting, a classifier is employed
in order to decide for each node in the parse tree
whether it represents a semantic argument or not.
Nodes classified as arguments are then assigned a se-
mantic role. In the unsupervised setting, we slightly
reformulate argument identification as the task of
discarding as many non-semantic arguments as pos-
sible. This means that the argument identification
component does not make a final positive decision
for any of the argument candidates; instead, this de-
cision is deferred to role induction. The rules given
in Table 1 are used to discard or select argument can-
didates. They primarily take into account the parts of
speech and the syntactic relations encountered when
traversing the dependency tree from predicate to ar-
gument. For each candidate, the first matching rule
is applied.

We will exemplify how the argument identifica-
tion component works for the predicate expect in the
sentence “The company said it expects its sales to
remain steady” whose parse tree is shown in Fig-
ure 1. Initially, all words save the predicate itself
are treated as argument candidates. Then, the rules
from Table 1 are applied as follows. Firstly, words
the and to are discarded based on their part of speech
(rule (1)); then, remain is discarded because the path
ends with the relation IM and said is discarded as
the path ends with an upward-leading OBJ relation
(rule (2)). Rule (3) does not match and is therefore
not applied. Next, steady is discarded because there
is a downward-leading OPRD relation along the path
and the words company and its are discarded be-
cause of the OBJ relations along the path (rule (4)).
Rule (5) does not apply but words it and sales are
kept as likely arguments (rule (6)). Finally, rule (7)
does not apply, because there are no candidates left.
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1. Discard a candidate if it is a determiner, in-
finitival marker, coordinating conjunction, or
punctuation.

2. Discard a candidate if the path of relations
from predicate to candidate ends with coordi-
nation, subordination, etc. (see the Appendix
for the full list of relations).

3. Keep a candidate if it is the closest subject
(governed by the subject-relation) to the left
of a predicate and the relations from predi-
cate p to the governor g of the candidate are
all upward-leading (directed as g→ p).

4. Discard a candidate if the path between the
predicate and the candidate, excluding the last
relation, contains a subject relation, adjectival
modifier relation, etc. (see the Appendix for
the full list of relations).

5. Discard a candidate if it is an auxiliary verb.
6. Keep a candidate if the predicate is its parent.
7. Keep a candidate if the path from predicate

to candidate leads along several verbal nodes
(verb chain) and ends with arbitrary relation.

8. Discard all remaining candidates.

Table 1: Argument identification rules.

5 Split-Merge Role Induction

We treat role induction as a clustering problem with
the goal of assigning argument instances (i.e., spe-
cific arguments occurring in an input sentence) to
clusters such that these represent semantic roles. In
accordance with PropBank, we induce a separate set
of clusters for each verb and each cluster thus repre-
sents a verb-specific role.

Our algorithm works by iteratively splitting and
merging clusters of argument instances in order to
arrive at increasingly accurate representations of se-
mantic roles. Although splits and merges could be
arbitrarily interleaved, our algorithm executes a sin-
gle split operation (split phase), followed by a se-
ries of merges (merge phase). The split phase par-
titions the seed cluster containing all argument in-
stances of a particular verb into more fine-grained
(sub-)clusters. This initial split results in a clustering
with high purity but low collocation, i.e., argument
instances in each cluster tend to belong to the same
role but argument instances of a particular role are

Figure 1: A sample dependency parse with depen-
dency labels SBJ (subject), OBJ (object), NMOD
(nominal modifier), OPRD (object predicative com-
plement), PRD (predicative complement), and IM
(infinitive marker). See Surdeanu et al. (2008) for
more details on this variant of dependency syntax.

located in many clusters. The degree of dislocation
is reduced in the consecutive merge phase, in which
clusters that are likely to represent the same role are
merged.

5.1 Split Phase

Initially, all arguments of a particular verb are placed
in a single cluster. The goal then is to partition this
cluster in such a way that the split-off clusters have
high purity, i.e., contain argument instances of the
same role. Towards this end, we characterize each
argument instance by a key, formed by concatenat-
ing the following syntactic cues:

• verb voice (active/passive);
• argument linear position relative to predicate

(left/right);
• syntactic relation of argument to its governor;
• preposition used for argument realization.

A cluster is allocated for each key and all argument
instances with a matching key are assigned to that
cluster. Since each cluster encodes fine-grained syn-
tactic distinctions, we assume that arguments occur-
ring in the same position are likely to bear the same
semantic role. The assumption is largely supported
by our empirical results (see Section 7); the clusters
emerging from the initial split phase have a purity
of approximately 90%. While the incorporation of
additional cues (e.g., indicating the part of speech
of the subject or transitivity) would result in even
greater purity, it would also create problematically
small clusters, thereby negatively affecting the suc-
cessive merge phase.
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5.2 Merge Phase

The split phase creates clusters with high purity,
however, argument instances of a particular role are
often scattered amongst many clusters resulting in a
cluster assignment with low collocation. The goal
of the merge phase is to improve collocation by ex-
ecuting a series of merge steps. At each step, pairs
of clusters are considered for merging. Each pair is
scored by a function that reflects how likely the two
clusters are to contain arguments of the same role
and the best scoring pair is chosen for merging. In
the following, we will specify which pairs of clus-
ters are considered (candidate search), how they are
scored, and when the merge phase terminates.

5.2.1 Candidate Search
In principle, we could simply enumerate and score
all possible cluster pairs at each iteration. In practice
however, such a procedure has a number of draw-
backs. Besides being inefficient, it requires a scoring
function with comparable scores for arbitrary pairs
of clusters. For example, let a, b, c, and d denote
clusters. Then, score(a,b) and score(c,d) must be
comparable. This is a stronger requirement than de-
manding that only scores involving some common
cluster (e.g., score(a,b) and score(a,c)) be com-
parable. Moreover, it would be desirable to ex-
clude pairings involving small clusters (i.e., with
few instances) as scores for these tend to be unre-
liable. Rather than considering all cluster pairings,
we therefore select a specific cluster at each step and
score merges between this cluster and certain other
clusters. If a sufficiently good merge is found, it is
executed, otherwise the clustering does not change.
In addition, we prioritize merges between large clus-
ters and avoid merges between small clusters.

Algorithm 1 implements our merging procedure.
Each pass through the inner loop (lines 4–12) selects
a different cluster to consider at that step. Then,
merges between the selected cluster and all larger
clusters are considered. The highest-scoring merge
is executed, unless all merges are ruled out, i.e., have
a score below the threshold α. After each comple-
tion of the inner loop, the thresholds contained in
the scoring function (discussed below) are adjusted
and this is repeated until some termination criterion
is met (discussed in Section 5.2.3).

Algorithm 1: Cluster merging procedure. Oper-
ation merge(Li,L j) merges cluster Li into cluster
L j and removes Li from the list L.

1 while not done do
2 L← a list of all clusters sorted by number

of instances in descending order
3 i← 1
4 while i < length(L) do
5 j← arg max

0≤ j′<i
score(Li,L j′)

6 if score(Li,L j)≥ α then
7 merge(Li,L j)
8 end
9 else

10 i← i+1
11 end
12 end
13 adjust thresholds
14 end

5.2.2 Scoring Function
Our scoring function quantifies whether two clusters
are likely to contain arguments of the same role and
was designed to reflect the following criteria:

1. whether the arguments found in the two clus-
ters are lexically similar;

2. whether clause-level constraints are satisfied,
specifically the constraint that all arguments
of a particular clause have different semantic
roles, i.e., are assigned to different clusters;

3. whether the arguments present in the two clus-
ters have similar parts of speech.

Qualitatively speaking, criteria (2) and (3) provide
negative evidence in the sense that they can be used
to rule out incorrect merges but not to identify cor-
rect ones. For example, two clusters with drastically
different parts of speech are unlikely to represent
the same role. However, the converse is not neces-
sarily true as part of speech similarity does not im-
ply role-semantic similarity. Analogously, the fact
that clause-level constraints are not met provides ev-
idence against a merge, but the fact that these are
satisfied is not reliable evidence in favor of a merge.
In contrast, lexical similarity implies that the clus-
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ters are likely to represent the same semantic role.
It is reasonable to assume that due to selectional re-
strictions, verbs will be associated with lexical units
that are semantically related and assume similar syn-
tactic positions (e.g., eat prefers as an object edible
things such as apple, biscuit, meat), thus bearing the
same semantic role. Unavoidably, lexical similarity
will be more reliable for arguments with overt lex-
ical content as opposed to pronouns, however this
should not impact the scoring of sufficiently large
clusters.

Each of the criteria mentioned above is quantified
through a separate score and combined into an over-
all similarity function, which scores two clusters c
and c′ as follows:

score(c,c′) =


0 if pos(c,c′) < β,
0 if cons(c,c′) < γ,
lex(c,c′) otherwise.

(2)

The particular form of this function is motivated by
the distinction between positive and negative evi-
dence. When the part-of-speech similarity (pos) is
below a certain threshold β or when clause-level
constraints (cons) are satisfied to a lesser extent than
threshold γ, the score takes value zero and the merge
is ruled out. If this is not the case, the lexical similar-
ity score (lex) determines the magnitude of the over-
all score. In the remainder of this section we will
explain how the individual scores (pos, cons, and
lex) are defined and then move on to discuss how
the thresholds β and γ are adjusted.

Lexical Similarity We measure lexical similar-
ity between two clusters through cosine similarity.
Specifically, each cluster is represented as a vec-
tor whose components correspond to the occurrence
frequencies of the argument head words in the clus-
ter. The similarity on such vectors x and y is then
quantified as:

lex(x,y) = cossim(x,y) =
x·y
‖x‖‖y‖

(3)

Clause-Level Constraints Arguments occurring
in the same clause cannot bear the same role. There-
fore, clusters should not merge if the resulting clus-
ter contains (many) arguments of the same clause.
For two clusters c and c′ we assess how well they

satisfy this clause-level constraint by computing:

cons(c,c′) = 1− 2∗ viol(c,c′)
NC +NC′

(4)

where viol(c,c′) refers to the number of pairs of in-
stances (d,d′) ∈ c× c′ for which d and d′ occur in
the same clause (each instance can participate in at
most one pair) and NC and NC′ are the number of
instances in clusters c and c′, respectively.

Part-of-speech Similarity Part-of-speech similar-
ity is also measured through cosine-similarity (equa-
tion (3)). Clusters are again represented as vectors x
and y whose components correspond to argument
part-of-speech tags and values to their occurrence
frequency.

5.2.3 Threshold Adaptation and Termination
As mentioned earlier the thresholds β and γ which
parametrize the scoring function are adjusted at each
iteration. The idea is to start with a very restrictive
setting (high values) in which the negative evidence
rules out merges more strictly, and then to gradually
relax the requirement for a merge by lowering the
threshold values. This procedure prioritizes reliable
merges over less reliable ones.

More concretely, our threshold adaptation pro-
cedure starts with β and γ both set to value 0.95.
Then β is lowered by 0.05 at each step, leaving γ

unchanged. When β becomes zero, γ is lowered
by 0.05 and β is reset to 0.95. Then β is iteratively
decreased again until it becomes zero, after which γ

is decreased by another 0.05. This is repeated until γ

becomes zero, at which point the algorithm termi-
nates. Note that the termination criterion is not tied
explicitly to the number of clusters, which is there-
fore determined automatically.

6 Experimental Setup

In this section we describe how we assessed the per-
formance of our system. We discuss the dataset
on which our experiments were carried out, explain
how our system’s output was evaluated and present
the methods used for comparison with our approach.

Data For evaluation purposes, the system’s out-
put was compared against the CoNLL 2008 shared
task dataset (Surdeanu et al., 2008) which provides
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Syntactic Function Lang and Lapata Split-Merge
PU CO F1 PU CO F1 PU CO F1

auto/auto 72.9 73.9 73.4 73.2 76.0 74.6 81.9 71.2 76.2
gold/auto 77.7 80.1 78.9 75.6 79.4 77.4 84.0 74.4 78.9
auto/gold 77.0 71.0 73.9 77.9 74.4 76.2 86.5 69.8 77.3
gold/gold 81.6 77.5 79.5 79.5 76.5 78.0 88.7 73.0 80.1

Table 2: Clustering results with our split-merge algorithm, the unsupervised model proposed in Lang and
Lapata (2010) and a baseline that assigns arguments to clusters based on their syntactic function.

PropBank-style gold standard annotations. The
dataset was taken from the Wall Street Journal por-
tion of the Penn Treebank corpus and converted into
a dependency format (Surdeanu et al., 2008). In
addition to gold standard dependency parses, the
dataset also contains automatic parses obtained from
the MaltParser (Nivre et al., 2007). Although the
dataset provides annotations for verbal and nominal
predicate-argument constructions, we only consid-
ered the former, following previous work on seman-
tic role labeling (Màrquez et al., 2008).

Evaluation Metrics For each verb, we determine
the extent to which argument instances in a cluster
share the same gold standard role (purity) and the
extent to which a particular gold standard role is as-
signed to a single cluster (collocation).

More formally, for each group of verb-specific
clusters we measure the purity of the clusters as the
percentage of instances belonging to the majority
gold class in their respective cluster. Let N denote
the total number of instances, G j the set of instances
belonging to the j-th gold class and Ci the set of in-
stances belonging to the i-th cluster. Purity can then
be written as:

PU =
1
N ∑

i
max

j
|G j ∩Ci| (5)

Collocation is defined as follows. For each gold role,
we determine the cluster with the largest number of
instances for that role (the role’s primary cluster)
and then compute the percentage of instances that
belong to the primary cluster for each gold role as:

CO =
1
N ∑

j
max

i
|G j ∩Ci| (6)

The per-verb scores are aggregated into an overall
score by averaging over all verbs. We use the micro-

average obtained by weighting the scores for indi-
vidual verbs proportionately to the number of in-
stances for that verb.

Finally, we use the harmonic mean of purity and
collocation as a single measure of clustering quality:

F1 =
2×CO×PU

CO+PU
(7)

Comparison Models We compared our split-
merge algorithm against two competitive ap-
proaches. The first one assigns argument instances
to clusters according to their syntactic function
(e.g., subject, object) as determined by a parser. This
baseline has been previously used as point of com-
parison by other unsupervised semantic role label-
ing systems (Grenager and Manning, 2006; Lang
and Lapata, 2010) and shown difficult to outperform.
Our implementation allocates up to N = 21 clus-
ters2 for each verb, one for each of the 20 most fre-
quent functions in the CoNLL dataset and a default
cluster for all other functions. The second compar-
ison model is the one proposed in Lang and Lapata
(2010) (see Section 2). We used the same model set-
tings (with 10 latent variables) and feature set pro-
posed in that paper. Our method’s only parameter is
the threshold α which we heuristically set to 0.1. On
average our method induces 10 clusters per verb.

7 Results

Our results are summarized in Table 2. We re-
port cluster purity (PU), collocation (CO) and their
harmonic mean (F1) for the baseline (Syntactic
Function), Lang and Lapata’s (2010) model and
our split-merge algorithm (Split-Merge) on four

2This is the number of gold standard roles.
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Syntactic Function Split-Merge
Verb Freq PU CO F1 PU CO F1
say 15238 91.4 91.3 91.4 93.6 81.7 87.2
make 4250 68.6 71.9 70.2 73.3 72.9 73.1
go 2109 45.1 56.0 49.9 52.7 51.9 52.3
increase 1392 59.7 68.4 63.7 68.8 71.4 70.1
know 983 62.4 72.7 67.1 63.7 65.9 64.8
tell 911 61.9 76.8 68.6 77.5 70.8 74.0
consider 753 63.5 65.6 64.5 79.2 61.6 69.3
acquire 704 75.9 79.7 77.7 80.1 76.6 78.3
meet 574 76.7 76.0 76.3 88.0 69.7 77.8
send 506 69.6 63.8 66.6 83.6 65.8 73.6
open 482 63.1 73.4 67.9 77.6 62.2 69.1
break 246 53.7 58.9 56.2 68.7 53.3 60.0

Table 3: Clustering results for individual verbs with
our split-merge algorithm and the syntactic function
baseline.

datasets. These result from the combination of au-
tomatic parses with automatically identified argu-
ments (auto/auto), gold parses with automatic argu-
ments (gold/auto), automatic parses with gold argu-
ments (auto/gold) and gold parses with gold argu-
ments (gold/gold). Bold-face is used to highlight the
best performing system under each measure on each
dataset (e.g., auto/auto, gold/auto and so on).

On all datasets, our method achieves the highest
purity and outperforms both comparison models by
a wide margin which in turn leads to a considerable
increase in F1. On the auto/auto dataset the split-
merge algorithm results in 9% higher purity than the
baseline and increases F1 by 2.8%. Lang and Lap-
ata’s (2010) logistic classifier achieves higher collo-
cation but lags behind our method on the other two
measures.

Not unexpectedly, we observe an increase in per-
formance for all models when using gold standard
parses. On the gold/auto dataset, F1 increases
by 2.7% for the split-merge algorithm, 2.7% for the
logistic classifier, and 5.5% for the syntactic func-
tion baseline. Split-Merge maintains the highest pu-
rity and levels the baseline in terms of F1. Perfor-
mance also increases if gold standard arguments are
used instead of automatically identified arguments.
Consequently, each model attains its best scores on
the gold/gold dataset.

We also assessed the argument identification com-

Syntactic Function Split-Merge
Role PU CO F1 PU CO F1
A0 74.5 87.0 80.3 79.0 88.7 83.6
A1 82.3 72.0 76.8 87.1 73.0 79.4
A2 65.0 67.3 66.1 82.8 66.2 73.6
A3 48.7 76.7 59.6 79.6 76.3 77.9
ADV 37.2 77.3 50.2 78.8 37.3 50.6
CAU 81.8 74.4 77.9 84.8 67.2 75.0
DIR 62.7 67.9 65.2 71.0 50.7 59.1
EXT 51.4 87.4 64.7 90.4 87.2 88.8
LOC 71.5 74.6 73.0 82.6 56.7 67.3
MNR 62.6 58.8 60.6 81.5 44.1 57.2
TMP 80.5 74.0 77.1 80.1 38.7 52.2
MOD 68.2 44.4 53.8 90.4 89.6 90.0
NEG 38.2 98.5 55.0 49.6 98.8 66.1
DIS 42.5 87.5 57.2 62.2 75.4 68.2

Table 4: Clustering results for individual semantic
roles with our split-merge algorithm and the syntac-
tic function baseline.

ponent on its own (settings auto/auto and gold/auto).
It obtained a precision of 88.1% (percentage of se-
mantic arguments out of those identified) and recall
of 87.9% (percentage of identified arguments out of
all gold arguments). However, note that these fig-
ures are not strictly comparable to those reported
for supervised systems, due to the fact that our ar-
gument identification component only discards non-
argument candidates.

Tables 3 and 4 shows how performance varies
across verbs and roles, respectively. We compare the
syntactic function baseline and the split-merge sys-
tem on the auto/auto dataset. Table 3 presents results
for 12 verbs which we selected so as to exhibit var-
ied occurrence frequencies and alternation patterns.
As can be seen, the macroscopic result — increase
in F1 (shown in bold face) and purity — also holds
across verbs. Some caution is needed in interpret-
ing the results in Table 43 since core roles A0–A3
are defined on a per-verb basis and do not necessar-
ily have a uniform corpus-wide interpretation. Thus,
conflating scores across verbs is only meaningful to
the extent that these labels actually signify the same

3Results are shown for four core roles (A0–A3) and all sub-
types of the ArgM role, i.e., adjuncts denoting general purpose
(ADV), cause (CAU), direction (DIR), extent (EXT), location
(LOC), manner (MNR), and time (TMP), modal verbs (MOD),
negative markers (NEG), and discourse connectives (DIS).
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role (which is mostly true for A0 and A1). Further-
more, the purity scores given here represent the av-
erage purity of those clusters for which the specified
role is the majority role. We observe that for most
roles shown in Table 4 the split-merge algorithm im-
proves upon the baseline with regard to F1, whereas
this is uniformly the case for purity.

What are the practical implications of these re-
sults, especially when considering the collocation-
purity tradeoff? If we were to annotate the clus-
ters induced by our system, low collocation would
result in higher annotation effort while low purity
would result in poorer data quality. Our system im-
proves purity substantially over the baselines, with-
out affecting collocation in a way that would mas-
sively increase the annotation effort. As an exam-
ple, consider how our system could support humans
in labeling an unannotated corpus. (The following
numbers are derived from the CoNLL dataset4 in the
auto/auto setting.) We might decide to annotate all
induced clusters with more than 10 instances. This
means we would assign labels to 74% of instances in
the dataset (excluding those discarded during argu-
ment identification) and attain a role classification
with 79.4% precision (purity).5 However, instead
of labeling all 165,662 instances contained in these
clusters individually we would only have to assign
labels to 2,869 clusters. Since annotating a cluster
takes roughly the same time as annotating a single
instance, the annotation effort is reduced by a factor
of about 50.

8 Conclusions

In this paper we presented a novel approach to un-
supervised role induction which we formulated as a
clustering problem. We proposed a split-merge al-
gorithm that iteratively manipulates clusters repre-
senting semantic roles whilst trading off cluster pu-
rity with collocation. The split phase creates “pure”
clusters that contain arguments of the same role
whereas the merge phase attempts to increase col-
location by merging clusters which are likely to rep-
resent the same role. The approach is simple, intu-

4Of course, it makes no sense to label this dataset as it is
already labeled.

5Purity here is slightly lower than the score reported in Ta-
ble 2 (auto/auto setting), because it is computed over a different
number of clusters (only those with at least 10 instances).

itive and requires no manual effort for training. Cou-
pled with a rule-based component for automatically
identifying argument candidates our split-merge al-
gorithm forms an end-to-end system that is capable
of inducing role labels without any supervision.

Our approach holds promise for reducing the data
acquisition bottleneck for supervised systems. It
could be usefully employed in two ways: (a) to cre-
ate preliminary annotations, thus supporting the “an-
notate automatically, correct manually” methodol-
ogy used for example to provide high volume anno-
tation in the Penn Treebank project; and (b) in com-
bination with supervised methods, e.g., by providing
useful out-of-domain data for training. An important
direction for future work lies in investigating how
the approach generalizes across languages as well as
reducing our system’s reliance on a treebank-trained
parser.
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Appendix

The relations in Rule (2) from Table 1 are IM↑↓,
PRT↓, COORD↑↓, P↑↓, OBJ↑, PMOD↑, ADV↑,
SUB↑↓, ROOT↑, TMP↑, SBJ↑, OPRD↑. The sym-
bols ↑ and ↓ denote the direction of the dependency
arc (upward and downward, respectively).

The relations in Rule (3) are ADV↑↓, AMOD↑↓,
APPO↑↓, BNF↑↓-, CONJ↑↓, COORD↑↓, DIR↑↓,
DTV↑↓-, EXT↑↓, EXTR↑↓, HMOD↑↓, IOBJ↑↓,
LGS↑↓, LOC↑↓, MNR↑↓, NMOD↑↓, OBJ↑↓,
OPRD↑↓, POSTHON↑↓, PRD↑↓, PRN↑↓, PRP↑↓,
PRT↑↓, PUT↑↓, SBJ↑↓, SUB↑↓, SUFFIX↑↓. De-
pendency labels are abbreviated here. A detailed
description is given in Surdeanu et al. (2008), in
their Table 4.
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Abstract 

Event extraction is the task of detecting certain 
specified types of events that are mentioned in 
the source language data. The state-of-the-art 
research on the task is transductive inference 
(e.g. cross-event inference). In this paper, we 
propose a new method of event extraction by 
well using cross-entity inference. In contrast to 
previous inference methods, we regard entity-
type consistency as key feature to predict event 
mentions. We adopt this inference method to 
improve the traditional sentence-level event ex-
traction system. Experiments show that we can 
get 8.6% gain in trigger (event) identification, 
and more than 11.8% gain for argument (role) 
classification in ACE event extraction. 

1 Introduction 

The event extraction task in ACE (Automatic Con-
tent Extraction) evaluation involves three challeng-
ing issues: distinguishing events of different types, 
finding the participants of an event and determin-
ing the roles of the participants. 

The recent researches on the task show the 
availability of transductive inference, such as that 
of the following methods: cross-document, cross-
sentence and cross-event inferences. Transductive 
inference is a process to use the known instances to 
predict the attributes of unknown instances. As an 
example, given a target event, the cross-event in-
ference can predict its type by well using the re-
lated events co-occurred with it within the same 
document. From the sentence: 

(1)He left the company. 
it is hard to tell whether it is a Transport event in 
ACE, which means that he left the place; or an 
End-Position event, which means that he retired 
from the company. But cross-event inference can 
use a related event “Then he went shopping” within 

the same document to identify it as a Transport 
event correctly. 

As the above example might suggest, the avail-
ability of transductive inference for event extrac-
tion relies heavily on the known evidences of an 
event occurrence in specific condition. However, 
the evidence supporting the inference is normally 
unclear or absent. For instance, the relation among 
events is the key clue for cross-event inference to 
predict a target event type, as shown in the infer-
ence process of the sentence (1). But event relation 
extraction itself is a hard task in Information Ex-
traction. So cross-event inference often suffers 
from some false evidence (viz., misleading by un-
related events) or lack of valid evidence (viz., un-
successfully extracting related events). 

In this paper, we propose a new method of 
transductive inference, named cross-entity infer-
ence, for event extraction by well using the rela-
tions among entities. This method is firstly 
motivated by the inherent ability of entity types in 
revealing event types. From the sentences: 

(2)He left the bathroom. 
(3)He left Microsoft. 

it is easy to identify the sentence (2) as a Transport 
event in ACE, which means that he left the place, 
because nobody would retire (End-Position type) 
from a bathroom. And compared to the entities in 
sentence (1) and (2), the entity “Microsoft” in (3) 
would give us more confidence to tag the “left” 
event as an End-Position type, because people are 
used to giving the full name of the place where 
they retired. 

The cross-entity inference is also motivated by 
the phenomenon that the entities of the same type 
often attend similar events. That gives us a way to 
predict event type based on entity-type consistency. 
From the sentence: 

(4)Obama beats McCain. 
it is hard to identify it as an Elect event in ACE, 
which means Obama wins the Presidential Election, 
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or an Attack event, which means Obama roughs 
somebody up. But if we have the priori knowledge 
that the sentence “Bush beats McCain” is an Elect 
event, and “Obama” was a presidential contender 
just like “Bush” (strict type consistency), we have 
ample evidence to predict that the sentence (4) is 
also an Elect event. 

Indeed above cross-entity inference for event-
type identification is not the only use of entity-type 
consistency. As we shall describe below, we can 
make use of it at all issues of event extraction: 

 For event type: the entities of the same type 
are most likely to attend similar events. And the 
events often use consistent or synonymous trigger. 

 For event argument (participant): the enti-
ties of the same type normally co-occur with simi-
lar participants in the events of the same type. 

 For argument role: the arguments of the 
same type, for the most part, play the same roles in 
similar events. 

With the help of above characteristics of entity, 
we can perform a step-by-step inference in this 
order:  

 Step 1: predicting event type and labeling 
trigger given the entities of the same type. 

 Step 2: identifying arguments in certain event 
given priori entity type, event type and trigger that 
obtained by step 1. 

 Step 3: determining argument roles in certain 
event given entity type, event type, trigger and ar-
guments that obtained by step 1 and step 2. 

On the basis, we give a blind cross-entity infer-
ence method for event extraction in this paper. In 
the method, we first regard entities as queries to 
retrieve their related documents from large-scale 
language resources, and use the global evidences 
of the documents to generate entity-type descrip-
tions. Second we determine the type consistency of 
entities by measuring the similarity of the type de-
scriptions. Finally, given the priori attributes of 
events in the training data, with the help of the en-
tities of the same type, we perform the step-by-step 
cross-entity inference on the attributes of test 
events (candidate sentences). 

In contrast to other transductive inference meth-
ods on event extraction, the cross-entity inference 
makes every effort to strengthen effects of entities 
in predicting event occurrences. Thus the inferen-
tial process can benefit from following aspects: 1) 
less false evidence, viz. less false entity-type con-
sistency (the key clue of cross-entity inference), 

because the consistency can be more precisely de-
termined with the help of fully entity-type descrip-
tion that obtained based on the related information 
from Web; 2) more valid evidence, viz. more enti-
ties of the same type (the key references for the 
inference), because any entity never lack its con-
geners. 

2 Task Description 

The event extraction task we addressing is that of 
the Automatic Content Extraction (ACE) evalua-
tions, where an event is defined as a specific occur-
rence involving participants. And event extraction 
task requires that certain specified types of events 
that are mentioned in the source language data be 
detected. We first introduce some ACE terminol-
ogy to understand this task more easily: 

 Entity: an object or a set of objects in one of 
the semantic categories of interest, referred to in 
the document by one or more (co-referential) entity 
mentions. 

 Entity mention: a reference to an entity (typi-
cally, a noun phrase). 

 Event trigger: the main word that most clear-
ly expresses an event occurrence (An ACE event 
trigger is generally a verb or a noun). 

 Event arguments: the entity mentions that 
are involved in an event (viz., participants). 

 Argument roles: the relation of arguments to 
the event where they participate. 

 Event mention: a phrase or sentence within 
which an event is described, including trigger and 
arguments. 

The 2005 ACE evaluation had 8 types of events, 
with 33 subtypes; for the purpose of this paper, we 
will treat these simply as 33 separate event types 
and do not consider the hierarchical structure 
among them. Besides, the ACE evaluation plan 
defines the following standards to determine the 
correctness of an event extraction: 

 A trigger is correctly labeled if its event type 
and offset (viz., the position of the trigger word in 
text) match a reference trigger. 

 An argument is correctly identified if its event 
type and offsets match any of the reference argu-
ment mentions, in other word, correctly recogniz-
ing participants in an event. 

 An argument is correctly classified if its role 
matches any of the reference argument mentions. 

Consider the sentence: 
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(5) It has refused in the last five years to revoke 
the license of a single doctor for committing medi-
cal errors.1

The event extractor should detect an End-
Position event mention, along with the trigger 
word “revoke”, the position “doctor”, the person 
whose license should be revoked, and the time dur-
ing which the event happened: 
 Event type End-Position 

Trigger revoke 
a single doctor Role=Person 

doctor Role=Position Arguments 
the last five years Role=Time-within 

Table 1: Event extraction example 

It is noteworthy that event extraction depends on 
previous phases like name identification, entity 
mention co-reference and classification. Thereinto, 
the name identification is another hard task in ACE 
evaluation and not the focus in this paper. So we 
skip the phase and instead directly use the entity 
labels provided by ACE. 

3 Related Work 

Almost all the current ACE event extraction sys-
tems focus on processing one sentence at a time 
(Grishman et al., 2005; Ahn, 2006; Hardyet al. 
2006). However, there have been several studies 
using high-level information from a wider scope:  

Maslennikov and Chua (2007) use discourse 
trees and local syntactic dependencies in a pattern-
based framework to incorporate wider context to 
refine the performance of relation extraction. They 
claimed that discourse information could filter noi-
sy dependency paths as well as increasing the reli-
ability of dependency path extraction. 

Finkel et al. (2005) used Gibbs sampling, a sim-
ple Monte Carlo method used to perform approxi-
mate inference in factored probabilistic models. By 
using simulated annealing in place of Viterbi de-
coding in sequence models such as HMMs, CMMs, 
and CRFs, it is possible to incorporate non-local 
structure while preserving tractable inference. 
They used this technique to augment an informa-
tion extraction system with long-distance depend-
ency models, enforcing label consistency and 
extraction template consistency constraints. 

Ji and Grishman (2008) were inspired from the 
hypothesis of “One Sense Per Discourse” (Ya-
                                                           
1 Selected from the file “CNN_CF_20030304.1900.02” in 
ACE-2005 corpus. 

rowsky, 1995); they extended the scope from a 
single document to a cluster of topic-related docu-
ments and employed a rule-based approach to 
propagate consistent trigger classification and 
event arguments across sentences and documents. 
Combining global evidence from related docu-
ments with local decisions, they obtained an appre-
ciable improvement in both event and event 
argument identification. 

Patwardhan and Riloff (2009) proposed an event 
extraction model which consists of two compo-
nents: a model for sentential event recognition, 
which offers a probabilistic assessment of whether 
a sentence is discussing a domain-relevant event; 
and a model for recognizing plausible role fillers, 
which identifies phrases as role fillers based upon 
the assumption that the surrounding context is dis-
cussing a relevant event. This unified probabilistic 
model allows the two components to jointly make 
decisions based upon both the local evidence sur-
rounding each phrase and the “peripheral vision”. 

Gupta and Ji (2009) used cross-event informa-
tion within ACE extraction, but only for recovering 
implicit time information for events. 

Liao and Grishman (2010) propose document 
level cross-event inference to improve event ex-
traction. In contrast to Gupta’s work, Liao do not 
limit themselves to time information for events, but 
rather use related events and event-type consis-
tency to make predictions or resolve ambiguities 
regarding a given event. 

4 Motivation 

In event extraction, current transductive inference 
methods focus on the issue that many events are 
missing or spuriously tagged because the local in-
formation is not sufficient to make a confident de-
cision. The solution is to mine credible evidences 
of event occurrences from global information and 
regard that as priori knowledge to predict unknown 
event attributes, such as that of cross-document 
and cross-event inference methods.  

However, by analyzing the sentence-level base-
line event extraction, we found that the entities 
within a sentence, as the most important local in-
formation, actually contain sufficient clues for 
event detection. It is only based on the premise that 
we know the backgrounds of the entities before-
hand. For instance, if we knew the entity “vesu-
vius” is an active volcano, we could easily identify 
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the word “erupt”, which co-occurred with the en-
tity, as the trigger of a “volcanic eruption” event 
but not that of a “spotty rash”. 

In spite of that, it is actually difficult to use an 
entity to directly infer an event occurrence because 
we normally don’t know the inevitable connection 
between the background of the entity and the event 
attributes. But we can well use the entities of the 
same background to perform the inference. In de-
tail, if we first know entity(a) has the same back-
ground with entity(b), and we also know that 
entity(a), as a certain role, participates in a specific 
event, then we can predict that entity(b) might par-
ticiptes in a similar event as the same role. 

Consider the two sentences2 from ACE corpus: 
(5) American case for war against Saddam. 
(6) Bush should torture the al Qaeda chief op-

erations officer. 
The sentences are two event mentions which 

have the same attributes: 
Event type Attack 

Trigger war 
American Role=Attacker (5) 

Arguments Saddam Role=Target 
Event type Attack 

Trigger torture 
Bush Role=Attacker (6) 

Arguments 
...Qaeda chief ... Role=Target 

Table 2: Cross-entity inference example 
From the sentences, we can find that the entities 

“Saddam” and “Qaeda chief” have the same back-
ground (viz., terrorist leader), and they are both the 
arguments of Attack events as the role of Target. 
So if we previously know any of the event men-
tions, we can infer another one with the help of the 
entities of the same background. 

In a word, the cross-entity inference, we pro-
posed for event extraction, bases on the hypothesis: 

Entities of the consistent type normally partici-
pate in similar events as the same role. 

As we will introduce below, some statistical da-
ta from ACE training corpus can support the hy-
pothesis, which show the consistency of event type 
and role in event mentions where entities of the 
same type occur. 

4.1 Entity Consistency and Distribution 

Within the ACE corpus, there is a strong entity 
consistency: if one entity mention appears in a type 
                                                           
2 They are extracted from the files “CNN_CF_20030305.1900. 
00-1” and “CNN_CF_20030303.1900.06-1” respectively. 

of event, other entity mentions of the same type 
will appear in similar events, and even use the 
same word to trigger the events. To see this we 
calculated the conditional probability (in the ACE 
corpus) of a certain entity type appearing in the 33 
ACE event subtypes. 
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Figure 1. Conditional probability of a certain entity 
type appearing in the 33 ACE event subtypes (Here 

only the probabilities of Population-Center, Ex-
ploding and Air entities as examples) 
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Figure 2. Conditional probability of an entity type 
appearing as the 34 ACE role types (Here only the 
probabilities of Population-Center, Exploding and 

Air entities as examples) 
As there are 33 event subtypes and 43 entity 

types, there are potentially 33*43=1419 entity-
event combinations. However, only a few of these 
appear with substantial frequency. For example, 
the Population-Center entities only occur in 4 
types of event mentions with the conditional prob-
ability more than 0.05. From Table 3, we can find 
that only Attack and Transport events co-occur 
frequently with Population-Center entities (see 
Figure 1 and Table 3). 

Event Cond.Prob. Freq. 
Transport 0.368 197 

Attack 0.295 158 
Meet 0.073 39 
Die 0.069 37 

Table 3: Events co-occurring with Population-
Center with the conditional probability > 0.05 
Actually we find that most entity types appear in 

more restricted event mentions than Population-
Center entity. For example, Air entity only co-
occurs with 5 event types (Attack, Transport, Die, 
Transfer-Ownership and Injure), and Exploding 
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entity co-occurs with 4 event types (see Figure 1). 
Especially, they only co-occur with one or two 
event types with the conditional probability more 
than 0.05. 

 Evnt.<=5 5<Evnt.<=10 Evnt.>10 
Freq. > 0 24 7 12 
Freq. >10 37 4 2 
Freq. >50 41 1 1 

Table 4: Distribution of entity-event combination 
corresponding to different co-occurrence frequency 

Table 4 gives the distributions of whole ACE 
entity types co-occurring with event types. We can 
find that there are 37 types of entities (out of 43 in 
total) appearing in less than 5 types of event men-
tions when entity-event co-occurrence frequency is 
larger than 10, and only 2 (e.g. Individual) appear-
ing in more than 10 event types. And when the fre-
quency is larger than 50, there are 41 (95%) entity 
types co-occurring with less than 5 event types. 
These distributions show the fact that most in-
stances of a certain entity type normally participate 
in events of the same type. And the distributions 
might be good predictors for event type detection 
and trigger determination. 

Air (Entity type) 

Attack 
event 

Fighter plane (subtype 1): 
“MiGs” “enemy planes” “warplanes” “allied 
aircraft” “U.S. jets” “a-10 tank killer” “b-1 
bomber” “a-10 warthog” “f-14 aircraft” 
“apache helicopter” 
Spacecraft (subtype 2): 
“russian soyuz capsule” “soyuz” 
Civil aviation (subtype 3): 
“airliners” “the airport” “Hooters Air execu-
tive” 

Transport 
event 

Private plane (subtype 4): 
“Marine One” “commercial flight” “private 
plane” 

Table 5: Event types co-occurred with Air entities 

Besides, an ACE entity type actually can be di-
vided into more cohesive subtypes according to 
similarity of background of entity, and such a sub-
type nearly always co-occur with unique event 
type. For example, the Air entities can be roughly 
divided into 4 subtypes: Fighter plane, Spacecraft, 
Civil aviation and Private plane, within which the 
Fighter plane entities all appear in Attack event 
mentions, and other three subtypes all co-occur 
with Transport events (see Table 5). This consis-
tency of entities in a subtype is helpful to improve 
the precision of the event type predictor. 

4.2 Role Consistency and Distribution 

The same thing happens for entity-role combina-
tions: entities of the same type normally play the 
same role, especially in the event mentions of the 
same type. For example, the Population-Center 
entities occur in ACE corpus as only 4 role types: 
Place, Destination, Origin and Entity respectively 
with conditional probability 0.615, 0.289, 0.093, 
0.002 (see Figure 2). And They mainly appear in 
Transport event mentions as Place, and in Attack 
as Destination. Particularly the Exploding entities 
only occur as Instrument and Artifact respectively 
with the probability 0.986 and 0.014. They almost 
entirely appear in Attack events as Instrument. 

 Evnt.<=5 5<Evnt.<=10 Evnt.>10 
Freq. > 0 32 5 6 
Freq. >10 38 3 2 
Freq. >50 42 1 0 

Table 6: Distribution of entity-role combination 
corresponding to different co-occurrence frequency 

Table 6 gives the distributions of whole entity-
role combinations in ACE corpus. We can find that 
there are 38 entity types (out of 43 in total) occur 
as less than 5 role types when the entity-role co-
occurrence frequency is larger than 10. There are 
42 (98%) when the frequency is larger than 50, and 
only 2 (e.g. Individual) when larger than 10. The 
distributions show that the instances of an entity 
type normally occur as consistent role, which is 
helpful for cross-entity inference to predict roles. 

5 Cross-entity Approach  

In this section we present our approach to using 
blind cross-entity inference to improve sentence-
level ACE event extraction. 

Our event extraction system extracts events in-
dependently for each sentence, because the defini-
tion of event mention constrains them to appear in 
the same sentence. Every sentence that at least in-
volves one entity mention will be regarded as a 
candidate event mention, and a randomly selected 
entity mention from the candidate will be the star-
ing of the whole extraction process. For the entity 
mention, information retrieval is used to mine its 
background knowledge from Web, and its type is 
determined by comparing the knowledge with 
those in training corpus. Based on the entity type, 
the extraction system performs our step-by-step 
cross-entity inference to predict the attributes of 
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the candidate event mention: trigger, event type, 
arguments, roles and whether or not being an event 
mention. The main frame of our event extraction 

system is shown in Figure 3, which includes both 
training and testing processes. 

 
Figure 3. The frame of cross-entity inference for event extraction (including training and testing processes) 

In the training process, for every entity type in 
the ACE training corpus, a clustering technique 
(CLUTO toolkit)3 is used to divide it into different 
cohesive subtypes, each of which only contains the 
entities of the same background. For instance, the 
Air entities will be divided into Fighter plane, 
Spacecraft, Civil aviation, Private plane, etc (see 
Table 5). And for each subtype, we mine event 
mentions where this type of entities appear from 
ACE training corpus, and extract all the words 
which trigger the events to establish corresponding 
trigger list. Besides, a set of support vector ma-
chine (SVM) based classifiers are also trained: 

 Argument Classifier: to distinguish arguments 
of a potential trigger from non-arguments4; 

 Role Classifier: to classify arguments by ar-
gument role; 

 Reportable-Event Classifier (Trigger Classi-
fier): Given entity types, a potential trigger, an 
event type, and a set of arguments, to determine 
whether there is a reportable event mention. 

                                                           
3http://oai.dtic.mil/oai/oai?verb=getRecord&metadataPrefix=h
tml&identifier=ADA439508 
4 It is noteworthy that a sentence may include more than one 
event (more than one trigger). So it is necessary to distinguish 
arguments of a potential trigger from that of others. 

In the test process, for each candidate event 
mention, our event extraction system firstly pre-
dicts its triggers and event types: given an ran-
domly selected entity mention from the candidate, 
the system determines the entity subtype it belong-
ing to and the corresponding trigger list, and then 
all non-entity words in the candidate are scanned 
for a instance of triggers from the list. When an 
instance is found, the system tags the candidate as 
the event type that the most frequently co-occurs 
with the entity subtype in the events that triggered 
by the instance. Secondly the argument classifier is 
applied to the remaining mentions in the candidate; 
for any argument passing that classifier, the role 
classifier is used to assign a role to it. Finally, once 
all arguments have been assigned, the reportable-
event classifier is applied to the candidate; if the 
result is successful, this event mention is reported. 

5.1 Further Division of Entity Type  

One of the most important pretreatments before 
our blind cross-entity inference is to divide the 
ACE entity type into more cohesive subtype. The 
greater consistency among backgrounds of entities 
in such a subtype might be good to improve the 
precision of cross-entity inference.  
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For each ACE entity type, we collect all entity 
mentions of the type from training corpus, and re-
gard each such mention as a query to retrieve the 
50 most relevant documents from Web. Then we 
select 50 key words that the most weighted by 
TFIDF in the documents to roughly describe back-
ground of entity. After establishing the vector 
space model (VSM) for each entity mention of the 
type, we adopt a clustering toolkit (CLUTO) to 
further divide the mentions into different subtypes. 
Finally, for each subtype, we describe its centroid 
by using 100 key words which the most frequently 
occurred in relevant documents of entities of the 
subtype. 

In the test process, for an entity mention in a 
candidate event mention, we determine its type by 
comparing its background against all centroids of 
subtypes in training corpus, and the subtype whose 
centroid has the most Cosine similarity with the 
background will be assigned to the entity. It is 
noteworthy that global information from the Web 
is only used to measure the entity-background con-
sistency and not directly in the inference process. 
Thus our event extraction system actually still per-
forms a sentence-level inference based on local 
information. 

5.2 Cross-Entity Inference 

Our event extraction system adopts a step-by-
step cross-entity inference to predict event. As dis-
cussed above, the first step is to determine the trig-
ger in a candidate event mention and tag its event 
type based on consistency of entity type. Given the 
domain of event mention that restrained by the 
known trigger, event type and entity subtype, the 
second step is to distinguish the most probable ar-
guments that co-occurring in the domain from the 
non-arguments. Then for each of the arguments, 
the third step can use the co-occurring arguments 
in the domain as important contexts to predict its 
role. Finally, the inference process determines 
whether the candidate is a reportable event men-
tion according to a confidence coefficient. In the 
following sections, we focus on introducing the 
three classifiers: argument classifier, role classifier 
and reportable-event classifier. 

5.2.1   Cross-Entity Argument Classifier 

For a candidate event mention, the first step 
gives its event type, which roughly restrains the 

domain of event mentions where the arguments of 
the candidate might co-occur. On the basis, given 
an entity mention in the candidate and its type (see 
the pretreatment process in section 5.1), the argu-
ment classifier could predict whether other entity 
mentions co-occur with it in such a domain, if yes, 
all the mentions will be the arguments of the can-
didate. In other words, if we know an entity of a 
certain type participates in some event, we will 
think of what entities also should participate in the 
event. For instance, when we know a defendant 
goes on trial, we can conclude that the judge, law-
yer and witness should appear in court. 

Argument Classifier 
Feature 1: an event type (an event-mention domain) 
Feature 2: an entity subtype 
Feature 3: entity-subtype co-occurrence in domain 
Feature 4: distance to trigger 
Feature 5: distances to other arguments 
Feature 6: co-occurrence with trigger in clause 

Role Classifier 
Feature 1 and Feature 2 

Feature 7: entity-subtypes of arguments 
Reportable-Event Classifier 

Feature 1 
Feature 8: confidence coefficient of trigger in domain 
Feature 9: confidence coefficient of role in domain 
Table 7: Features selected for SVM-based cross-

entity classifiers 
A SVM-based argument classifier is used to de-

termine arguments of candidate event mention. 
Each feature of this classifier is the conjunction of: 

 The subtype of an entity 
 The event type we are trying to assign an ar-

gument to 
 A binary indicator of whether this entity sub-

type co-occurs with other subtypes in such an 
event type (There are 266 entity subtypes, and so 
266 features for each instance) 
Some minor features, such as another binary indi-
cator of whether arguments co-occur with trigger 
in the same clause (see Table 7). 

5.2.2 Cross-Entity Role Classifier 

For a candidate event mention, the arguments 
that given by the second step (argument classifier) 
provide important contextual information for pre-
dicting what role the local entity (also one of the 
arguments) takes on. For instance, when citizens 
(Arg1) co-occur with terrorist (Arg2), most likely 
the role of Arg1 is Victim. On the basis, with the 
help of event type, the prediction might be more 
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precise. For instance, if the Arg1 and Arg2 co-
occur in an Attack event mention, we will have 
more confidence in the Victim role of Arg1. 

Besides, as discussed in section 4, entities of the 
same type normally take on the same role in simi-
lar events, especially when they co-occur with sim-
ilar arguments in the events (see Table 2). 
Therefore, all instances of co-occurrence model 
{entity subtype, event type, arguments} in training 
corpus could provide effective evidences for pre-
dicting the role of argument in the candidate event 
mention. Based on this, we trained a SVM-based 
role classifier which uses following features: 

 Feature 1 and Feature 2 (see Table 7) 
 Given the event domain that restrained by the 

entity and event types, an indicator of what sub-
types of arguments appear in the domain. (266 en-
tity subtypes make 266 features for each instance) 

5.2.3 Reportable-Event Classifier 
At this point, there are still two issues need to be 

resolved. First, some triggers are common words 
which often mislead the extraction of candidate 
event mention, such as “it”, “this”, “what”, etc. 
These words only appear in a few event mentions 
as trigger, but when they once appear in trigger list, 
a large quantity of noisy sentences will be regarded 
as candidates because of their commonness in sen-
tences. Second, some arguments might be tagged 
as more than one role in specific event mentions, 
but as ACE event guideline, one argument only 
takes on one role in a sentence. So we need to re-
move those with low confidence. 

A confidence coefficient is used to distinguish 
the correct triggers and roles from wrong ones. The 
coefficient calculate the frequency of a trigger (or a 
role) appearing in specific domain of event men-
tions and that in whole training corpus, then com-
bines them to represent its confidence degree, just 
like TFIDF algorithm. Thus, the more typical trig-
gers (or roles) will be given high confidence. 
Based on the coefficient, we use a SVM-based 
classifier to determine the reportable events. Each 
feature of this classifier is the conjunction of: 

 An event type (domain of event mentions) 
 Confidence coefficients of triggers in domain 
 Confidence coefficients of roles in the domain. 

6 Experiments 

We followed Liao (2010)’s evaluation and ran-
domly select 10 newswire texts from the ACE 

2005 training corpus as our development set, 
which is used for parameter tuning, and then con-
duct a blind test on a separate set of 40 ACE 2005 
newswire texts. We use the rest of the ACE train-
ing corpus (549 documents) as training data for our 
event extraction system.  

To compare with the reported work on cross-
event inference (Liao, 2010) and its sentence-level 
baseline system, we cross-validate our method on 
10 separate sets of 40 ACE texts, and report the 
optimum, worst and mean performances (see Table 
8) on the data by using Precision (P), Recall (R) 
and F-measure (F). In addition, we also report the 
performance of two human annotators on 40 ACE 
newswire texts (a random blind test set): one 
knows the rules of event extraction; the other 
knows nothing about it. 

6.1 Main Results  

From the results presented in Table 8, we can 
see that using the cross-entity inference, we can 
improve the F score of sentence-level event extrac-
tion for trigger classification by 8.59%, argument 
classification by 11.86%, and role classification by 
11.9% (mean performance). Compared to the 
cross-event inference, we gains 2.87% improve-
ment for argument classification, and 3.81% for 
role classification (mean performance). Especially, 
our worst results also have better performances 
than cross-event inference. 

Nonetheless, the cross-entity inference has 
worse F score for trigger determination. As we can 
see, the low Recall score weaken its F score (see 
Table 8). Actually, we select the sentence which at 
least includes one entity mention as candidate 
event mention, but lots of event mentions in ACE 
never include any entity mention. Thus we have 
missed some mentions at the starting of inference 
process. 

In addition, the annotator who knows the rules 
of event extraction has a similar performance trend 
with systems: high for trigger classification, mid-
dle for argument classification, and low for role 
classification (see Table 8). But the annotator who 
never works in this field obtains a different trend: 
higher performance for argument classification. 
This phenomenon might prove that the step-by-
step inference is not the only way to predicate 
event mention because human can determine ar-
guments without considering triggers and event 
types. 
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                            Performance 
System/Human Trigger (%) Argument (%) Role (%) 

 P R F P R F P R F 
Sentence-level baseline 67.56 53.54 59.74 46.45 37.15 41.29 41.02 32.81 36.46
Cross-event inference 68.71 68.87 68.79 50.85 49.72 50.28 45.06 44.05 44.55
Cross-entity inference (optimum) 73.4 66.2 69.61 56.96 55.1 56 49.3 46.59 47.9 
Cross-entity inference (worst) 71.3 64.17 66.1 51.28 50.3 50.78 46.3 44.3 45.28
Cross-entity inference (mean) 72.9 64.3 68.33 53.4 52.9 53.15 51.6 45.5 48.36
Human annotation 1 (blind) 58.9 59.1 59.0 62.6 65.9 64.2 50.3 57.69 53.74
Human annotation 2 (know rules) 74.3 76.2 75.24 68.5 75.8 71.97 61.3 68.8 64.86

Table 8: Overall performance on blind test data

6.2 Influence of Clustering on Inference  

A main part of our blind inference system is the 
entity-type consistency detection, which relies 
heavily on the correctness of entity clustering and 
similarity measurement. In training, we used 
CLUTO clustering toolkit to automatically gener-
ate different types of entities based on their back-
ground-similarities. In testing, we use K-nearest 
neighbor algorithm to determine entity type. 

Fighter plane (subtype 1 in Air entities): 
“warplanes” “allied aircraft” “U.S. jets” “a-10 tank killer” 
“b-1 bomber” “a-10 warthog” “f-14 aircraft” “apache heli-
copter” “terrorist” “Saddam” “Saddam Hussein” “Bagh-
dad”…

Table 9: Noises in subtype 1 of “Air” entities (The 
blod fonts are noises) 

We obtained 129 entity subtypes from training 
set. By randomly inspecting 10 subtypes, we found 
nearly every subtype involves no less than 19.2% 
noises. For example, the subtype 1 of “Air” in Ta-
ble 5 lost the entities of “MiGs” and “enemy 
planes”, but involved “terrorist”, “Saddam”, etc 
(See Table 9). Therefore, we manually clustered 
the subtypes and retry the step-by-step cross-entity 
inference. The results (denoted as “Visible 1”) are 
shown in Table 10, within which, we additionally 
show the performance of the inference on the 
rough entity types provided by ACE (denoted as 
“Visible 2”), such as the type of “Air”, “Popula-
tion-Center”, “Exploding”, etc., which normally 
can be divided into different more cohesive sub-
types. And the “Blind” in Table 10 denotes the 
performances on our subtypes obtained by CLUTO. 

It is surprised that the performances (see Table 
10, F-score) on “Visible 1” entity subtypes are just 
a little better than “Blind” inference. So it seems 
that the noises in our blind entity types (CLUTO 
clusters) don’t hurt the inference much. But by re-
inspecting the “Visible 1” subtypes, we found that 

their granularities are not enough small: the 89 
manual entity clusters actually can be divided into 
more cohesive subtypes. So the improvements of 
inference on noise-free “Visible 1” subtypes are 
partly offset by loss on weakly consistent entities 
in the subtypes. It can be proved by the poor per-
formances on “Visible 2” subtypes which are much 
more general than “Visible 1”. Therefore, a rea-
sonable clustering method is important in our in-
ference process. 

F-score Trigger  Argument Role 
Blind 68.33 53.15 48.36 

Visible 1 69.15 53.65 48.83 
Visible 2 51.34 43.40 39.95 

Table 10: Performances on visible VS blind  

7 Conclusions and Future Work  
We propose a blind cross-entity inference method 
for event extraction, which well uses the consis-
tency of entity mention to achieve sentence-level 
trigger and argument (role) classification. Experi-
ments show that the method has better perform-
ance than cross-document and cross-event 
inferences in ACE event extraction. 

The inference presented here only considers the 
helpfulness of entity types of arguments to role 
classification. But as a superior feature, contextual 
roles can provide more effective assistance to role 
determination of local argument. For instance, 
when an Attack argument appears in a sentence, a 
Target might be there. So if we firstly identify 
simple roles, such as the condition that an argu-
ment has only a single role, and then use the roles 
as priori knowledge to classify hard ones, may be 
able to further improve performance.
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Abstract

The goal of our research is to improve
event extraction by learning to identify sec-
ondary role filler contexts in the absence
of event keywords. We propose a multi-
layered event extraction architecture that pro-
gressively “zooms in” on relevant informa-
tion. Our extraction model includes a docu-
ment genre classifier to recognize event nar-
ratives, two types of sentence classifiers, and
noun phrase classifiers to extract role fillers.
These modules are organized as a pipeline to
gradually zero in on event-related information.
We present results on the MUC-4 event ex-
traction data set and show that this model per-
forms better than previous systems.

1 Introduction

Event extractionis an information extraction (IE)
task that involves identifying the role fillers for
events in a particular domain. For example, the
Message Understanding Conferences (MUCs) chal-
lenged NLP researchers to create event extraction
systems for domains such as terrorism (e.g., to iden-
tify the perpetrators, victims, and targets of terrorism
events) and management succession (e.g., to iden-
tify the people and companies involved in corporate
management changes).

Most event extraction systems use either a
learning-based classifier to label words as role
fillers, or lexico-syntactic patterns to extract role
fillers from pattern contexts. Both approaches, how-
ever, generally tackle event recognition and role
filler extraction at the same time. In other words,

most event extraction systems primarily recognize
contexts that explicitly refer to a relevant event. For
example, a system that extracts information about
murders will recognize expressions associated with
murder (e.g., “killed”, “assassinated”, or “shot to
death”) and extract role fillers from the surround-
ing context. But many role fillers occur in contexts
that do not explicitly mention the event, and those
fillers are often overlooked. For example, the per-
petrator of a murder may be mentioned in the con-
text of an arrest, an eyewitness report, or specula-
tion about possible suspects. Victims may be named
in sentences that discuss the aftermath of the event,
such as the identification of bodies, transportation
of the injured to a hospital, or conclusions drawn
from an investigation. We will refer to these types of
sentences as “secondary contexts” because they are
generally not part of the main event description. Dis-
course analysis is one option to explicitly link these
secondary contexts to the event, but discourse mod-
elling is itself a difficult problem.

The goal of our research is to improve event ex-
traction by learning to identify secondary role filler
contexts in the absence of event keywords. We cre-
ate a set of classifiers to recognizerole-specific con-
textsthat suggest the presence of a likely role filler
regardless of whether a relevant event is mentioned
or not. For example, our model should recognize
that a sentence describing an arrest probably in-
cludes a reference to a perpetrator, even though the
crime itself is reported elsewhere.

Extracting information from these secondary con-
texts can be risky, however, unless we know that
the larger context is discussing a relevant event. To
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address this, we adopt a two-pronged strategy for
event extraction that handlesevent narrativedocu-
ments differently from other documents. We define
an event narrative as an article whose main purpose
is to report the details of an event. We apply therole-
specific sentence classifiersonly to event narratives
to aggressively search for role fillers in these sto-
ries. However, other types of documents can men-
tion relevant events too. The MUC-4 corpus, for ex-
ample, includes interviews, speeches, and terrorist
propaganda that contain information about terrorist
events. We will refer to these documents asfleet-
ing referencetexts because they mention a relevant
event somewhere in the document, albeit briefly. To
ensure that relevant information is extracted from all
documents, we also apply a conservative extraction
process to every document to extract facts from ex-
plicit event sentences.

Our complete event extraction model, called
TIER, incorporates both document genre and role-
specific context recognition into 3 layers of analy-
sis: document analysis, sentence analysis, and noun
phrase (NP) analysis. At the top level, we train a
text genre classifier to identify event narrative doc-
uments. At the middle level, we create two types
of sentence classifiers.Event sentence classifiers
identify sentences that are associated with relevant
events, androle-specific context classifiersidentify
sentences that contain possible role fillers irrespec-
tive of whether an event is mentioned. At the low-
est level, we userole filler extractorsto label indi-
vidual noun phrases as role fillers. As documents
pass through the pipeline, they are analyzed at dif-
ferent levels of granularity. All documents pass
through the event sentence classifier, and event sen-
tences are given to the role filler extractors. Docu-
ments identified as event narratives additionally pass
through role-specific sentence classifiers, and the
role-specific sentences are also given to the role filler
extractors. This multi-layered approach creates an
event extraction system that can discover role fillers
in a variety of different contexts, while maintaining
good precision.

In the following sections, we position our research
with respect to related work, present the details of
our multi-layered event extraction model, and show
experimental results for five event roles using the
MUC-4 data set.

2 Related Work

Some event extraction data sets only include doc-
uments that describe relevant events (e.g., well-
known data sets for the domains of corporate ac-
quisitions (Freitag, 1998b; Freitag and McCallum,
2000; Finn and Kushmerick, 2004), job postings
(Califf and Mooney, 2003; Freitag and McCallum,
2000), and seminar announcements (Freitag, 1998b;
Ciravegna, 2001; Chieu and Ng, 2002; Finn and
Kushmerick, 2004; Gu and Cercone, 2006). But
many IE data sets present a more realistic task where
the IE system must determine whether a relevant
event is present in the document, and if so, extract
its role fillers. Most of the Message Understand-
ing Conference data sets represent this type of event
extraction task, containing (roughly) a 50/50 mix
of relevant and irrelevant documents (e.g., MUC-3,
MUC-4, MUC-6, and MUC-7 (Hirschman, 1998)).
Our research focuses on this setting where the event
extraction system is not assured of getting only rele-
vant documents to process.

Most event extraction models can be character-
ized as either pattern-based or classifier-based ap-
proaches. Early event extraction systems used hand-
crafted patterns (e.g., (Appelt et al., 1993; Lehn-
ert et al., 1991)), but more recent systems gener-
ate patterns or rules automatically using supervised
learning (e.g., (Kim and Moldovan, 1993; Riloff,
1993; Soderland et al., 1995; Huffman, 1996; Fre-
itag, 1998b; Ciravegna, 2001; Califf and Mooney,
2003)), weakly supervised learning (e.g., (Riloff,
1996; Riloff and Jones, 1999; Yangarber et al.,
2000; Sudo et al., 2003; Stevenson and Greenwood,
2005)), or unsupervised learning (e.g., (Shinyama
and Sekine, 2006; Sekine, 2006)). In addition, many
classifiers have been created to sequentially label
event role fillers in a sentence (e.g., (Freitag, 1998a;
Chieu and Ng, 2002; Finn and Kushmerick, 2004;
Li et al., 2005; Yu et al., 2005)). Research has
also been done on relation extraction (e.g., (Roth
and Yih, 2001; Zelenko et al., 2003; Bunescu and
Mooney, 2007)), but that task is different from event
extraction because it focuses on isolated relations
rather than template-based event analysis.

Most event extraction systems scan a text and
search small context windows using patterns or a
classifier. However, recent work has begun to ex-
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Figure 1: TIER: A Multi-Layered Architecture for Event Extraction

plore more global approaches. (Maslennikov and
Chua, 2007) use discourse trees and local syntactic
dependencies in a pattern-based framework to incor-
porate wider context. Ji and Grishman (2008) en-
force event role consistency across different docu-
ments. (Liao and Grishman, 2010) use cross-event
inference to help with the extraction of role fillers
shared across events. And there have been several
recent IE models that explore the idea of identify-
ing relevant sentences to gain a wider contextual
view and then extracting role fillers. (Gu and Cer-
cone, 2006) created HMMs to first identify relevant
sentences, but their research focused on eliminating
redundant extractions and worked with seminar an-
nouncements, where the system was only given rel-
evant documents. (Patwardhan and Riloff, 2007) de-
veloped a system that learns to recognize event sen-
tences and uses patterns that have asemantic affinity
for an event role to extract role fillers. GLACIER
(Patwardhan and Riloff, 2009) jointly considers sen-
tential evidence and phrasal evidence in a unified
probabilistic framework. Our research follows in
the same spirit as these approaches by performing
multiple levels of text analysis. But our event ex-
traction model includes two novel contributions: (1)
we develop a set ofrole-specificsentence classifiers
to learn to recognizesecondary contextsassociated
with each type of event role , and (2) we exploit text
genre to incorporate a third level of analysis that en-
ables the system to aggressively hunt for role fillers
in documents that are event narratives. In Section 5,
we compare the performance of our model with both
the GLACIER system and Patwardhan & Riloff’s
semantic affinity model.

3 A Multi-Layered Approach to Event
Extraction

The main idea behind our approach is to analyze
documents at multiple levels of granularity in order
to identify role fillers that occur in different types of
contexts. Our event extraction model progressively
“zooms in” on relevant information by first identi-
fying the document type, then identifying sentences
that are likely to contain relevant information, and
finally analyzing individual noun phrases to identify
role fillers. The key advantage of this architecture is
that it allows us to search for information using two
different principles: (1) we look for contexts that di-
rectly refer to the event, as per most traditional event
extraction systems, and (2) we look for secondary
contexts that are often associated with a specific type
of role filler. Identifying theserole-specific contexts
can root out important facts would have been oth-
erwise missed. Figure 1 shows the multi-layered
pipeline of our event extraction system.

An important aspect of our model is that two dif-
ferent strategies are employed to handle documents
of different types. The event extraction task is to
find any description of a relevant event, even if the
event is not the topic of the article.1 Consequently,
all documents are given to the event sentence recog-
nizers and their mission is to identify any sentence
that mentions a relevant event. This path through the
pipeline is conservative because information is ex-
tracted only from event sentences, but alldocuments
are processed, including stories that contain only a
fleeting reference to a relevant event.

1Per the MUC-4 task definition (MUC-4 Proceedings,
1992).
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The second path through the pipeline performs
additional processing for documents that belong to
the event narrative text genre. For event narratives,
we assume that most of the document discusses a
relevant event so we can more aggressively hunt for
event-related information in secondary contexts.

In this section, we explain how we create the two
types of sentence classifiers and the role filler extrac-
tors. We will return to the issue of document genre
and the event narrative classifier in Section 4.

3.1 Sentence Classification

We have argued that event role fillers commonly oc-
cur in two types of contexts: event contexts and
role-specific secondary contexts. For the purposes
of this research, we use sentences as our definition
of a “context”, although there are obviously many
other possible definitions. Anevent contextis a sen-
tence that describes the actual event. Asecondary
context is a sentence that provides information re-
lated to an event but in the context of other activities
that precede or follow the event.

For both types of classifiers, we use exactly the
same feature set, but we train them in different ways.
The MUC-4 corpus used in our experiments in-
cludes a training set consisting of documents and an-
swer keys. Each document that describes a relevant
event has answer key templates with the role fillers
(answer key strings) for each event. To train the
event sentence recognizer, we consider a sentence
to be a positive training instance if it contains one or
more answer key strings from anyof the event roles.
This produced 3,092 positive training sentences. All
remaining sentences that do not contain any answer
key strings are used as negative instances. This pro-
duced 19,313 negative training sentences, yielding a
roughly 6:1 ratio of negative to positive instances.

There is no guarantee that a classifier trained in
this way will identify event sentences, but our hy-
pothesis was that training across all of the event
roles together would produce a classifier that learns
to recognize general event contexts. This approach
was also used to train GLACIER’s sentential event
recognizer (Patwardhan and Riloff, 2009), and they
demonstrated that this approach worked reasonably
well when compared to training with event sentences
labelled by human judges.

The main contribution of our work is introducing

additional role-specific sentence classifiersto seek
out role fillers that appear in less obvious secondary
contexts. We train a set of role-specific sentence
classifiers, one for each type of event role. Every
sentence that contains a role filler of the appropri-
ate type is used as a positive training instance. Sen-
tences that do not contain any answer key strings are
negative instances.2 In this way, we force each clas-
sifier to focus on the contexts specific to its particu-
lar event role. We expect the role-specific sentence
classifiers to find some secondary contexts that the
event sentence classifier will miss, although some
sentences may be classified as both.

Using all possible negative instances would pro-
duce an extremely skewed ratio of negative to pos-
itive instances. To control the skew and keep the
training set-up consistent with the event sentence
classifier, we randomly choose from the negative in-
stances to produce a 6:1 ratio of negative to positive
instances.

Both types of classifiers use an SVM model cre-
ated with SVMlin (Keerthi and DeCoste, 2005), and
exactly the same features. The feature set consists
of the unigrams and bigrams that appear in the train-
ing texts, the semantic class of each noun phrase3,
plus a few additional features to represent the tense
of the main verb phrase in the sentence and whether
the document is long (> 35 words) or short (< 5

words). All of the feature values are binary.

3.2 Role Filler Extractors

Our extraction model also includes a set of role filler
extractors, one per event role. Each extractor re-
ceives a sentence as input and determines which
noun phrases (NPs) in the sentence are fillers for the
event role. To train an SVM classifier, noun phrases
corresponding to answer key strings for the event
role are positive instances. We randomly choose
among all noun phrases that are not in the answer
keys to create a 10:1 ratio of negative to positive in-
stances.

2We intentionally do not use sentences that contain fillers
for competing event roles as negative instances because sen-
tences often contain multiple role fillers of different types (e.g.,
a weapon may be found near a body). Sentences without any
role fillers are certain to be irrelevant contexts.

3We used the Sundance parser (Riloff and Phillips, 2004) to
identify noun phrases and assign semantic class labels.
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The feature set for the role filler extractors is
much richer than that of the sentence classifiers be-
cause they must carefully consider the local context
surrounding a noun phrase. We will refer to the noun
phrase being labelled as thetargeted NP. The role
filler extractors use three types of features:

Lexical features:we represent four words to the
left and four words to the right of the targeted NP, as
well as the head noun and modifiers (adjectives and
noun modifiers) of the targeted NP itself.

Lexico-syntactic patterns:we use the AutoSlog
pattern generator (Riloff, 1993) to automatically
create lexico-syntactic patterns around each noun
phrase in the sentence. These patterns are similar
to dependency relations in that they typically repre-
sent the syntactic role of the NP with respect to other
constituents (e.g., subject-of, object-of, and noun ar-
guments).

Semantic features:we use the Stanford NER tag-
ger (Finkel et al., 2005) to determine if the targeted
NP is a named entity, and we use the Sundance
parser (Riloff and Phillips, 2004) to assign seman-
tic class labels to each NP’s head noun.

4 Event Narrative Document Classification

One of our goals was to explore the use ofdocument
genre to permit more aggressive strategies for ex-
tracting role fillers. In this section, we first present
an analysis of the MUC-4 data set which reveals the
distribution of event narratives in the corpus, and
then explain how we train a classifier to automati-
cally identify event narrative stories.

4.1 Manual Analysis

We define anevent narrativeas an article whose
main focus is on reporting the details of an event.
For the purposes of this research, we are only con-
cerned with events that are relevant to the event ex-
traction task (i.e., terrorism). Anirrelevant docu-
ment is an article that does not mention any rele-
vant events. In between these extremes is another
category of documents that briefly mention a rele-
vant event, but the event is not the focus of the ar-
ticle. We will refer to these documents asfleeting
referencedocuments. Many of the fleeting reference
documents in the MUC-4 corpus are transcripts of
interviews, speeches, or terrorist propaganda com-

muniques that refer to a terrorist event and mention
at least one role filler, but within a discussion about
a different topic (e.g., the political ramifications of a
terrorist incident).

To gain a better understanding of how we might
create a system to automatically distinguish event
narrative documents from fleeting reference docu-
ments, we manually labelled the 116 relevant docu-
ments in our tuning set. This was an informal study
solely to help us understand the nature of these texts.

# of Event # of Fleeting
Narratives Ref. Docs Acc

Gold Standard 54 62
Heuristics 40 55 .82

Table 1: Manual Analysis of Document Types

The first row of Table 1 shows the distribution of
event narratives and fleeting references based on our
“gold standard” manual annotations. We see that
more than half of the relevant documents (62/116)
arenot focused on reporting a terrorist event, even
though they contain information about a terrorist
event somewhere in the document.

4.2 Heuristics for Event Narrative
Identification

Our goal is to train a document classifier to automat-
ically identify event narratives. The MUC-4 answer
keys reveal which documents are relevant and irrel-
evant with respect to the terrorism domain, but they
do not tell us which relevant documents are event
narratives and which are fleeting reference stories.
Based on our manual analysis of the tuning set, we
developed several heuristics to help separate them.

We observed two types of clues: the location of
the relevant information, and the density of rele-
vant information. First, we noticed that event nar-
ratives tend to mention relevant information within
the first several sentences, whereas fleeting refer-
ence texts usually mention relevant information only
in the middle or end of the document. Therefore our
first heuristic requires that an event narrative men-
tion a role filler within the first 7 sentences.

Second, event narratives generally have a higher
density of relevant information. We use several cri-
teria to estimate information density because a sin-
gle criterion was inadequate to cover different sce-
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narios. For example, some documents mention role
fillers throughout the document. Other documents
contain a high concentration of role fillers in some
parts of the document but no role fillers in other
parts. We developed three density heuristics to ac-
count for different situations. All of these heuristics
count distinct role fillers. The first density heuristic
requires that more than 50% of the sentences contain
at least one role filler (|RelSents|

|AllSents| > 0.5) . Figure 2
shows histograms for different values of this ratio in
the event narrative (a) vs. the fleeting reference doc-
uments (b). The histograms clearly show that docu-
ments with a high (> 50%) ratio are almost always
event narratives.
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Figure 2: Histograms of Density Heuristic #1 in Event
Narratives (a) vs. Fleeting References (b).

A second density heuristic requires that the ratio
of different typesof roles filled to sentences be>
50% ( |Roles|

|AllSents| > 0.5). A third density heuristic
requires that the ratio of distinct rolefillers to sen-
tences be> 70% (|RoleF illers|

|AllSents| > 0.7). If any of
these three criteria are satisfied, then the document
is considered to have a high density of relevant in-
formation.4

We use these heuristics to label a document as an
event narrative if: (1) it has a high density of relevant
information, and (2) it mentions a role filler within
the first 7 sentences.

The second row of Table 1 shows the performance
of these heuristics on the tuning set. The heuristics
correctly identify40

54
event narratives and55

62
fleeting

reference stories, to achieve an overall accuracy of
82%. These results are undoubtedly optimistic be-
cause the heuristics were derived from analysis of
the tuning set. But we felt confident enough to move
forward with using these heuristics to generate train-

4Heuristic #1 covers most of the event narratives.

ing data for an event narrative classifier.

4.3 Event Narrative Classifier

The heuristics above use the answer keys to help de-
termine whether a story belongs to the event narra-
tive genre, but our goal is to create a classifier that
can identify event narrative documents without the
benefit of answer keys. So we used the heuristics
to automatically create training data for a classifier
by labelling each relevant document in the training
set as an event narrative or a fleeting reference doc-
ument. Of the700 relevant documents,292 were
labeled as event narratives. We then trained a doc-
ument classifier using the292 event narrative docu-
ments as positive instances and all irrelevent training
documents as negative instances. The308 relevant
documents that were not identified as event narra-
tives were discarded to minimize noise (i.e., we es-
timate that our heuristics fail to identify 25% of the
event narratives). We then trained an SVM classifier
using bag-of-words (unigram) features.

Table 2 shows the performance of the event nar-
rative classifier on the manually labeled tuning set.
The classifier identified 69% of the event narratives
with 63% precision. Overall accuracy was 81%.

Recall Precision Accuracy
.69 .63 .81

Table 2: Event Narrative Classifier Results

At first glance, the performance of this classifier
is mediocre. However, these results should be inter-
preted loosely because there is not always a clear di-
viding line between event narratives and other doc-
uments. For example, some documents begin with
a specific event description in the first few para-
graphs but then digress to discuss other topics. For-
tunately, it is not essential for TIER to have a per-
fect event narrative classifier since alldocuments
will be processed by the event sentence recognizer
anyway. The recall of the event narrative classifier
means that nearly 70% of the event narratives will
get additional scrutiny, which should help to find ad-
ditional role fillers. Its precision of 63% means that
some documents that are not event narratives will
also get additional scrutiny, but information will be
extracted only if both the role-specific sentence rec-
ognizer and NP extractors believe they have found
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Method PerpInd PerpOrg Target Victim Weapon Average
Baselines

AutoSlog-TS 33/49/40 52/33/41 54/59/56 49/54/51 38/44/4145/48/46
Semantic Affinity 48/39/43 36/58/45 56/46/50 46/44/45 53/46/5048/47/47
GLACIER 51/58/54 34/45/38 43/72/53 55/58/56 57/53/5548/57/52

New Results without document classification
AllSent 25/67/36 26/78/39 34/83/49 32/72/45 30/75/4330/75/42
EventSent 52/54/53 50/44/47 52/67/59 55/51/53 56/57/5653/54/54
RoleSent 37/54/44 37/58/45 49/75/59 52/60/55 38/66/4843/63/51
EventSent+RoleSent 38/60/46 36/63/46 47/78/59 52/64/57 36/66/4742/66/51

New Results with document classification
DomDoc/EventSent+DomDoc/RoleSent 45/54/49 42/51/46 51/68/58 54/56/55 46/63/5348/58/52
EventSent+DomDoc/RoleSent 43/59/50 45/61/52 51/77/61 52/61/56 44/66/53 47/65/54
EventSent+ENarrDoc/RoleSent 48/57/52 46/53/50 51/73/60 56/60/58 53/64/58 51/62/56

Table 3: Experimental results, reported as Precision/Recall/F-score

something relevant.

4.4 Domain-relevant Document Classifier

For comparison’s sake, we also created a docu-
ment classifier to identifydomain-relevantdocu-
ments. That is, we trained a classifier to determine
whether a document is relevant to the domain of
terrorism, irrespective of the style of the document.
We trained an SVM classifier with the same bag-of-
words feature set, using all relevant documents in the
training set as positive instances and all irrelevant
documents as negative instances. We use this clas-
sifier for several experiments described in the next
section.

5 Evaluation

5.1 Data Set and Metrics

We evaluated our approach on a standard benchmark
collection for event extraction systems, the MUC-4
data set (MUC-4 Proceedings, 1992). The MUC-4
corpus consists of 1700 documents with associated
answer key templates. To be consistent with previ-
ously reported results on this data set, we use the
1300 DEV documents for training,200 documents
(TST1+TST2) as a tuning set and200 documents
(TST3+TST4) as the test set. Roughly half of the
documents are relevant (i.e., they mention at least 1
terrorist event) and the rest are irrelevant.

We evaluate our system on the five MUC-4
“string-fill” event roles: perpetrator individuals,
perpetrator organizations, physical targets, victims

andweapons. The complete IE task involves tem-
plate generation, which is complex because many
documents have multiple templates (i.e., they dis-
cuss multiple events). Our work focuses on extract-
ing individual facts and not on template generation
per se (e.g., we do not perform coreference resolu-
tion or event tracking). Consequently, our evalua-
tion follows that of other recent work and evaluates
the accuracy of the extractions themselves by match-
ing the head nouns of extracted NPs with the head
nouns of answer key strings (e.g., “armed guerril-
las” is considered to match “guerrillas”)5. Our re-
sults are reported as Precision/Recall/F(1)-score for
each event role separately. We also show an overall
average for all event roles combined.6

5.2 Baselines

As baselines, we compare the performance of our
IE system with three other event extraction sys-
tems. The first baseline is AutoSlog-TS (Riloff,
1996), which uses domain-specific extraction pat-
terns. AutoSlog-TS applies its patterns to every sen-
tence in every document, so does not attempt to
explicitly identify relevant sentences or documents.
The next two baselines are more recent systems:
the (Patwardhan and Riloff, 2007)semantic affin-
ity model and the (Patwardhan and Riloff, 2009)
GLACIER system. Thesemantic affinityapproach

5Pronouns were discarded since we do not perform corefer-
ence resolution. Duplicate extractions with the same head noun
were counted as one hit or one miss.

6We generated the Average scores ourselves by macro-
averaging over the scores reported for the individual eventroles.
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explicitly identifies event sentences and uses pat-
terns that have a semantic affinity for an event role
to extract role fillers. GLACIER is a probabilistic
model that incorporates both phrasal and sentential
evidence jointly to label role fillers.

The first 3 rows in Table 3 show the results for
each of these systems on the MUC-4 data set. They
all used the same evaluation criteria as our results.

5.3 Experimental Results

The lower portion of Table 3 shows the results of
a variety of event extraction models that we cre-
ated using different components of our system. The
AllSent row shows the performance of our Role
Filler Extractors when applied to every sentence in
every document. This system produced high recall,
but precision was consistently low.

The EventSent row shows the performance of
our Role Filler Extractors applied only to theevent
sentencesidentified by our event sentence classi-
fier. This boosts precision across all event roles, but
with a sharp reduction in recall. We see a roughly
20 point swing from recall to precision. These re-
sults are similar to GLACIER’s results on most event
roles, which isn’t surprising because GLACIER also
incorporates event sentence identification.

The RoleSentrow shows the results of our Role
Filler Extractors applied only to therole-specific
sentencesidentified by our classifiers. We see a 12-
13 point swing from recall to precision compared
to the AllSent row. This result is consistent with
our hypothesis that many role fillers exist in role-
specific contexts that are not event sentences. As ex-
pected, extracting facts from role-specific contexts
that do not necessarily refer to an event is less reli-
able. TheEventSent+RoleSentrow shows the re-
sults when information is extracted from both types
of sentences. We see slightly higher recall, which
confirms that one set of extractions is not a strict
subset of the other, but precision is still relatively
low.

The next set of experiments incorporates docu-
ment classification as the third layer of text analy-
sis. TheDomDoc/EventSent+DomDoc/RoleSent
row shows the results of applying both types of
sentence classifiers only to documents identified as
domain-relevant by the Domain-relevant Document
(DomDoc) Classifier described in Section 4.4. Ex-

tracting information only from domain-relevant doc-
uments improves precision by+6, but also sacrifices
8 points of recall.

The EventSent row reveals that information
found in event sentences has the highest precision,
even without relying on document classification. We
concluded that evidence of an event sentence is
probably sufficient to warrant role filler extraction
irrespective of the style of the document. As we dis-
cussed in Section 4, many documents contain only
a fleeting reference to an event, so it is important
to be able to extract information from those isolated
event descriptions as well. Consequently, we cre-
ated a system,EventSent+DomDoc/RoleSent, that
extracts information from event sentences inall doc-
uments, but extracts information from role-specific
sentences only if they appear in a domain-relevant
document. This architecture captured the best of
both worlds: recall improved from58% to65% with
only a one point drop in precision.

Finally, we evaluated the idea of using document
genreas a filter instead of domain relevance. The
last row, EventSent+ENarrDoc/RoleSent, shows
the results of our final architecture which extracts
information from event sentences in all documents,
but extracts information from role-specific sentences
only in Event Narrative documents. This architec-
ture produced the best F1 score of56. This model in-
creases precision by an additional 4 points and pro-
duces the best balance of recall and precision.

Overall, TIER’s multi-layered extraction architec-
ture produced higher F1 scores than previous sys-
tems on four of the five event roles. The improved
recall is due to the additional extractions from sec-
ondary contexts. The improved precision comes
from our two-pronged strategy of treating event nar-
ratives differently from other documents. TIER ag-
gressively searches for extractions in event narrative
stories but is conservative and extracts information
only from event sentences in all other documents.

5.4 Analysis

We looked through some examples of TIER’s output
to try to gain insight about its strengths and limita-
tions. TIER’s role-specific sentence classifiers did
correctly identify some sentences containing role
fillers that were not classified as event sentences.
Several examples are shown below, with the role
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fillers in italics:

(1) “The victims were identified asDavid Lecky, director
of the Columbus school, andJames Arthur Donnelly.”

(2) “There wereseven children, including four of the
Vice President’s children, in the home at the time.”

(3) “The womanfled and sought refuge inside the
facilities of the Salvadoran Alberto Masferrer University,
where she took a group ofstudentsas hostages, threaten-
ing them withhand grenades.”

(4) “The FMLN stated thatseveral homeswere damaged
and that animals were killed in the surrounding hamlets
and villages.”

The first two sentences identify victims, but the
terrorist event itself was mentioned earlier in the
document. The third sentence contains a perpetrator
(the woman), victims (students), and weapons (hand
grenades) in the context of a hostage situation after
the main event (a bus attack), when the perpetrator
escaped. The fourth sentence describes incidental
damage to civilian homes following clashes between
government forces and guerrillas.

However there is substantial room for improve-
ment in each of TIER’s subcomponents, and many
role fillers are still overlooked. One reason is that it
can be difficult to recognize acts of terrorism. Many
sentences refer to a potentially relevant subevent
(e.g., injury or physical damage) but recognizing
that the event is part of a terrorist incident depends
on the larger discourse. For example, consider the
examples below that TIER did not recognize as
relevant sentences:

(5) “Later, two individualsin a Chevrolet Opala automo-
bile pointed AK rifles at the students, fired some shots,
and quickly drove away.”

(6) “Meanwhile, national police members who were
dressed in civilian clothes seized university students
Hugo MartinezandRaul Ramirez, who are still missing.”

(7) “All labor union officesin San Salvador were looted.”

In the first sentence, the event is described as
someone pointing rifles at people and the perpetra-
tors are referred to simply as individuals. There are

no strong keywords in this sentence that reveal this
is a terrorist attack. In the second sentence, police
are being accused of state-sponsored terrorism when
they seize civilians. The verb “seize” is common
in this corpus, but usually refers to the seizing of
weapons or drug stashes, not people. The third sen-
tence describes a looting subevent. Acts of looting
and vandalism are not usually considered to be ter-
rorism, but in this article it is in the context of accu-
sations of terrorist acts by government officials.

6 Conclusions

We have presented a new approach to event extrac-
tion that uses three levels of analysis: document
genre classification to identify event narrative sto-
ries, two types of sentence classifiers, and noun
phrase classifiers. A key contribution of our work is
the creation of role-specific sentence classifiers that
can detect role fillers in secondary contexts that do
not directly refer to the event. Another important as-
pect of our approach is a two-pronged strategy that
handles event narratives differently from other doc-
uments. TIER aggressively hunts for role fillers in
event narratives, but is conservative about extract-
ing information from other documents. This strategy
produced improvements in both recall and precision
over previous state-of-the-art systems.

This work just scratches the surface of using doc-
ument genre identification to improve information
extraction accuracy. In future work, we hope to
identify additional types of document genre styles
and incorporate genre directly into the extraction
model. Coreference resolution and discourse anal-
ysis will also be important to further improve event
extraction performance.
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Abstract 

In this paper we give an overview of the 
Knowledge Base Population (KBP) track at 
the 2010 Text Analysis Conference. The main 
goal of KBP is to promote research in discov-
ering facts about entities and augmenting a 
knowledge base (KB) with these facts. This is 
done through two tasks, Entity Linking – link-
ing names in context to entities in the KB – 
and Slot Filling – adding information about an 
entity to the KB.  A large source collection of 
newswire and web documents is provided 
from which systems are to discover informa-
tion. Attributes (“slots”) derived from 
Wikipedia infoboxes are used to create the 
reference KB. In this paper we provide an 
overview of the techniques which can serve as 
a basis for a good KBP system, lay out the 
remaining challenges by comparison with tra-
ditional Information Extraction (IE) and Ques-
tion Answering (QA) tasks, and provide some 
suggestions to address these challenges. 

1 Introduction 

Traditional information extraction (IE) evaluations, 
such as the Message Understanding Conferences 
(MUC) and Automatic Content Extraction (ACE), 
assess the ability to extract information from indi-
vidual documents in isolation. In practice, how-
ever, we may need to gather information about a 
person or organization that is scattered among the 
documents of a large collection.  This requires the 
ability to identify the relevant documents and to 
integrate facts, possibly redundant, possibly com-
plementary, possibly in conflict, coming from 
these documents. Furthermore, we may want to use 

the extracted information to augment an existing 
data base.  This requires the ability to link indi-
viduals mentioned in a document, and information 
about these individuals, to entries in the data base. 
On the other hand, traditional Question Answering 
(QA) evaluations made limited efforts at disam-
biguating entities in queries (e.g. Pizzato et al., 
2006), and limited use of relation/event extraction 
in answer search (e.g. McNamee et al., 2008). 
  The Knowledge Base Population (KBP) shared 
task, conducted as part of the NIST Text Analysis 
Conference, aims to address and evaluate these 
capabilities, and bridge the IE and QA communi-
ties to promote research in discovering facts about 
entities and expanding a knowledge base with 
these facts. KBP is done through two separate sub-
tasks, Entity Linking and Slot Filling; in 2010, 23 
teams submitted results for one or both sub-tasks. 
A variety of approaches have been proposed to 
address both tasks with considerable success; nev-
ertheless, there are many aspects of the task that 
remain unclear. What are the fundamental tech-
niques used to achieve reasonable performance? 
What is the impact of each novel method? What 
types of problems are represented in the current 
KBP paradigm compared to traditional IE and QA? 
In which way have the current testbeds and evalua-
tion methodology affected our perception of the 
task difficulty? Have we reached a performance 
ceiling with current state of the art techniques?  
What are the remaining challenges and what are 
the possible ways to address these challenges? In 
this paper we aim to answer some of these ques-
tions based on our detailed analysis of evaluation 
results. 
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2 Task Definition and Evaluation Metrics 

This section will summarize the tasks conducted at 
KBP 2010. The overall goal of KBP is to auto-
matically identify salient and novel entities, link 
them to corresponding Knowledge Base (KB) en-
tries (if the linkage exists), then discover attributes 
about the entities, and finally expand the KB with 
any new attributes.  
  In the Entity Linking task, given a person (PER), 
organization (ORG) or geo-political entity (GPE, a 
location with a government) query that consists of 
a name string and a background document contain-
ing that name string, the system is required to pro-
vide the ID of the KB entry to which the name 
refers; or NIL if there is no such KB entry. The 
background document, drawn from the KBP cor-
pus, serves to disambiguate ambiguous name 
strings. 

In selecting among the KB entries, a system 
could make use of the Wikipedia text associated 
with each entry as well as the structured fields of 
each entry.  In addition, there was an optional task 
where the system could only make use of the struc-
tured fields; this was intended to be representative 
of applications where no backing text was avail-
able.  Each site could submit up to three runs with 
different parameters. 
  The goal of Slot Filling is to collect from the cor-
pus information regarding certain attributes of an 
entity, which may be a person or some type of or-
ganization. Each query in the Slot Filling task con-
sists of the name of the entity, its type (person or 
organization), a background document containing 
the name (again, to disambiguate the query in case 
there are multiple entities with the same name), its 
node ID (if the entity appears in the knowledge 
base), and the attributes which need not be filled.  
Attributes are excluded if they are already filled in 
the reference data base and can only take on a sin-
gle value. Along with each slot fill, the system 
must provide the ID of a document which supports 
the correctness of this fill.  If the corpus does not 
provide any information for a given attribute, the 
system should generate a NIL response (and no 
document ID). KBP2010 defined 26 types of at-
tributes for persons (such as the age, birthplace, 
spouse, children, job title, and employing organiza-
tion) and 16 types of attributes for organizations 
(such as the top employees, the founder, the year 
founded, the headquarters location, and subsidiar-

ies).  Some of these attributes are specified as only 
taking a single value (e.g., birthplace), while some 
can take multiple values (e.g., top employees). 
  The reference KB includes hundreds of thousands 
of entities based on articles from an October 2008 
dump of English Wikipedia which includes 
818,741 nodes. The source collection includes 
1,286,609 newswire documents, 490,596 web 
documents and hundreds of transcribed spoken 
documents. 
  To score Entity Linking, we take each query and 
check whether the KB node ID (or NIL) returned 
by a system is correct or not.  Then we compute 
the Micro-averaged Accuracy, computed across all 
queries. 
  To score Slot Filling, we first pool all the system 
responses (as is done for information retrieval 
evaluations) together with a set of manually-
prepared slot fills.  These responses are then as-
sessed by hand.  Equivalent answers (such as “Bill 
Clinton” and “William Jefferson Clinton”) are 
grouped into equivalence classes.  Each system 
response is rated as correct, wrong, or redundant (a 
response which is equivalent to another response 
for the same slot or an entry already in the knowl-
edge base). Given these judgments, we count 

Correct = total number of non-NIL system output 
slots judged correct 

System = total number of non-NIL system output 
slots 

Reference = number of single-valued slots with a 
correct non-NIL response + 

 number of equivalence classes for all list-
valued slots 

Recall = Correct / Reference 
Precision = Correct / System 
F-Measure = (2 × Recall × Precision) / (Recall + 

Precision) 

3 Entity Linking: What Works 

In Entity Linking, we saw a general improvement 
in performance over last year’s results – the top 
system achieved 85.78% micro-averaged accuracy. 
When measured against a benchmark based on in-
ter-annotator agreement, two systems’ perform-
ance approached and one system exceeded the 
benchmark on person entities.  

3.1 A General Architecture 

A typical entity linking system architecture is de-
picted in Figure 1. 
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Figure 1. General Entity Linking  
System Architecture 

It includes three steps: (1) query expansion – ex-
pand the query into a richer set of forms using 
Wikipedia structure mining or coreference resolu-
tion in the background document. (2) candidate 
generation – finding all possible KB entries that a 
query might link to; (3) candidate ranking – rank 
the probabilities of all candidates and NIL answer.  

Table 1 summarizes the systems which ex-
ploited different approaches at each step. In the 
following subsections we will highlight the new 
and effective techniques used in entity linking. 

3.2 Wikipedia Structure Mining 

Wikipedia articles are peppered with structured 
information and hyperlinks to other (on average 
25) articles (Medelyan et al., 2009). Such informa-
tion provides additional sources for entity linking: 
(1). Query Expansion: For example, WebTLab 
(Fernandez et al., 2010) used Wikipedia link struc-
ture (source, anchors, redirects and disambigua-
tion) to extend the KB and compute entity co-
occurrence estimates. Many other teams including 
CUNY and Siel used redirect pages and disam-
biguation pages for query expansion. The Siel team 
also exploited bold texts from first paragraphs be-
cause they often contain nicknames, alias names 
and full names.  

 
Methods  System Examples System 

Ranking 
Range 

Wikipedia Hyperlink Mining  CUNY (Chen et al., 2010), NUSchime (Zhang et al., 
2010), Siel (Bysani et al., 2010), SMU-SIS (Gottipati et 
al., 2010), USFD (Yu et al., 2010), WebTLab team (Fer-
nandez et al., 2010) 

[2, 15]  
Query 
Expansion 
 
 Source document coreference 

resolution 
CUNY (Chen et al., 2010) 9 

 
Document semantic analysis 
and context modeling 

ARPANI (Thomas et al., 2010), CUNY (Chen et al., 
2010), LCC (Lehmann et al., 2010) 

[1,14] Candidate 
Generation 

 IR CUNY (Chen et al., 2010), Budapestacad (Nemeskey et 
al., 2010), USFD (Yu et al., 2010) 

[9, 16] 

Unsupervised Similarity 
Computation (e.g. VSM) 

CUNY (Chen et al., 2010), SMU-SIS (Gottipati et al., 
2010), USFD (Yu et al., 2010) 

[9, 14] 

Supervised  
Classification 

LCC (Lehmann et al., 2010), NUSchime (Zhang et al., 
2010), Stanford-UBC (Chang et al., 2010),  HLTCOE 
(McNamee, 2010), UC3M (Pablo-Sanchez et al., 2010) 

[1, 10] 

Rule-based LCC (Lehmann et al., 2010), BuptPris (Gao et al., 2010) [1, 8] 
Global Graph-based Ranking CMCRC (Radford et al., 2010) 3 

Candidate 
Ranking 

IR Budapestacad (Nemeskey et al., 2010) 16 
 

Table 1. Entity Linking Method Comparison

Query 

Query Expansion 

Wiki 
hyperlink 
mining

Source doc 
Coreference 
Resolution

KB Node Candidate Generation 

KB Node Candidate Ranking 

Wiki KB 
+Texts 

unsupervised 
similarity  
computation 

supervised 
classifica-
tion 

IR 

Answer 

IR

Document semantic analysis

Graph
-based 
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(2). Candidate Ranking: Stanford-UBC used 
Wikipedia hyperlinks (clarification, disambigua-
tion, title) for query re-mapping, and encoded lexi-
cal and part-of-speech features  from Wikipedia 
articles containing hyperlinks to the queries to train 
a supervised classifier; they reported a significant 
improvement on micro-averaged accuracy, from 
74.85% to 82.15%.  In fact, when the mined attrib-
utes become rich enough, they can be used as an 
expanded query and sent into an information re-
trieval engine in order to obtain the relevant source 
documents. Budapestacad team (Nemeskey et al., 
2010) adopted this strategy. 

3.3 Ranking Approach Comparison 

The ranking approaches exploited in the KBP2010 
entity linking systems can be generally categorized 
into four types:  
(1). Unsupervised or weakly-supervised learning, 
in which annotated data is minimally used to tune 
thresholds and parameters. The similarity measure 
is largely based on the unlabeled contexts. 
(2). Supervised learning, in which a pair of entity 
and KB node is modeled as an instance for classi-
fication. Such a classifier can be learned from the 
annotated training data based on many different 
features. 
(3). Graph-based ranking, in which context entities 
are taken into account in order to reach a global 
optimized solution together with the query entity. 
(4). IR (Information Retrieval) approach, in which 
the entire background source document is consid-
ered as a single query to retrieve the most relevant 
Wikipedia article. 

The first question we will investigate is how 
much higher performance can be achieved by us-
ing supervised learning? Among the 16 entity link-
ing systems which participated in the regular 
evaluation, LCC (Lehmann et al., 2010), HLTCOE 
(McNamee, 2010), Stanford-UBC (Chang et al., 
2010), NUSchime (Zhang et al., 2010) and UC3M 
(Pablo-Sanchez et al., 2010) have explicitly used 
supervised classification based on many lexical 
and name tagging features, and most of them are 
ranked in top 6 in the evaluation. Therefore we can 
conclude that supervised learning normally leads to 
a reasonably good performance. However, a high-
performing entity linking system can also be im-
plemented in an unsupervised fashion by exploit-
ing effective characteristics and algorithms, as we 
will discuss in the next sections. 

3.4 Semantic Relation Features 

Almost all entity linking systems have used seman-
tic relations as features (e.g. BuptPris (Gao et al., 
2010), CUNY (Chen et al., 2010) and HLTCOE).  
The semantic features used in the BuptPris system 
include name tagging, infoboxes, synonyms, vari-
ants and abbreviations. In the CUNY system, the 
semantic features are automatically extracted from 
their slot filling system. The results are summa-
rized in Table 2, showing the gains over a baseline 
system (using only Wikipedia title features in the 
case of BuptPris, using tf-idf weighted word fea-
tures for CUNY). As we can see, except for person 
entities in the BuptPris system, all types of entities 
have obtained significant improvement by using 
semantic features in entity linking. 
 
System Using Se-

mantic 
Features 

PER ORG GPE Overall 

No 83.89 59.47 33.38 58.93 BuptPris 
 Yes 79.09 74.13 66.62 73.29 

No 84.55 63.07 57.54 59.91 CUNY 
 
 Yes 92.81 65.73 84.10 69.29 

 
Table 2. Impact of Semantic Features on Entity 

Linking (Micro-Averaged Accuracy %)  

3.5 Context Inference 

In the current setting of KBP, a set of target enti-
ties is provided to each system in order to simplify 
the task and its evaluation, because it’s not feasible 
to require a system to generate answers for all pos-
sible entities in the entire source collection. How-
ever, ideally a fully-automatic KBP system should 
be able to automatically discover novel entities 
(“queries”) which have no KB entry or few slot 
fills in the KB, extract their attributes, and conduct 
global reasoning over these attributes in order to 
generate the final output. At the very least, due to 
the semantic coherence principle (McNamara, 
2001), the information of an entity depends on the 
information of other entities. For example, the 
WebTLab team and the CMCRC team extracted all 
entities in the context of a given query, and disam-
biguated all entities at the same time using a Pag-
eRank-like algorithm (Page et al., 1998) or a 
Graph-based Re-ranking algorithm. The SMU-SIS 
team (Gottipati and Jiang, 2010) re-formulated 
queries using contexts. The LCC team modeled 
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contexts using Wikipedia page concepts, and com-
puted linkability scores iteratively. Consistent im-
provements were reported by the WebTLab system 
(from 63.64% to 66.58%). 

4 Entity Linking: Remaining Challenges 

4.1 Comparison with Traditional Cross-
document Coreference Resolution 

Part of the entity linking task can be modeled as a 
cross-document entity resolution problem which 
includes two principal challenges: the same entity 
can be referred to by more than one name string 
and the same name string can refer to more than 
one entity. The research on cross-document entity 
coreference resolution can be traced back to the 
Web People Search task (Artiles et al., 2007) and 
ACE2008 (e.g. Baron and Freedman, 2008).   
Compared to WePS and ACE, KBP requires link-
ing an entity mention in a source document to a 
knowledge base with or without Wikipedia arti-
cles. Therefore sometimes the linking decisions 
heavily rely on entity profile comparison with 
Wikipedia infoboxes. In addition, KBP introduced 
GPE entity disambiguation. In source documents, 
especially in web data, usually few explicit attrib-
utes about GPE entities are provided, so an entity 
linking system also needs to conduct external 
knowledge discovery from background related 
documents or hyperlink mining. 

4.2 Analysis of Difficult Queries 

There are 2250 queries in the Entity Linking 
evaluation; for 58 of them at most 5 (out of the 46) 
system runs produced correct answers. Most of 
these queries have corresponding KB entries. For 
19 queries all 46 systems produced different results 
from the answer key. Interestingly, the systems 
which perform well on the difficult queries are not 
necessarily those achieved top overall performance 
– they were ranked 13rd, 6th, 5th, 12nd, 10th, and 16th 
respectively for overall queries. 11 queries are 
highly ambiguous city names which can exist in 
many states or countries (e.g. “Chester”), or refer 
to person or organization entities. From these most 
difficult queries we observed the following chal-
lenges and possible solutions. 
 
 
 

• Require deep understanding of context enti-
ties for GPE queries 

 
In a document where the query entity is not a cen-
tral topic, the author often assumes that the readers 
have enough background knowledge (‘anchor’ lo-
cation from the news release information, world 
knowledge or related documents) about these enti-
ties.  For 6 queries, a system would need to inter-
pret or extract attributes for their context entities. 
For example, in the following passage: 
 

…There are also photos of Jake on IHJ in 
Brentwood, still looking somber… 

 
in order to identify that the query “Brentwood” is 
located in California, a system will need to under-
stand that “IHJ” is “I heart Jake community” and 
that the “Jake” referred to lives in Los Angeles, of 
which Brentwood is a part. 

In the following example, a system is required to 
capture the knowledge that “Chinese Christian 
man” normally appears in “China” or there is a 
“Mission School” in “Canton, China” in order to 
link the query “Canton” to the correct KB entry. 
This is a very difficult query also because the more 
common way of spelling “Canton” in China is 
“Guangdong”. 

 
…and was from a Mission School in Canton, … 
but for the energetic efforts of this Chinese Chris-
tian man and the Refuge Matron… 
 

• Require external hyperlink analysis 
 
Some queries require a system to conduct detailed 
analysis on the hyperlinks in the source document 
or the Wikipedia document. For example, in the 
source document “…Filed under: Falcons 
<http://sports.aol.com/fanhouse/category/atlanta-
falcons/>”, a system will need to analyze the 
document which this hyperlink refers to. Such 
cases might require new query reformulation and 
cross-document aggregation techniques, which are 
both beyond traditional entity disambiguation 
paradigms. 
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• Require Entity Salience Ranking 
 
Some of these queries represent salient entities and 
so using web popularity rank (e.g. ranking/hit 
counts of Wikipedia pages from search engine) can 
yield correct answers in most cases (Bysani et al., 
2010; Dredze et al., 2010). In fact we found that a 
naïve candidate ranking approach based on web 
popularity alone can achieve 71% micro-averaged 
accuracy, which is better than 24 system runs in 
KBP2010.   

Since the web information is used as a black box 
(including query expansion and query log analysis) 
which changes over time, it’s more difficult to du-
plicate research results. However, gazetteers with 
entities ranked by salience or major entities 
marked are worth encoding as additional features.   
For example, in the following passages: 

 
... Tritschler brothers competed in gymnastics at the 
1904 Games in St Louis 104 years ago” and “A char-
tered airliner carrying Democratic White House hope-
ful Barack Obama was forced to make an unscheduled 
landing on Monday in St. Louis after its flight crew 
detected mechanical problems… 

 
although there is little background information to 
decide where the query “St Louis” is located, a sys-
tem can rely on such a major city list to generate 
the correct linking. Similarly, if a system knows 
that “Georgia Institute of Technology” has higher 
salience than “Georgian Technical University”, it 
can correctly link a query “Georgia Tech” in most 
cases. 

5 Slot Filling: What Works 

5.1 A General Architecture 

The slot-filling task is a hybrid of traditional IE (a 
fixed set of relations) and QA (responding to a 
query, generating a unified response from a large 
collection).  Most participants met this challenge 
through a hybrid system which combined aspects 
of QA (passage retrieval) and IE (answer extrac-
tion).  A few used off-the-shelf QA, either bypass-
ing question analysis or (if QA was used as a 
“black box”) creating a set of questions corre-
sponding to each slot. 

The basic system structure (Figure 2) involved 
three phases:  document/passage retrieval (retriev-
ing passages involving the queried entity), answer 

extraction (getting specific answers from the re-
trieved passages), and answer combination (merg-
ing and selecting among the answers extracted). 
   The solutions adopted for answer extraction re-
flected the range of current IE methods as well as 
QA answer extraction techniques (see Table 3). 
Most systems used one main pipeline, while 
CUNY and BuptPris adopted a hybrid approach of 
combining multiple approaches. 

One particular challenge for KBP, in compari-
son with earlier IE tasks, was the paucity of train-
ing data. The official training data, linked to 
specific text from specific documents, consisted of 
responses to 100 queries; the participants jointly 
prepared responses to another 50.  So traditional 
supervised learning, based directly on the training 
data, would provide limited coverage.  Coverage 
could be improved by using the training data as 
seeds for a bootstrapping procedure.     

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. General Slot Filling System Architecture 
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Methods System Examples 
Distant Learning (large 
seed, one iteration) 

CUNY (Chen et al., 2010)  
Pattern 
Learning Bootstrapping (small 

seed, multiple iterations) 
NYU (Grishman and Min, 2010) 

Distant Supervision Budapestacad (Nemeskey et al., 2010), lsv (Chrupala et al., 
2010), Stanford (Surdeanu et al., 2010), UBC (Intxaurrondo 
et al., 2010) 

 
 
Trained 

IE 
 
Supervised  
Classifier 

Trained from KBP train-
ing data and other re-
lated tasks 

BuptPris (Gao et al., 2010), CUNY (Chen et al., 2010), IBM 
(Castelli et al., 2010), ICL (Song et al., 2010),  LCC 
(Lehmann et al., 2010), lsv (Chrupala et al., 2010), Siel 
(Bysani et al., 2010) 

QA CUNY (Chen et al., 2010), iirg (Byrne and Dunnion, 2010) 
Hand-coded Heuristic Rules BuptPris (Gao et al., 2010), USFD (Yu et al., 2010) 

 
  Table 3. Slot Filling Answer Extraction Method Comparison 

 
  On the other hand, there were a lot of 'facts' avail-
able – pairs of entities bearing a relationship corre-
sponding closely to the KBP relations – in the form 
of filled Wikipedia infoboxes.  These could be 
used for various forms of indirect or distant learn-
ing, where instances in a large corpus of such pairs 
are taken as (positive) training instances.  How-
ever, such instances are noisy – if a pair of entities 
participates in more than one relation, the found 
instance may not be an example of the intended 
relation – and so some filtering of the instances or 
resulting patterns may be needed.  Several sites 
used such distant supervision to acquire patterns or 
train classifiers, in some cases combined with di-
rect supervision using the training data (Chrupala 
et al., 2010). 
  Several groups used and extended existing rela-
tion extraction systems, and then mapped the re-
sults into KBP slots.  Mapping the ACE relations 
and events by themselves provided limited cover-
age  (34% of slot fills in the training data), but was 
helpful when combined with other sources (e.g. 
CUNY).  Groups with more extensive existing ex-
traction systems could primarily build on these 
(e.g. LCC, IBM). 
   For example, IBM (Castelli et al., 2010) ex-
tended their mention detection component to cover 
36 entity types which include many non-ACE 
types; and added new relation types between enti-
ties and event anchors. LCC and CUNY applied 
active learning techniques to cover non-ACE types 
of entities, such as “origin”, “religion”, “title”, 
“charge”, “web-site” and “cause-of-death”, and 
effectively develop lexicons to filter spurious an-
swers.  

  Top systems also benefited from customizing and 
tightly integrating their recently enhanced extrac-
tion techniques into KBP.  For example, IBM, 
NYU (Grishman and Min, 2010) and CUNY ex-
ploited entity coreference in pattern learning and 
reasoning. It is also notable that traditional extrac-
tion components trained from newswire data suffer 
from noise in web data. In order to address this 
problem, IBM applied their new robust mention 
detection techniques for noisy inputs (Florian et al., 
2010); CUNY developed a component to recover 
structured forms such as tables in web data auto-
matically and filter spurious answers. 

5.2 Use of External Knowledge Base 

Many instance-centered knowledge bases that have 
harvested Wikipedia are proliferating on the se-
mantic web.  The most well known are probably 
the Wikipedia derived resources, including DBpe-
dia (Auer 2007), Freebase (Bollacker 2008) and 
YAGO (Suchanek et al., 2007) and Linked Open 
Data (http://data.nytimes.com/). The main motiva-
tion of the KBP program is to automatically distill 
information from news and web unstructured data 
instead of manually constructed knowledge bases, 
but these existing knowledge bases can provide a 
large number of seed tuples to bootstrap slot filling 
or guide distant learning.  

Such resources can also be used in a more direct 
way. For example, CUNY exploited Freebase and 
LCC exploited DBpedia as fact validation in slot 
filling. However, most of these resources are 
manually created from single data modalities and 
only cover well-known entities. For example, 
while Freebase contains 116 million instances of 
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7,300 relations for 9 million entities, it only covers 
48% of the slot types and 5% of the slot answers in 
KBP2010 evaluation data. Therefore, both CUNY 
and LCC observed limited gains from the answer 
validation approach from Freebase. Both systems 
gained about 1% improvement in recall with a 
slight loss in precision. 

5.3 Cross-Slot and Cross-Query Reasoning 

Slot Filling can also benefit from extracting re-
vertible queries from the context of any target 
query, and conducting global ranking or reasoning 
to refine the results. CUNY and IBM developed 
recursive reasoning components to refine extrac-
tion results. For a given query, if there are no other 
related answer candidates available, they built "re-
vertible” queries in the contexts, similar to (Prager 
et al., 2006), to enrich the inference process itera-
tively. For example, if a is extracted as the answer 
for org:subsidiaries of the query q,  we can con-
sider a as a new revertible query and verify that a 
org:parents answer of a is q. Both systems signifi-
cantly benefited from recursive reasoning (CUNY 
F-measure on training data was enhanced from 
33.57% to 35.29% and IBM F-measure was en-
hanced from 26% to 34.83%). 

6 Slot Filling: Remaining Challenges 

Slot filling remains a very challenging task; only 
one system exceeded 30% F-measure on the 2010 
evaluation.  During the 2010 evaluation data anno-
tation/adjudication process, an initial answer key 
annotation was created by a manual search of the 
corpus (resulting in 797 instances), and then an 
independent adjudication pass was applied to as-
sess these annotations together with pooled system 
responses. The Precision, Recall and F-measure for 
the initial human annotation are only about 70%, 
54% and 61% respectively. While we believe the 
annotation consistency can be improved, in part by 
refinement of the annotation guidelines, this does 
place a limit on system performance. 
   Most of the shortfall in system performance re-
flects inadequacies in the answer extraction stage, 
reflecting limitations in the current state-of-the-art 
in information extraction.  An analysis of the 2010 
training data shows that cross-sentence coreference 
and some types of inference are critical to slot fill-
ing.  In only 60.4% of the cases do the entity name 
and slot fill appear together in the same sentence, 

so a system which processes sentences in isolation 
is severely limited in its performance.  22.8% of 
the cases require cross-sentence (identity) corefer-
ence; 15% require some cross-sentence inference 
and 1.8% require cross-slot inference. The infer-
ences include: 
 
• Non-identity coreference: in the following pas-

sage: “Lahoud is married to an Armenian and the 
couple have three children. Eldest son Emile Emile 
Lahoud was a member of parliament between 2000 
and 2005.” the semantic relation between “chil-
dren” and “son” needs to be exploited in order 
to generate “Emile Emile Lahoud” as the 
per:children of the query entity “Lahoud”; 

 

• Cross-slot inference based on revertible que-
ries, propagation links or even world knowl-
edge to capture some of the most challenging 
cases. In the KBP slot filling task, slots are of-
ten dependent on each other, so we can im-
prove the results by improving the “coherence” 
of the story (i.e. consistency among all gener-
ated answers (query profiles)). In the following 
example: 
“People Magazine has confirmed that actress Julia 
Roberts has given birth to her third child a boy 
named Henry Daniel Moder. Henry was born 
Monday in Los Angeles and weighed 8? lbs. Rob-
erts, 39, and husband Danny Moder, 38, are al-
ready parents to twins Hazel and Phinnaeus who 
were born in November 2006.”  
 

the following reasoning rules are needed to 
generate the answer “Henry Daniel Moder” as 
per:children of “Danny Moder”: 
 ChildOf (“Henry Daniel Moder”, “Julia Roberts”) 
    ∧  Coreferential (“Julia Roberts”, “Roberts”)  
   ∧  SpouseOf (“Roberts”, “Danny Moder”) →  
ChildOf (“Henry Daniel Moder”, “Danny Moder”) 

 
    KBP Slot Filling is similar to ACE Relation Ex-
traction, which has been extensively studied for the 
past 7 years. However, the amount of training data 
is much smaller, forcing sites to adjust their train-
ing strategies. Also, some of the constraints of 
ACE relation mention extraction – notably, that 
both arguments are present in the same sentence – 
are not present, making the role of coreference and 
cross-sentence inference more critical. 

The role of coreference and inference as limiting 
factors, while generally recognized, is emphasized 
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by examining the 163 slot values that the human 
annotators filled but that none of the systems were 
able to get correct.  Many of these difficult cases 
involve a combination of problems, but we esti-
mate that at least 25% of the examples involve 
coreference which is beyond current system capa-
bilities, such as nominal anaphors: 

“Alexandra Burke is out with the video for her second 
single … taken from the British artist’s debut album” 
“a woman charged with running a prostitution ring … 
her business, Pamela Martin and Associates” 

  (underlined phrases are coreferential).    

While the types of inferences which may be re-
quired is open-ended, certain types come up re-
peatedly, reflecting the types of slots to be filled:  
systems would benefit from specialists which are 
able to reason about times, locations, family rela-
tionships, and employment relationships. 

7 Toward System Combination 

The increasing number of diverse approaches 
based on different resources provide new opportu-
nities for both entity linking and slot filling tasks to 
benefit from system combination.  
  The NUSchime entity linking system trained a 
SVM based re-scoring model to combine two indi-
vidual pipelines. Only one feature based on confi-
dence values from the pipelines was used for re-
scoring. The micro-averaged accuracy was en-
hanced from 79.29%/79.07% to 79.38% after 
combination. We also applied a voting approach on 
the top 9 entity linking systems and found that all 
combination orders achieved significant gains, 
with the highest absolute improvement of 4.7% in 
micro-averaged accuracy over the top entity link-
ing system. 

The CUNY slot filling system trained a maxi-
mum-entropy-based re-ranking model to combine 
three individual pipelines, based on various global 
features including voting and dependency rela-
tions. Significant gain in F-measure was achieved:  
from 17.9%, 27.7% and 21.0% (on training data) to 
34.3% after combination. When we applied the 
same re-ranking approach to the slot filling sys-
tems which were ranked from the 2nd to 14th, we 
achieved 4.3% higher F-score than the best of 
these systems. 

8 Conclusion 

Compared to traditional IE and QA tasks, KBP has 
raised some interesting and important research is-
sues: It places more emphasis on cross-document 
entity resolution which received limited effort in 
ACE; it forces systems to deal with redundant and 
conflicting answers across large corpora; it links 
the facts in text to a knowledge base so that NLP 
and data mining/database communities have a bet-
ter chance to collaborate; it provides opportunities 
to develop novel training methods such as distant 
(and noisy) supervision through Infoboxes (Sur-
deanu et al., 2010; Chen et al., 2010).  
  In this paper, we provided detailed analysis of the 
reasons which have made KBP a more challenging 
task, shared our observations and lessons learned 
from the evaluation, and suggested some possible 
research directions to address these challenges 
which may be helpful for current and new partici-
pants, or IE and QA researchers in general. 
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Abstract 

This paper focuses on mining the hypon-

ymy (or is-a) relation from large-scale, 

open-domain web documents. A nonlinear 

probabilistic model is exploited to model 

the correlation between sentences in the 

aggregation of pattern matching results. 

Based on the model, we design a set of ev-

idence combination and propagation algo-

rithms. These significantly improve the 

result quality of existing approaches.  Ex-

perimental results conducted on 500 mil-

lion web pages and hypernym labels for 

300 terms show over 20% performance 

improvement in terms of P@5, MAP and 

R-Precision. 

1 Introduction1 

An important task in text mining is the automatic 

extraction of entities and their lexical relations; this 

has wide applications in natural language pro-

cessing and web search. This paper focuses on 

mining the hyponymy (or is-a) relation from large-

scale, open-domain web documents. From the 

viewpoint of entity classification, the problem is to 

automatically assign fine-grained class labels to 

terms. 

There have been a number of approaches 

(Hearst 1992; Pantel & Ravichandran 2004; Snow 

et al., 2005; Durme & Pasca, 2008; Talukdar et al., 

2008) to address the problem. These methods typi-

cally exploited manually-designed or automatical-

                                                           
* This work was performed when Fan Zhang and Shuqi Sun 

were interns at Microsoft Research Asia 

ly-learned patterns (e.g., “NP such as NP”, “NP 

like NP”, “NP is a NP”). Although some degree of 

success has been achieved with these efforts, the 

results are still far from perfect, in terms of both 

recall and precision. As will be demonstrated in 

this paper, even by processing a large corpus of 

500 million web pages with the most popular pat-

terns, we are not able to extract correct labels for 

many (especially rare) entities. Even for popular 

terms, incorrect results often appear in their label 

lists. 

The basic philosophy in existing hyponymy ex-

traction approaches (and also many other text-

mining methods) is counting: count the number of 

supporting sentences. Here a supporting sentence 

of a term-label pair is a sentence from which the 

pair can be extracted via an extraction pattern. We 

demonstrate that the specific way of counting has a 

great impact on result quality, and that the state-of-

the-art counting methods are not optimal. Specifi-

cally, we examine the problem from the viewpoint 

of probabilistic evidence combination and find that 

the probabilistic assumption behind simple count-

ing is the statistical independence between the ob-

servations of supporting sentences. By assuming a 

positive correlation between supporting sentence 

observations and adopting properly designed non-

linear combination functions, the results precision 

can be improved. 

It is hard to extract correct labels for rare terms 

from a web corpus due to the data sparseness prob-

lem. To address this issue, we propose an evidence 

propagation algorithm motivated by the observa-

tion that similar terms tend to share common hy-

pernyms. For example, if we already know that 1) 

Helsinki and Tampere are cities, and 2) Porvoo is 

similar to Helsinki and Tampere, then Porvoo is 
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very likely also a city. This intuition, however, 

does not mean that the labels of a term can always 

be transferred to its similar terms. For example, 

Mount Vesuvius and Kilimanjaro are volcanoes 

and Lhotse is similar to them, but Lhotse is not a 

volcano. Therefore we should be very conservative 

and careful in hypernym propagation. In our prop-

agation algorithm, we first construct some pseudo 

supporting sentences for a term from the support-

ing sentences of its similar terms. Then we calcu-

late label scores for terms by performing nonlinear 

evidence combination based on the (pseudo and 

real) supporting sentences. Such a nonlinear prop-

agation algorithm is demonstrated to perform bet-

ter than linear propagation. 

Experimental results on a publicly available col-

lection of 500 million web pages with hypernym 

labels annotated for 300 terms show that our non-

linear evidence fusion and propagation significant-

ly improve the precision and coverage of the 

extracted hyponymy data. This is one of the tech-

nologies adopted in our semantic search and min-

ing system NeedleSeek
2
. 

In the next section, we discuss major related ef-

forts and how they differ from our work. Section 3 

is a brief description of the baseline approach. The 

probabilistic evidence combination model that we 

exploited is introduced in Section 4. Our main ap-

proach is illustrated in Section 5. Section 6 shows 

our experimental settings and results. Finally, Sec-

tion 7 concludes this paper. 

2 Related Work 

Existing efforts for hyponymy relation extraction 

have been conducted upon various types of data 

sources, including plain-text corpora (Hearst 1992; 

Pantel & Ravichandran, 2004; Snow et al., 2005; 

Snow et al., 2006; Banko, et al., 2007; Durme & 

Pasca, 2008; Talukdar et al., 2008), semi-

structured web pages (Cafarella  et al., 2008; Shin-

zato & Torisawa, 2004), web search results (Geraci 

et al., 2006; Kozareva et al., 2008; Wang & Cohen, 

2009), and query logs (Pasca 2010). Our target for 

optimization in this paper is the approaches that 

use lexico-syntactic patterns to extract hyponymy 

relations from plain-text corpora. Our future work 

will study the application of the proposed algo-

rithms on other types of approaches. 

                                                           
2 http://research.microsoft.com/en-us/projects/needleseek/ or 

http://needleseek.msra.cn/  

The probabilistic evidence combination model 

that we exploit here was first proposed in (Shi et 

al., 2009), for combining the page in-link evidence 

in building a nonlinear static-rank computation 

algorithm. We applied it to the hyponymy extrac-

tion problem because the model takes the depend-

ency between supporting sentences into 

consideration and the resultant evidence fusion 

formulas are quite simple. In (Snow et al., 2006), a 

probabilistic model was adopted to combine evi-

dence from heterogeneous relationships to jointly 

optimize the relationships. The independence of 

evidence was assumed in their model. In compari-

son, we show that better results will be obtained if 

the evidence correlation is modeled appropriately. 

Our evidence propagation is basically about us-

ing term similarity information to help instance 

labeling. There have been several approaches 

which improve hyponymy extraction with instance 

clusters built by distributional similarity. In (Pantel 

& Ravichandran, 2004), labels were assigned to 

the committee (i.e., representative members) of a 

semantic class and used as the hypernyms of the 

whole class. Labels generated by their approach 

tend to be rather coarse-grained, excluding the pos-

sibility of a term having its private labels (consid-

ering the case that one meaning of a term is not 

covered by the input semantic classes). In contrast 

to their method, our label scoring and ranking ap-

proach is applied to every single term rather than a 

semantic class. In addition, we also compute label 

scores in a nonlinear way, which improves results 

quality. In Snow et al. (2005), a supervised ap-

proach was proposed to improve hypernym classi-

fication using coordinate terms. In comparison, our 

approach is unsupervised. Durme & Pasca (2008) 

cleaned the set of instance-label pairs with a 

TF*IDF like method, by exploiting clusters of se-

mantically related phrases. The core idea is to keep 

a term-label pair (T, L) only if the number of terms 

having the label L in the term T’s cluster is above a 

threshold and if L is not the label of too many clus-

ters (otherwise the pair will be discarded). In con-

trast, we are able to add new (high-quality) labels 

for a term with our evidence propagation method. 

On the other hand, low quality labels get smaller 

score gains via propagation and are ranked lower. 

Label propagation is performed in (Talukdar et 

al., 2008; Talukdar & Pereira, 2010) based on mul-

tiple instance-label graphs. Term similarity infor-

mation was not used in their approach. 
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Most existing work tends to utilize small-scale 

or private corpora, whereas the corpus that we used 

is publicly available and much larger than most of 

the existing work. We published our term sets (re-

fer to Section 6.1) and their corresponding user 

judgments so researchers working on similar topics 

can reproduce our results. 

 

Type Pattern 

Hearst-I NPL {,} (such as) {NP,}* {and|or} NP  

Hearst-II 
NPL {,} (include(s) | including) {NP,}* 

{and|or} NP 

Hearst-III NPL {,} (e.g.|e.g) {NP,}* {and|or} NP 

IsA-I NP (is|are|was|were|being) (a|an) NPL 

IsA-II NP (is|are|was|were|being) {the, those} NPL 

IsA-III NP (is|are|was|were|being) {another, any} NPL 

Table 1. Patterns adopted in this paper (NP: named 

phrase representing an entity; NPL: label) 

3 Preliminaries 

The problem addressed in this paper is corpus-

based is-a relation mining: extracting hypernyms 

(as labels) for entities from a large-scale, open-

domain document corpus. The desired output is a 

mapping from terms to their corresponding hyper-

nyms, which can naturally be represented as a 

weighted bipartite graph (term-label graph). Typi-

cally we are only interested in top labels of a term 

in the graph. 

Following existing efforts, we adopt pattern-

matching as a basic way of extracting hyper-

nymy/hyponymy relations. Two types of patterns 

(refer to Table 1) are employed, including the pop-

ular “Hearst patterns” (Hearst, 1992) and the IsA 

patterns which are exploited less frequently in ex-

isting hyponym mining efforts. One or more term-

label pairs can be extracted if a pattern matches a 

sentence. In the baseline approach, the weight of 

an edge TL (from term T to hypernym label L) in 

the term-label graph is computed as, 

 w(TL)       ( )       
   

    ( )
 (3.1) 

where m is the number of times the pair (T, L) is 

extracted from the corpus, DF(L) is the number of 

in-links of L in the graph, N is total number of 

terms in the graph, and IDF means the “inverse 

document frequency”. 

A term can only keep its top-k neighbors (ac-

cording to the edge weight) in the graph as its final 

labels. 

Our pattern matching algorithm implemented in 

this paper uses part-of-speech (POS) tagging in-

formation, without adopting a parser or a chunker. 

The noun phrase boundaries (for terms and labels) 

are determined by a manually designed POS tag 

list. 

4 Probabilistic Label-Scoring Model 

Here we model the hyponymy extraction problem 

from the probability theory point of view, aiming 

at estimating the score of a term-label pair (i.e., the 

score of a label w.r.t. a term) with probabilistic 

evidence combination. The model was studied in 

(Shi et al., 2009) to combine the page in-link evi-

dence in building a nonlinear static-rank computa-

tion algorithm. 

We represent the score of a term-label pair by 

the probability of the label being a correct hyper-

nym of the term, and define the following events, 

AT,L: Label L is a hypernym of term T (the ab-

breviated form A is used in this paper unless it is 

ambiguous). 

Ei: The observation that (T, L) is extracted from 

a sentence Si via pattern matching (i.e., Si is a sup-

porting sentence of the pair). 

Assuming that we already know m supporting 

sentences (S1~Sm), our problem is to compute 

P(A|E1,E2,..,Em), the posterior probability that L is 

a hypernym of term T, given evidence E1~Em. 

Formally, we need to find a function f to satisfy, 

 P(A|E1,…,Em) = f(P(A), P(A|E1)…, P(A|Em) ) (4.1) 

For simplicity, we first consider the case of 

m=2. The case of m>2 is quite similar. 

We start from the simple case of independent 

supporting sentences. That is, 

  (     )   (  )   (  ) (4.2) 

  (       )   (    )   (    ) (4.3) 

By applying Bayes rule, we get, 

 

 (       )  
 (       )   ( )

 (     )
 

           
 (    )   ( )

 (  )
 
 (    )   ( )

 (  )
 

 

 ( )
 

           
 (    )   (    )

 ( )
 

(4.4) 

Then define 

 (   )     
 (   )

 ( )
     ( (   ))     ( ( )) 
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Here G(A|E) represents the log-probability-gain 

of A given E, with the meaning of the gain in the 

log-probability value of A after the evidence E is 

observed (or known). It is a measure of the impact 

of evidence E to the probability of event A. With 

the definition of G(A|E), Formula 4.4 can be trans-

formed to, 

  (       )   (    )   (    ) (4.5) 

Therefore, if E1 and E2 are independent, the log-

probability-gain of A given both pieces of evidence 

will exactly be the sum of the gains of A given eve-

ry single piece of evidence respectively. It is easy 

to prove (by following a similar procedure) that the 

above Formula holds for the case of m>2, as long 

as the pieces of evidence are mutually independent. 

Therefore for a term-label pair with m mutually 

independent supporting sentences, if we set every 

gain G(A|Ei) to be a constant value g, the posterior 

gain score of the pair will be ∑   
      . If the 

value g is the IDF of label L, the posterior gain will 

be, 

 G(AT,L|E1…,Em)  ∑    ( ) 
         ( ) (4.6) 

This is exactly the Formula 3.1. By this way, we 

provide a probabilistic explanation of scoring the 

candidate labels for a term via simple counting. 

 

 Hearst-I IsA-I 
E1: Hearst-I 

E2: IsA-I 

RA: 
 (       )

 (    ) (    )
  66.87 17.30 24.38 

R: 
 (     )

 (  ) (  )
  5997 1711 802.7 

RA/R 0.011 0.010 0.030 

Table 2. Evidence dependency estimation for intra-

pattern and inter-pattern supporting sentences 

In the above analysis, we assume the statistical 

independence of the supporting sentence observa-

tions, which may not hold in reality. Intuitively, if 

we already know one supporting sentence S1 for a 

term-label pair (T, L), then we have more chance to 

find another supporting sentence than if we do not 

know S1. The reason is that, before we find S1, we 

have to estimate the probability with the chance of 

discovering a supporting sentence for a random 

term-label pair. The probability is quite low be-

cause most term-label pairs do not have hyponymy 

relations. Once we have observed S1, however, the 

chance of (T, L) having a hyponymy relation in-

creases. Therefore the chance of observing another 

supporting sentence becomes larger than before. 

Table 2 shows the rough estimation of 
 (       )

 (    ) (    )
 (denoted as RA), 

 (     )

 (  ) (  )
 (denoted 

as R), and their ratios. The statistics are obtained 

by performing maximal likelihood estimation 

(MLE) upon our corpus and a random selection of 

term-label pairs from our term sets (see Section 

6.1) together with their top labels
3
. The data veri-

fies our analysis about the correlation between E1 

and E2 (note that R=1 means independent). In addi-

tion, it can be seen that the conditional independ-

ence assumption of Formula 4.3 does not hold 

(because RA>1). It is hence necessary to consider 

the correlation between supporting sentences in the 

model. The estimation of Table 2 also indicates 

that, 

 
 (     )

 (  ) (  )
 

 (       )

 (    ) (    )
 (4.7) 

By following a similar procedure as above, with 

Formulas 4.2 and 4.3 replaced by 4.7, we have, 

  (       )   (    )   (    ) (4.8) 

This formula indicates that when the supporting 

sentences are positively correlated, the posterior 

score of label L w.r.t. term T (given both the sen-

tences) is smaller than the sum of the gains caused 

by one sentence only. In the extreme case that sen-

tence S2 fully depends on E1 (i.e. P(E2|E1)=1), it is 

easy to prove that 

  (       )   (    )  

It is reasonable, since event E2 does not bring in 

more information than E1. 

Formula 4.8 cannot be used directly for compu-

ting the posterior gain. What we really need is a 

function h satisfying 

  (         )   ( (    )    (    )) (4.9) 

and 

  (      )  ∑   
 
     (4.10) 

Shi et al. (2009) discussed other constraints to h 

and suggested the following nonlinear functions, 

   (      )    (  ∑ (     ) 
   )  (4.11) 

                                                           
3 RA is estimated from the labels judged as “Good”; whereas 

the estimation of R is from all judged labels. 
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   (      )  √∑   
  

   

 

           (p>1) (4.12) 

In the next section, we use the above two h func-

tions as basic building blocks to compute label 

scores for terms. 

5 Our Approach 

Multiple types of patterns (Table 1) can be adopted 

to extract term-label pairs. For two supporting sen-

tences the correlation between them may depend 

on whether they correspond to the same pattern. In 

Section 5.1, our nonlinear evidence fusion formu-

las are constructed by making specific assumptions 

about the correlation between intra-pattern sup-

porting sentences and inter-pattern ones. 

Then in Section 5.2, we introduce our evidence 

propagation technique in which the evidence of a 

(T, L) pair is propagated to the terms similar to T. 

5.1 Nonlinear evidence fusion 

For a term-label pair (T, L), assuming K patterns 

are used for hyponymy extraction and the support-

ing sentences discovered with pattern i are, 

                 
  (5.1) 

where mi is the number of supporting sentences 

corresponding to pattern i. Also assume the gain 

score of Si,j is xi,j, i.e., xi,j=G(A|Si,j). 

Generally speaking, supporting sentences corre-

sponding to the same pattern typically have a high-

er correlation than the sentences corresponding to 

different patterns. This can be verified by the data 

in Table-2. By ignoring the inter-pattern correla-

tions, we make the following simplified assump-

tion: 

Assumption: Supporting sentences correspond-

ing to the same pattern are correlated, while those 

of different patterns are independent. 

According to this assumption, our label-scoring 

function is, 

      (   )  ∑  (                
)

 

   

 (5.2) 

In the simple case that         ( ) , if the h 

function of Formula 4.12 is adopted, then, 

      (   )  (∑ √  
 

 

   

)     ( ) (5.3) 

We use an example to illustrate the above for-

mula. 

Example: For term T and label L1, assume the 

numbers of the supporting sentences corresponding 

to the six pattern types in Table 1 are (4, 4, 4, 4, 4, 

4), which means the number of supporting sen-

tences discovered by each pattern type is 4. Also 

assume the supporting-sentence-count vector of 

label L2 is (25, 0, 0, 0, 0, 0). If we use Formula 5.3 

to compute the scores of L1 and L2, we can have 

the following (ignoring IDF for simplicity), 

Score(L1)    √    ; Score(L2)  √     

One the other hand, if we simply count the total 

number of supporting sentences, the score of L2 

will be larger. 

The rationale implied in the formula is: For a 

given term T, the labels supported by multiple 

types of patterns tend to be more reliable than 

those supported by a single pattern type, if they 

have the same number of supporting sentences. 

5.2 Evidence propagation 

According to the evidence fusion algorithm de-

scribed above, in order to extract term labels relia-

bly, it is desirable to have many supporting 

sentences of different types. This is a big challenge 

for rare terms, due to their low frequency in sen-

tences (and even lower frequency in supporting 

sentences because not all occurrences can be cov-

ered by patterns). With evidence propagation, we 

aim at discovering more supporting sentences for 

terms (especially rare terms). Evidence propaga-

tion is motivated by the following two observa-

tions: 

(I) Similar entities or coordinate terms tend to 

share some common hypernyms. 

(II) Large term similarity graphs are able to be 

built efficiently with state-of-the-art techniques 

(Agirre et al., 2009; Pantel et al., 2009; Shi et al., 

2010). With the graphs, we can obtain the similari-

ty between two terms without their hypernyms be-

ing available. 

The first observation motivates us to “borrow” 

the supporting sentences from other terms as auxil-

iary evidence of the term. The second observation 

means that new information is brought with the 

state-of-the-art term similarity graphs (in addition 

to the term-label information discovered with the 

patterns of Table 1). 
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Our evidence propagation algorithm contains 

two phases. In phase I, some pseudo supporting 

sentences are constructed for a term from the sup-

porting sentences of its neighbors in the similarity 

graph. Then we calculate the label scores for terms 

based on their (pseudo and real) supporting sen-

tences. 

Phase I: For every supporting sentence S and 

every similar term T1 of the term T, add a pseudo 

supporting sentence S1 for T1, with the gain score, 

  (      
   )       (    )   (      ) (5.5) 

where         is the propagation factor, and 

   (   ) is the term similarity function taking val-

ues in [0, 1]. The formula reasonably assumes that 

the gain score of the pseudo supporting sentence 

depends on the gain score of the original real sup-

porting sentence, the similarity between the two 

terms, and the propagation factor. 

Phase II: The nonlinear evidence combination 

formulas in the previous subsection are adopted to 

combine the evidence of pseudo supporting sen-

tences. 

Term similarity graphs can be obtained by dis-

tributional similarity or patterns (Agirre et al., 

2009; Pantel et al., 2009; Shi et al., 2010). We call 

the first type of graph DS and the second type PB. 

DS approaches are based on the distributional hy-

pothesis (Harris, 1985), which says that terms ap-

pearing in analogous contexts tend to be similar. In 

a DS approach, a term is represented by a feature 

vector, with each feature corresponding to a con-

text in which the term appears. The similarity be-

tween two terms is computed as the similarity 

between their corresponding feature vectors. In PB 

approaches, a list of carefully-designed (or auto-

matically learned) patterns is exploited and applied 

to a text collection, with the hypothesis that the 

terms extracted by applying each of the patterns to 

a specific piece of text tend to be similar. Two cat-

egories of patterns have been studied in the litera-

ture (Heast 1992; Pasca 2004; Kozareva et al., 

2008; Zhang et al., 2009): sentence lexical patterns, 

and HTML tag patterns. An example of sentence 

lexical patterns is “T {, T}*{,} (and|or) T”. HTML 

tag patterns include HTML tables, drop-down lists, 

and other tag repeat patterns. In this paper, we 

generate the DS and PB graphs by adopting the 

best-performed methods studied in (Shi et al., 

2010). We will compare, by experiments, the prop-

agation performance of utilizing the two categories 

of graphs, and also investigate the performance of 

utilizing both graphs for evidence propagation. 

6 Experiments 

6.1 Experimental setup 

Corpus We adopt a publicly available dataset in 

our experiments: ClueWeb09
4
. This is a very large 

dataset collected by Carnegie Mellon University in 

early 2009 and has been used by several tracks of 

the Text Retrieval Conference (TREC)
5
. The whole 

dataset consists of 1.04 billion web pages in ten 

languages while only those in English, about 500 

million pages, are used in our experiments. The 

reason for selecting such a dataset is twofold: First, 

it is a corpus large enough for conducting web-

scale experiments and getting meaningful results. 

Second, since it is publicly available, it is possible 

for other researchers to reproduce the experiments 

in this paper. 

Term sets Approaches are evaluated by using 

two sets of selected terms: Wiki200, and Ext100. 

For every term in the term sets, each approach 

generates a list of hypernym labels, which are 

manually judged by human annotators. Wiki200 is 

constructed by first randomly selecting 400 Wik-

ipedia
6
 titles as our candidate terms, with the prob-

ability of a title T being selected to be     (  
 ( )), where F(T) is the frequency of T in our data 

corpus. The reason of adopting such a probability 

formula is to balance popular terms and rare ones 

in our term set. Then 200 terms are manually se-

lected from the 400 candidate terms, with the prin-

ciple of maximizing the diversity of terms in terms 

of length (i.e., number of words) and type (person, 

location, organization, software, movie, song, ani-

mal, plant, etc.). Wiki200 is further divided into 

two subsets: Wiki100H and Wiki100L, containing 

respectively the 100 high-frequency and low-

frequency terms. Ext100 is built by first selecting 

200 non-Wikipedia-title terms at random from the 

term-label graph generated by the baseline ap-

proach (Formula 3.1), then manually selecting 100 

terms. 

Some sample terms in the term sets are listed in 

Table 3. 

 

                                                           
4 http://boston.lti.cs.cmu.edu/Data/clueweb09/  
5 http://trec.nist.gov/  
6 http://www.wikipedia.org/  
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Term 

Set 
Sample Terms 

Wiki200 

Canon EOS 400D, Disease management, El Sal-

vador, Excellus Blue Cross Blue Shield, F33, 

Glasstron, Indium, Khandala, Kung Fu, Lake 

Greenwood, Le Gris, Liriope, Lionel Barrymore, 

Milk, Mount Alto, Northern Wei, Pink Lady, 

Shawshank, The Dog Island, White flight, World 

War II… 

Ext100 

A2B, Antique gold, GPTEngine, Jinjiang Inn, 

Moyea SWF to Apple TV Converter, Nanny ser-

vice, Outdoor living, Plasmid DNA, Popon, Spam 

detection, Taylor Ho Bynum, Villa Michelle… 

Table 3. Sample terms in our term sets 

 

Annotation For each term in the term set, the 

top-5 results (i.e., hypernym labels) of various 

methods are mixed and judged by human annota-

tors. Each annotator assigns each result item a 

judgment of “Good”, “Fair” or “Bad”. The annota-

tors do not know the method by which a result item 

is generated. Six annotators participated in the la-

beling with a rough speed of 15 minutes per term. 

We also encourage the annotators to add new good 

results which are not discovered by any method. 

The term sets and their corresponding user anno-

tations are available for download at the following 

links (dataset ID=data.queryset.semcat01): 
http://research.microsoft.com/en-us/projects/needleseek/ 

http://needleseek.msra.cn/datasets/ 

Evaluation We adopt the following metrics to 

evaluate the hypernym list of a term generated by 

each method. The evaluation score on a term set is 

the average over all the terms. 

Precision@k: The percentage of relevant (good 

or fair) labels in the top-k results (labels judged as 

“Fair” are counted as 0.5) 

Recall@k: The ratio of relevant labels in the top-

k results to the total number of relevant labels 

R-Precision: Precision@R where R is the total 

number of labels judged as “Good” 

Mean average precision (MAP): The average of 

precision values at the positions of all good or fair 

results 

Before annotation and evaluation, the hypernym 

list generated by each method for each term is pre-

processed to remove duplicate items. Two hyper-

nyms are called duplicate items if they share the 

same head word (e.g., “military conflict” and “con-

flict”). For duplicate hypernyms, only the first (i.e., 

the highest ranked one) in the list is kept. The goal 

with such a preprocessing step is to partially con-

sider results diversity in evaluation and to make a 

more meaningful comparison among different 

methods. Consider two hypernym lists for “sub-

way”: 
List-1: restaurant; chain restaurant; worldwide chain 

restaurant; franchise; restaurant franchise… 

List-2: restaurant; franchise; transportation; company; 

fast food… 

There are more detailed hypernyms in the first 

list about “subway” as a restaurant or a franchise; 

while the second list covers a broader range of 

meanings for the term. It is hard to say which is 

better (without considering the upper-layer appli-

cations). With this preprocessing step, we keep our 

focus on short hypernyms rather than detailed ones. 
 

Term Set Method MAP R-Prec P@1 P@5 

Wiki200 

Linear 0.357 0.376 0.783 0.547 

Log 
0.371 

 3.92% 

0.384 

 2.13% 

0.803 

 2.55% 

0.561 

 2.56% 

PNorm 
0.372 

 4.20% 

0.384 

 2.13% 

0.800 

 2.17% 

0.562 

 2.74% 

Wiki100H 

Linear 0.363 0.382 0.805 0.627 

Log 
0.393 

 8.26% 

0.402 

 5.24% 

0.845 

 4.97% 

0.660 

 5.26% 

PNorm 
0.395 

 8.82% 

0.403 

 5.50% 

0.840 

 4.35% 

0.662 

 5.28% 

Table 4. Performance comparison among various 

evidence fusion methods (Term sets: Wiki200 and 

Wiki100H; p=2 for PNorm) 

6.2 Experimental results 

We first compare the evaluation results of different 

evidence fusion methods mentioned in Section 4.1. 

In Table 4, Linear means that Formula 3.1 is used 

to calculate label scores, whereas Log and PNorm 

represent our nonlinear approach with Formulas 

4.11 and 4.12 being utilized. The performance im-

provement numbers shown in the table are based 

on the linear version; and the upward pointing ar-

rows indicate relative percentage improvement 

over the baseline. From the table, we can see that 

the nonlinear methods outperform the linear ones 

on the Wiki200 term set. It is interesting to note 

that the performance improvement is more signifi-

cant on Wiki100H, the set of high frequency terms. 

By examining the labels and supporting sentences 

for the terms in each term set, we find that for 

many low-frequency terms (in Wiki100L), there 

are only a few supporting sentences (corresponding 
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to one or two patterns). So the scores computed by 

various fusion algorithms tend to be similar. In 

contrast, more supporting sentences can be discov-

ered for high-frequency terms. Much information 

is contained in the sentences about the hypernyms 

of the high-frequency terms, but the linear function 

of Formula 3.1 fails to make effective use of it. 

The two nonlinear methods achieve better perfor-

mance by appropriately modeling the dependency 

between supporting sentences and computing the 

log-probability gain in a better way. 

The comparison of the linear and nonlinear 

methods on the Ext100 term set is shown in Table 

5. Please note that the terms in Ext100 do not ap-

pear in Wikipedia titles. Thanks to the scale of the 

data corpus we are using, even the baseline ap-

proach achieves reasonably good performance. 

Please note that the terms (refer to Table 3) we are 

using are “harder” than those adopted for evalua-

tion in many existing papers. Again, the results 

quality is improved with the nonlinear methods, 

although the performance improvement is not big 

due to the reason that most terms in Ext100 are 

rare. Please note that the recall (R@1, R@5) in this 

paper is pseudo-recall, i.e., we treat the number of 

known relevant (Good or Fair) results as the total 

number of relevant ones. 
 

Method MAP R-Prec P@1 P@5 R@1 R@5 

Linear 0.384 0.429 0.665 0.472 0.116 0.385 

Log 
0.395 0.429 0.715 0.472 0.125 0.385 

 2.86%  0%  7.52%  0%  7.76%  0% 

PNorm 
0.390 0.429 0.700 0.472 0.120 0.385 

 1.56%  0%   5.26%  0%  3.45%  0% 

Table 5. Performance comparison among various 

evidence fusion methods (Term set: Ext100; p=2 

for PNorm) 

The parameter p in the PNorm method is related 

to the degree of correlations among supporting 

sentences. The linear method of Formula 3.1 corre-

sponds to the special case of p=1; while p=  rep-

resents the case that other supporting sentences are 

fully correlated to the supporting sentence with the 

maximal log-probability gain. Figure 1 shows that, 

for most of the term sets, the best performance is 

obtained for   [2.0, 4.0]. The reason may be that 

the sentence correlations are better estimated with 

p values in this range. 

 

 

Figure 1. Performance curves of PNorm with dif-

ferent parameter values (Measure: MAP) 

The experimental results of evidence propaga-

tion are shown in Table 6. The methods for com-

parison are, 

Base: The linear function without propagation. 

NL: Nonlinear evidence fusion (PNorm with 

p=2) without propagation. 

LP: Linear propagation, i.e., the linear function 

is used to combine the evidence of pseudo support-

ing sentences. 

NLP: Nonlinear propagation where PNorm 

(p=2) is used to combine the pseudo supporting 

sentences. 

NL+NLP: The nonlinear method is used to 

combine both supporting sentences and pseudo 

supporting sentences. 
 

Method MAP R-Prec P@1 P@5 R@5 

Base 0.357 0.376 0.783 0.547 0.317 

NL 
0.372 0.384 0.800 0.562 0.325 

 4.20%  2.13%  2.17%  2.74%  2.52% 

LP 
0.357 0.376 0.783 0.547 0.317 

 0%  0%  0%  0%  0% 

NLP 
0.396 0.418 0.785 0.605 0.357 

 10.9%  11.2%  0.26%  10.6%  12.6% 

NL+NLP 
0.447 0.461 0.840 0.667 0.404 

 25.2%  22.6%  7.28%  21.9%  27.4% 

Table 6. Evidence propagation results (Term set: 

Wiki200; Similarity graph: PB; Nonlinear formula: 

PNorm) 

In this paper, we generate the DS (distributional 

similarity) and PB (pattern-based) graphs by adopt-

ing the best-performed methods studied in (Shi et 

al., 2010). The performance improvement numbers 

(indicated by the upward pointing arrows) shown 

in tables 6~9 are relative percentage improvement 
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over the base approach (i.e., linear function with-

out propagation). The values of parameter   are set 

to maximize the MAP values. 

Several observations can be made from Table 6. 

First, no performance improvement can be ob-

tained with the linear propagation method (LP), 

while the nonlinear propagation algorithm (NLP) 

works quite well in improving both precision and 

recall. The results demonstrate the high correlation 

between pseudo supporting sentences and the great 

potential of using term similarity to improve hy-

pernymy extraction. The second observation is that 

the NL+NLP approach achieves a much larger per-

formance improvement than NL and NLP. Similar 

results (omitted due to space limitation) can be 

observed on the Ext100 term set. 

 

Method MAP R-Prec P@1 P@5 R@5 

Base 0.357 0.376 0.783 0.547 0.317 

NL+NLP 

(PB) 

0.415 0.439 0.830 0.633 0.379 

 16.2%  16.8%  6.00%  15.7%  19.6% 

NL+NLP 

(DS) 

0.456 0.469 0.843 0.673 0.406 

 27.7%  24.7%  7.66%  23.0%  28.1% 

NL+NLP

(PB+DS) 

0.473 0.487 0.860 0.700 0.434 

 32.5%  29.5%  9.83%  28.0%  36.9% 

Table 7. Combination of PB and DS graphs for 

evidence propagation (Term set: Wiki200; Nonlin-

ear formula: Log) 

 

Method MAP R-Prec P@1 P@5 R@5 

Base 0.351 0.370 0.760 0.467 0.317 

NL+NLP 

(PB) 

0.411 0.448 0.770 0.564 0.401 

↑17.1% ↑21.1% ↑1.32% ↑20.8% ↑26.5% 

NL+NLP 

(DS) 

0.469 0.490 0.815 0.622 0.438 

 33.6%  32.4%  7.24%  33.2%  38.2% 

NL+NLP

(PB+DS) 

0.491 0.513 0.860 0.654 0.479 

 39.9%  38.6%  13.2%  40.0%  51.1% 

Table 8. Combination of PB and DS graphs for 

evidence propagation (Term set: Wiki100L) 

Now let us study whether it is possible to com-

bine the PB and DS graphs to obtain better results. 

As shown in Tables 7, 8, and 9 (for term sets 

Wiki200, Wiki100L, and Ext100 respectively, us-

ing the Log formula for fusion and propagation), 

utilizing both graphs really yields additional per-

formance gains. We explain this by the fact that the 

information in the two term similarity graphs tends 

to be complimentary. The performance improve-

ment over Wiki100L is especially remarkable. This 

is reasonable because rare terms do not have ade-

quate information in their supporting sentences due 

to data sparseness. As a result, they benefit the 

most from the pseudo supporting sentences propa-

gated with the similarity graphs. 
 

Method MAP R-Prec P@1 P@5 R@5 

Base 0.384 0.429 0.665 0.472 0.385 

NL+NLP 

(PB) 

0.454 0.479 0.745 0.550 0.456 

 18.3%  11.7%  12.0%  16.5%  18.4% 

NL+NLP 

(DS) 

0.404 0.441 0.720 0.486 0.402 

 5.18%  2.66%  8.27%  2.97%  4.37% 

NL+NLP(P

B+DS) 

0.483 0.518 0.760 0.586 0.492 

 26.0%  20.6%  14.3%  24.2%  27.6% 

Table 9. Combination of PB and DS graphs for 

evidence propagation (Term set: Ext100) 

7 Conclusion 

We demonstrated that the way of aggregating sup-

porting sentences has considerable impact on re-

sults quality of the hyponym extraction task using 

lexico-syntactic patterns, and the widely-used 

counting method is not optimal. We applied a se-

ries of nonlinear evidence fusion formulas to the 

problem and saw noticeable performance im-

provement. The data quality is improved further 

with the combination of nonlinear evidence fusion 

and evidence propagation. We also introduced a 

new evaluation corpus with annotated hypernym 

labels for 300 terms, which were shared with the 

research community. 
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Abstract

This paper presents a supervised pronoun

anaphora resolution system based on factorial

hidden Markov models (FHMMs). The ba-

sic idea is that the hidden states of FHMMs

are an explicit short-term memory with an an-

tecedent buffer containing recently described

referents. Thus an observed pronoun can find

its antecedent from the hidden buffer, or in

terms of a generative model, the entries in the

hidden buffer generate the corresponding pro-

nouns. A system implementing this model is

evaluated on the ACE corpus with promising

performance.

1 Introduction

Pronoun anaphora resolution is the task of find-

ing the correct antecedent for a given pronominal

anaphor in a document. It is a subtask of corefer-

ence resolution, which is the process of determin-

ing whether two or more linguistic expressions in

a document refer to the same entity. Adopting ter-

minology used in the Automatic Context Extraction

(ACE) program (NIST, 2003), these expressions

are called mentions. Each mention is a reference

to some entity in the domain of discourse. Men-

tions usually fall into three categories – proper men-

tions (proper names), nominal mentions (descrip-

tions), and pronominal mentions (pronouns). There

is a great deal of related work on this subject, so

the descriptions of other systems below are those

which are most related or which the current model

has drawn insight from.

Pairwise models (Yang et al., 2004; Qiu et al.,

2004) and graph-partitioning methods (McCallum

and Wellner, 2003) decompose the task into a col-

lection of pairwise or mention set coreference de-

cisions. Decisions for each pair or each group

of mentions are based on probabilities of features

extracted by discriminative learning models. The

aforementioned approaches have proven to be fruit-

ful; however, there are some notable problems. Pair-

wise modeling may fail to produce coherent parti-

tions. That is, if we link results of pairwise deci-

sions to each other, there may be conflicting corefer-

ences. Graph-partitioning methods attempt to recon-

cile pairwise scores into a final coherent clustering,

but they are combinatorially harder to work with in

discriminative approaches.

One line of research aiming at overcoming the

limitation of pairwise models is to learn a mention-

ranking model to rank preceding mentions for a

given anaphor (Denis and Baldridge, 2007) This ap-

proach results in more coherent coreference chains.

Recent years have also seen the revival of in-

terest in generative models in both machine learn-

ing and natural language processing. Haghighi

and Klein (2007), proposed an unsupervised non-

parametric Bayesian model for coreference resolu-

tion. In contrast to pairwise models, this fully gener-

ative model produces each mention from a combina-

tion of global entity properties and local attentional

state. Ng (2008) did similar work using the same un-

supervised generative model, but relaxed head gen-

eration as head-index generation, enforced agree-

ment constraints at the global level, and assigned

salience only to pronouns.

Another unsupervised generative model was re-

cently presented to tackle only pronoun anaphora
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resolution (Charniak and Elsner, 2009). The

expectation-maximization algorithm (EM) was ap-

plied to learn parameters automatically from the

parsed version of the North American News Cor-

pus (McClosky et al., 2008). This model generates a

pronoun’s person, number and gender features along

with the governor of the pronoun and the syntactic

relation between the pronoun and the governor. This

inference process allows the system to keep track of

multiple hypotheses through time, including multi-

ple different possible histories of the discourse.

Haghighi and Klein (2010) improved their non-

parametric model by sharing lexical statistics at the

level of abstract entity types. Consequently, their

model substantially reduces semantic compatibility

errors. They report the best results to date on the

complete end-to-end coreference task. Further, this

model functions in an online setting at mention level.

Namely, the system identifies mentions from a parse

tree and resolves resolution with a left-to-right se-

quential beam search. This is similar to Luo (2005)

where a Bell tree is used to score and store the

searching path.

In this paper, we present a supervised pro-

noun resolution system based on Factorial Hidden

Markov Models (FHMMs). This system is moti-

vated by human processing concerns, by operating

incrementally and maintaining a limited short term

memory for holding recently mentioned referents.

According to Clark and Sengul (1979), anaphoric

definite NPs are much faster retrieved if the an-

tecedent of a pronoun is in immediately previous

sentence. Therefore, a limited short term memory

should be good enough for resolving the majority of

pronouns. In order to construct an operable model,

we also measured the average distance between pro-

nouns and their antecedents as discussed in next sec-

tions and used distances as important salience fea-

tures in the model.

Second, like Morton (2000), the current sys-

tem essentially uses prior information as a dis-

course model with a time-series manner, using a

dynamic programming inference algorithm. Third,

the FHMM described here is an integrated system,

in contrast with (Haghighi and Klein, 2010). The

model generates part of speech tags as simple struc-

tural information, as well as related semantic in-

formation at each time step or word-by-word step.

While the framework described here can be ex-

tended to deeper structural information, POS tags

alone are valuable as they can be used to incorpo-

rate the binding features (described below).

Although the system described here is evaluated

for pronoun resolution, the framework we describe

can be extended to more general coreference resolu-

tion in a fairly straightforward manner. Further, as

in other HMM-based systems, the system can be ei-

ther supervised or unsupervised. But extensions to

unsupervised learning are left for future work.

The final results are compared with a few super-

vised systems as the mention-ranking model (De-

nis and Baldridge, 2007) and systems compared in

their paper, and Charniak and Elsner’s (2009) unsu-

pervised system, emPronouns. The FHMM-based

pronoun resolution system does a better job than the

global ranking technique and other approaches. This

is a promising start for this novel FHMM-based pro-

noun resolution system.

2 Model Description

This work is based on a graphical model framework

called Factorial Hidden Markov Models (FHMMs).

Unlike the more commonly known Hidden Markov

Model (HMM), in an FHMM the hidden state at

each time step is expanded to contain more than one

random variable (as shown in Figure 1). This al-

lows for the use of more complex hidden states by

taking advantage of conditional independence be-

tween substates. This conditional independence al-

lows complex hidden states to be learned with lim-

ited training data.

2.1 Factorial Hidden Markov Model

Factorial Hidden Markov Models are an extension

of HMMs (Ghahramani and Jordan, 1997). HMMs

represent sequential data as a sequence of hidden

states generating observation states (words in this

case) at corresponding time steps t. A most likely

sequence of hidden states can then be hypothesized

given any sequence of observed states, using Bayes

Law (Equation 2) and Markov independence as-

sumptions (Equation 3) to define a full probability as

the product of a Transition Model (ΘT ) prior prob-

ability and an Observation Model (ΘO) likelihood
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probability.

ĥ1..T
def
= argmax

h1..T

P(h1..T | o1..T ) (1)

def
= argmax

h1..T

P(h1..T ) · P(o1..T |h1..T ) (2)

def
= argmax

h1..T

T∏

t=1

PΘT
(ht |ht−1) · PΘO

(ot |ht)

(3)

For a simple HMM, the hidden state corresponding

to each observation state only involves one variable.

An FHMM contains more than one hidden variable

in the hidden state. These hidden substates are usu-

ally layered processes that jointly generate the ev-

idence. In the model described here, the substates

are also coupled to allow interaction between the

separate processes. As Figure 1 shows, the hidden

states include three sub-states, op, cr and pos which

are short forms of operation, coreference feature and

part-of-speech. Then, the transition model expands

the left term in (3) to (4).

PΘT
(ht |ht−1)

def
= P(opt | opt−1, post−1)

·P(crt | crt−1, opt−1)

·P(post | opt, post−1)

(4)

The observation model expands from the right

term in (3) to (5).

PΘO
(ot |ht)

def
= P(ot | post, crt) (5)

The observation state depends on more than one hid-

den state at each time step in an FHMM. Each hid-

den variable can be further split into smaller vari-

ables. What these terms stand for and the motiva-

tions behind the above equations will be explained

in the next section.

2.2 Modeling a Coreference Resolver with

FHMMs

FHMMs in our model, like standard HMMs, can-

not represent the hierarchical structure of a syntac-

tic phrase. In order to partially represent this in-

formation, the head word is used to represent the

whole noun phrase. After coreference is resolved,

the coreferring chain can then be expanded to the

whole phrase with NP chunker tools.

In this system, hidden states are composed of

three main variables: a referent operation (OP),

coreference features (CR) and part of speech tags

(POS) as displayed in Figure 1. The transition model

is defined as Equation 4.

opt-1=

copy
post-1=

VBZ

ot-1=loves

et-1=

per,org

gt-1=

neu,fem

crt-1

opt=

old

post=

PRP

ot=them

gt=

fem,neu

crt

ht-1 ht

et=

org,per

nt-1=

plu,sing

nt=

sing,plu

it-1=

-,2

it=

0,2

Figure 1: Factorial HMM CR Model
The starting point for the hidden state at each time

step is the OP variable, which determines which

kind of referent operations will occur at the current

word. Its domain has three possible states: none,

new and old.

The none state indicates that the present state will

not generate a mention. All previous hidden state

values (the list of previous mentions) will be passed

deterministically (with probability 1) to the current

time step without any changes. The new state signi-

fies that there is a new mention in the present time

step. In this event, a new mention will be added to

the entity set, as represented by its set of feature val-

ues and position in the coreference table. The old

state indicates that there is a mention in the present

time state and that this mention refers back to some

antecedent mention. In such a case, the list of enti-

ties in the buffer will be reordered deterministically,

moving the currently mentioned entity to the top of

the list.

Notice that opt is defined to depend on opt−1

and post−1. This is sometimes called a switching

FHMM (Duh, 2005). This dependency can be use-

ful, for example, if opt−1 is new, in which case opt
has a higher probability of being none or old. If
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post−1 is a verb or preposition, opt has more proba-

bility of being old or new.

One may wonder why opt generates post, and

not the other way around. This model only roughly

models the process of (new and old) entity genera-

tion, and either direction of causality might be con-

sistent with a model of human entity generation,

but this direction of causality is chosen to represent

the effect of semantics (referents) generating syn-

tax (POS tags). In addition, this is a joint model in

which POS tagging and coreference resolution are

integrated together, so the best combination of those

hidden states will be computed in either case.

2.3 Coreference Features

Coreference features for this model refer to features

that may help to identify co-referring entities.

In this paper, they mainly include index (I),

named entity type (E), number (N) and gender (G).

The index feature represents the order that a men-

tion was encountered relative to the other mentions

in the buffer. The latter three features are well

known and described elsewhere, and are not them-

selves intended as the contribution of this work. The

novel aspect of this part of the model is the fact that

the features are carried forward, updated after ev-

ery word, and essentially act as a discourse model.

The features are just a shorthand way of represent-

ing some well known essential aspects of a referent

(as pertains to anaphora resolution) in a discourse

model.

Features Values

I positive integers from 1. . .n

G male, female, neutral, unknown

N singular, plural, unknown

E person, location, organization,

GPE, vehicle,

company, facility

Table 1: Coreference features stored with each mention.

Unlike discriminative approaches, generative

models like the FHMM described here do not have

access to all observations at once. This model must

then have a mechanism for jointly considering pro-

nouns in tandem with previous mentions, as well as

the features of those mentions that might be used to

find matches between pronouns and antecedents.

Further, higher order HMMs may contain more

accurate information about observation states. This

is especially true for coreference resolution because

pronouns often refer back to mentions that are far

away from the present state. In this case, we would

need to know information about mentions which are

at least two mentions before the present one. In

this sense, a higher order HMM may seem ideal

for coreference resolution. However, higher order

HMMs will quickly become intractable as the order

increases.

In order to overcome these limitations, two strate-

gies which have been discussed in the last section

are taken: First, a switching variable called OP is

designed (as discussed in last section); second, a

memory of recently mentioned entities is maintained

to store features of mentions and pass them forward

incrementally.

OP is intended to model the decision to use the

current word to introduce a new referent (new), refer

to an antecedent (old), or neither (none). The entity

buffer is intended to model the set of ‘activated’ en-

tities in the discourse – those which could plausibly

be referred to with a pronoun. These designs allow

similar benefits as longer dependencies of higher-

order HMMs but avoid the problem of intractability.

The number of mentions maintained must be limited

in order for the model to be tractable. Fortunately,

human short term memory faces effectively similar

limitations and thus pronouns usually refer back to

mentions not very far away.

Even so, the impact of the size of the buffer on

decoding time may be a concern. Since the buffer of

our system will carry forward a few previous groups

of coreference features plus op and pos, the compu-

tational complexity will be exorbitantly high if we

keep high beam size and meanwhile if each feature

interacts with others. Luckily, we have successfully

reduced the intractability to a workable system in

both speed and space with following methods. First,

we estimate the size of buffer with a simple count

of average distances between pronouns and their an-

tecedents in the corpus. It is found that about six is

enough for covering 99.2% of all pronouns.

Secondly, the coreference features we have used

have the nice property of being independent from

one another. One might expect English non-person

entities to almost always have neutral gender, and
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thus be modeled as follows:

P(et, gt | et−1, gt−1) = P(gt | gt−1, et) · P(et | et−1)
(6)

However, a few considerations made us reconsider.

First, exceptions are found in the corpus. Personal

pronouns such as she or he are used to refer to coun-

try, regions, states or organizations. Second, existing

model files made by Bergsma (2005) include a large

number of non-neutral gender information for non-

person words. We employ these files for acquiring

gender information of unknown words. If we use

Equation 6, sparsity and complexity will increase.

Further, preliminary experiments have shown mod-

els using an independence assumption between gen-

der and personhood work better. Thus, we treat each

coreference feature as an independent event. Hence,

we can safely split coreference features into sepa-

rate parts. This way dramatically reduces the model

complexity. Thirdly, our HMM decoding uses the

Viterbi algorithm with A-star beam search.

The probability of the new state of the coreference

table P(crt | crt−1, opt) is defined to be the product

of probabilities of the individual feature transitions.

P(crt | crt−1, opt) = P(it | it−1, opt)·

P(et | et−1, it, opt)·

P(gt | gt−1, it, opt)·

P(nt |nt−1, it, opt)

(7)

This supposes that the features are conditionally in-

dependent of each other given the index variable, the

operator and previous instance. Each feature only

depends on the operator and the corresponding fea-

ture at the previous state, with that set of features

re-ordered as specified by the index model.

2.4 Feature Passing

Equation 7 is correct and complete, but in fact the

switching variable for operation type results in three

different cases which simplifies the calculation of

the transition probabilities for the coreference fea-

ture table.

Note the following observations about corefer-

ence features: it only needs a probabilistic model

when opt is old – in other words, only when the

model must choose between several antecedents to

re-refer to. gt, et and nt are deterministic except

when opt is new, when gender, entity type, and num-

ber information must be generated for the new entity

being introduced.

When opt is none, all coreference variables (en-

tity features) will be copied over from the previous

time step to the current time step, and the probabil-

ity of this transition is 1.0. When opt is new, it is

changed deterministically by adding the new entity

to the first position in the list and moving every other

entity down one position. If the list of entities is

full, the least recently mentioned entity will be dis-

carded. The values for the top of the feature lists

gt, et, and nt will then be generated from feature-

specific probability distributions estimated from the

training data. When opt is old, it will probabilisti-

cally select a value 1 . . . n, for an entity list contain-

ing n items. The selected value will deterministi-

cally order the gt, nt and et lists. This distribution

is also estimated from training data, and takes into

account recency of mention. The shape of this dis-

tribution varies slightly depending on list size and

noise in the training data, but in general the probabil-

ity of a mention being selected is directly correlated

to how recently it was mentioned.

With this understanding, coreference table tran-

sition probabilities can be written in terms of only

their non-deterministic substate distributions:

P(crt | crt−1, old) = Pold(it | it−1)·
Preorder(et | et−1, it)·
Preorder(gt | gt−1, it)·
Preorder(nt |nt−1, it)

(8)

where the old model probabilistically selects the an-

tecedent and moves it to the top of the list as de-

scribed above, thus deciding how the reordering will

take place. The reorder model actually implements

the list reordering for each independent feature by

moving the feature value corresponding to the se-

lected entity in the index model to the top of that

feature’s list. The overall effect is simply the prob-

abilistic reordering of entities in a list, where each

entity is defined as a label and a set of features.

P(crt | crt−1, new) = Pnew(it | it−1)·
Pnew(gt | gt−1)·
Pnew(nt |nt−1)·
Pnew(et | et−1)

(9)

where the new model probabilistically generates a
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feature value based on the training data and puts it

at the top of the list, moves every other entity down

one position in the list, and removes the final item if

the list is already full. Each entity in i takes a value

from 1 to n for a list of size n. Each g can be one of

four values – male, female, neuter and unknown; n

one of three values – plural, singular and unknown

and e around eight values.

Note that post is used in both hidden states and

observation states. While it is not considered a

coreference feature as such, it can still play an im-

portant role in the resolving process. Basically, the

system tags parts of speech incrementally while si-

multaneously resolving pronoun anaphora. Mean-

while, post−1 and opt−1 will jointly generate opt.

This point has been discussed in Section 2.2.

Importantly, the pos model can help to imple-

ment binding principles (Chomsky, 1981). It is

applied when opt is old. In training, pronouns

are sub-categorised into personal pronouns, reflex-

ive and other-pronoun. We then define a vari-

able loct whose value is how far back in the list

of antecedents the current hypothesis must have

gone to arrive at the current value of it. If we

have the syntax annotations or parsed trees, then,

the part of speech model can be defined when

opt is old as Pbinding(post | loct, sloct). For ex-

ample, if post ∈ ref lexive, P(post | loct, sloct)
where loct has smaller values (implying closer men-

tions to post) and sloct = subject should have

higher values since reflexive pronouns always re-

fer back to subjects within its governing domains.

This was what (Haghighi and Klein, 2009) did and

we did this in training with the REUTERS cor-

pus (Hasler et al., 2006) in which syntactic roles

are annotated. We finally switched to the ACE

corpus for the purpose of comparison with other

work. In the ACE corpus, no syntactic roles are

annotated. We did use the Stanford parser to ex-

tract syntactic roles from the ACE corpus. But

the result is largely affected by the parsing accu-

racy. Again, for a fair comparison, we extract simi-

lar features to Denis and Baldridge (2007), which is

the model we mainly compare with. They approx-

imate syntactic contexts with POS tags surround-

ing the pronoun. Inspired by this idea, we success-

fully represent binding features with POS tags be-

fore anaphors. Instead of using P(post | loct, sloct),

we train P(post | loct, posloct) which can play

the role of binding. For example, suppose the

buffer size is 6 and loct = 5, posloct = noun.

Then, P(post = ref lexive | loct, posloct) is usu-

ally higher than P(post = pronoun | loct, posloct),
since the reflexive has a higher probability of refer-

ring back to the noun located in position 5 than the

pronoun.

In future work expanding to coreference resolu-

tion between any noun phrases we intend to inte-

grate syntax into this framework as a joint model of

coreference resolution and parsing.

3 Observation Model

The observation model that generates an observed

state is defined as Equation 5. To expand that equa-

tion in detail, the observation state, the word, de-

pends on its part of speech and its coreference fea-

tures as well. Since FHMMs are generative, we can

say part of speech and coreference features generate

the word.

In actual implementation, the observed model will

be very sparse, since crt will be split into more vari-

ables according to how many coreference features it

is composed of. In order to avoid the sparsity, we

transform the equation with Bayes’ law as follows.

PΘO
(ot |ht) =

P (ot) · P(ht | ot)∑
o′ P (o′)P(ht | o′)

(10)

=
P (ot) · P(post, crt | ot)∑
o′ P (o′)P(post, crt | o′)

(11)

We define pos and cr to be independent of each

other, so we can further split the above equation as:

PΘO
(ot |ht)

def
=

P (ot) · P(post | ot) · P(crt | ot)∑
o′ P (o′) · P(post | o′) · P(crt | o′)

(12)

where P(crt | ot) = P(gt | ot)P(nt | ot)P(et | ot) and

P(crt | o
′) = P(gt | o

′)P(nt | o
′)P(et | o

′).
This change transforms the FHMM to a hybrid

FHMM since the observation model no longer gen-

erates the data. Instead, the observation model gen-

erates hidden states, which is more a combination

of discriminative and generative approaches. This

way facilitates building likelihood model files of fea-

tures for given mentions from the training data. The
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hidden state transition model represents prior proba-

bilities of coreference features associated with each

while this observation model factors in the probabil-

ity given a pronoun.

3.1 Unknown Words Processing

If an observed word was not seen in training, the

distribution of its part of speech, gender, number and

entity type will be unknown. In this case, a special

unknown words model is used.

The part of speech of unknown words

P(post |wt = unkword) is estimated using a

decision tree model. This decision tree is built

by splitting letters in words from the end of the

word backward to its beginning. A POS tag is

assigned to the word after comparisons between

the morphological features of words trained from

the corpus and the strings concatenated from the

tree leaves are made. This method is about as

accurate as the approach described by Klein and

Manning (2003).

Next, a similar model is set up for estimating

P(nt |wt = unkword). Most English words have

regular plural forms, and even irregular words have

their patterns. Therefore, the morphological features

of English words can often be used to determine

whether a word is singular or plural.

Gender is irregular in English, so model-based

predictions are problematic. Instead, we follow

Bergsma and Lin (2005) to get the distribution of

gender from their gender/number data and then pre-

dict the gender for unknown words.

4 Evaluation and Discussion

4.1 Experimental Setup

In this research, we used the ACE corpus (Phase 2) 1

for evaluation. The development of this corpus in-

volved two stages. The first stage is called EDT (en-

tity detection and tracking) while the second stage

is called RDC (relation detection and characteriza-

tion). All markables have named entity types such

as FACILITY, GPE (geopolitical entity), PERSON,

LOCATION, ORGANIZATION, PERSON, VEHI-

CLE and WEAPONS, which were annotated in the

first stage. In the second stage, relations between

1See http://projects.ldc.upenn.edu/ace/

annotation/previous/ for details on the corpus.

named entities were annotated. This corpus include

three parts, composed of different genres: newspa-

per texts (NPAPER), newswire texts (NWIRE) and

broadcasted news (BNEWS). Each of these is split

into a train part and a devtest part. For the train

part, there are 76, 130 and 217 articles in NPA-

PER, NWIRE and BNEWS respectively while for

the test part, there are 17, 29 and 51 articles respec-

tively. Though the number of articles are quite dif-

ferent for three genres, the total number of words are

almost the same. Namely, the length of NPAPER

is much longer than BNEWS (about 1200 words,

800 word and 500 words respectively for three gen-

res). The longer articles involve longer coreference

chains. Following the common practice, we used

the devtest material only for testing. Progress during

the development phase was estimated only by using

cross-validation on the training set for the BNEWS

section. In order to make comparisons with publica-

tions which used the same corpus, we make efforts

to set up identical conditions for our experiments.

The main point of comparison is Denis and

Baldridge (2007), which was similar in that it de-

scribed a new type of coreference resolver using

simple features.

Therefore, similar to their practice, we use all

forms of personal and possessive pronouns that were

annotated as ACE ”markables”. Namely, pronouns

associated with named entity types could be used in

this system. In experiments, we also used true ACE

mentions as they did. This means that pleonastics

and references to eventualities or to non-ACE enti-

ties are not included in our experiments either. In

all, 7263 referential pronouns in training data set

and 1866 in testing data set are found in all three

genres. They have results of three different systems:

SCC (single candidate classifier), TCC (twin candi-

date classifier) and RK (ranking). Besides the three

and our own system, we also report results of em-

Pronouns, which is an unsupervised system based

on a recently published paper (Charniak and Elsner,

2009). We select this unsupervised system for two

reasons. Firstly, emPronouns is a publicly available

system with high accuracy in pronoun resolution.

Secondly, it is necessary for us to demonstrate our

system has strong empirical superiority over unsu-

pervised ones. In testing, we also used the OPNLP

Named Entity Recognizer to tag the test corpus.
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During training, besides coreference annotation

itself, the part of speech, dependencies between

words and named entities, gender, number and index

are extracted using relative frequency estimation to

train models for the coreference resolution system.

Inputs for testing are the plain text and the trained

model files. The entity buffer used in these exper-

iments kept track of only the six most recent men-

tions. The result of this process is an annotation

of the headword of every noun phrase denoting it

as a mention. In addition, this system does not

do anaphoricity detection, so the antecedent oper-

ation for non-anaphora pronoun it is set to be none.

Finally, the system does not yet model cataphora,

about 10 cataphoric pronouns in the testing data

which are all counted as wrong.

4.2 Results

The performance was evaluated using the ratio of

the number of correctly resolved anaphors over the

number of all anaphors as a success metrics. All the

standards are consistent with those defined in Char-

niak and Elsner (2009).

During development, several preliminary experi-

ments explored the effects of starting from a simple

baseline and adding more features. The BNEWS

corpus was employed in these development exper-

iments. The baseline only includes part of speech

tags, the index feature and and syntactic roles. Syn-

tactic roles are extracted from the parsing results

with Stanford parser. The success rate of this base-

line configuration is 0.48. This low accuracy is par-

tially due to the errors of automatic parsing. With

gender and number features added, the performance

jumped to 0.65. This shows that number and gen-

der agreements play an important role in pronoun

anaphora resolution. For a more standard compari-

son to other work, subsequent tests were performed

on the gold standard ACE corpus (using the model

as described with named entity features instead of

syntactic role features). As shown in Denis and

Baldridge (2007), they employ all features we use

except syntactic roles. In these experiments, the sys-

tem got better results as shown in Table 2.

The result of the first one is obtained by running

the publicly available system emPronouns2. It is a

2the available system in fact only includes the testing part.

Thus, it may be unfair to compare emPronouns this way with

System BNEWS NPAPER NWIRE

emPronouns 58.5 64.5 60.6

SCC 62.2 70.7 68.3

TCC 68.6 74.7 71.1

RK 72.9 76.4 72.4

FHMM 74.9 79.4 74.5

Table 2: Accuracy scores for emPronouns, the single-

candidate classifier (SCC), the twin-candidate classifier

(TCC), the ranker and FHMM

high-accuracy unsupervised system which reported

the best result in Charniak and Elsner (2009).

The results of the other three systems are those

reported by Denis and Baldridge (2007). As Table 2

shows, the FHMM system gets the highest average

results.

The emPronouns system got the lowest results

partially due to the reason that we only directly

run the existing system with its existing model files

without retraining. But the gap between its results

and results of our system is large. Thus, we may

still say that our system probably can do a better job

even if we train new models files for emPronouns

with ACE corpus.

With almost exactly identical settings, why does

our FHMM system get the highest average results?

The convincing reason is that FHMM is strongly in-

fluenced by the sequential dependencies. The rank-

ing approach ranks a set of mentions using a set of

features, and it also maintains the discourse model,

but it is not processing sequentially. The FHMM

system always maintain a set of mentions as well

as a first-order dependencies between part of speech

and operator. Therefore, context can be more fully

taken into consideration. This is the main reason that

the FHMM approach achieved better results than the

ranking approach.

From the result, one point we may notice is that

NPAPER usually obtains higher results than both

BNEWS and NWIRE for all systems while BNEWS

lower than other two genres. In last section, we

mention that articles in NPAPER are longer than

other genres and also have denser coreference chains

while articles in BENEWS are shorter and have

sparer chains. Then, it is not hard to understand

why results of NPAPER are better while those of

other systems.
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BNEWS are poorer.

In Denis and Baldridge (2007), they also reported

new results with a window of 10 sentences for RK

model. All three genres obtained higher results than

those when with shorter ones. They are 73.0, 77.6

and 75.0 for BNEWS, NPAPER and NWIRE respec-

tively. We can see that except the one for NWIRE,

the results are still poorer than our system. For

NWIRE, the RK model got 0.5 higher. The average

of the RK is 75.2 while that of the FHMM system is

76.3, which is still the best.

Since the emPronoun system can output sample-

level results, it is possible to do a paired Student’s

t-test. That test shows that the improvement of our

system on all three genres is statistically significant

(p < 0.001). Unfortunately, the other systems only

report overall results so the same comparison was

not so straightforward.

4.3 Error Analysis

After running the system on these documents, we

checked which pronouns fail to catch their an-

tecedents. There are a few general reasons for er-

rors.

First, pronouns which have antecedents very far

away cannot be caught. Long-distance anaphora res-

olution may pose a problem since the buffer size

cannot be too long considering the complexity of

tracking a large number of mentions through time.

During development, estimation of an acceptable

size was attempted using the training data. It was

found that a mention distance of fourteen would ac-

count for every case found in this corpus, though

most cases fall well short of that distance. Future

work will explore optimizations that will allow for

larger or variable buffer sizes so that longer distance

anaphora can be detected.

A second source of error is simple misjudgments

when more than one candidate is waiting for selec-

tion. A simple case is that the system fails to distin-

guish plural personal nouns and non-personal nouns

if both candidates are plural. This is not a problem

for singular pronouns since gender features can tell

whether pronouns are personal or not. Plural nouns

in English do not have such distinctions, however.

Consequently, demands and Israelis have the same

probability of being selected as the antecedents for

they, all else being equal. If demands is closer to

they, demands will be selected as the antecedent.

This may lead to the wrong choice if they in fact

refers to Israelis. This may require better measures

of referent salience than the “least recently used”

heuristic currently implemented.

Third, these results also show difficulty resolv-

ing coordinate noun phrases due to the simplistic

representation of noun phrases in the input. Con-

sider this sentence: President Barack Obama and

his wife Michelle Obama visited China last week.

They had a meeting with President Hu in Beijing.

In this example, the pronoun they corefers with the

noun phrase President Barack Obama and his wife

Michelle Obama. The present model cannot repre-

sent both the larger noun phrase and its contained

noun phrases. Since the noun phrase is a coordinate

one that includes both noun phrases, the model can-

not find a head word to represent it.

Finally, while the coreference feature annotations

of the ACE are valuable for learning feature mod-

els, the model training may still give some mislead-

ing results. This is brought about by missing fea-

tures in the training corpus and by the data sparsity.

We solved the problem with add-one smoothing and

deleted interpolation in training models besides the

transformation in the generation order of the obser-

vation model.

5 Conclusion and Future Work

This paper has presented a pronoun anaphora resolu-

tion system based on FHMMs. This generative sys-

tem incrementally resolves pronoun anaphora with

an entity buffer carrying forward mention features.

The system performs well and outperforms other

available models. This shows that FHMMs and

other time-series models may be a valuable model

to resolve anaphora.
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Abstract

We evaluate several popular models of local

discourse coherence for domain and task gen-

erality by applying them to chat disentangle-

ment. Using experiments on synthetic multi-

party conversations, we show that most mod-

els transfer well from text to dialogue. Co-

herence models improve results overall when

good parses and topic models are available,

and on a constrained task for real chat data.

1 Introduction

One property of a well-written document is coher-

ence, the way each sentence �ts into its context� sen-

tences should be interpretable in light of what has

come before, and in turn make it possible to inter-

pret what comes after. Models of coherence have

primarily been used for text-based generation tasks:

ordering units of text for multidocument summariza-

tion or inserting new text into an existing article.

In general, the corpora used consist of informative

writing, and the tasks used for evaluation consider

different ways of reordering the same set of textual

units. But the theoretical concept of coherence goes

beyond both this domain and this task setting� and

so should coherence models.

This paper evaluates a variety of local coher-

ence models on the task of chat disentanglement or

�threading�: separating a transcript of a multiparty

interaction into independent conversations1. Such

simultaneous conversations occur in internet chat

1A public implementation is available via https://

bitbucket.org/melsner/browncoherence.

rooms, and on shared voice channels such as push-

to-talk radio. In these situations, a single, correctly

disentangled, conversational thread will be coherent,

since the speakers involved understand the normal

rules of discourse, but the transcript as a whole will

not be. Thus, a good model of coherence should be

able to disentangle sentences as well as order them.

There are several differences between disentan-

glement and the newswire sentence-ordering tasks

typically used to evaluate coherence models. Inter-

net chat comes from a different domain, one where

topics vary widely and no reliable syntactic annota-

tions are available. The disentanglement task mea-

sures different capabilities of a model, since it com-

pares documents that are not permuted versions of

one another. Finally, full disentanglement requires

a large-scale search, which is computationally dif-

�cult. We move toward disentanglement in stages,

carrying out a series of experiments to measure the

contribution of each of these factors.

As an intermediary between newswire and inter-

net chat, we adopt the SWITCHBOARD (SWBD) cor-

pus. SWBD contains recorded telephone conversa-

tions with known topics and hand-annotated parse

trees; this allows us to control for the performance

of our parser and other informational resources. To

compare the two algorithmic settings, we use SWBD

for ordering experiments, and also arti�cially entan-

gle pairs of telephone dialogues to create synthetic

transcripts which we can disentangle. Finally, we

present results on actual internet chat corpora.

On synthetic SWBD transcripts, local coherence

models improve performance considerably over our

baseline model, Elsner and Charniak (2008b). On
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internet chat, we continue to do better on a con-

strained disentanglement task, though so far, we are

unable to apply these improvements to the full task.

We suspect that, with better low-level annotation

tools for the chat domain and a good way of integrat-

ing prior information, our improvements on SWBD

could transfer fully to IRC chat.

2 Related work

There is extensive previous work on coherence mod-

els for text ordering; we describe several speci�c

models below, in section 2. This study focuses on

models of local coherence, which relate text to its

immediate context. There has also been work on

global coherence, the structure of a document as a

whole (Chen et al., 2009; Eisenstein and Barzilay,

2008; Barzilay and Lee, 2004), typically modeled

in terms of sequential topics. We avoid using them

here, because we do not believe topic sequences are

predictable in conversation and because such models

tend to be algorithmically cumbersome.

In addition to text ordering, local coherence mod-

els have also been used to score the �uency of texts

written by humans or produced by machine (Pitler

and Nenkova, 2008; Lapata, 2006; Miltsakaki and

Kukich, 2004). Like disentanglement, these tasks

provide an algorithmic setting that differs from or-

dering, and so can demonstrate previously unknown

weaknesses in models. However, the target genre is

still informative writing, so they reveal little about

cross-domain �exibility.

The task of disentanglement or �threading� for

internet chat was introduced by Shen et al. (2006).

Elsner and Charniak (2008b) created the publicly

available #LINUX corpus; the best published re-

sults on this corpus are those of Wang and Oard

(2009). These two studies use overlapping unigrams

to measure similarity between two sentences; Wang

and Oard (2009) use a message expansion tech-

nique to incorporate context beyond a single sen-

tence. Unigram overlaps are used to model coher-

ence, but more sophisticated methods using syntax

(Lapata and Barzilay, 2005) or lexical features (La-

pata, 2003) often outperform them on ordering tasks.

This study compares several of these methods with

Elsner and Charniak (2008b), which we use as a

baseline because there is a publicly available imple-

mentation2.

Adams (2008) also created and released a disen-

tanglement corpus. They use LDA (Blei et al., 2001)

to discover latent topics in their corpus, then measur-

ing similarity by looking for shared topics. These

features fail to improve their performance, which is

puzzling in light of the success of topic modeling for

other coherence and segmentation problems (Eisen-

stein and Barzilay, 2008; Foltz et al., 1998). The

results of this study suggest that topic models can

help with disentanglement, but that it is dif�cult to

�nd useful topics for IRC chat.

A few studies have attempted to disentangle con-

versational speech (Aoki et al., 2003; Aoki et al.,

2006), mostly using temporal features. For the most

part, however, this research has focused on auditory

processing in the context of the cocktail party prob-

lem, the task of attending to a speci�c speaker in

a noisy room (Haykin and Chen, 2005). Utterance

content has some in�uence on what the listener per-

ceives, but only for extremely salient cues such as

the listener's name (Moray, 1959), so cocktail party

research does not typically use lexical models.

3 Models

In this section, we brie�y describe the models we in-

tend to evaluate. Most of them are drawn from pre-

vious work; one, the topical entity grid, is a novel

extension of the entity grid. For the experiments be-

low, we train the models on SWBD, sometimes aug-

mented with a larger set of automatically parsed con-

versations from the FISHER corpus. Since the two

corpora are quite similar, FISHER is a useful source

for extra data; McClosky et al. (2010) uses it for

this purpose in parsing experiments. (We continue

to use SWBD/FISHER even for experiments on IRC,

because we do not have enough disentangled train-

ing data to learn lexical relationships.)

3.1 Entity grid

The entity grid (Lapata and Barzilay, 2005; Barzilay

and Lapata, 2005) is an attempt to model some prin-

ciples of Centering Theory (Grosz et al., 1995) in a

statistical manner. It represents a document in terms

of entities and their syntactic roles: subject (S), ob-

ject (O), other (X) and not present (-). In each new

2cs.brown.edu/�melsner
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utterance, the grid predicts the role in which each

entity will appear, given its history of roles in the

previous sentences, plus a salience feature counting

the total number of times the entity occurs. For in-

stance, for an entity which is the subject of sentence

1, the object of sentence 2, and occurs four times in

total, the grid predicts its role in sentence 3 accord-

ing to the conditional P (�jS;O; sal = 4).

As in previous work, we treat each noun in a doc-

ument as denoting a single entity, rather than using

a coreference technique to attempt to resolve them.

In our development experiments, we noticed that

coreferent nouns often occur farther apart in conver-

sation than in newswire, since they are frequently

referred to by pronouns and deictics in the interim.

Therefore, we extend the history to six previous ut-

terances. For robustness with this long history, we

model the conditional probabilities using multilabel

logistic regression rather than maximum likelihood.

This requires the assumption of a linear model, but

makes the estimator less vulnerable to over�tting

due to sparsity, increasing performance by about 2%

in development experiments.

3.2 Topical entity grid

This model is a variant of the generative entity

grid, intended to take into account topical informa-

tion. To create the topical entity grid, we learn a

set of topic-to-word distributions for our corpus us-

ing LDA (Blei et al., 2001)3 with 200 latent top-

ics. This model embeds our vocabulary in a low-

dimensional space: we represent each word w as

the vector of topic probabilities p(tijw). We ex-

perimented with several ways to measure relation-

ships between words in this space, starting with the

standard cosine. However, the cosine can depend on

small variations in probability (for instance, if w has

most of its mass in dimension 1, then it is sensitive

to the exact weight of v for topic 1, even if this es-

sentially never happens).

To control for this tendency, we instead use the

magnitude of the dimension of greatest similarity:

sim(w; v) = maxi min(wi; vi)

Tomodel coherence, we generalize the binary his-

3www.cs.princeton.edu/�blei/

topicmodeling.html

tory features of the standard entity grid, which de-

tect, for example, whether entity e is the subject of

the previous sentence. In the topical entity grid, we

instead compute a real-valued feature which sums

up the similarity between entity e and the subject(s)

of the previous sentence.

These features can detect a transition like: �The

House voted yesterday. The Senate will consider the

bill today.�. If �House� and �Senate� have a high

similarity, then the feature will have a high value,

predicting that �Senate� is a good subject for the cur-

rent sentence. As in the previous section, we learn

the conditional probabilities with logistic regression;

we train in parallel by splitting the data and averag-

ing (Mann et al., 2009). The topics are trained on

FISHER, and on NANC for news.

3.3 IBM-1

The IBM translation model was �rst considered for

coherence by Soricut and Marcu (2006), although a

less probabilistically elegant version was proposed

earlier (Lapata, 2003). This model attempts to gen-

erate the content words of the next sentence by trans-

lating them from the words of the previous sentence,

plus a null word; thus, it will learn alignments be-

tween pairs of words that tend to occur in adjacent

sentences. We learn parameters on the FISHER cor-

pus, and on NANC for news.

3.4 Pronouns

The use of a generative pronoun resolver for co-

herence modeling originates in Elsner and Char-

niak (2008a). That paper used a supervised model

(Ge et al., 1998), but we adapt a newer, unsuper-

vised model which they also make publicly available

(Charniak and Elsner, 2009)4. They model each pro-

noun as generated by an antecedent somewhere in

the previous two sentences. If a good antecedent is

found, the probability of the pronoun's occurrence

will be high; otherwise, the probability is low, sig-

naling that the text is less coherent because the pro-

noun is hard to interpret correctly.

We use the model as distributed for news text. For

conversation, we adapt it by running a few iterations

of their EM training algorithm on the FISHER data.

4bllip.cs.brown.edu/resources.shtml\

#software
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3.5 Discourse-newness

Building on work from summarization (Nenkova

and McKeown, 2003) and coreference resolution

(Poesio et al., 2005), Elsner and Charniak (2008a)

use a model which recognizes discourse-new versus

old NPs as a coherence model. For instance, the

model can learn that �President Barack Obama� is

a more likely �rst reference than �Obama�. Follow-

ing their work, we score discourse-newness with a

maximum-entropy classi�er using syntactic features

counting different types of NP modi�ers, and we use

NP head identity as a proxy for coreference.

3.6 Chat-speci�c features

Most disentanglement models use non-linguistic in-

formation alongside lexical features; in fact, times-

tamps and speaker identities are usually better cues

than words are. We capture three essential non-

linguistic features using simple generative models.

The �rst feature is the time gap between one utter-

ance and the next within the same thread. Consistent

short gaps are a sign of normal turn-taking behavior;

long pauses do occur, but much more rarely (Aoki et

al., 2003). We round all time gaps to the nearest sec-

ond and model the distribution of time gaps using a

histogram, choosing bucket sizes adaptively so that

each bucket contains at least four datapoints.

The second feature is speaker identity; conver-

sations usually involve a small subset of the to-

tal number of speakers, and a few core speakers

make most of the utterances. We model the distri-

bution of speakers in each conversation using a Chi-

nese Restaurant Process (CRP) (Aldous, 1985) (tun-

ing the dispersion � to maximize development pe-

formance). The CRP's �rich-get-richer� dynamics

capture our intuitions, favoring conversations domi-

nated by a few vociferous speakers.

Finally, we model name mentioning. Speakers

in IRC chat often use their addressee's names to co-

ordinate the chat (O'Neill and Martin, 2003), and

this is a powerful source of information (Elsner and

Charniak, 2008b). Our model classi�es each utter-

ance into either the start or continuation of a conver-

sational turn, by checking if the previous utterance

had the same speaker. Given this status, it computes

probabilities for three outcomes: no name mention,

a mention of someone who has previously spoken

in the conversation, or a mention of someone else.

(The third option is extremely rare; this accounts

for most of the model's predictive power). We learn

these probabilities from IRC training data.

3.7 Model combination

To combine these different models, we adopt the

log-linear framework of Soricut and Marcu (2006).

Here, each model Pi is assigned a weight �i, and the

combined score P (d) is proportional to:

X

i

�ilog(Pi(d))

The weights � can be learned discriminatively,

maximizing the probability of d relative to a task-

speci�c contrast set. For ordering experiments, the

contrast set is a single random permutation of d; we

explain the training regime for disentanglement be-

low, in subsection 4.1.

4 Comparing orderings of SWBD

To measure the differences in performance caused

by moving from news to a conversational domain,

we �rst compare our models on an ordering task,

discrimination (Barzilay and Lapata, 2005; Karama-

nis et al., 2004). In this task, we take an original

document and randomly permute its sentences, cre-

ating an arti�cial incoherent document. We then test

to see if our model prefers the coherent original.

For SWBD, rather than compare permutations

of the individual utterances, we permute conversa-

tional turns (sets of consecutive utterances by each

speaker), since turns are natural discourse units in

conversation. We take documents numbered 2000�

3999 as training/development and the remainder as

test, yielding 505 training and 153 test documents;

we evaluate 20 permutations per document. As a

comparison, we also show results for the same mod-

els on WSJ, using the train-test split from Elsner and

Charniak (2008a); the test set is sections 14-24, to-

talling 1004 documents.

Purandare and Litman (2008) carry out similar ex-

periments on distinguishing permuted SWBD doc-

uments, using lexical and WordNet features in a

model similar to Lapata (2003). Their accuracy for

this task (which they call �switch-hard�) is roughly

68%.
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WSJ SWBD

EGrid 76.4z 86.0

Topical EGrid 71.8z 70.9z
IBM-1 77.2z 84.9y
Pronouns 69.6z 71.7z
Disc-new 72.3z 55.0z

Combined 81.9 88.4

-EGrid 81.0 87.5

-Topical EGrid 82.2 90.5

-IBM-1 79.0z 88.9

-Pronouns 81.3 88.5

-Disc-new 82.2 88.4

Table 1: Discrimination F scores on news and dialogue.

z indicates a signi�cant difference from the combined

model at p=.01 and y at p=.05.

In Table 1, we show the results for individual

models, for the combined model, and ablation re-

sults for mixtures without each component. WSJ is

more dif�cult than SWBD overall because, on av-

erage, news articles are shorter than SWBD con-

versations. Short documents are harder, because

permuting disrupts them less. The best SWBD re-

sult is 91%; the best WSJ result is 82% (both for

mixtures without the topical entity grid). The WSJ

result is state-of-the-art for the dataset, improving

slightly on Elsner and Charniak (2008a) at 81%. We

test results for signi�cance using the non-parametric

Mann-Whitney U test.

Controlling for the fact that discrimination is eas-

ier on SWBD, most of the individual models perform

similarly in both corpora. The strongest models in

both cases are the entity grid and IBM-1 (at about

77% for news, 85% for dialogue). Pronouns and the

topical entity grid are weaker. The major outlier is

the discourse-new model, whose performance drops

from 72% for news to only 55%, just above chance,

for conversation.

The model combination results show that all the

models are quite closely correlated, since leaving

out any single model does not degrade the combi-

nation very much (only one of the ablations is sig-

ni�cantly worse than the combination). The most

critical in news is IBM-1 (decreasing performance

by 3% when removed); in conversation, it is the

entity grid (decreasing by about 1%). The topical

entity grid actually has a (nonsigni�cant) negative

impact on combined performance, implying that its

predictive power in this setting comes mainly from

information that other models also capture, but that

it is noisier and less reliable. In each domain, the

combined models outperform the best single model,

showing the information provided by the weaker

models is not completely redundant.

Overall, these results suggest that most previ-

ously proposed local coherence models are domain-

general; they work on conversation as well as

news. The exception is the discourse-newness

model, which bene�ts most from the speci�c con-

ventions of a written style. Full names with titles

(like �President Barack Obama�) are more common

in news, while conversation tends to involve fewer

completely unfamiliar entities and more cases of

bridging reference, in which grounding information

is given implicitly (Nissim, 2006). Due to its poor

performance, we omit the discourse-newness model

in our remaining experiments.

5 Disentangling SWBD

We now turn to the task of disentanglement, test-

ing whether models that are good at ordering also

do well in this new setting. We would like to hold

the domain constant, but we do not have any disen-

tanglement data recorded from naturally occurring

speech, so we create synthetic instances by merging

pairs of SWBD dialogues. Doing so creates an arti-

�cial transcript in which two pairs of people appear

to be talking simultaneously over a shared channel.

The situation is somewhat contrived in that each

pair of speakers converses only with each other,

never breaking into the other pair's dialogue and

rarely using devices like name mentioning to make

it clear who they are addressing. Since this makes

speaker identity a perfect cue for disentanglement,

we do not use it in this section. The only chat-

speci�c model we use is time.

Because we are not using speaker information, we

remove all utterances which do not contain a noun

before constructing synthetic transcripts� these are

mostly backchannels like �Yeah�. Such utterances

cannot be correctly assigned by our coherence mod-

els, which deal with content; we suspect most of

them could be dealt with by associating them with

the nearest utterance from the same speaker.
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Once the backchannels are stripped, we can cre-

ate a synthetic transcript. For each dialogue, we �rst

simulate timestamps by sampling the number of sec-

onds between each utterance and the next from a dis-

cretized Gaussian: bN(0; 2:5)c. The interleaving of
the conversations is dictated by the timestamps. We

truncate the longer conversation at the length of the

shorter; this ensures a baseline score of 50% for the

degenerate model that assigns all utterances to the

same conversation.

We create synthetic instances of two types� those

where the two entangled conversations had differ-

ent topical prompts and those where they were the

same. (Each dialogue in SWBD focuses on a prese-

lected topic, such as �shing or movies.) We entangle

dialogues from our ordering development set to use

for mixture training and validation; for testing, we

use 100 instances of each type, constructed from di-

alogues in our test set.

When disentangling, we treat each thread as inde-

pendent of the others. In other words, the probability

of the entire transcript is the product of the probabil-

ities of the component threads. Our objective is to

�nd the set of threads maximizing this. As a com-

parison, we use the model of Elsner and Charniak

(2008b) as a baseline. To make their implementa-

tion comparable to ours, in this section we constrain

it to �nd only two threads.

5.1 Disentangling a single utterance

Our �rst disentanglement task is to correctly assign

a single utterance, given the true structure of the rest

of the transcript. For each utterance, we compare

two versions of the transcript, the original, and a

version where it is swapped into the other thread.

Our accuracy measures how often our models prefer

the original. Unlike full-scale disentanglement, this

task does not require a computationally demanding

search, so it is possible to run experiments quickly.

We also use it to train our mixture models for disen-

tanglement, by construct a training example for each

utterance i in our training transcripts. Since the El-

sner and Charniak (2008b) model maximizes a cor-

relation clustering objective which sums up indepen-

dent edge weights, we can also use it to disentangle

a single sentence ef�ciently.

Our results are shown in Table 2. Again, re-

sults for individual models are above the line, then

Different Same Avg.

EGrid 80.2 72.9 76.6

Topical EGrid 81.7 73.3 77.5

IBM-1 70.4 66.7 68.5

Pronouns 53.1 50.1 51.6

Time 58.5 57.4 57.9

Combined 86.8 79.6 83.2

-EGrid 86.0 79.1 82.6

-Topical EGrid 85.2 78.7 81.9

-IBM-1 86.2 78.7 82.4

-Pronouns 86.8 79.4 83.1

-Time 84.5 76.7 80.6

E+C `08 78.2 73.5 75.8

Table 2: Average accuracy for disentanglement of a sin-

gle utterance on 200 synthetic multiparty conversations

from SWBD test.

our combined model, and �nally ablation results for

mixtures omitting a single model. The results show

that, for a pair of dialogues that differ in topic, our

best model can assign a single sentence with 87%

accuracy. For the same topic, the accuracy is 80%.

In each case, these results improve on (Elsner and

Charniak, 2008b), which scores 78% and 74%.

Changing to this new task has a substantial im-

pact on performance. The topical model, which per-

formed poorly for ordering, is actually stronger than

the entity grid in this setting. IBM-1 underperforms

either grid model (69% to 77%); on ordering, it was

nearly as good (85% to 86%).

Despite their ordering performance of 72%, pro-

nouns are essentially useless for this task, at 52%.

This decline is due partly to domain, and partly

to task setting. Although SWBD contains more

pronominals than WSJ, many of them are �rst

and second-person pronouns or deictics, which our

model does not attempt to resolve. Since the disen-

tanglement task involves moving only a single sen-

tence, if moving this sentence does not sever a re-

solvable pronoun from its antecedent, the model will

be unable to make a good decision.

As before, the ablation results show that all the

models are quite correlated, since removing any sin-

gle model from the mixture causes only a small de-

crease in performance. The largest drop (83% to

81%) is caused by removing time; though time is

a weak model on its own, it is completely orthogo-
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nal to the other models, since unlike them, it does

not depend on the words in the sentences.

Comparing results between �different topic� and

�same topic� instances shows that �same topic� is

harder� by about 7% for the combined model. The

IBM model has a relatively small gap of 3.7%, and

in the ablation results, removing it causes a larger

drop in performance for �same� than �different�;

this suggests it is somewhat more robust to similar-

ity in topic than entity grids.

Disentanglement accuracy is hard to predict given

ordering performance; the two tasks plainly make

different demands on models. One difference is that

the models which use longer histories (the two entity

grids) remain strong, while the models considering

only one or two previous sentences (IBM and pro-

nouns) do not do as well. Since the changes being

considered here affect only a single sentence, while

permutation affects the entire transcript, more his-

tory may help by making the model more sensitive

to small changes.

5.2 Disentangling an entire transcript

We now turn to the task of disentangling an entire

transcript at once. This is a practical task, motivated

by applications such as search and information re-

trieval. However, it is more dif�cult than assign-

ing only a single utterance, because decisions are

interrelated� an error on one utterance may cause

a cascade of poor decisions further down. It is also

computationally harder.

We use tabu search (Glover and Laguna, 1997) to

�nd a good solution. The search repeatedly �nds and

moves the utterance which would most improve the

model score if swapped from one thread to the other.

Unlike greedy search, tabu search is constrained not

to repeat a solution that it has recently visited; this

forces it to keep exploring when it reaches a local

maximum. We run 500 iterations of tabu search

(usually �nding the �rst local maximum after about

100) and return the best solution found.

We measure performance with one-to-one over-

lap, which maps the two clusters to the two gold

dialogues, then measures percent correct5. Our re-

sults (Table 3) show that, for transcripts with dif-

ferent topics, our disentanglement has 68% over-

5The other popular metrics, F and loc 3, are correlated.

Different Same Avg.

EGrid 60.3 57.1 58.7

Topical EGrid 62.3 56.8 59.6

IBM-1 56.5 55.2 55.9

Pronouns 54.5 54.4 54.4

Time 55.4 53.8 54.6

Combined 67.9 59.8 63.9

E+C `08 59.1 57.4 58.3

Table 3: One-to-one overlap between disentanglement re-

sults and truth on 200 synthetic multiparty conversations

from SWBD test.

lap with truth, extracting about two thirds of the

structure correctly; this is substantially better than

Elsner and Charniak (2008b), which scores 59%.

Where the entangled conversations have the same

topic, performance is lower, about 60%, but still bet-

ter than the comparison model with 57%. Since cor-

relations with the previous section are fairly reliable,

and the disentanglement procedure is computation-

ally intensive, we omit ablation experiments.

As we expect, full disentanglement is more dif-

�cult than single-sentence disentanglement (com-

bined scores drop by about 20%), but the single-

sentence task is a good predictor of relative perfor-

mance. Entity grid models do best, the IBM model

remains useful, but less so than for discrimination,

and pronouns are very weak. The IBM model per-

forms similarly under both metrics (56% and 57%),

while other models perform worse on loc 3. This

supports our suggestion that IBM's decline in per-

formance from ordering is indeed due to its using a

single sentence history; it is still capable of getting

local structures right, but misses global ones.

6 IRC data

In this section, we move from synthetic data to

real multiparty discourse recorded from internet chat

rooms. We use two datasets: the #LINUX corpus

(Elsner and Charniak, 2008b), and three larger cor-

pora, #IPHONE, #PHYSICS and #PYTHON (Adams,

2008). We use the 1000-line �development� sec-

tion of #LINUX for tuning our mixture models and

the 800-line �test� section for development experi-

ments. We reserve the Adams (2008) corpora for

testing; together, they consist of 19581 lines of chat,

with each section containing 500 to 1000 lines.
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Chat-speci�c 74.0

+EGrid 79.3

+Topical EGrid 76.8

+IBM-1 76.3

+Pronouns 73.9

+EGrid/Topic/IBM-1 78.3

E+C `08b 76.4

Table 4: Accuracy for single utterance disentanglement,

averaged over annotations of 800 lines of #LINUX data.

In order to use syntactic models like the entity

grid, we parse the transcripts using (McClosky et

al., 2006). Performance is bad, although the parser

does identify most of the NPs; poor results are typi-

cal for a standard parser on chat (Foster, 2010). We

postprocess the parse trees to retag �lol�, �haha� and

�yes� as UH (rather than NN, NNP and JJ).

In this section, we use all three of our chat-

speci�c models (sec. 2.0.6; time, speaker andmen-

tion) as a baseline. This baseline is relatively strong,

so we evaluate our other models in combination with

it.

6.1 Disentangling a single sentence

As before, we show results on correctly disentan-

gling a single sentence, given the correct structure

of the rest of the transcript. We average perfor-

mance on each transcript over the different annota-

tions, then average the transcripts, weighing them by

length to give each utterance equal weight.

Table 4 gives results on our development corpus,

#LINUX. Our best result, for the chat-speci�c fea-

tures plus entity grid, is 79%, improving on the com-

parison model, Elsner and Charniak (2008b), which

gets 76%. (Although the table only presents an av-

erage over all annotations of the dataset, this model

is also more accurate for each individual annota-

tor than the comparison model.) We then ran the

same model, chat-speci�c features plus entity grid,

on the test corpora from Adams (2008). These re-

sults (Table 5) are also better than Elsner and Char-

niak (2008b), at an average of 93% over 89%.

As pointed out in Elsner and Charniak (2008b),

the chat-speci�c features are quite powerful in this

domain, and it is hard to improve over them. Elsner

and Charniak (2008b), which has simple lexical fea-

tures, mostly based on unigram overlap, increases

#IPHONE #PHYSICS #PYTHON

+EGrid 92.3 96.6 91.1

E+C `08b 89.0 90.2 88.4

Table 5: Average accuracy for disentanglement of a sin-

gle utterance for 19581 total lines from Adams (2008).

performance over baseline by 2%. Both IBM and

the topical entity grid achieve similar gains. The en-

tity grid does better, increasing performance to 79%.

Pronouns, as before for SWBD, are useless.

We believe that the entity grid's good perfor-

mance here is due mostly to two factors: its use of

a long history, and its lack of lexicalization. The

grid looks at the previous six sentences, which dif-

ferentiates it from the IBM model and from Elsner

and Charniak (2008b), which treats each pair of sen-

tences independently. Using this long history helps

to distinguish important nouns from unimportant

ones better than frequency alone. We suspect that

our lexicalized models, IBM and the topical entity

grid, are hampered by poor parameter settings, since

their parameters were learned on FISHER rather than

IRC chat. In particular, we believe this explains why

the topical entity grid, which slightly outperformed

the entity grid on SWBD, is much worse here.

6.2 Full disentanglement

Running our tabu search algorithm on the full disen-

tanglement task yields disappointing results. Accu-

racies on the #LINUX dataset are not only worse than

previous work, but also worse than simple baselines

like creating one thread for each speaker. The model

�nds far too many threads� it detects over 300, when

the true number is about 81 (averaging over annota-

tions). This appears to be related to biases in our

chat-speci�c models as well as in the entity grid;

the time model (which generates gaps between adja-

cent sentences) and the speaker model (which uses

a CRP) both assign probability 1 to single-utterance

conversations. The entity grid also has a bias toward

short conversations, because unseen entities are em-

pirically more likely to occur toward the beginning

of a conversation than in the middle.

A major weakness in our model is that we aim

only to maximize coherence of the individual con-

versations, with no prior on the likely length or num-

ber of conversations that will appear in the tran-
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script. This allows the model to create far too many

conversations. Integrating a prior into our frame-

work is not straightforward because we currently

train our mixture to maximize single-utterance dis-

entanglement performance, and the prior is not use-

ful for this task.

We experimented with �xing parts of the tran-

script to the solution obtained by Elsner and Char-

niak (2008b), then using tabu search to �ll in the

gaps. This constrains the number of conversations

and their approximate positions. With this structure

in place, we were able to obtain scores comparable

to Elsner and Charniak (2008b), but not improve-

ments. It appears that our performance increase on

single-sentence disentanglement does not transfer to

this task because of cascading errors and the neces-

sity of using external constraints.

7 Conclusions

We demonstrate that several popular models of lo-

cal coherence transfer well to the conversational do-

main, suggesting that they do indeed capture coher-

ence in general rather than speci�c conventions of

newswire text. However, their performance across

tasks is not as stable; in particular, models which

use less history information are worse for disentan-

glement.

Our results study suggest that while sophisticated

coherence models can potentially contribute to dis-

entanglement, they would bene�t greatly from im-

proved low-level resources for internet chat. Bet-

ter parsing, or at least NP chunking, would help for

models like the entity grid which rely on syntactic

role information. Larger training sets, or some kind

of transfer learning, could improve the learning of

topics and other lexical parameters. In particular,

our results on SWBD data con�rm the conjecture of

(Adams, 2008) that LDA topic modeling is in prin-

ciple a useful tool for disentanglement� we believe a

topic-based model could also work on IRC chat, but

would require a better set of extracted topics. With

better parameters for these models and the integra-

tion of a prior, we believe that our good performance

on SWBD and single-utterance disentanglement for

IRC can be extended to full-scale disentanglement

of IRC.
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Abstract 

Dialogue act classification is a central chal-
lenge for dialogue systems. Although the im-
portance of emotion in human dialogue is 
widely recognized, most dialogue act classifi-
cation models make limited or no use of affec-
tive channels in dialogue act classification. 
This paper presents a novel affect-enriched 
dialogue act classifier for task-oriented dia-
logue that models facial expressions of users, 
in particular, facial expressions related to con-
fusion. The findings indicate that the affect-
enriched classifiers perform significantly bet-
ter for distinguishing user requests for feed-
back and grounding dialogue acts within 
textual dialogue. The results point to ways in 
which dialogue systems can effectively lever-
age affective channels to improve dialogue act 
classification.  

1 Introduction 

Dialogue systems aim to engage users in rich, 
adaptive natural language conversation. For these 
systems, understanding the role of a user’s utter-
ance in the broader context of the dialogue is a key 
challenge (Sridhar, Bangalore, & Narayanan, 
2009). Central to this endeavor is dialogue act 
classification, which categorizes the intention be-
hind the user’s move (e.g., asking a question, 
providing declarative information). Automatic dia-
logue act classification has been the focus of a 

large body of research, and a variety of approach-
es, including sequential models (Stolcke et al., 
2000), vector-based models (Sridhar, Bangalore, & 
Narayanan, 2009), and most recently, feature-
enhanced latent semantic analysis (Di Eugenio, 
Xie, & Serafin, 2010), have shown promise. These 
models may be further improved by leveraging 
regularities of the dialogue from both linguistic 
and extra-linguistic sources. Users’ expressions of 
emotion are one such source. 

Human interaction has long been understood to 
include rich phenomena consisting of verbal and 
nonverbal cues, with facial expressions playing a 
vital role (Knapp & Hall, 2006; McNeill, 1992; 
Mehrabian, 2007; Russell, Bachorowski, & 
Fernandez-Dols, 2003; Schmidt & Cohn, 2001). 
While the importance of emotional expressions in 
dialogue is widely recognized, the majority of dia-
logue act classification projects have focused either 
peripherally (or not at all) on emotion, such as by 
leveraging acoustic and prosodic features of spo-
ken utterances to aid in online dialogue act classi-
fication (Sridhar, Bangalore, & Narayanan, 2009). 
Other research on emotion in dialogue has in-
volved detecting affect and adapting to it within a 
dialogue system (Forbes-Riley, Rotaru, Litman, & 
Tetreault, 2009; López-Cózar, Silovsky, & Griol, 
2010), but this work has not explored leveraging 
affect information for automatic user dialogue act 
classification. Outside of dialogue, sentiment anal-
ysis within discourse is an active area of research 
(López-Cózar et al., 2010), but it is generally lim-
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ited to modeling textual features and not multi-
modal expressions of emotion such as facial ac-
tions. Such multimodal expressions have only just 
begun to be explored within corpus-based dialogue 
research (Calvo & D'Mello, 2010; Cavicchio, 
2009).   

This paper presents a novel affect-enriched dia-
logue act classification approach that leverages 
knowledge of users’ facial expressions during 
computer-mediated textual human-human dia-
logue. Intuitively, the user’s affective state is a 
promising source of information that may help to 
distinguish between particular dialogue acts (e.g., a 
confused user may be more likely to ask a ques-
tion). We focus specifically on occurrences of stu-
dents’ confusion-related facial actions during task-
oriented tutorial dialogue.  

Confusion was selected as the focus of this 
work for several reasons. First, confusion is known 
to be prevalent within tutoring, and its implications 
for student learning are thought to run deep 
(Graesser, Lu, Olde, Cooper-Pye, & Whitten, 
2005). Second, while identifying the “ground 
truth” of emotion based on any external display by 
a user presents challenges, prior research has 
demonstrated a correlation between particular faci-
al action units and confusion during learning 
(Craig, D'Mello, Witherspoon, Sullins, & Graesser, 
2004; D'Mello, Craig, Sullins, & Graesser, 2006; 
McDaniel et al., 2007). Finally, automatic facial 
action recognition technologies are developing rap-
idly, and confusion-related facial action events are 
among those that can be reliably recognized auto-
matically (Bartlett et al., 2006; Cohn, Reed, 
Ambadar, Xiao, & Moriyama, 2004; Pantic & 
Bartlett, 2007; Zeng, Pantic, Roisman, & Huang, 
2009). This promising development bodes well for 
the feasibility of automatic real-time confusion 
detection within dialogue systems.  

2 Background and Related Work 

2.1 Dialogue Act Classification 

Because of the importance of dialogue act classifi-
cation within dialogue systems, it has been an ac-
tive area of research for some time. Early work on 
automatic dialogue act classification modeled dis-
course structure with hidden Markov models, ex-
perimenting with lexical and prosodic features, and 
applying the dialogue act model as a constraint to 

aid in automatic speech recognition (Stolcke et al., 
2000). In contrast to this sequential modeling ap-
proach, which is best suited to offline processing, 
recent work has explored how lexical, syntactic, 
and prosodic features perform for online dialogue 
act tagging (when only partial dialogue sequences 
are available) within a maximum entropy frame-
work (Sridhar, Bangalore, & Narayanan, 2009). A 
recently proposed alternative approach involves 
treating dialogue utterances as documents within a 
latent semantic analysis framework, and applying 
feature enhancements that incorporate such infor-
mation as speaker and utterance duration (Di 
Eugenio et al., 2010). Of the approaches noted 
above, the modeling framework presented in this 
paper is most similar to the vector-based maximum 
entropy approach of Sridhar et al. (2009). Howev-
er, it takes a step beyond the previous work by in-
cluding multimodal affective displays, specifically 
facial expressions, as features available to an af-
fect-enriched dialogue act classification model. 

2.2 Detecting Emotions in Dialogue 

Detecting emotional states during spoken dialogue 
is an active area of research, much of which focus-
es on detecting frustration so that a user can be 
automatically transferred to a human dialogue 
agent (López-Cózar et al., 2010). Research on spo-
ken dialogue has leveraged lexical features along 
with discourse cues and acoustic information to 
classify user emotion, sometimes at a coarse grain 
along a positive/negative axis (Lee & Narayanan, 
2005). Recent work on an affective companion 
agent has examined user emotion classification 
within conversational speech (Cavazza et al., 
2010). In contrast to that spoken dialogue research, 
the work in this paper is situated within textual 
dialogue, a widely used modality of communica-
tion for which a deeper understanding of user af-
fect may substantially improve system 
performance. 

While many projects have focused on linguistic 
cues, recent work has begun to explore numerous 
channels for affect detection including facial ac-
tions, electrocardiograms, skin conductance, and 
posture sensors (Calvo & D'Mello, 2010). A recent 
project in a map task domain investigates some of 
these sources of affect data within task-oriented 
dialogue (Cavicchio, 2009). Like that work, the 
current project utilizes facial action tagging, for 
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which promising automatic technologies exist 
(Bartlett et al., 2006; Pantic & Bartlett, 2007; 
Zeng, Pantic, Roisman, & Huang, 2009). However, 
we leverage the recognized expressions of emotion 
for the task of dialogue act classification.  

2.3 Categorizing Emotions within Dialogue 
and Discourse 

Sets of emotion taxonomies for discourse and dia-
logue are often application-specific, for example, 
focusing on the frustration of users who are inter-
acting with a spoken dialogue system (López-
Cózar et al., 2010), or on uncertainty expressed by 
students while interacting with a tutor (Forbes-
Riley, Rotaru, Litman, & Tetreault, 2007). In con-
trast, the most widely utilized emotion frameworks 
are not application-specific; for example, Ekman’s 
Facial Action Coding System (FACS) has been 
widely used as a rigorous technique for coding fa-
cial movements based on human facial anatomy 
(Ekman & Friesen, 1978).  Within this framework, 
facial movements are categorized into facial action 
units, which represent discrete movements of mus-
cle groups. Additionally, facial action descriptors 
(for movements not derived from facial muscles) 
and movement and visibility codes are included. 
Ekman’s basic emotions (Ekman, 1999) have been 
used in recent work on classifying emotion ex-
pressed within blog text (Das & Bandyopadhyay, 
2009), while other recent work (Nguyen, 2010) 
utilizes Russell’s core affect model (Russell, 2003) 
for a similar task. 

During tutorial dialogue, students may not fre-
quently experience Ekman’s basic emotions of 
happiness, sadness, anger, fear, surprise, and dis-
gust. Instead, students appear to more frequently 
experience cognitive-affective states such as flow 
and confusion (Calvo & D'Mello, 2010). Our work 
leverages Ekman’s facial tagging scheme to identi-
fy a particular facial action unit, Action Unit 4 
(AU4), that has been observed to correlate with 
confusion (Craig, D'Mello, Witherspoon, Sullins, 
& Graesser, 2004; D'Mello, Craig, Sullins, & 
Graesser, 2006; McDaniel et al., 2007).   

2.4 Importance of Confusion in Tutorial Dia-
logue 

Among the affective states that students experience 
during tutorial dialogue, confusion is prevalent, 
and its implications for student learning are signif-

icant. Confusion is associated with cognitive dise-
quilibrium, a state in which students’ existing 
knowledge is inconsistent with a novel learning 
experience (Graesser, Lu, Olde, Cooper-Pye, & 
Whitten, 2005). Students may express such confu-
sion within dialogue as uncertainty, to which hu-
man tutors often adapt in a context-dependent 
fashion (Forbes-Riley et al., 2007). Moreover, im-
plementing adaptations to student uncertainty with-
in a dialogue system can improve the effectiveness 
of the system (Forbes-Riley et al., 2009).  

For tutorial dialogue, the importance of under-
standing student utterances is paramount for a sys-
tem to positively impact student learning 
(Dzikovska, Moore, Steinhauser, & Campbell, 
2010). The importance of frustration as a cogni-
tive-affective state during learning suggests that 
the presence of student confusion may serve as a 
useful constraining feature for dialogue act classi-
fication of student utterances. This paper explores 
the use of facial expression features in this way.  

3 Task-Oriented Dialogue Corpus 

The corpus was collected during a textual human-
human tutorial dialogue study in the domain of 
introductory computer science (Boyer, Phillips, et 
al., 2010). Students solved an introductory com-
puter programming problem and carried on textual 
dialogue with tutors, who viewed a synchronized 
version of the students’ problem-solving work-
space. The original corpus consists of 48 dia-
logues, one per student. Each student interacted 
with one of two tutors. Facial videos of students 
were collected using built-in webcams, but were 
not shown to the tutors. Video quality was ranked 
based on factors such as obscured foreheads due to 
hats or hair, and improper camera position result-
ing in students’ faces not being fully captured on 
the video. The highest-quality set contained 14 
videos, and these videos were used in this analysis. 
They have a total running time of 11 hours and 55 
minutes, and include dialogues with three female 
subjects and eleven male subjects.  

3.1 Dialogue act annotation 

The dialogue act annotation scheme (Table 1) was 
applied manually. The kappa statistic for inter-
annotator agreement on a 10% subset of the corpus 
was κ=0.80, indicating good reliability.  
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Table 1. Dialogue act tags and relative frequencies 
across fourteen dialogues in video corpus 

Student Dialogue 
Act Example Rel. 

Freq. 
EXTRA-DOMAIN 
(EX) 

Little sleep deprived 
today 

.08 

GROUNDING (G) Ok or Thanks .21 

NEGATIVE 
FEEDBACK WITH 
ELABORATION (NE) 

I’m still confused on 
what this next for loop 

is doing. 
.02 

NEGATIVE 
FEEDBACK (N) I don’t see the diff. .04 

POSITIVE 
FEEDBACK WITH 
ELABORATION (PE) 

It makes sense now 
that you explained it, 
but I never used an 
else if in any of my 

other programs 

.04 

POSITIVE 
FEEDBACK (P) Second part complete. .11 

QUESTION (Q) Why couldn’t I have 
said if (i<5) 

.11 

STATEMENT (S) i is my only index .07 

REQUEST FOR 
FEEDBACK (RF) 

So I need to create a 
new method that sees 
how many elements 

are in my array? 

.16 

RESPONSE (RSP) You mean not the 
length but the contents 

.14 

UNCERTAIN 
FEEDBACK WITH 
ELABORATION (UE) 

I’m trying to remember 
how to copy arrays 

.008 

UNCERTAIN 
FEEDBACK (U) Not quite yet .008 

 

3.2 Task action annotation 

The tutoring sessions were task-oriented, focusing 
on a computer programming exercise. The task had 
several subtasks consisting of programming mod-
ules to be implemented by the student. Each of 
those subtasks also had numerous fine-grained 
goals, and student task actions either contributed or 
did not contribute to the goals. Therefore, to obtain 
a rich representation of the task, a manual annota-
tion along two dimensions was conducted (Boyer, 
Phillips, et al., 2010). First, the subtask structure 
was annotated hierarchically, and then each task 
action was labeled for correctness according to the 
requirements of the assignment. Inter-annotator 
agreement was computed on 20% of the corpus at 
the leaves of the subtask tagging scheme, and re-

sulted in a simple kappa of κ=.56. However, the 
leaves of the annotation scheme feature an implicit 
ordering (subtasks were completed in order, and 
adjacent subtasks are semantically more similar 
than subtasks at a greater distance); therefore, a 
weighted kappa is also meaningful to consider for 
this annotation. The weighted kappa is κweighted=.80. 
An annotated excerpt of the corpus is displayed in 
Table 2.  
 

Table 2. Excerpt from corpus illustrating annota-
tions and interplay between dialogue and task 

13:38:09 Student: How do I know where to 
end? [RF] 

13:38:26 Tutor: Well you told me how to get 
how many elements in an 
array by using .length right? 

13:38:26 Student: [Task action:  
Subtask 1-a-iv, Buggy] 

13:38:56 Tutor: Great 
13:38:56 Student: [Task action: 

Subtask 1-a-v, Correct] 
13:39:35 Student: Well is it "array.length"? 

[RF]  
**Facial Expression: AU4 

13:39:46 Tutor: You just need to use the 
correct array name 

13:39:46 Student: [Task action:  
Subtask 1-a-iv, Buggy] 

3.3 Lexical and Syntactic Features 

In addition to the manually annotated dialogue and 
task features described above, syntactic features of 
each utterance were automatically extracted using 
the Stanford Parser (De Marneffe et al., 2006). 
From the phrase structure trees, we extracted the 
top-most syntactic node and its first two children. 
In the case where an utterance consisted of more 
than one sentence, only the phrase structure tree of 
the first sentence was considered. Individual word 
tokens in the utterances were further processed 
with the Porter Stemmer (Porter, 1980) in the 
NLTK package (Loper & Bird, 2004). Our prior 
work has shown that these lexical and syntactic 
features are highly predictive of dialogue acts dur-
ing task-oriented tutorial dialogue (Boyer, Ha et al. 
2010).  
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4 Facial Action Tagging 

An annotator who was certified in the Facial Ac-
tion Coding System (FACS) (Ekman, Friesen, & 
Hager, 2002) tagged the video corpus consisting of 
fourteen dialogues. The FACS certification process 
requires annotators to pass a test designed to ana-
lyze their agreement with reference coders on a set 
of spontaneous facial expressions (Ekman & 
Rosenberg, 2005). This annotator viewed the vide-
os continuously and paused the playback whenever 
notable facial displays of Action Unit 4 (AU4: 
Brow Lowerer) were seen. This action unit was 
chosen for this study based on its correlations with 
confusion in prior research (Craig, D'Mello, 
Witherspoon, Sullins, & Graesser, 2004; D'Mello, 
Craig, Sullins, & Graesser, 2006; McDaniel et al., 
2007). 

To establish reliability of the annotation, a se-
cond FACS-certified annotator independently an-
notated 36% of the video corpus (5 of 14 
dialogues), chosen randomly after stratification by 
gender and tutor. This annotator followed the same 
method as the first annotator, pausing the video at 
any point to tag facial action events. At any given 
time in the video, the coder was first identifying 
whether an action unit event existed, and then de-
scribing the facial movements that were present. 
The annotators also specified the beginning and 
ending time of each event. In this way, the action 
unit event tags spanned discrete durations of vary-
ing length, as specified by the coders. Because the 
two coders were not required to tag at the same 
point in time, but rather were permitted the free-
dom to stop the video at any point where they felt a 
notable facial action event occurred, calculating 
agreement between annotators required discretiz-
ing the continuous facial action time windows 
across the tutoring sessions. This discretization 
was performed at granularities of 1/4, 1/2, 3/4, and 
1 second, and inter-rater reliability was calculated 
at each level of granularity (Table 3). Windows in 
which both annotators agreed that no facial action 
event was present were tagged by default as neu-
tral. Figure 1 illustrates facial expressions that dis-
play facial Action Unit 4. 

 
 

Table 3. Kappa values for inter-annotator agree-
ment on facial action events 

 Granularity 
 ¼ sec ½ sec ¾ sec 1 sec 

Presence of AU4 
(Brow Lowerer)  .84 .87 .86 .86 

 
 

  

  
Figure 1. Facial expressions displaying AU4 

(Brow Lowerer) 
 

Despite the fact that promising automatic ap-
proaches exist to identifying many facial action 
units (Bartlett et al., 2006; Cohn, Reed, Ambadar, 
Xiao, & Moriyama, 2004; Pantic & Bartlett, 2007; 
Zeng, Pantic, Roisman, & Huang, 2009), manual 
annotation was selected for this project for two 
reasons. First, manual annotation is more robust 
than automatic recognition of facial action units, 
and manual annotation facilitated an exploratory, 
comprehensive view of student facial expressions 
during learning through task-oriented dialogue. 
Although a detailed discussion of the other emo-
tions present in the corpus is beyond the scope of 
this paper, Figure 2 illustrates some other sponta-
neous student facial expressions that differ from 
those associated with confusion.  
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Figure 2. Other facial expressions from the corpus 

5 Models 

The goal of the modeling experiment was to de-
termine whether the addition of confusion-related 
facial expression features significantly boosts dia-
logue act classification accuracy for student utter-
ances.  

5.1 Features 

We take a vector-based approach, in which the fea-
tures consist of the following: 

 
Utterance Features 
• Dialogue act features: Manually annotated 

dialogue act for the past three utterances. 
These features include tutor dialogue acts, 
annotated with a scheme analogous to that 
used to annotate student utterances (Boyer 
et al., 2009). 

• Speaker: Speaker for past three utterances 
• Lexical features: Word unigrams 
• Syntactic features: Top-most syntactic 

node and its first two children 
 
Task-based Features 

• Subtask: Hierarchical subtask structure for 
past three task actions (semantic pro-
gramming actions taken by student) 

• Correctness: Correctness of past three task 
actions taken by student 

• Preceded by task: Indicator for whether the 
most recent task action immediately pre-
ceded the target utterance, or whether it 

was immediately preceded by the last dia-
logue move 

 
Facial Expression Features 
• AU4_1sec: Indicator for the display of the 

brow lowerer within 1 second prior to this 
utterance being sent, for the most recent 
three utterances 

•  AU4_5sec: Indicator for the display of the 
brow lowerer within 5 seconds prior to this 
utterance being sent, for the most recent 
three utterances 

• AU4_10sec: Indicator for the display of 
the brow lowerer within 10 seconds prior 
to this utterance being sent, for the most 
recent three utterances 

 

5.2 Modeling Approach 

A logistic regression approach was used to classify 
the dialogue acts based on the above feature vec-
tors. The Weka machine learning toolkit (Hall et 
al., 2009) was used to learn the models and to first 
perform feature selection in a best-first search. Lo-
gistic regression is a generalized maximum likeli-
hood model that discriminates between pairs of 
output values by calculating a feature weight vec-
tor over the predictors.  

The goal of this work is to explore the utility of 
confusion-related facial features in the context of 
particular dialogue act types. For this reason, a 
specialized classifier was learned by dialogue act. 

5.3 Classification Results 

The classification accuracy and kappa for each 
specialized classifier is displayed in Table 4. Note 
that kappa statistics adjust for the accuracy that 
would be expected by majority-baseline chance; a 
kappa statistic of zero indicates that the classifier 
performed equal to chance, and a positive kappa 
statistic indicates that the classifier performed bet-
ter than chance. A kappa of 1 constitutes perfect 
agreement. As the table illustrates, the feature se-
lection chose to utilize the AU4 feature for every 
dialogue act except STATEMENT (S). When consid-
ering the accuracy of the model across the ten 
folds, two of the affect-enriched classifiers exhibit-
ed statistically significantly better performance. 
For GROUNDING (G) and REQUEST FOR FEEDBACK 
(RF), the facial expression features significantly 
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improved the classification accuracy compared to a 
model that was learned without affective features.  

6 Discussion 

Dialogue act classification is an essential task for 
dialogue systems, and it has been addressed with a 
variety of modeling approaches and feature sets. 
We have presented a novel approach that treats 
facial expressions of students as constraining fea-
tures for an affect-enriched dialogue act classifica-
tion model in task-oriented tutorial dialogue. The 
results suggest that knowledge of the student’s 
confusion-related facial expressions can signifi-
cantly enhance dialogue act classification for two 
types of dialogue acts, GROUNDING and REQUEST 
FOR FEEDBACK.  
 
Table 4. Classification accuracy and kappa for spe-

cialized DA classifiers. Statistically significant 
differences (across ten folds, one-tailed t-test) are 

shown in bold.  
 

 
Classifier 
with AU4 

Classifier 
without 

AU4  
Dialogue 

Act 
% 

acc κ 
% 

acc κ 
p-

value 

EX 90.7 .62 89.0 .28 >.05 

G 92.6 .76 91 .71 .018 

P 93 .49 92.2 .40 >.05 

Q 94.6 .72 94.2 .72 >.05 

S Not chosen 
in feat. sel. 93 .22 n/a 

RF 90.7 .62 88.3 .53 .003 

RSP 93 .68 95 .75 >.05 

NE * *  

N * * 
PE * * 
U * * 

UE * * 
*Too few instances for ten-fold cross-validation. 

6.1 Features Selected for Classification 

Out of more than 1500 features available during 
feature selection, each of the specialized dialogue 
act classifiers selected between 30 and 50 features 
in each condition (with and without affect fea-
tures). To gain insight into the specific features 
that were useful for classifying these dialogue acts, 
it is useful to examine which of the AU4 history 
features were chosen during feature selection.  

For GROUNDING, features that indicated the 
presence of absence of AU4 in the immediately 
preceding utterance, either at the 1 second or 5 se-
cond granularity, were selected. Absence of this 
confusion-related facial action unit was associated 
with a higher probability of a grounding act, such 
as an acknowledgement. This finding is consistent 
with our understanding of how students and tutors 
interacted in this corpus; when a student experi-
enced confusion, she would be unlikely to then 
make a simple grounding dialogue move, but in-
stead would tend to inspect her computer program, 
ask a question, or wait for the tutor to explain 
more. 

For REQUEST FOR FEEDBACK, the predictive 
features were presence or absence of AU4 within 
ten seconds of the longest available history (three 
turns in the past), as well as the presence of AU4 
within five seconds of the current utterance (the 
utterance whose dialogue act is being classified). 
This finding suggests that there may be some lag 
between the student experiencing confusion and 
then choosing to make a request for feedback, and 
that the confusion-related facial expressions may 
re-emerge as the student is making a request for 
feedback, since the five-second window prior to 
the student sending the textual dialogue message 
would overlap with the student’s construction of 
the message itself.    

Although the improvements seen with AU4 fea-
tures for QUESTION, POSITIVE FEEDBACK, and 
EXTRA-DOMAIN acts were not statistically reliable, 
examining the AU4 features that were selected for 
classifying these moves points toward ways in 
which facial expressions may influence classifica-
tion of these acts (Table 5).  
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Table 5. Number of features, and AU4 features 
selected, for specialized DA classifiers 

 

Dialogue 
Act 

# fea-
tures 

selected AU4 features selected 

G 43 One utterance ago: 
AU4_1sec, AU4_5sec 

RF 37 

Three utterances ago: 
AU4_10sec 

Target utterance: 
AU4_5sec 

EX 50 Three utterances ago: 
AU4_1sec 

P 36 Current utterance: 
AU4_10sec 

Q 30 One utterance ago: 
AU4_5sec 

 

6.2 Implications 

The results presented here demonstrate that lever-
aging knowledge of user affect, in particular of 
spontaneous facial expressions, may improve the 
performance of dialogue act classification models. 
Perhaps most interestingly, displays of confusion-
related facial actions prior to a student dialogue 
move enabled an affect-enriched classifier to rec-
ognize requests for feedback with significantly 
greater accuracy than a classifier that did not have 
access to the facial action features. Feedback is 
known to be a key component of effective tutorial 
dialogue, through which tutors provide adaptive 
help (Shute, 2008). Requesting feedback also 
seems to be an important behavior of students, 
characteristically engaged in more frequently by 
women than men, and more frequently by students 
with lower incoming knowledge than by students 
with higher incoming knowledge (Boyer, Vouk, & 
Lester, 2007). 

6.3 Limitations 

The experiments reported here have several nota-
ble limitations. First, the time-consuming nature of 
manual facial action tagging restricted the number 
of dialogues that could be tagged. Although the 
highest quality videos were selected for annotation, 
other medium quality videos would have been suf-
ficiently clear to permit tagging, which would have 
increased the sample size and likely revealed sta-
tistically significant trends. For example, the per-

formance of the affect-enriched classifier was bet-
ter for dialogue acts of interest such as positive 
feedback and questions, but this difference was not 
statistically reliable.  

An additional limitation stems from the more 
fundamental question of which affective states are 
indicated by particular external displays. The field 
is only just beginning to understand facial expres-
sions during learning and to correlate these facial 
actions with emotions. Additional research into the 
“ground truth” of emotion expression will shed 
additional light on this area. Finally, the results of 
manual facial action annotation may constitute up-
per-bound findings for applying automatic facial 
expression analysis to dialogue act classification. 

7 Conclusions and Future Work 

Emotion plays a vital role in human interactions. In 
particular, the role of facial expressions in human-
human dialogue is widely recognized. Facial ex-
pressions offer a promising channel for under-
standing the emotions experienced by users of 
dialogue systems, particularly given the ubiquity of 
webcam technologies and the increasing number of 
dialogue systems that are deployed on webcam-
enabled devices. This paper has reported on a first 
step toward using knowledge of user facial expres-
sions to improve a dialogue act classification mod-
el for tutorial dialogue, and the results demonstrate 
that facial expressions hold great promise for dis-
tinguishing the pedagogically relevant dialogue act 
REQUEST FOR FEEDBACK, and the conversational 
moves of GROUNDING. 

These early findings highlight the importance 
of future work in this area. Dialogue act classifica-
tion models have not fully leveraged some of the 
techniques emerging from work on sentiment anal-
ysis. These approaches may prove particularly use-
ful for identifying emotions in dialogue utterances. 
Another important direction for future work in-
volves more fully exploring the ways in which af-
fect expression differs between textual and spoken 
dialogue. Finally, as automatic facial tagging tech-
nologies mature, they may prove powerful enough 
to enable broadly deployed dialogue systems to 
feasibly leverage facial expression data in the near 
future.  
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Abstract

We develop a novel approach to the seman-
tic analysis of short text segments and demon-
strate its utility on a large corpus of Web
search queries. Extracting meaning from short
text segments is difficult as there is little
semantic redundancy between terms; hence
methods based on shallow semantic analy-
sis may fail to accurately estimate meaning.
Furthermore search queries lack explicit syn-
tax often used to determine intent in ques-
tion answering. In this paper we propose a
hybrid model of semantic analysis combin-
ing explicit class-label extraction with a la-
tent class PCFG. This class-label correlation
(CLC) model admits a robust parallel approxi-
mation, allowing it to scale to large amounts of
query data. We demonstrate its performance
in terms of (1) its predicted label accuracy on
polysemous queries and (2) its ability to accu-
rately chunk queries into base constituents.

1 Introduction

Search queries are generally short and rarely contain
much explicit syntax, making query understanding a
purely semantic endeavor. Furthermore, as in noun-
phrase understanding, shallow lexical semantics is
often irrelevant or misleading; e.g., the query [trop-
ical breeze cleaners] has little to do with island va-
cations, nor are desert birds relevant to [1970 road
runner], which refers to a car model.

This paper introduces class-label correlation
(CLC), a novel unsupervised approach to extract-

∗Contributions made during an internship at Google.

ing shallow semantic content that combines class-
based semantic markup (e.g., road runner is a car
model) with a latent variable model for capturing
weakly compositional interactions between query
constituents. Constituents are tagged with IsA class
labels from a large, automatically extracted lexicon,
using a probabilistic context free grammar (PCFG).
Correlations between the resulting label→term dis-
tributions are captured using a set of latent produc-
tion rules specified by a hierarchical Dirichlet Pro-
cess (Teh et al., 2006) with latent data groupings.

Concretely, the IsA tags capture the inventory
of potential meanings (e.g., jaguar can be labeled
as european car or large cat) and relevant con-
stituent spans, while the latent variable model per-
forms sense and theme disambiguation (e.g., [jaguar
habitat] would lend evidence for the large cat la-
bel). In addition to broad sense disambiguation, CLC

can distinguish closely related usages, e.g., the use
of dell in [dell motherboard replacement] and [dell
stock price].1 Furthermore, by employing IsA class
labeling as a preliminary step, CLC can account for
common non-compositional phrases, such as big ap-
ple unlike systems relying purely on lexical seman-
tics. Additional examples can be found later, in Fig-
ure 5.

In addition to improving query understanding, po-
tential applications of CLC include: (1) relation ex-
traction (Baeza-Yates and Tiberi, 2007), (2) query
substitutions or broad matching (Jones et al., 2006),
and (3) classifying other short textual fragments
such as SMS messages or tweets.

We implement a parallel inference procedure for
1Dell the computer system vs. Dell the technology company.
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CLC and evaluate it on a sample of 500M search
queries along two dimensions: (1) query constituent
chunking precision (i.e., how accurate are the in-
ferred spans breaks; cf., Bergsma and Wang (2007);
Tan and Peng (2008)), and (2) class label assign-
ment precision (i.e., given the query intent, how rel-
evant are the inferred class labels), paying particu-
lar attention to cases where queries contain ambigu-
ous constituents. CLC compares favorably to sev-
eral simpler submodels, with gains in performance
stemming from coarse-graining related class labels
and increasing the number of clusters used to cap-
ture between-label correlations.

(Paper organization): Section 2 discusses relevant
background, Section 3 introduces the CLC model,
Section 4 describes the experimental setup em-
ployed, Section 5 details results, Section 6 intro-
duces areas for future work and Section 7 concludes.

2 Background

Query understanding has been studied extensively
in previous literature. Li (2010) defines the se-
mantic structure of noun-phrase queries as intent
heads (attributes) coupled with some number of in-
tent modifiers (attribute values), e.g., the query [al-
ice in wonderland 2010 cast] is comprised of an in-
tent head cast and two intent modifiers alice in won-
derland and 2010. In this work we focus on seman-
tic class markup of query constituents, but our ap-
proach could be easily extended to account for query
structure as well.

Popescu et al. (2010) describe a similar class-
label-based approach for query interpretation, ex-
plicitly modeling the importance of each label for
a given entity. However, details of their implemen-
tation were not publicly available, as of publication
of this paper.

For simplicity, we extract class labels using the
seed-based approach proposed by Van Durme and
Paşca (2008) (in particular Paşca (2010)) which gen-
eralizes Hearst (1992). Talukdar and Pereira (2010)
use graph-based semi-supervised learning to acquire
class-instance labels; Wang et al. (2009) introduce a
similar CRF-based approach but only apply it to a
small number of verticals (i.e., Computing and Elec-
tronics or Clothing and Shoes). Snow et al. (2006)
describe a learning approach for automatically ac-

quiring patterns indicative of hypernym (IsA) rela-
tions. Semantic class label lexicons derived from
any of these approaches can be used as input to CLC.

Several authors have studied query clustering in
the context of information retrieval (e.g., Beeferman
and Berger, 2000). Our approach is novel in this
regard, as we cluster queries in order to capture cor-
relations between span labels, rather than explicitly
for query understanding.

Tratz and Hovy (2010) propose a taxonomy for
classifying and interpreting noun-compounds, fo-
cusing specifically on the relationships holding be-
tween constituents. Our approach yields similar top-
ical decompositions of noun-phrases in queries and
is completely unsupervised.

Jones et al. (2006) propose an automatic method
for query substitution, i.e., replacing a given query
with another query with the similar meaning, over-
coming issues with poor paraphrase coverage in tail
queries. Correlations mined by our approach are
readily useful for downstream query substitution.

Bergsma and Wang (2007) develop a super-
vised approach to query chunking using 500 hand-
segmented queries from the AOL corpus. Tan and
Peng (2008) develop a generative model of query
segmentation that makes use of a language model
and concepts derived from Wikipedia article titles.
CLC differs fundamentally in that it learns con-
cept label markup in addition to segmentation and
uses in-domain concepts derived from queries them-
selves. This work also differs from both of these
studies significantly in scope, training on 500M
queries instead of just 500.

At the level of class-label markup, our model is
related to Bayesian PCFGs (Liang et al., 2007; John-
son et al., 2007b), and is a particular realization of an
Adaptor Grammar (Johnson et al., 2007a; Johnson,
2010).

Szpektor et al. (2008) introduce a model of con-
textual preferences, generalizing the notion of selec-
tional preference (cf. Ritter et al., 2010) to arbitrary
terms, allowing for context-sensitive inference. Our
approach differs in its use of class-instance labels for
generalizing terms, a necessary step for dealing with
the lack of syntactic information in queries.
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query constituents

Figure 1: Overview of CLC markup generation for
the query [brighton vinyl windows]. Arrows denote
multinomial distributions.

3 Latent Class-Label Correlation

Input to CLC consists of raw search queries and a
partial grammar mapping class labels to query spans
(e.g., building materials→vinyl windows). CLC in-
fers two additional latent productions types on top
of these class labels: (1) a potentially infinite set of
label clusters φL

lk
coarse-graining the raw input label

productions V , and (2) a finite set of query clusters
φC

ci
specifying distributions over label clusters; see

Figure 1 for an overview.
Operationally, CLC is implemented as a Hierar-

chical Dirichlet Process (HDP; Teh et al., 2006) with
latent groups coupled with a Probabilistic Context
Free Grammar (PCFG) likelihood function (Figure
2). We motivate our use of an HDP latent class
model instead of a full PCFG with binary produc-
tions by the fact that the space of possible binary
rule combinations is prohibitively large (561K base
labels; 314B binary rules). The next sections discuss
the three main components of CLC: §3.1 the raw IsA
class labels, §3.2 the PCFG likelihood, and §3.3 the
HDP with latent groupings.

3.1 IsA Label Extraction

IsA class labels (hypernyms) V are extracted from
a large corpus of raw Web text using the method
proposed by Van Durme and Paşca (2008) and ex-
tended by Paşca (2010). Manually specified patterns
are used to extract a seed set of class labels and the
resulting label lists are reranked using cluster purity
measures. 561K labels for base noun phrases are
collected. Table 1 shows an example set of class
labels extracted for several common noun phrases.
Similar repositories of IsA labels, extracted using
other methods, are available for experimental pur-

class label→query span

recreational facilities→jacuzzi
rural areas→wales
destinations→wales
seaside towns→brighton
building materials→vinyl windows
consumer goods→european clothing

Table 1: Example production rules collected using
the semi-supervised approach of Van Durme and
Paşca (2008).

poses (Talukdar and Pereira, 2010). In addition to
extracted rules, the CLC grammar is augmented with
a set of null rules, one per unigram, ensuring that
every query has a valid parse.

3.2 Class-Label PCFG

In addition to the observed class-label production
rules, CLC incorporates two sets of latent produc-
tion rules coupled via an HDP (Figure 1). Class
label→query span productions extracted from raw
text are clustered into a set of latent label produc-
tion clusters L = {l1, . . . , l∞}. Each label pro-
duction cluster lk defines a multinomial distribution
over class labels V parametrized by φL

lk
. Conceptu-

ally, φL
lk

captures a set of class labels with similar
productions that are found in similar queries, for ex-
ample the class labels states, northeast states, u.s.
states, state areas, eastern states, and certain states
might be included in the same coarse-grained cluster
due to similarities in their productions.

Each query q ∈ Q is assigned to a latent query
cluster cq ∈ C{c1, . . . , c∞}, which defines a dis-
tribution over label production clusters L, denoted
φC

cq
. Query clusters capture broad correlations be-

tween label production clusters and are necessary for
performing sense disambiguation and capturing se-
lectional preference. Query clusters and label pro-
duction clusters are linked using a single HDP, al-
lowing the number of label clusters to vary over the
course of Gibbs sampling, based on the variance of
the underlying data (Section 3.3). Viewed as a gram-
mar, CLC only contains unary rules mapping labels
to query spans; production correlations are captured
directly by the query cluster, unlike in HDP-PCFG
(Liang et al., 2007), as branching parses over the en-
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Indices Cardinality
HDP base measure β ∼ GEM(γ) - |L| → ∞
Query cluster φC

i ∼ DP(αC ,β) i ∈ |C| |L| → ∞
Label cluster φL

k ∼ Dirichlet(αL) k ∈ |L| |V |

Query cluster ind πq ∼ Dirichlet(ξ) q ∈ |Q| |C|
cq ∼ πq q ∈ |Q| 1
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t ∈ q, q ∈ |Q| 1

Label ind lq,t ∼ φL
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Figure 2: Generative process and graphical model for CLC. The top section of the model is the standard
HDP prior; the middle section is the additional machinery necessary for modeling latent groupings and the
bottom section contains the indicators for the latent class model. PCFG likelihood is not shown.

tire label sparse are intractably large.
Given a query q, a query cluster assignment cq and

a set of label production clustersL, we define a parse
of q to be a sequence of productions tq forming a
parse tree consuming all the tokens in q. As with
Bayesian PCFGs (Johnson, 2010), the probability of
a tree tq is the product of the probabilities of the
production rules used to construct it

P (tq|φL,φC , cq) =
∏

r∈Rq

P (r|φL
lr)P (lr|φC

cq
)

where Rq is the set of production rules used to de-
rive tq, P (r|φL

lr
) is the probability of r given its label

cluster assignment lr, and P (lr|φC
cq

) is the probabil-
ity of label cluster lr in query cluster c.

The probability of a query q is the sum of the
probabilities of the parse trees that can generate it,

P (q|φL,φC , cq) =
∑

{t|y(t)=q}

P (t|φL,φC , cq)

where {t|y(t) = q} is the set of trees with q as their
yield (i.e., generate the string of tokens in q).

3.3 Hierarchical Dirichlet Process with Latent
Groups

We complete the Bayesian generative specification
of CLC with an HDP prior linking φC and φL. The
HDP is a Bayesian generative model of shared struc-
ture for grouped data (Teh et al., 2006). A set of
base clusters β ∼ GEM(γ) is drawn from a Dirich-
let Process with base measure γ using the stick-
breaking construction, and clusters for each group k,

γ – HDP-LG base-measure smoother; higher val-
ues lead to more uniform mass over label
clusters.

αC – Query cluster smoothing; higher values lead
to more uniform mass over label clusters.

αL – Label cluster smoothing; higher values lead
to more label diversity within clusters.

ξ – Query cluster assignment smoothing; higher
values lead to more uniform assignment.

Table 2: CLC-HDP-LG hyperparameters.

φC
k ∼ DP(β), are drawn from a separate Dirichlet

Process with base measure β, defined over the space
of label clusters. Data in each group k are condi-
tionally independent given β. Intuitively, β defines
a common “menu” of label clusters, and each query
cluster φC

k defines a separate distribution over the
label clusters.

In order to account for variable query-cluster as-
signment, we extend the HDP model with latent
groupings πq ∼ Dir(ξ) for each query. The re-
sulting Hierarchical Dirichlet Process with Latent
Groups (HDP-LG) can be used to define a set of
query clusters over a set of (potentially infinite) base
label clusters (Figure 2). Each query cluster φC (la-
tent group) assigns weight to different subsets of the
available label clusters φL, capturing correlations
between them at the query level. Each query q main-
tains a distribution over query clusters πq, capturing
its affinity for each latent group. The full generative
specification of CLC is shown in Figure 2; hyperpa-
rameters are shown in Table 2.

In addition to the full joint CLC model, we evalu-
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ate several simpler models:

1. CLC-BASE – no query clusters, one label per
label cluster.

2. CLC-DPMM – no query clusters, DPMM(αC)
distribution over labels.

3. CLC-HDP-LG – full HDP-LG model with |C|
query clusters over a potentially infinite num-
ber of query clusters.

as well as various hyperparameter settings.

3.4 Parallel Approximate Gibbs Sampler
We perform inference in CLC via Gibbs sampling,
leveraging Multinomial-Dirichlet conjugacy to inte-
grate out π, φC and φL (Teh et al., 2006; Johnson
et al., 2007b). The remaining indicator variables c, z
and l are sampled iteratively, conditional on all other
variable assignments. Although there are an expo-
nential number of parse trees for a given query, this
space can be sampled efficiently using dynamic pro-
gramming (Finkel et al., 2006; Johnson et al., 2007b)

In order to apply CLC to Web-scale data, we
implement an efficient parallel approximate Gibbs
sampler in the MapReduce framework Dean and
Ghemawat (2004). Each Gibbs iteration consists
of a single MapReduce step for sampling, followed
by an additional MapReduce step for computing
marginal counts. 2 Relevant assignments c, z and
l are stored locally with each query and are dis-
tributed across compute nodes. Each node is respon-
sible only for resampling assignments for its local
set of queries. Marginals are fetched opportunisti-
cally from a separate distributed hash server as they
are needed by the sampler. Each Map step computes
a single Gibbs step for 10% of the available data, us-
ing the marginals computed at the previous step. By
resampling only 10% of the available data each it-
eration, we minimize the potentially negative effects
of using the previous step’s marginal distribution.

4 Experimental Setup

4.1 Query Corpus
Our dataset consists of a sample of 450M En-
glish queries submitted by anonymous Web users to

2This approximation and architecture is similar to Smola
and Narayanamurthy (2010).

Query length

de
ns

ity

0.1

0.2

0.3

0.4

2 4 6 8 10 12

Figure 3: Distribution in the query corpus, bro-
ken down by query length (red/solid=all queries;
blue/dashed=queries with ambiguous spans); most
queries contain between 2-6 tokens.

Google. The queries have an average of 3.81 tokens
per query (1.7B tokens). Single token queries are re-
moved as the model is incapable of using context to
disambiguate their meaning. Figure 3 shows the dis-
tribution of remaining queries. During training, we
include 10 copies of each query (4.5B queries total),
allowing an estimate of the Bayes average posterior
from a single Gibbs sample.

4.2 Evaluations
Query markup is evaluated for phrase-chunking pre-
cision (Section 5.1) and label precision (Section 5.2)
by human raters across two different samples: (1)
an unbiased sample from the original corpus, and
(2) a biased sample of queries containing ambigu-
ous spans.

Two raters scored a total of 10K labels from 800
spans across 300 queries. Span labels were marked
as incorrect (0.0), badspan (0.0), ambiguous (0.5),
or correct (1.0), with numeric scores for label pre-
cision as indicated. Chunking precision is measured
as the percentage of labels not marked as badspan.

We report two sets of precision scores depend-
ing on how null labels are handled: Strict evaluation
treats null-labeled spans as incorrect, while Normal
evaluation removes null-labeled spans from the pre-
cision calculation. Normal evaluation was included
since the simpler models (e.g., CLC-BASE) tend to
produce a significantly higher number of null assign-
ments.

Model evaluations were broken down into max-
imum a posteriori (MAP) and Bayes average esti-
mates. MAP estimates are calculated as the single
most likely label/cluster assignment across all query
copies; all assignments in the sample are averaged
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Figure 4: Convergence rates of CLC-
BASE (red/solid), CLC-HDP-LG 100C,40L
(green/dashed), CLC-HDP-LG 1000C,40L
(blue/dotted) in terms of % of query cluster swaps,
label cluster swaps and null rule assignments.

to obtain the Bayes average precision estimate.3

5 Results

A total of five variants of CLC were evaluated with
different combinations of |C| and HDP prior con-
centration αC (controlling the effective number of
label clusters). Referring to models in terms of their
parametrizations is potentially confusing. There-
fore, we will make use of the fact that models with
αC = 1 yielded roughly 40 label clusters on aver-
age, and models with αC = 0.1 yielded roughly 200
label clusters, naming model variants simply by the
number of query and label clusters: (1) CLC-BASE,
(2) CLC-DPMM 1C-40L, (3) CLC-HDP-LG 100C-
40L, (4) CLC-HDP-LG 1000C-40L, and (5) CLC-
HDP-LG 1000C-200L. Figure 4 shows the model
convergence for CLC-BASE, CLC-HDP-LG 100C-
40L, and CLC-HDP-LG 1000C-40L.

3We calculate the Bayes average precision estimates at
the top 10 (Bayes@10) and top 20 (Bayes@20) parse trees,
weighted by probability.

5.1 Chunking Precision

Chunking precision scores for each model are
shown in Table 3 (average % of labels not marked
badspan). CLC-HDP-LG 1000C-40L has the high-
est precision across both MAP and Bayes esti-
mates (∼93% accuracy), followed by CLC-HDP-LG

1000C-200L (∼90% accuracy) and CLC-DPMM 1C-
40L (∼85%). CLC-BASE performed the worst by
a significant margin (∼78%), indicating that label
coarse-graining is more important than query clus-
tering for chunking accuracy. No significant dif-
ferences in label chunking accuracy were found be-
tween Bayes and MAP inference.

5.2 Predicting Span Labels

The full CLC-HDP-LG model variants obtain higher
label precision than the simpler models, with CLC-
HDP-LG 1000C-40L achieving the highest precision
of the three (∼63% accuracy). Increasing the num-
ber of label clusters too high, however, significantly
reduces precision: CLC-HDP-LG 1000C-200L ob-
tains only ∼51% accuracy. However, comparing
to CLC-DPMM 1C-40L and CLC-BASE demonstrates
that the addition of label clusters and query clusters
both lead to gains in label precision. These relative
rankings are robust across strict and normal evalua-
tion regimes.

The breakdown over MAP and Bayes posterior
estimation is less clear when considering label pre-
cision: the simpler models CLC-BASE and CLC-
DPMM 1C-40L perform significantly worse than
Bayes when using MAP estimation, while in CLC-
HDP-LG the reverse holds.

There is little evidence for correlation between
precision and query length (weak, not statistically
significant negative correlation using Spearman’s ρ).
This result is interesting as the relative prevalence
of natural language queries increases with query
length, potentially degrading performance. How-
ever, we did find a strong positive correlation be-
tween precision and the number of labels produc-
tions applicable to a query, i.e., production rule fer-
tility is a potential indicator of semantic quality.

Finally, the histogram column in Table 3 shows
the distribution of rater responses for each model.
In general, the more precise models tend to have
a significantly lower proportion of missing spans
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Model Chunking Label Precision Ambiguous Label Precision Spearman’s ρ
Precision normal strict hist normal strict q. len # labels

Class-Label Correlation Base
Bayes@10 78.7±1.1 37.7±1.2 35.8±1.2 35.4±2.0 33.2±1.9 -0.13 0.51•

Bayes@20 78.7±1.1 37.7±1.2 35.8±1.2 35.4±2.0 33.2±1.9 -0.13 0.51•

MAP 76.3±2.2 33.3±2.2 31.8±2.2 36.2±4.0 33.2±3.8 -0.13 0.52•

Class-Label Correlation DPMM 1C 40L
Bayes@10 84.9±0.4 46.6±0.6 44.3±0.5 36.0±1.1 33.7±1.0 -0.05 0.25
Bayes@20 84.8±0.4 47.4±0.5 45.2±0.5 37.8±1.0 35.5±1.0 -0.02 0.23
MAP 84.1±0.8 42.6±1.0 40.5±0.9 11.2±1.3 10.6±1.3 -0.03 0.12

Class-Label Correlation HDP-LG 100C 40L
Bayes@10 83.8±0.4 55.6±0.5 51.0±0.5 55.6±1.0 47.7±1.0 0.03 0.44•

Bayes@20 83.6±0.4 56.9±0.5 52.3±0.5 57.4±1.0 49.8±0.9 0.04 0.41•

MAP 82.7±0.5 58.5±0.5 53.6±0.5 60.4±1.1 51.5±1.0 0.02 0.41•

Class-Label Correlation HDP-LG 1000C 40L
Bayes@10 93.1±0.2 61.1±0.3 60.0±0.3 43.2±0.9 40.2±0.9 -0.06 0.26•

Bayes@20 92.8±0.2 62.6±0.3 61.7±0.3 44.9±0.8 42.2±0.8 -0.10 0.27•

MAP 92.7±0.2 63.7±0.3 62.7±0.3 44.1±0.9 41.1±0.9 -0.12 0.28•

Class-Label Correlation HDP-LG 1000C 200L
Bayes@10 90.3±0.5 50.9±0.8 48.6±0.7 45.8±1.5 42.5±1.3 -0.10 0.13
Bayes@20 89.9±0.5 50.2±0.7 48.0±0.7 44.4±1.4 41.3±1.3 -0.08 0.11
MAP 90.0±0.6 51.0±0.8 48.9±0.8 49.2±1.5 46.0±1.4 -0.07 0.04

Table 3: Chunking and label precision across five models. Confidence intervals are standard error; sparklines
show distribution of precision scores (left is zero, right is one). Hist shows the distribution of human rating
response (log y scale): green/first is correct, blue/second is ambiguous, cyan/third is missing and red/fourth
is incorrect. Spearman’s ρ columns give label precision correlations with query length (weak negative corre-
lation) and the number of applicable labels (weak to strong positive correlation); dots indicate significance.

(blue/second bar; due to null rule assignment) in ad-
ditional to more correct (green/first) and fewer in-
correct (red/fourth) spans.

5.3 High Polysemy Subset

We repeat the analysis of label precision on a subset
of queries containing one of the manually-selected
polysemous spans shown in Table 4. The CLC-
HDP-LG -based models still significantly outper-
form the simpler models, but unlike in the broader
setting, CLC-HDP-LG 100C-40L significantly out-
performs CLC-HDP-LG 1000C-40L, indicating that
lower query cluster granularity helps address poly-
semy (Table 3).

5.4 Error Analysis

Figure 5 gives examples of both high-precision and
low-precision queries markups inferred by CLC-
HDP-LG. In general, CLC performs well on queries
with clear intent head / intent modifier structure (Li,

acapella, alamo, apple, atlas, bad, bank, batman,
beloved, black forest, bravo, bush, canton, casino,
champion, club, comet, concord, dallas, diamond,
driver, english, ford, gamma, ion, lemon, man-
hattan, navy, pa, palm, port, put, resident evil,
ronaldo, sacred heart, saturn, seven, solution, so-
pranos, sparta, supra, texas, village, wolf, young

Table 4: Samples from a list of 90 manually se-
lected ambiguous spans used to evaluate model per-
formance under polysemy.

2010). More complex queries, such as [never know
until you try quotes] or [how old do you have to be
a bartender in new york] do not fit this model; how-
ever, expanding the set of extracted labels to also
cover instances such as never know until you try
would mitigate this problem, motivating the use of
n-gram language models with semantic markup.

A large number of mistakes made by CLC are
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Figure 5: Examples of high- and low-precision query markups inferred by CLC-HDP-LG. Black text is the
original query; lines indicate potential spans; small text shows potential labels colored and numbered by
label cluster; small bar shows percentage of assignments to that label cluster.

due to named-entity categories with weak seman-
tics such as rock bands or businesses (e.g., [tropi-
cal breeze cleaners], [cosmic railroad band] or [so-
pranos cigars]). When the named entity is common
enough, it is detected by the rule set, but for the long
tail of named entities this is not the case. One poten-
tial solution is to use a stronger notion of selectional
preference and slot-filling, rather than just relying on
correlation between labels.

Other examples of common errors include inter-
preting weymouth in [weymouth train time table] as
a town in Massachusetts instead of a town in the UK
(lack of domain knowledge), and using lower qual-

ity semantic labels (e.g., neighboring countries for
france, or great retailers for target).

6 Discussion and Future Work

Adding both latent label clusters (DPMM) and la-
tent query clusters (extending to HDP-LG) improve
chunking and label precision over the baseline CLC-
BASE system. The label clusters are important be-
cause they capture intra-group correlations between
class labels, while the query clusters are important
for capturing inter-group correlations. However, the
algorithm is sensitive to the relative number of clus-
ters in each case: Too many labels/label clusters rel-
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ative to the number of query clusters make it difficult
to learn correlations (O(n2) query clusters are re-
quired to capture pairwise interactions). Too many
query clusters, on the other hand, make the model
intractable computationally. The HDP automates se-
lecting the number of clusters, but still requires man-
ual hyperparameter setting.

(Future Work) Many query slots have weak se-
mantics and hence are misleading for CLC. For
example [pacific breeze cleaners] or [dale hartley
subaru] should be parsed such that the type of the
leading slot is determined not by its direct content,
but by its context; seeing subaru or cleaners after
a noun-phrase slot is a strong indicator of its type
(dealership or shop name). The current CLC model
only couples these slots through their correlations in
query clusters, not directly through relative position
or context. Binary productions in the PCFG or a dis-
criminative learning model would help address this.

Finally, we did not measure label coverage with
respect to a human evaluation set; coverage is use-
ful as it indicates whether our inferred semantics are
biased with respect to human norms.

7 Conclusions

We introduced CLC, a set of latent variable PCFG
models for semantic analysis of short textual seg-
ments. CLC captures semantic information in the
form of interactions between clusters of automati-
cally extracted class-labels, e.g., finding that place-
names commonly co-occur with business-names.
We applied CLC to a corpus containing 500M search
queries, demonstrating its scalability and straight-
forward parallel implementation using frameworks
like MapReduce or Hadoop. CLC was able to chunk
queries into spans more accurately and infer more
precise labels than several sub-models even across a
highly ambiguous query subset. The key to obtain-
ing these results was coarse-graining the input class-
label set and using a latent variable model to capture
interactions between coarse-grained labels.
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Abstract

The availability of learner corpora, especially
those which have been manually error-tagged
or shallow-parsed, is still limited. This means
that researchers do not have a common devel-
opment and test set for natural language pro-
cessing of learner English such as for gram-
matical error detection. Given this back-
ground, we created a novel learner corpus
that was manually error-tagged and shallow-
parsed. This corpus is available for research
and educational purposes on the web. In
this paper, we describe it in detail together
with its data-collection method and annota-
tion schemes. Another contribution of this
paper is that we take the first step toward
evaluating the performance of existing POS-
tagging/chunking techniques on learner cor-
pora using the created corpus. These contribu-
tions will facilitate further research in related
areas such as grammatical error detection and
automated essay scoring.

1 Introduction

The availability of learner corpora is still somewhat
limited despite the obvious usefulness of such data
in conducting research on natural language process-
ing of learner English in recent years. In particular,
learner corpora tagged with grammatical errors are
rare because of the difficulties inherent in learner
corpus creation as will be described in Sect. 2. As
shown in Table 1, error-tagged learner corpora are
very few among existing learner corpora (see Lea-
cock et al. (2010) for a more detailed discussion
of learner corpora). Even if data is error-tagged,

it is often not available to the public or its access
is severely restricted. For example, the Cambridge
Learner Corpus, which is one of the largest error-
tagged learner corpora, can only be used by authors
and writers working for Cambridge University Press
and by members of staff at Cambridge ESOL.

Error-tagged learner corpora are crucial for devel-
oping and evaluating error detection/correction al-
gorithms such as those described in (Rozovskaya
and Roth, 2010b; Chodorow and Leacock, 2000;
Chodorow et al., 2007; Felice and Pulman, 2008;
Han et al., 2004; Han et al., 2006; Izumi et al.,
2003b; Lee and Seneff, 2008; Nagata et al., 2004;
Nagata et al., 2005; Nagata et al., 2006; Tetreault et
al., 2010b). This is one of the most active research
areas in natural language processing of learner En-
glish. Because of the restrictions on their availabil-
ity, researchers have used their own learner corpora
to develop and evaluate error detection/correction
methods, which are often not commonly available
to other researchers. This means that the detec-
tion/correction performance of each existing method
is not directly comparable as Rozovskaya and Roth
(2010a) and Tetreault et al. (2010a) point out. In
other words, we are not sure which methods achieve
the best performance. Commonly available error-
tagged learner corpora are therefore essential to fur-
ther research in this area.

For similar reasons, to the best of our knowledge,
there exists no such learner corpus that is manually
shallow-parsed and which is also publicly available,
unlike, say, native-speaker corpora such as the Penn
Treebank. Such a comparison brings up another cru-
cial question: “Do existing POS taggers and chun-
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Name Error-tagged Parsed Size (words) Availability
Cambridge Learner Corpus Yes No 30 million No
CLEC Corpus Yes No 1 million Partially
ETLC Corpus Partially No 2 million Not Known
HKUST Corpus Yes No 30 million No
ICLE Corpus (Granger et al., 2009) No No 3.7 million+ Yes
JEFLL Corpus (Tono, 2000) No No 1 million Partially
Longman Learners’ Corpus No No 10 million Not Known
NICT JLE Corpus (Izumi et al., 2003a) Partially No 2 million Partially
Polish Learner English Corpus No No 0.5 million No
Janus Pannoius University Learner Corpus No No 0.4 million Not Known

In Availability, Yes denotes that the full texts of the corpus is available to the public. Partially denotes that it is acces-
sible through specially-made interfaces such as a concordancer. The information in this table may not be consistent
because many of the URLs of the corpora give only sparse information about them.

Table 1: Learner corpus list.

kers work on learner English as well as on edited text
such as newspaper articles?” Nobody really knows
the answer to the question. The only exception in the
literature is the work by Tetreault et al. (2010b) who
evaluated parsing performance in relation to prepo-
sitions. Nevertheless, a great number of researchers
have used existing POS taggers and chunkers to ana-
lyze the writing of learners of English. For instance,
error detection methods normally use a POS tagger
and/or a chunker in the error detection process. It is
therefore possible that a major cause of false pos-
itives and negatives in error detection may be at-
tributed to errors in POS-tagging and chunking. In
corpus linguistics, researchers (Aarts and Granger,
1998; Granger, 1998; Tono, 2000) use such tools to
extract interesting patterns from learner corpora and
to reveal learners’ tendencies. However, poor per-
formance of the tools may result in misleading con-
clusions.

Given this background, we describe in this paper
a manually error-tagged and shallow-parsed learner
corpus that we created. In Sect. 2, we discuss the
difficulties inherent in learner corpus creation. Con-
sidering the difficulties, in Sect. 3, we describe our
method for learner corpus creation, including its
data collection method and annotation schemes. In
Sect. 4, we describe our learner corpus in detail. The
learner corpus is called the Konan-JIEM learner cor-
pus (KJ corpus) and is freely available for research

and educational purposes on the web1. Another
contribution of this paper is that we take the first
step toward answering the question about the per-
formance of existing POS-tagging/chunking tech-
niques on learner data. We report and discuss the
results in Sect. 5.

2 Difficulties in Learner Corpus Creation

In addition to the common difficulties in creating
any corpus, learner corpus creation has its own dif-
ficulties. We classify them into the following four
categories of the difficulty in:

1. collecting texts written by learners;

2. transforming collected texts into a corpus;

3. copyright transfer; and

4. error and POS/parsing annotation.

The first difficulty concerns the problem in col-
lecting texts written by learners. As in the case
of other corpora, it is preferable that the size of a
learner corpus be as large as possible where the size
can be measured in several ways including the total
number of texts, words, sentences, writers, topics,
and texts per writer. However, it is much more diffi-
cult to create a large learner corpus than to create a

1http://www.gsk.or.jp/index_e.html

1211



large native-speaker corpus. In the case of native-
speaker corpora, published texts such as newspa-
per articles or novels can be used as a corpus. By
contrast, in the case of learner corpora, we must
find learners and then let them write since there
are no such published texts written by learners of
English (unless they are part of a learner corpus).
Here, it should be emphasized that learners often
do not spontaneously write but are typically obliged
to write, for example, in class, or during an exam.
Because of this, learners may soon become tired of
writing. This in itself can affect learner corpus cre-
ation much more than one would expect especially
when creating a longitudinal learner corpus. Thus, it
is crucial to keep learners motivated and focused on
the writing assignments.

The second difficulty arises when the collected
texts are transformed into a learner corpus. This
involves several time-consuming and troublesome
tasks. The texts must be archived in electronic
form, which requires typing every single collected
text since learners normally write on paper. Be-
sides, each text must be archived and maintained
with accompanying information such as who wrote
what text when and on what topic. Optionally, a
learner corpus could include other pieces of infor-
mation such as proficiency, first language, and age.
Once the texts have been electronically archived, it
is relatively easy to maintain and access them. How-
ever, this is not the case when the texts are first col-
lected. Thus, it is better to have an efficient method
for managing such information as well as the texts
themselves.

The third difficulty concerning copyright is a
daunting problem. The copyright for each text
must be transferred to the corpus creator so that the
learner corpus can be made available to the public.
Consider the case when a number of learners par-
ticipate in a learner corpus creation project and ev-
eryone has to sign a copyright transfer form. This is-
sue becomes even more complicated when the writer
does not actually have such a right to transfer copy-
right. For instance, under the Japanese law, those
younger than 20 years of age do not have the right;
instead their parents do. Thus, corpus creators have
to ask learners’ parents to sign copyright transfer
forms. This is often the case since the writers in
learner corpus creation projects are normally junior

high school, high school, or college students.

The final difficulty is in error and POS/parsing
annotation. For error annotation, several annota-
tion schemes exist (for example, the NICT JLE
scheme (Izumi et al., 2005)). While designing an an-
notation scheme is one issue, annotating errors is yet
another. No matter how well an annotation scheme
is designed, there will always be exceptions. Every
time an exception appears, it becomes necessary to
revise the annotation scheme. Another issue we have
to remember is that there is a trade-off between the
granularity of an annotation scheme and the level of
the difficulty in error annotation. The more detailed
an annotation scheme is, the more information it can
contain and the more difficult identifying errors is,
and vice versa.

For POS/parsing annotation, there are also a num-
ber of annotation schemes including the Brown tag
set, the Claws tag set, and the Penn Treebank tag
set. However, none of them are designed to be used
for learner corpora. In other words, a variety of lin-
guistic phenomena occur in learner corpora which
the existing annotation schemes do not cover. For
instance, spelling errors often appear in texts writ-
ten by learners of English as in sard year, which
should be third year. Grammatical errors prevent us
applying existing annotation schemes, too. For in-
stance, there are at least three possibilities for POS-
tagging the word sing in the sentence everyone sing
together. using the Penn Treebank tag set: sing/VB,
sing/VBP, or sing/VBZ. The following example is
more complicated: I don’t success cooking. Nor-
mally, the word success is not used as a verb but
as a noun. The instance, however, appears in a po-
sition where a verb appears. As a result, there are
at least two possibilities for tagging: success/NN
and success/VB. Errors in mechanics are also prob-
lematic as in Tonight,we and beautifulhouse (miss-
ing spaces)2. One solution is to split them to obtain
the correct strings and then tag them with a normal
scheme. However, this would remove the informa-
tion that spaces were originally missing which we
want to preserve. To handle these and other phe-
nomena which are peculiar to learner corpora, we
need to develop a novel annotation scheme.

2Note that the KJ corpus consists of typed essays.
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3 Method

3.1 How to Collect and Maintain Texts Written
by Learners

Our text-collection method is based on writing exer-
cises. In the writing exercises, learners write essays
on a blog system. This very simple idea of using a
blog system naturally solves the problem of archiv-
ing texts in electronic form. In addition, the use of a
blog system enables us to easily register and main-
tain accompanying information including who (user
ID) writes when (uploaded time) and on what topic
(title of blog item). Besides, once registered in the
user profile, the optional pieces of information such
as proficiency, first language, and age are also easy
to maintain and access.

To design the writing exercises, we consulted
with several teachers of English and conducted pre-
experiments. Ten learners participated in the pre-
experiments and were assigned five essay topics on
average. Based on the experimental results, we
designed the procedure of the writing exercise as
shown in Table 2. In the first step, learners are as-
signed an essay topic. In the second step, they are
given time to prepare during which they think about
what to write on the given topic before they start
writing. We found that this enables the students to
write more. In the third step, they actually write an
essay on the blog system. After they have finished
writing, they submit their essay to the blog system
to be registered.

The following steps were considered optional. We
implemented an article error detection method (Na-
gata et al., 2006) in the blog system as a trial at-
tempt to keep the learners motivated since learners
are likely to become tired of doing the same exercise
repeatedly. To reduce this, the blog system high-
lights where article errors exist after the essay has
been submitted. The hope is that this might prompt
the learners to write more accurately and to continue
the exercises. In the pre-experiments, the detection
did indeed seem to interest the learners and to pro-
vide them with additional motivation. Considering
these results, we decided to include the fourth and
fifth steps in the writing exercises when we created
our learner corpus. At the same time, we should of
course be aware that the use of error detection affects
learners’ writing. For example, it may change the

Step Min.
1. Learner is assigned an essay topic –
2. Learner prepares for writing 5
3. Learner writes an essay 35
4. System detects errors in the essay 5
5. Learner rewrites the essay 15

Table 2: Procedure of writing exercise.

distribution of errors. Nagata and Nakatani (2010)
reported the effects in detail.

To solve the problem of copyright transfer, we
took legal professional advice but were informed
that, in Japan at least, the only way to be sure is
to have a copyright transfer form signed every time.
We considered having it signed on the blog system,
but it soon turned out that this did not work since
participating learners may still be too young to have
the legal right to sign the transfer. It is left for our
long-term future work to devise a better solution to
this legal issue.

3.2 Annotation Scheme
This subsection describes the error and
POS/chunking annotation schemes. Note that
errors and POS/chunking are annotated separately,
meaning that there are two files for any given text.
Due to space restrictions we limit ourselves to only
summarizing our annotation schemes in this section.
The full descriptions are available together with the
annotated corpus on the web.

3.2.1 Error Annotation
We based our error annotation scheme on that used
in the NICT JLE corpus (Izumi et al., 2003a), whose
detailed description is readily available, for exam-
ple, in Izumi et al. (2005). In that annotation
scheme and accordingly in ours, errors are tagged
using an XML syntax; an error is annotated by tag-
ging a word or phrase that contains it. For in-
stance, a tense error is annotated as follows: I � v tns
crr=“made” � make � /v tns � pies last year.

where v tns denotes a tense error in a verb. It
should be emphasized that the error tags contain the
information on correction together with error anno-
tation. For instance, crr=“made” in the above ex-
ample denotes the correct form of the verb is made.
For missing word errors, error tags are placed where
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a word or phrase is missing (e.g., My friends live
� prp crr=“in” ��� /prp � these places.).

As a pilot study, we applied the NICT JLE annota-
tion scheme to a learner corpus to reveal what mod-
ifications we needed to make. The learner corpus
consisted of 455 essays (39,716 words) written by
junior high and high school students3. The follow-
ing describes the major modifications deemed nec-
essary as a result of the pilot study.

The biggest difference between the NICT JLE
corpus and our targeted corpus is that the former is
spoken data and the latter is written data. This differ-
ence inevitably requires several modifications to the
annotation scheme. In speech data, there are no er-
rors in spelling and mechanics such as punctuation
and capitalization. However, since such errors are
not usually regarded as grammatical errors, we de-
cided simply not to annotate them in our annotation
schemes.

Another major difference is fragment errors.
Fragments that do not form a complete sentence of-
ten appear in the writing of learners (e.g., I have
many books. Because I like reading.). In written
language, fragments can be regarded as a grammat-
ical error. To annotate fragment errors, we added a
new tag � f � (e.g., I have many books. � f � Because
I like reading. � /f � ).

As discussed in Sect. 2, there is a trade-off be-
tween the granularity of an annotation scheme and
the level of the difficulty in annotating errors. In our
annotation scheme, we narrowed down the number
of tags to 22 from 46 in the original NICT JLE tag
set to facilitate the annotation; the 22 tags are shown
in Appendix A. The removed tags are merged into
the tag for other. For instance, there are only three
tags for errors in nouns (number, lexis, and other) in
our tag set whereas there are six in the NICT JLE
corpus (inflection, number, case, countability, com-
plement, and lexis); the other tag ( � n o � ) covers
the four removed tags.

3.2.2 POS/Chunking Annotation
We selected the Penn Treebank tag set, which is
one of the most widely used tag sets, for our

3The learner corpus had been created before this reported
work started. Learners wrote their essays on paper. Unfortu-
nately, this learner corpus cannot be made available to the pub-
lic since the copyrights were not transferred to us.

POS/chunking annotation scheme. Similar to the er-
ror annotation scheme, we conducted a pilot study
to determine what modifications we needed to make
to the Penn Treebank scheme. In the pilot study, we
used the same learner corpus as in the pilot study for
the error annotation scheme.

As a result of the pilot study, we found that the
Penn Treebank tag set sufficed in most cases except
for errors which learners made. Considering this, we
determined a basic rule as follows: “Use the Penn
Treebank tag set and preserve the original texts as
much as possible.” To handle such errors, we made
several modifications and added two new POS tags
(CE and UK) and another two for chunking (XP and
PH), which are described below.

A major modification concerns errors in mechan-
ics such as Tonight,we and beautifulhouse as already
explained in Sect. 2. We use the symbol “-” to an-
notate such cases. For instance, the above two ex-
amples are annotated as follows: Tonight,we/NN-
,-PRP and beautifulhouse/JJ-NN. Note that each
POS tag is hyphenated. It can also be used
for annotating chunks in the same manner. For
instance, Tonight,we is annotated as [NP-PH-NP
Tonight,we/NN-,-PRP ]. Here, the tag PH stands for�

chunk label and denotes tokens which are not
normally chunked (cf., [NP Tonight/NN ] ,/, [NP
we/PRP ]).

Another major modification was required to han-
dle grammatical errors. Essentially, POS/chunking
tags are assigned according to the surface informa-
tion of the word in question regardless of the ex-
istence of any errors. For example, There is ap-
ples. is annotated as [NP There/EX ] [VP is/VBZ
] [NP apples/NNS ] ./. Additionally, we define the
CE4 tag to annotate errors in which learners use a
word with a POS which is not allowed such as in I
don’t success cooking. The CE tag encodes a POS
which is obtained from the surface information to-
gether with the POS which would have been as-
signed to the word if it were not for the error. For
instance, the above example is tagged as I don’t
success/CE:NN:VB cooking. In this format, the sec-
ond and third POSs are separated by “:” which de-
notes the POS which is obtained from the surface
information and the POS which would be assigned

4CE stands for cognitive error.
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to the word without an error. The user can select
either POS depending on his or her purposes. Note
that the CE tag is compatible with the basic anno-
tation scheme because we can retrieve the basic an-
notation by extracting only the second element (i.e.,
success/NN). If the tag is unknown because of gram-
matical errors or other phenomena, UK and XP5 are
used for POS and chunking, respectively.

For spelling errors, the corresponding POS and
chunking tag are assigned to mistakenly spelled
words if the correct forms can be guessed (e.g., [NP
sird/JJ year/NN ]); otherwise UK and XP are used.

4 The Corpus

We carried out a learner corpus creation project us-
ing the described method. Twenty six Japanese col-
lege students participated in the project. At the be-
ginning, we had the students or their parents sign
a conventional paper-based copyright transfer form.
After that, they did the writing exercise described in
Sect. 3 once or twice a week over three months. Dur-
ing that time, they were assigned ten topics, which
were determined based on a writing textbook (Ok-
ihara, 1985). As described in Sect. 3, they used a
blog system to write, submit, and rewrite their es-
says. Through out the exercises, they did not have
access to the others’ essays and their own previous
essays.

As a result, 233 essays were collected; Table 3
shows the statistics on the collected essays. It turned
out that the learners had no difficulties in using the
blog system and seemed to focus on writing. Out of
the 26 participants, 22 completed the 10 assignments
while one student quit before the exercises started.

We annotated the grammatical errors of all 233
essays. Two persons were involved in the annota-
tion. After the annotation, another person checked
the annotation results; differences in error annota-

Number of essays 233
Number of writers 25
Number of sentences 3,199
Number of words 25,537

Table 3: Statistics on the learner corpus.

5UK and XP stand for unknown and X phrase, respectively.

tion were resolved by consulting the first two. The
error annotation scheme was found to work well on
them. The error-annotated essays can be used for
evaluating error detection/correction methods.

For POS/chunking annotation, we chose 170 es-
says out of 233. We annotated them using our
POS/chunking scheme; hereafter, the 170 essays
will be referred to as the shallow-parsed corpus.

5 Using the Corpus and Discussion

5.1 POS Tagging

The 170 essays in the shallow-parsed corpus was
used for evaluating existing POS-tagging techniques
on texts written by learners. It consisted of 2,411
sentences and 22,452 tokens.

HMM-based and CRF-based POS taggers were
tested on the shallow-parsed corpus. The former was
implemented using tri-grams by the author. It was
trained on a corpus consisting of English learning
materials (213,017 tokens). The latter was CRFTag-
ger6, which was trained on the WSJ corpus. Both
use the Penn Treebank POS tag set.

The performance was evaluated using accuracy
defined by

number of tokens correctly POS-tagged
number of tokens � (1)

If the number of tokens in a sentence was differ-
ent in the human annotation and the system out-
put, the sentence was excluded from the calcula-
tion. This discrepancy sometimes occurred because
the tokenization of the system sometimes differed
from that of the human annotators. As a result, 19
and 126 sentences (215 and 1,352 tokens) were ex-
cluded from the evaluation in the HMM-based and
CRF-based POS taggers, respectively.

Table 4 shows the results. The second column
corresponds to accuracies on a native-speaker cor-
pus (sect. 00 of the WSJ corpus). The third column
corresponds to accuracies on the learner corpus.

As shown in Table 4, the CRF-based POS tagger
suffers a decrease in accuracy as expected. Interest-
ingly, the HMM-based POS tagger performed bet-
ter on the learner corpus. This is perhaps because it

6“CRFTagger: CRF English POS Tagger,” Xuan-Hieu Phan,
http://crftagger.sourceforge.net/, 2006.
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was trained on a corpus consisting of English learn-
ing materials whose distribution of vocabulary was
expected to be relatively similar to that of the learner
corpus. By contrast, it did not perform well on the
native-speaker corpus because the size of the train-
ing corpus was relatively small and the distribution
of vocabulary was not similar, and thus unknown
words often appeared. This implies that selecting
appropriate texts as a training corpus may improve
the performance.

Table 5 shows the top five POSs mistakenly
tagged as other POSs. An obvious cause of mis-
takes in both taggers is that they inevitably make
errors in the POSs that are not defined in the Penn
Treebank tag set, that is, UK and CE. A closer
look at the tagging results revealed that phenom-
ena which were common to the writing of learners
were major causes of other mistakes. Errors in cap-
italization partly explain why the taggers made so
many mistakes in NN (singular nouns). They often
identified erroneously capitalized common nouns
as proper nouns as in This Summer/NNP Vaca-
tion/NNP. Spelling errors affected the taggers in the
same way. Grammatical errors also caused confu-
sion between POSs. For instance, omission of a cer-
tain word often caused confusion between a verb and
an adjective as in I frightened/VBD. which should
be I (was) frightened/JJ. Another interesting case
is expressions that learners overuse (e.g., and/CC
so/RB on/RB and so/JJ so/JJ). Such phrases are not
erroneous but are relatively infrequent in native-
speaker corpora. Therefore, the taggers tended to
identify their POSs according to the surface infor-
mation on the tokens themselves when such phrases
appeared in the learner corpus (e.g., and/CC so/RB
on/IN and so/RB so/RB). We should be aware that
tokenization is also problematic although failures in
tokenization were excluded from the accuracies.

The influence of the decrease in accuracy on other
NLP tasks is expected to be task and/or method de-
pendent. Methods that directly use or handle se-

Method Native Corpus Learner Corpus
CRF 0.970 0.932
HMM 0.887 0.926

Table 4: POS-tagging accuracy.

HMM CRF
POS Freq. POS Freq.
NN 259 NN 215

VBP 247 RB 166
RB 163 CE 144
CE 150 JJ 140
JJ 108 FW 86

Table 5: Top five POSs mistakenly tagged.

quences of POSs are likely to suffer from it. An
example is the error detection method (Chodorow
and Leacock, 2000), which identifies unnatural se-
quences of POSs as grammatical errors in the writ-
ing of learners. As just discussed above, existing
techniques often fail in sequences of POSs that have
a grammatical error. For instance, an existing POS
tagger likely tags the sentence I frightened. as I/PRP
frightened/VBD ./. as we have just seen, and in turn
the error detection method cannot identify it as an
error because the sequence PRP VBD is not unnatu-
ral; it would correctly detect it if the sentence were
correctly tagged as I/PRP frightened/JJ ./. For the
same reason, the decrease in accuracy may affect the
methods (Aarts and Granger, 1998; Granger, 1998;
Tono, 2000) for extracting interesting sequences of
POSs from learner corpora; for example, BOS7 PRP
JJ is an interesting sequence but is never extracted
unless the phrase is correctly POS-tagged. It re-
quires further investigation to reveal how much im-
pact the decrease has on these methods. By contrast,
error detection/correction methods based on the bag-
of-word features (or feature vectors) are expected to
suffer less from it since mistakenly POS-tagged to-
kens are only one of the features. At the same time,
we should notice that if the target errors are in the
tokens that are mistakenly POS-tagged, the detec-
tion will likely fail (e.g., verbs should be correctly
identified in tense error detection).

In addition to the above evaluation, we at-
tempted to improve the POS taggers using the
transformation-based POS-tagging technique (Brill,
1994). In the technique, transformation rules are
obtained by comparing the output of a POS tagger
and the human annotation so that the differences be-
tween the two are reduced. We used the shallow-

7BOS denotes a beginning of a sentence.

1216



Method Original Improved
CRF 0.932 0.934
HMM 0.926 0.933

Table 6: Improvement obtained by transformation.

parsed corpus as a test corpus and the other man-
ually POS-tagged corpus created in the pilot study
described in Subsect. 3.2.1 as a training corpus. We
used POS-based and word-based transformations as
Brill (1994) described.

Table 6 shows the improvements together with the
original accuracies. Table 6 reveals that even the
simple application of Brill’s technique achieves a
slight improvement in both taggers. Designing the
templates of the transformation for learner corpora
may achieve further improvement.

5.2 Head Noun Identification
In the evaluation of chunking, we focus on head
noun identification. Head noun identification often
plays an important role in error detection/correction.
For example, it is crucial to identify head nouns to
detect errors in article and number.

We again used the shallow-parsed corpus as a test
corpus. The essays contained 3,589 head nouns.
We implemented an HMM-based chunker using 5-
grams whose input is a sequence of POSs, which
was obtained by the HMM-based POS tagger de-
scribed in the previous subsection. The chunker was
trained on the same corpus as the HMM-based POS
tagger. The performance was evaluated by recall and
precision defined by

number of head nouns correctly identified
number of head nouns

(2)

and
number of head nouns correctly identified
number of tokens identified as head noun � (3)

respectively.
Table 7 shows the results. To our surprise, the

chunker performed better than we had expected. A
possible reason for this is that sentences written by
learners of English tend to be shorter and simpler in
terms of their structure.

The results in Table 7 also enable us to quanti-
tatively estimate expected improvement in error de-
tection/correction which is achieved by improving

chunking. To see this, let us define the following
symbols: � : Recall of head noun identification, 	 :
recall of error detection without chunking error, 
	
recall of error detection with chunking error. 	 and

	 are interpreted as the true recall of error detection

and its observed value when chunking error exists,
respectively. Here, note that 
	 can be expressed
as 
	����	 . For instance, according to Han et al.
(2006), their method achieves a recall of 0.40 (i.e.,

	���� ��� ), and thus 	���� ����� assuming that chunk-

ing errors exist and recall of head noun identification
is ����� ��� � just as in this evaluation. Improving � to
����� ����� would achieve 	���� ����� without any mod-
ification to the error detection method. Precision can
also be estimated in a similar manner although it re-
quires a more complicated calculation.

6 Conclusions

In this paper, we discussed the difficulties inherent in
learner corpus creation and a method for efficiently
creating a learner corpus. We described the manu-
ally error-annotated and shallow-parsed learner cor-
pus which was created using this method. We also
showed its usefulness in developing and evaluating
POS taggers and chunkers. We believe that publish-
ing this corpus will give researchers a common de-
velopment and test set for developing related NLP
techniques including error detection/correction and
POS-tagging/chunking, which will facilitate further
research in these areas.

A Error tag set

This is the list of our error tag set. It is based on the
NICT JLE tag set (Izumi et al., 2005).
� n: noun

– num: number
– lxc: lexis
– o: other

� v: verb

– agr: agreement

Recall Precision
0.903 0.907

Table 7: Performance on head noun identification.
1217



– tns: tense
– lxc: lexis
– o: other

� mo: auxiliary verb

� aj: adjective

– lxc: lexis
– o: other

� av: adverb

� prp: preposition

– lxc: lexis
– o: other

� at: article

� pn: pronoun

� con: conjunction

� rel: relative clause

� itr: interrogative

� olxc: errors in lexis in more than two words

� ord: word order

� uk: unknown error

� f: fragment error
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Abstract

Naively collecting translations by crowd-
sourcing the task to non-professional trans-
lators yields disfluent, low-quality results if
no quality control is exercised. We demon-
strate a variety of mechanisms that increase
the translation quality to near professional lev-
els. Specifically, we solicit redundant transla-
tions and edits to them, and automatically se-
lect the best output among them. We propose a
set of features that model both the translations
and the translators, such as country of resi-
dence, LM perplexity of the translation, edit
rate from the other translations, and (option-
ally) calibration against professional transla-
tors. Using these features to score the col-
lected translations, we are able to discriminate
between acceptable and unacceptable transla-
tions. We recreate the NIST 2009 Urdu-to-
English evaluation set with Mechanical Turk,
and quantitatively show that our models are
able to select translations within the range of
quality that we expect from professional trans-
lators. The total cost is more than an order of
magnitude lower than professional translation.

1 Introduction

In natural language processing research, translations
are most often used in statistical machine translation
(SMT), where systems are trained using bilingual
sentence-aligned parallel corpora. SMT owes its ex-
istence to data like the Canadian Hansards (which by
law must be published in both French and English).
SMT can be applied to any language pair for which
there is sufficient data, and it has been shown to pro-
duce state-of-the-art results for language pairs like

Arabic–English, where there is ample data. How-
ever, large bilingual parallel corpora exist for rela-
tively few languages pairs.

There are various options for creating new train-
ing resources for new language pairs. These include
harvesting the web for translations or comparable
corpora (Resnik and Smith, 2003; Munteanu and
Marcu, 2005; Smith et al., 2010; Uszkoreit et al.,
2010), improving SMT models so that they are bet-
ter suited to the low resource setting (Al-Onaizan
et al., 2002; Probst et al., 2002; Oard et al., 2003;
Niessen and Ney, 2004), or designing models that
are capable of learning translations from monolin-
gual corpora (Rapp, 1995; Fung and Yee, 1998;
Schafer and Yarowsky, 2002; Haghighi et al., 2008).
Relatively little consideration is given to the idea of
simply hiring translators to create parallel data, be-
cause it would seem to be prohibitively expensive.
For example, Germann (2001) estimated the cost
of hiring professional translators to create a Tamil-
English corpus at $0.36/word. At that rate, translat-
ing enough data to build even a small parallel corpus
like the LDC’s 1.5 million word Urdu–English cor-
pus would exceed half a million dollars.

In this paper we examine the idea of creating low
cost translations via crowdscouring. We use Ama-
zon’s Mechanical Turk to hire a large group of non-
professional translators, and have them recreate an
Urdu–English evaluation set at a fraction of the cost
of professional translators. The original dataset al-
ready has professionally-produced reference trans-
lations, which allows us to objectively and quantita-
tively compare the quality of professional and non-
professional translations. Although many of the in-
dividual non-expert translators produce low-quality,
disfluent translations, we show that it is possible to
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Signs of human livings have been found in many caves 
in   Attapure. In 1994, the remains of pre-historic man, 

which are believed to be 800,000 years old were 
discovered and they were named `Home Antecessor' 
meaning `The Founding Man'. Prior to that 6 lac years 

old humans, named as   Homogenisens in scientific 
terms,were believed to be the   oldest dwellers of this 
area. Archaeological experts say that evidence is found 

that proves that the inhabitants of this area used 
molded tools. The ground where these digs took place 

has been claimed to be the oldest known European 
discovery of civilization, as announced by the French 

News Agency.
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Signs of human life of ancient people have been 
discovered in several caves of Atapuerca. In 1994, 

several homo antecessor fossils i.e. pioneer human 
were uncovered in this region, which are supposed to 

be 800,000 years old. Previously, 600,000 years old 
ancestors, called homo hudlabar [sic] in scientific 

term, were supposed to be the most ancient 
inhabitants of the region.Archeologists are of the view 
that they have gathered evidence that the people of 

this region had also been using fabricated tools.
On the basis of the level at which this excavation was 
carried out, the French news agency [AFP] has termed 

it the oldest European discovery.

Urdu source Professional LDC Translation Non-Professional Mechanical Turk Translation

Figure 1: A comparison of professional translations provided by the LDC to non-professional translations created on
Mechanical Turk.

get high quality translations in aggregate by solicit-
ing multiple translations, redundantly editing them,
and then selecting the best of the bunch.

To select the best translation, we use a machine-
learning-inspired approach that assigns a score to
each translation we collect. The scores discrimi-
nate acceptable translations from those that are not
(and competent translators from those who are not).
The scoring is based on a set of informative, intu-
itive, and easy-to-compute features. These include
country of residence, number of years speaking En-
glish, LM perplexity of the translation, edit rate from
the other translations, and (optionally) calibration
against professional translators, with the weights set
using a small set of gold standard data from profes-
sional translators.

2 Crowdsourcing Translation to
Non-Professionals

To collect crowdsourced translations, we use Ama-
zon’s Mechanical Turk (MTurk), an online market-
place designed to pay people small sums of money
to complete Human Intelligence Tasks (or HITs) –
tasks that are difficult for computers but easy for
people. Example HITs range from labeling images
to moderating blog comments to providing feedback
on relevance of results for search queries. Anyone
with an Amazon account can either submit HITs or
work on HITs that were submitted by others. Work-
ers are referred to as “Turkers”, and designers of
HITs as “Requesters.” A Requester specifies the re-
ward to be paid for each completed item, sometimes
as low as $0.01. Turkers are free to select whichever
HITs interest them, and to bypass HITs they find un-
interesting or which they deem pay too little.

The advantages of Mechanical Turk include:

• zero overhead for hiring workers

• a large, low-cost labor force

• easy micropayment system

• short turnaround time, as tasks get completed
in parallel by many individuals

• access to foreign markets with native speakers
of many rare languages

One downside is that Amazon does not provide
any personal information about Turkers. (Each
Turker is identifiable only through an anonymous
ID like A23KO2TP7I4KK2.) In particular, no in-
formation is available about a worker’s educational
background, skills, or even native language(s). This
makes it difficult to determine if a Turker is qualified
to complete a translation task.

Therefore, soliciting translations from anony-
mous non-professionals carries a significant risk of
poor translation quality. Whereas hiring a profes-
sional translator ensures a degree of quality and
care, it is not very difficult to find bad translations
provided by Turkers. One Urdu headline, profes-
sionally translated as Barack Obama: America Will
Adopt a New Iran Strategy, was rendered disfluently
by a Turker as Barak Obam will do a new policy
with Iran. Another translated it with snarky sar-
casm: Barak Obama and America weave new evil
strategies against Iran. Figure 1 gives more typical
translation examples. The translations often reflect
non-native English, but are generally done conscien-
tiously (in spite of the relatively small payment).

To improve the accuracy of noisy labels from non-
experts, most existing quality control mechanisms
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employ some form of voting, assuming a discrete
set of possible labels. This is not the case for trans-
lations, where the ‘labels’ are full sentences. When
dealing with such a structured output, the space of
possible outputs is diverse and complex. We there-
fore need a different approach for quality control.
That is precisely the focus of this work: to propose,
and evaluate, such quality control mechanisms.

In the next section, we discuss reproducing the
Urdu-to-English 2009 NIST evaluation set. We then
describe a principled approach to discriminate good
translations from bad ones, given a set of redundant
translations for the same source sentence.

3 Datasets

3.1 The Urdu-to-English 2009 NIST
Evaluation Set

We translated the Urdu side of the Urdu–English test
set of the 2009 NIST MT Evaluation Workshop. The
set consists of 1,792 Urdu sentences from a vari-
ety of news and online sources. The set includes
four different reference translations for each source
sentence, produced by professional translation agen-
cies. NIST contracted the LDC to oversee the trans-
lation process and perform quality control.

This particular dataset, with its multiple reference
translations, is very useful because we can measure
the quality range for professional translators, which
gives us an idea of whether or not the crowdsourced
translations approach the quality of a professional
translator.

3.2 Translation HIT design

We solicited English translations for the Urdu sen-
tences in the NIST dataset. Amazon has enabled
payments in rupees, which has attracted a large de-
mographic of workers from India (Ipeirotis, 2010).
Although it does not yet have s direct payment in
Pakistan’s local currency, we found that a large con-
tingent of our workers are located in Pakistan.

Our HIT involved showing the worker a sequence
of Urdu sentences, and asking them to provide an
English translation for each one. The screen also
included a brief set of instructions, and a short ques-
tionnaire section. The reward was set at $0.10 per
translation, or roughly $0.005 per word.

In our first collection effort, we solicited only one

translation per Urdu sentence. After confirming that
the task is feasible due to the large pool of work-
ers willing and able to provide translations, we car-
ried out a second collection effort, this time solicit-
ing three translations per Urdu sentence (from three
distinct translators). The interface was also slightly
modified, in the following ways:

• Instead of asking Turkers to translate a full doc-
ument (as in our first pass), we instead split the
data set into groups of 10 sentences per HIT.

• We converted the Urdu sentences into images
so that Turkers could not cheat by copying-and-
pasting the Urdu text into an MT system.

• We collected information about each worker’s
geographic location, using a JavaScript plugin.

The translations from the first pass were of notice-
ably low quality, most likely due to Turkers using
automatic translation systems. That is why we used
images instead of text in our second pass, which
yielded significant improvements. That said, we do
not discard the translations from the first pass, and
we do include them in our experiments.

3.3 Post-editing and Ranking HITs
In addition to collecting four translations per source
sentence, we also collected post-edited versions
of the translations, as well as ranking judgments
about their quality.

Figure 2 gives examples of the unedited transla-
tions that we collected in the translation pass. These
typically contain many simple mistakes like mis-
spellings, typos, and awkward word choice. We
posted another MTurk task where we asked workers
to edit the translations into more fluent and gram-
matical sentences. We restrict the task to US-based
workers to increase the likelihood that they would be
native English speakers.

We also asked US-based Turkers to rank the trans-
lations. We presented the translations in groups of
four, and the annotator’s task was to rank the sen-
tences by fluency, from best to worst (allowing ties).

We collected redundant annotations in these two
tasks as well. Each translation is edited three times
(by three distinct editors). We solicited only one edit
per translation from our first pass translation effort.
So, in total, we had 10 post-edited translations for
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Avoiding dieting to prevent 
from flu

abstention from dieting in 
order to avoid Flu

Abstain from decrease eating in 
order to escape from flue

In order to be safer from flu 
quit dieting

This research of American 
scientists came in front after 

experimenting on mice.

This research from the 
American Scientists have 

come up after the 
experiments on rats.

This research of American 
scientists was shown after 

many experiments on mouses.

According to the American 
Scientist this research has come 

out after much 
experimentations on rats.

Experiments proved that mice 
on a lower calorie diet had 
comparatively less ability to 

fight the flu virus.

in has been proven from 
experiments that rats put on 
diet with less calories had less 
ability to resist the Flu virus.

It was proved by experiments 
the low calories eaters 

mouses had low defending 
power for flue in ratio.

Experimentaions have proved 
that those rats on less calories 
diet have developed a tendency 
of not overcoming the flu virus.

research has proven this old 
myth wrong that its better to 

fast during fever.

Research disproved the old 
axiom that " It is better to 

fast during fever"

The research proved this old 
talk that decrease eating is 

useful in fever.

This Research has proved the 
very old saying wrong that it is 
good to starve while in fever.

Figure 2: We redundantly translate each source sentence by soliciting multiple translations from different Turkers.
These translations are put through a subsequent editing set, where multiple edited versions are produced. We select
the best translation from the set using features that predict the quality of each translation and each translator.

each source sentence (plus the four original transla-
tions). In the ranking task, we collected judgments
from five distinct workers for each translation group.

3.4 Data Collection Cost
We paid a reward of $0.10 to translate a sentence,
$0.25 to edit a set of ten sentences, and $0.06 to rank
a set of four translation groups. Therefore, we had
the following costs:

• Translation cost: $716.80

• Editing cost: $447.50

• Ranking cost: $134.40

(If not done redundantly, those values would be
$179.20, $44.75, and $26.88, respectively.)

Adding Amazon’s 10% fee, this brings the grand
total to under $1,500, spent to collect 7,000+ transla-
tions, 17,000+ edited translations, and 35,000+ rank
labels.1 We also use about 10% of the existing pro-
fessional references in most of our experiments (see
4.2 and 4.3). If we estimate the cost at $0.30/word,
that would roughly be an additional $1,000.

3.5 MTurk Participation
52 different Turkers took part in the translation task,
each translating 138 sentences on average. In the
editing task, 320 Turkers participated, averaging 56
sentences each. In the ranking task, 245 Turkers par-
ticipated, averaging 9.1 HITs each, or 146 rank la-
bels (since each ranking HIT involved judging 16
translations, in groups of four).

1Data URL: www.cs.jhu.edu/˜ozaidan/RCLMT.

4 Quality Control Model

Our approach to building a translation set from
the available data is to select, for each Urdu sen-
tence, the one translation that our model believes
to be the best out of the available translations. We
evaluate various selection techniques by compar-
ing the selected Turker translations against existing
professionally-produced translations. The more the
selected translations resemble the professional trans-
lations, the higher the quality.

4.1 Features Used to Select Best Translations

Our model selects one of the 14 English options gen-
erated by Turkers. For a source sentence si, our
model assigns a score to each sentence in the set
of available translations {ti,1, ...ti,14}. The chosen
translation is the highest scoring translation:

tr(si) = tri,j∗ s.t. j∗ = argmax
j

score(ti,j) (1)

where score(.) is the dot product:

score(ti,j)
def
= ~w · ~f(ti,j) (2)

Here, ~w is the model’s weight vector (tuned as
described below in 4.2), and ~f is a translation’s cor-
responding feature vector. Each feature is a function
computed from the English sentence string, the Urdu
sentence string, the workers (translators, editors, and
rankers), and/or the rank labels. We use 21 features,
categorized into the following three sets.
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Sentence-level (6 features). Most of the Turk-
ers performing our task were native Urdu speakers
whose second language was English, and they do not
always produce natural-sounding English sentences.
Therefore, the first set of features attempt to discrim-
inate good English sentences from bad ones.

• Language model features: each sentence is
assigned a log probability and per-word per-
plexity score, using a 5-gram language model
trained on the English Gigaword corpus.

• Sentence length features: a good translation
tends to be comparable in length to the source
sentence, whereas an overly short or long trans-
lation is probably bad. We add two features that
are the ratios of the two lengths (one penalizes
short sentences and one penalizes long ones).

• Web n-gram match percentage: we assign a
score to each sentence based on the percentage
of the n-grams (up to length 5) in the transla-
tion that exist in the Google N-Gram Database.

• Web n-gram geometric average: we calculate
the average over the different n-gram match
percentages (similar to the way BLEU is com-
puted). We add three features corresponding to
max n-gram lengths of 3, 4, and 5.

• Edit rate to other translations: a bad translation
is likely not to be very similar to other transla-
tions, since there are many more ways a trans-
lation can be bad than for it to be good. So, we
compute the average edit rate distance from the
other translations (using the TER metric).

Worker-level (12 features). We add worker-level
features that evaluate a translation based on who pro-
vided it.

• Aggregate features: for each sentence-level
feature above, we have a corresponding feature
computed over all of that worker’s translations.

• Language abilities: we ask workers to provide
information about their language abilities. We
have a binary feature indicating whether Urdu
is their native language, and a feature for how
long they have spoken it. We add a pair of
equivalent features for English.

• Worker location: two binary features reflect a
worker’s location, one to indicate if they are lo-

cated in Pakistan, and one to indicate if they are
located in India.

Ranking (3 features). The third set of features is
based on the ranking labels we collected (see 3.3).

• Average rank: the average of the five rank la-
bels provided for this translation.

• Is-Best percentage: how often the translation
was top-ranked among the four translations.

• Is-Better percentage: how often the translation
was judged as the better translation, over all
pairwise comparisons extracted from the ranks.

Other features (not investigated here) could in-
clude source-target information, such as translation
model scores or the number of source words trans-
lated correctly according to a bilingual dictionary.

4.2 Parameter Tuning

Once features are computed for the sentences, we
must set the model’s weight vector ~w. Naturally, the
weights should be chosen so that good translations
get high scores, and bad translations get low scores.
We optimize translation quality against a small sub-
set (10%) of reference (professional) translations.

To tune the weight vector, we use the linear search
method of Och (2003), which is the basis of Min-
imum Error Rate Training (MERT). MERT is an
iterative algorithm used to tune parameters of an
MT system, which operates by iteratively generating
new candidate translations and adjusting the weights
to give good translations a high score, then regener-
ating new candidates based on the updated weights,
etc. In our work, the set of candidate translations is
fixed (the 14 English sentences for each source sen-
tence), and therefore iterating the procedure is not
applicable. We use the Z-MERT software package
(Zaidan, 2009) to perform the search.

4.3 The Worker Calibration Feature

Since we use a small portion of the reference trans-
lations to perform weight tuning, we can also use
that data to compute another worker-specific fea-
ture. Namely, we can evaluate the competency of
each worker by scoring their translations against the
reference translations. We then use that feature for
every translation given by that worker. The intuition
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is that workers known to produce good translations
are likely to continue to produce good translations,
and the opposite is likely true as well.

4.4 Evaluation Strategy

To measure the quality of the translations, we make
use of the existing professional translations. Since
we have four professional translation sets, we can
calculate the BLEU score (Papineni et al., 2002) for
one professional translator P1 using the other three
P2,3,4 as a reference set. We repeat the process four
times, scoring each professional translator against
the others, to calculate the expected range of profes-
sional quality translation. We can see how a trans-
lation set T (chosen by our model) compares to this
range by calculating T ’s BLEU scores against the
same four sets of three reference translations. We
will evaluate different strategies for selecting such
a set T , and see how much each improves on the
BLEU score, compared to randomly picking from
among the Turker translations.

We also evaluate Turker translation quality by us-
ing them as reference sets to score various submis-
sions to the NIST MT evaluation. Specifically, we
measure the correlation (using Pearson’s r) between
BLEU scores of MT systems measured against non-
professional translations, and BLEU scores mea-
sured against professional translations. Since the
main purpose of the NIST dataset was to compare
MT systems against each other, this is a more di-
rect fitness-for-task measure. We chose the middle 6
systems (in terms of performance) submitted to the
NIST evaluation, out of 12, as those systems were
fairly close to each other, with less than 2 BLEU
points separating them.2

5 Experimental Results

We establish the performance of professional trans-
lators, calculate oracle upper bounds on Turker
translation quality, and carry out a set of experiments
that demonstrate the effectiveness of our model and
that determine which features are most helpful.

Each number reported in this section is an average
of four numbers, corresponding to the four possible

2Using all 12 systems artificially inflates correlation, due to
the vast differences between the systems. For instance, the top
system outperforms the bottom system by 15 BLEU points!

ways of choosing 3 of the 4 reference sets. Further-
more, each of those 4 numbers is itself based on a
five-fold cross validation, where 80% of the data is
used to compute feature values, and 20% used for
evaluation. The 80% portion is used to compute the
aggregate worker-level features. For the worker cal-
ibration feature, we utilize the references for 10% of
the data (which is within the 80% portion).

5.1 Translation Quality: BLEU Scores
Compared to Professionals

We first evaluated the reference sets against each
other, in order to quantify the concept of “profes-
sional quality”. On average, evaluating one refer-
ence set against the other three gives a BLEU score
of 42.38 (Figure 3). A Turker set of translations
scores 28.13 on average, which highlights the loss in
quality when collecting translations from amateurs.
To make the gap clearer, the output of a state-of-
the-art machine translation system (the syntax-based
variant of Joshua; Li et al. (2010)) achieves a score
of 26.91, a mere 1.22 worse than the Turkers.

We perform two oracle experiments to determine
if there exist high-quality Turker translations in the
first place. The first oracle operates on the segment
level: for each source segment, choose from the four
translations the one that scores highest against the
reference sentence. The second oracle operates on
the worker level: for each source segment, choose
from the four translations the one provided by the
worker whose translations (over all sentences) score
the highest. The two oracles achieve BLEU scores
of 43.75 and 40.64, respectively – well within the
range of professional translators.

We examined two voting-inspired methods, since
taking a majority vote usually works well when deal-
ing with MTurk data. The first selects the translation
with the minimum average TER (Snover et al., 2006)
against the other three translations, since that would
be a ‘consensus’ translation. The second method se-
lects the translation that received the best average
rank, using the rank labels assigned by other Turkers
(see 3.3). These approaches achieve BLEU scores of
34.41 and 36.64, respectively.

The main set of experiments evaluated the fea-
tures from 4.1 and 4.3. We applied our approach
using each of the four feature types: sentence fea-
tures, Turker features, rank features, and the cali-
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Figure 3: BLEU scores for different selection methods, measured against the reference sets. Each score is an average
of four BLEU scores, each calculated against three LDC reference translations. The five right-most bars are colored
in orange to indicate selection over a set that includes both original translations as well as edited versions of them.

bration feature. That yielded BLEU scores ranging
from 34.95 to 37.82. With all features combined, we
achieve a higher score of 39.06, which is within the
range of scores for the professional translators.

5.2 Fitness for a Task: Correlation With
Professionals When Ranking MT Systems

We evaluated the selection methods by measuring
correlation with the references, in terms of BLEU
scores assigned to outputs of MT systems. The re-
sults, in Table 1, tell a fairly similar story as eval-
uating with BLEU: references and oracles naturally
perform very well, and the loss in quality when se-
lecting arbitrary Turker translations is largely elimi-
nated using our selection strategy.

Interestingly, when using the Joshua output as
a reference set, the performance is quite abysmal.
Even though its BLEU score is comparable to the
Turker translations, it cannot be used to distinguish
closely matched MT systems from each other.3

6 Analysis

The oracles indicate that there is usually an accept-
able translation from the Turkers for any given sen-
tence. Since the oracles select from a small group of
only 4 translations per source segment, they are not
overly optimistic, and rather reflect the true potential
of the collected translations.

The results indicate that, although some features
are more useful than others, much of the benefit
from combining all the features can be obtained
from any one set of features, with the benefit of

3It should be noted that the Joshua system was not one of
the six MT systems we scored in the correlation experiments.
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Figure 4: BLEU scores for the five right-most setups from
Figure 3, constrained over the original translations.

adding more features being somewhat orthogonal.
Finally, we performed a series of experiments ex-

ploring the calibration feature, varying the amount
of gold-standard references from 10% all the way up
to 80%. As expected, the performance improved as
more references were used to calibrate the transla-
tors (Figure 5). What’s particularly important about
this experiment is that it shows the added benefit
of the other features: We would have to use 30%–
40% of the references to get the same benefit ob-
tained from combining the non-calibration features
and only 10% for the calibration feature (dashed line
in the Figure; BLEU = 39.06).

6.1 Cost Reduction
While the combined cost of our data collection ef-
fort ($2,500; see 3.4) is quite low considering the
amount of collected data, it would be more attractive
if the cost could be reduced further without losing
much in translation quality. To that end, we inves-
tigated lowering cost along two dimensions: elimi-
nating the need for professional translations, and de-
creasing the amount of edited translations.
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Selection Method Pearson’s r2

Reference (ave.) 0.81 ± 0.07
Joshua (syntax) 0.08 ± 0.09

Turker (ave.) 0.60 ± 0.17
Oracle (segment) 0.81 ± 0.09
Oracle (Turker) 0.79 ± 0.10

Lowest TER 0.50 ± 0.26
Best rank 0.74 ± 0.17

Sentence features 0.56 ± 0.21
Turker features 0.59 ± 0.19
Rank features 0.75 ± 0.14

Calibration feature 0.76 ± 0.13
All features 0.77 ± 0.11

Table 1: Correlation (± std. dev.) for different selection
methods, compared against the reference sets.

The professional translations are used in our ap-
proach for computing the worker calibration feature
(subsection 4.3) and for tuning the weights of the
other features. We use a relatively small amount
for this purpose, but we investigate a different setup
whereby no professional translations are used at all.
This eliminates the worker calibration feature, but,
perhaps more critically, the feature weights must be
set in a different fashion, since we cannot optimize
BLEU on reference data anymore. Instead, we use
the rank labels (from 3.3) as a proxy for BLEU, and
set the weights so that better ranked translations re-
ceive higher scores.

Note that the rank features will also be excluded
in this setup, since they are perfect predictors of rank
labels. On the one hand, this means no rank labels
need to be collected, other than for a small set used
for weight tuning, further reducing the cost of data
collection. However, this leads to a significant drop
in performance, yielding a BLEU score of 34.86.

Another alternative for cost reduction would be to
reduce the number of collected edited translations.
To that end, we first investigate completely eliminat-
ing the editing phase, and considering only unedited
translations. In other words, the selection will be
over a group of four English sentences rather than
14 sentences. Completely eliminating the edited
translations has an adverse effect, as expected (Fig-
ure 4). Another option, rather than eliminating the
editing phase altogether, would be to consider the
edited translations of only the translation receiving

37.0

37.5

38.0

38.5

39.0

39.5

40.0

40.5

0 20 40 60 80 100

% References Used for Calibration
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 10%+other features

(i.e. "All features"

from Figure 3)

Figure 5: The effect of varying the amount of calibra-
tion data (and using only the calibration feature). The
10% point (BLEU = 37.82) and the dashed line (BLEU =
39.06) correspond to the two right-most bars of Figure 3.

the best rank labels. This would reflect a data col-
lection process whereby the editing task is delayed
until after the rank labels are collected, with the rank
labels used to determine which translations are most
promising to post-edit (in addition to using the rank
labels for the ranking features). Using this approach
enables us to greatly reduce the number of edited
translations collected, while maintaining good per-
formance, obtaining a BLEU score of 38.67.

It is therefore our recommendation that crowd-
sourced translation efforts adhere to the follow-
ing pipeline: collect multiple translations for each
source sentence, collect rank labels for the transla-
tions, and finally collect edited versions of the top
ranked translations.

7 Related Work

Dawid and Skene (1979) investigated filtering
annotations using the EM algorithm, estimating
annotator-specific error rates in the context of patient
medical records. Snow et al. (2008) were among the
first to use MTurk to obtain data for several NLP
tasks, such as textual entailment and word sense dis-
ambiguation. Their approach, based on majority
voting, had a component for annotator bias correc-
tion. They showed that for such tasks, a few non-
expert labels usually suffice.

Whitehill et al. (2009) proposed a probabilistic
model to filter labels from non-experts, in the con-
text of an image labeling task. Their system genera-
tively models image difficulty, as well as noisy, even
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adversarial, annotators. They apply their method to
simulated labels rather than real-life labels.

Callison-Burch (2009) proposed several ways to
evaluate MT output on MTurk. One such method
was to collect reference translations to score MT
output. It was only a pilot study (50 sentences in
each of several languages), but it showed the pos-
sibility of obtaining high-quality translations from
non-professionals. As a followup, Bloodgood and
Callison-Burch (2010) solicited a single translation
of the NIST Urdu-to-English dataset we used. Their
evaluation was similar to our correlation experi-
ments, examining how well the collected transla-
tions agreed with the professional translations when
evaluating three MT systems.

That paper appeared in a NAACL 2010 workshop
organized by Callison-Burch and Dredze (2010), fo-
cusing on MTurk as a source of data for speech and
language tasks. Two relevant papers from that work-
shop were by Ambati and Vogel (2010), focusing on
the design of the translation HIT, and by Irvine and
Klementiev (2010), who created translation lexicons
between English and 42 rare languages.

Resnik et al. (2010) explore a very interesting
way of creating translations on MTurk, relying only
on monolingual speakers. Speakers of the target
language iteratively identified problems in machine
translation output, and speakers of the source lan-
guage paraphrased the corresponding source por-
tion. The paraphrased source would then be re-
translated to produce a different translation, hope-
fully more coherent than the original.

8 Conclusion and Future Work

We have demonstrated that it is possible to ob-
tain high-quality translations from non-professional
translators, and that the cost is an order of magni-
tude cheaper than professional translation. We be-
lieve that crowdsourcing can play a pivotal role in
future efforts to create parallel translation datasets.
Beyond the cost and scalability, crowdsourcing pro-
vides access to languages that currently fall outside
the scope of statistical machine translation research.
We have begun an ongoing effort to collect transla-
tions for several low resource languages, including
Tamil, Yoruba, and dialectal Arabic. We plan to:

• Investigate improvements from system combi-

nation techniques to the redundant translations.

• Modify our editing step to collect an annotated
corpus of English as a second language errors.

• Calibrate against good Turkers, instead of pro-
fessionals, once they have been identified.

• Predict whether it is necessary to solicit another
translation instead of collecting a fixed number.

• Analyze how much quality matters if our goal
is to train a statistical translation system.
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Abstract

In many natural language applications, there
is a need to enrich syntactical parse trees. We
present a statistical tree annotator augmenting
nodes with additional information. The anno-
tator is generic and can be applied to a va-
riety of applications. We report 3 such ap-
plications in this paper: predicting function
tags; predicting null elements; and predicting
whether a tree constituent is projectable in ma-
chine translation. Our function tag prediction
system outperforms significantly published re-
sults.

1 Introduction

Syntactic parsing has made tremendous progress in
the past 2 decades (Magerman, 1994; Ratnaparkhi,
1997; Collins, 1997; Charniak, 2000; Klein and
Manning, 2003; Carreras et al., 2008), and accu-
rate syntactic parsing is often assumed when devel-
oping other natural language applications. On the
other hand, there are plenty of language applications
where basic syntactic information is insufficient. For
instance, in question answering, it is highly desir-
able to have the semantic information of a syntactic
constituent, e.g., a noun-phrase (NP) is a person or
an organization; an adverbial phrase is locative or
temporal. As syntactic information has been widely
used in machine translation systems (Yamada and
Knight, 2001; Xiong et al., 2010; Shen et al., 2008;
Chiang, 2010; Shen et al., 2010), an interesting
question is to predict whether or not a syntactic con-
stituent isprojectable1 across a language pair.

1A constituent in the source language is projectable if it can
be aligned to a contiguous span in the target language.

Such problems can be abstracted as adding addi-
tional annotations to an existing tree structure. For
example, the English Penn treebank (Marcus et al.,
1993) contains function tags and many carry seman-
tic information. To add semantic information to the
basic syntactic trees, a logical step is to predict these
function tags after syntactic parsing. For the prob-
lem of predicting projectable syntactic constituent,
one can use a sentence alignment tool and syntac-
tic trees on source sentences to create training data
by annotating a tree node as projectable or not. A
generic tree annotator can also open the door of solv-
ing other natural language problems so long as the
problem can be cast as annotating tree nodes. As
one such example, we will present how to predict
empty elements for the Chinese language.

Some of the above-mentioned problems have
been studied before: predicting function tags were
studied in (Blaheta and Charniak, 2000; Blaheta,
2003; Lintean and Rus, 2007a), and results of pre-
dicting and recovering empty elements can be found
in (Dienes et al., 2003; Schmid, 2006; Campbell,
2004). In this work, we will show that these seem-
ingly unrelated problems can be treated uniformly
as adding annotations to an existing tree structure,
which is the first goal of this work. Second, the
proposed generic tree annotator can also be used
to solve new problems: we will show how it can
be used to predict projectable syntactic constituents.
Third, the uniform treatment not only simplifies the
model building process, but also affords us to con-
centrate on discovering most useful features for a
particular application which often leads to improved
performances, e.g, we find some features are very
effective in predicting function tags and our system
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has significant lower error rate than (Blaheta and
Charniak, 2000; Lintean and Rus, 2007a).

The rest of the paper is organized as follows. Sec-
tion 2 describes our tree annotator, which is a con-
ditional log-linear model. Section 3 describes the
features used in our system. Next, three applications
of the proposed tree annotator are presented in Sec-
tion 4: predicting English function tags, predicting
Chinese empty elements and predicting Arabic pro-
jectable constituents. Section 5 compares our work
with some related prior arts.

2 A MaxEnt Tree Annotator Model

The input to the tree annotator is a treeT . While
T can be of any type, we concentrate on the syntac-
tic parse tree in this paper. The non-terminal nodes,
N = {n : n ∈ T} of T are associated with an
order by which they are visited so that they can be
indexed asn1, n2, · · · , n|T |, where|T | is the num-
ber of non-terminal nodes inT . As an example,
Figure 1 shows a syntactic parse tree with the pre-
fix order (i.e., the number at the up-right corner of
each non-terminal node), where child nodes are vis-
ited recursively from left to right before the parent
node is visited. Thus, theNP-SBJ node is visited
first, followed by theNP spanningduo action,
followed by thePP-CLR node etc.

With a prescribed tree visit order, our tree annota-
tor model predicts a symbolli, whereli takes value
from a predefined finite setL, for each non-terminal
nodeni in a sequential fashion:

P (l1, · · · , l|T ||T )

=

|T |
∏

i=1

P (li|l1, · · · , li−1, T ) (1)

The visit order is important since it determines what
are in the conditioning of Eq. (1).

P (li|l1, · · · , li−1, T ) in this work is a conditional
log linear (or MaxEnt) model (Berger et al., 1996):

P (li|l1, · · · , li−1, T )
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Figure 1: A sample tree: the number on the upright corner
of each non-terminal node is the visit order.

is the normalizing factor to ensure that
P (li|l1, · · · , li−1, T ) in Equation (2) is a prob-
ability and{gk(li−1

1
, T, li)} are feature functions.

There are efficient training algorithms to find op-
timal weights relative to a labeled training data set
once the feature functions{gk(l

i−1

1
, T, li)} are se-

lected (Berger et al., 1996; Goodman, 2002; Malouf,
2002). In our work, we use the SCGIS training al-
gorithm (Goodman, 2002), and the features used in
our systems are detailed in the next section.

Once a model is trained, at testing time it is ap-
plied to input tree nodes by the same order. Figure 1
highlights the prediction of the function tag for node
3(i.e., PP-CLR-node in the thickened box) after 2
shaded nodes (NP-SBJ node andNP node) are pre-
dicted. Note that by this time the predicted values
are available to the system, while unvisited nodes
(nodes in dashed boxes in Figure 1) can not provide
such information.

3 Features

The features used in our systems are tabulated in Ta-
ble 1. Numbers in the first column are the feature in-
dices. The second column contains a brief descrip-
tion of each feature, and the third column contains
the feature value when the feature at the same row
is applied to thePP-node of Figure 1 for the task of
predicting function tags.

Feature 1 through 8 are non-lexical features in that
all of them are computed based on the labels or POS
tags of neighboring nodes (e.g., Feature 4 computes
the label or POS tag of the right most child), or the
structure information (e.g., Feature 5 computes the
number of child nodes).
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Feature 9 and 10 are computed from past pre-
dicted values. When predicting the function tag for
thePP-node in Figure 1, there is no predicted value
for its left-sibling and any of its child node. That’s
why both feature values areNONE, a special sym-
bol signifying that a node does not carry any func-
tion tag. If we were to predict the function tag for
theVP-node, the value of Feature 9 would beSBJ,
while Feature 10 will be instantiated twice with one
value beingCLR, another beingTMP.

No. Description Value
1 current node label PP
2 parent node label VP
3 left-most child label/tag TO
4 right-most child label/tag NP
5 number of child nodes 2
6 CFG rule PP->TO NP
7 label/tag of left sibling VBZ
8 label/tag of right sibling NP
9 predicted value of left-sibling NONE
10 predicted value of child nodes NONE
11 left-most internal word to
12 right-most internal word action
13 left neighboring external word returns
14 right neighboring external word tonight
15 head word of current node to
16 head word of parent node returns
17 is current node the head child false
18 label/tag of head child TO
19 predicted value of the head childNONE

Table 1: Feature functions: the 2nd column contains the
descriptions of each feature, and the 3rd column the fea-
ture value when it is applied to thePP-node in Figure 1.

Feature 11 to 19 are lexical features or computed
from head nodes. Feature 11 and 12 compute the
node-internal boundary words, while Feature 13 and
14 compute the immediate node-external boundary
words. Feature 15 to 19 rely on the head informa-
tion. For instance, Feature 15 computes the head
word of the current node, which isto for the PP-
node in Figure 1. Feature 16 computes the same for
the parent node. Feature 17 tests if the current node
is the head of its parent. Feature 18 and 19 compute
the label or POS tag and the predicted value of the
head child, respectively.

Besides the basic feature presented in Table 1, we
also use conjunction features. For instance, applying
the conjunction of Feature 1 and 18 to thePP-node

in Figure 1 would yield a feature instance that cap-
tures the fact that the current node is aPP node and
its head child’s POS tag isTO.

4 Applications and Results

A wide variety of language problems can be treated
as or cast into a tree annotating problem. In this
section, we present three applications of the statisti-
cal tree annotator. The first application is to predict
function tags of an input syntactic parse tree; the sec-
ond one is to predict Chinese empty elements; and
the third one is to predict whether a syntactic con-
stituent of a source sentence isprojectable, meaning
if the constituent will have a contiguous translation
on the target language.

4.1 Predicting Function Tags

In the English Penn Treebank (Marcus et al., 1993)
and more recent OntoNotes data (Hovy et al.,
2006), some tree nodes are assigned a function tag,
which is of one of the four types: grammatical,
form/function, topicalization and miscellaneous. Ta-
ble 2 contains a list of function tags used in the
English Penn Treebank (Bies et al., 1995). The
“Grammatical” row contains function tags marking
the grammatical role of a constituent, e.g.,DTV for
dative objects,LGS for logical subjects etc. Many
tags in the “Form/function” row carry semantic in-
formation, e.g.,LOC is for locative expressions, and
TMP for temporal expressions.

Type Function Tags
Grammatical (52.2%) DTV LGS PRD

PUT SBJ VOC
Form/function (36.2%) ADV BNF DIR

EXT LOC MNR
NOM PRP TMP

Topicalization (2.2%) TPC
Miscellaneous (9.4%) CLF CLR HLN TTL

Table 2: Four types of function tags and their relative
frequency

4.1.1 Comparison with Prior Arts

In order to have a direct comparison with (Blaheta
and Charniak, 2000; Lintean and Rus, 2007a), we
use the same English Penn Treebank (Marcus et al.,
1993) and partition the data set identically: Section
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2-21 of Wall Street Journal (WSJ) data for training
and Section 23 as the test set. We use all features in
Table 1 and build four models, each of which pre-
dicting one type of function tags. The results are
tabulated in Table 3.

As can be seen, our system performs much better
than both (Blaheta and Charniak, 2000) and (Lin-
tean and Rus, 2007a). For two major categories,
namely grammatical and form/function which ac-
count for96.84% non-null function tags in the test
set, our system achieves a relative error reduction of
77.1% (from (Blaheta and Charniak, 2000)’s1.09%
to 0.25%) and46.9%(from (Blaheta and Charniak,
2000)’s 2.90% to 1.54%) , respectively. The per-
formance improvements result from a clean learn-
ing framework and some new features we intro-
duced: e.g., the node-external features, i.e., Feature
13 and 14 in Table 1, can capture long-range statis-
tical dependencies in the conditional model (2) and
are proved very useful (cf. Section 4.1.2). As far as
we can tell, they are not used in previous work.

Type Blaheta00 Lintean07 Ours
Grammar 98.91% 98.45% 99.75%
Form/Func 97.10% 95.15% 98.46%
topic 99.92% 99.87% 99.98%
Misc 98.65% 98.54% 99.41%

Table 3: Function tag prediction accuracies on gold parse
trees: breakdown by types of function tags. The 2nd col-
umn is due to (Blaheta and Charniak, 2000) and 3rd col-
umn due to (Lintean and Rus, 2007a). Our results on the
4th column compare favorably with theirs.

4.1.2 Relative Contributions of Features

Since the English WSJ data set contains newswire
text, the most recent OntoNotes (Hovy et al., 2006)
contains text from a more diversified genres such
as broadcast news and broadcast conversation, we
decide to test our system on this data set as well.
WSJ Section 24 is used for development and Sec-
tion 23 for test, and the rest is used as the training
data. Note that some WSJ files were not included in
the OntoNotes release and Section 23 in OntoNotes
contains only 1640 sentences. The OntoNotes data
statistics is tabulated in Table 4. Less than 2% of
nodes with non-empty function tags were assigned
multiple function tags. To simplify the system build-
ing, we take the first tag in training and testing and

report the aggregated accuracy only in this section.

#-sents #-nodes #-funcNodes
training 71,186 1,242,747 280,755

test 1,640 31,117 6,778

Table 4: Statistics of OntoNotes: #-sents – number
of sentences; #-nodes – number of non-terminal nodes;
#-funcNodes – number of nodes containing non-empty
function tags.

We use this data set to test relative contributions
of different feature groups by incrementally adding
features into the system, and the results are reported
in Table 5. The dummy baseline is predicting the
most likely prior – the empty function tag, which
indicates that there are 78.21% of nodes without a
function tag. The next line reflects the performance
of a system with non-lexical features only (Feature
1 to 8 in Table 1), and the result is fairly poor with
an accuracy 91.51%. The past predictions (Feature
8 and 9) helps a bit by improving the accuracy to
92.04%. Node internal lexical features (Feature 11
and 12) are extremely useful: it added more than 3
points to the accuracy. So does the node external lex-
ical features (Feature 13 and 14) which added an ad-
ditional 1.52 points. Features computed from head
words (Feature 15 to 19) carry information comple-
mentary to the lexical features and it helps quite a
bit by improving the accuracy by 0.64%. When all
features are used, the system reached an accuracy of
97.34%.

From these results, we can conclude that, unlike
syntactic parsing (Bikel, 2004), lexical information
is extremely important for predicting and recover-
ing function tags. This is not surprising since many
function tags carry semantic information, and more
often than not, the ambiguity can only be resolved
by lexical information. E.g., whether aPP is locative
or temporalPP is heavily influenced by the lexical
choice of theNP argument.

4.2 Predicting Chinese Empty Elements

As is well known, Chinese is a pro-drop language.
This and its lack of subordinate conjunction com-
plementizers lead to the ubiquitous use of empty el-
ements in the Chinese treebank (Xue et al., 2005).
Predicting or recovering these empty elements is
therefore important for the Chinese language pro-
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Feature Set Accuracy
prior (guess NONE) 78.21%
Non-lexical labels only 91.52%
+past prediction 92.04%
+node-internal lexical 95.17%
+node-external lexical 96.70%
+head word 97.34%

Table 5: Effects of feature sets: the second row contains
the baseline result when always predictingNONE; Row 3
through 8 contain results by incrementally adding feature
sets.

cessing. Recently, Chung and Gildea (2010) has
found it useful to recover empty elements in ma-
chine translation.

Since empty elements do not have any surface
string representation, we tackle the problem by at-
taching a pseudo function tag to an empty element’s
lowest non-empty parent and then removing the sub-
tree spanning it. Figure 2 contains an example
tree before and after removing the empty element

*pro* and annotating the non-empty parent with
a pseudo function tagNoneL. The transformation
procedure is summarized in Algorithm 1.

In particular, line 2 of Algorithm 1 find the lowest
parent of an empty element that spans at least one
non-trace word. In the example in Figure 2, it would
find the topIP-node. Since*pro* is the left-most
child, line 4 of Algorithm 1 adds the pseudo function
tagNoneL to the topIP-node. Line 9 then removes
its NP child node and all lower children (i.e., shaded
subtree in Figure 2(1)), resulting in the tree in Fig-
ure 2(2).

Line 4 to 8 of Algorithm 1 indicate that there are
3 types of pseudo function tags:NoneL, NoneM,
andNoneR, encoding a trace found in the left, mid-
dle or right position of its lowest non-empty parent.
It’s trivial to recover a trace’s position in a sentence
from NoneL, andNoneR, but it may be ambiguous
for NoneM. The problem could be solved either us-
ing heuristics to determine the position of a middle
empty element, or encoding the positional informa-
tion in the pseudo function tag. Since here we just
want to show that predicting empty elements can be
cast as a tree annotation problem, we leave this op-
tion to future research.

With this transform, the problem of predicting
a trace is cast into predicting the corresponding

JJ

NN NNNN

NP
NP

VP

VP

(1) Original tree with a trace (the left−most child of the top IP−node)

NP
NP

VP

VP

NN NN NN

AD VE JJ VV

IP

IP−NoneL

         ran2hou4  you3  zhuan3men2  dui4wu3  jin4xing2  jian1du1  jian3cha2

(2) After removing trace and its parent node (shaded subtree in (1))

NP

NONE AD

IP

IP

VVVE

*pro*    ran2hou4  you3  zhuan3men2  dui4wu3  jin4xing2  jian1du1  jian3cha2

Figure 2: Transform of traces in a Chinese parse tree by
adding pseudo function tags.

Algorithm 1 Procedure to remove empty elements
and add pseudo function tags.
Input : An input tree
Output : a tree after removing traces (and their
empty parents) and adding pseudo function tags to
its lowest non-empty parent node
1:Foreach tracet
2: Find its lowest ancestor nodep spanning at least
one non-trace word
3: if t is p’s left-most child
4: add pseudo tagNoneL to p

5: else ift is p’s right-most child
6: add pseudo tagNoneR to p

7: else
8: add pseudo tagNoneM to p

9: Removep’s child spanning the tracet and all its
children
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pseudo function tag and the statistical tree annota-
tor can thus be used to solve this problem.

4.2.1 Results

We use Chinese Treebank v6.0 (Xue et al., 2005)
and the broadcast conversation data from CTB
v7.0 2. The data set is partitioned into training, de-
velopment and blind test as shown in Table 6. The
partition is created so that different genres are well
represented in different subsets. The training, de-
velopment and test set have 32925, 3297 and 3033
sentences, respectively.

Subset File IDs

Training
0001-0325, 0400-0454, 0600-0840
0500-0542, 2000-3000, 0590-0596
1001-1120, cctv,cnn,msnbc, phoenix 00-06

Dev
0841-0885, 0543-0548, 3001-3075
1121-1135, phoenix 07-09

Test
0900-0931,0549-0554, 3076-3145
1136-1151, phoenix 10-11

Table 6: Data partition for CTB6 and CTB 7’s broadcast
conversation portion

We then apply Algorithm 1 to transform trees and
predict pseudo function tags. Out of 1,100,506 non-
terminal nodes in the training data, 80,212 of them
contain pseudo function tags. There are 94 nodes
containing 2 pseudo function tags. The vast major-
ity of pseudo tags – more then 99.7% – are attached
to eitherIP,CP, orVP: 50971, 20113, 8900, respec-
tively.

We used all features in Table 1 and achieved an
accuracy of99.70% on the development data, and
99.71% on the test data on gold trees.

To understand why the accuracies are so high, we
look into the 5 most frequent labels carrying pseudo
tags in the development set, and tabulate their per-
formance in Table 7. The 2nd column contains the
number of nodes in the reference; the 3rd column the
number of nodes of system output; the 4th column
the number of nodes with correct prediction; and the
5th column F-measure for each label.

From Table 7, it is clear thatCP-NoneL and
IP-NoneL are easy to predict. This is not sur-
prising, given that the Chinese language lacks of

2Many files are missing in LDC’s early 2010 release of CTB
7.0, but broadcast conversation portion is new and is used inour
system.

Label numRef numSys numCorr F1
CP-NoneL 1723 1724 1715 0.995
IP-NoneL 3874 3875 3844 0.992
VP-NoneR 660 633 597 0.923
IP-NoneM 440 432 408 0.936
VP-NoneL 135 107 105 0.868

Table 7: 5 most frequent labels carrying pseudo tags and
their performances

complementizers for subordinate clauses. In other
words, left-most empty elements underCP are al-
most unambiguous: if aCP node has an immediate
IP child, it almost always has a left-most empty el-
ement; similarly, if anIP node has aVP node as
the left-most child (i.e., without a subject), it almost
always should have a left empty element (e.g., mark-
ing the dropped pro). Another way to interpret these
results is as follows: when developing the Chinese
treebank, there is really no point to annotate left-
most traces forCP andIP when tree structures are
available.

On the other hand, predicting the left-most empty
elements forVP is a lot harder: the F-measure is
only 86.8% forVP-NoneL. Predicting the right-
most empty elements underVP and middle empty
elements underIP is somewhat easier:VP-NoneR
andIP-NoneM’s F-measures are 92.3% and 93.6%,
respectively.

4.3 Predicting Projectable Constituents

The third application is predicting projectable con-
stituents for machine translation. State-of-the-art
machine translation systems (Yamada and Knight,
2001; Xiong et al., 2010; Shen et al., 2008; Chi-
ang, 2010; Shen et al., 2010) rely heavily on syn-
tactic analysis. Projectable structures are impor-
tant in that it is assumed in CFG-style translation
rules that a source span can be translated contigu-
ously. Clearly, not all source constituents can be
translated this way, but if we can predict whether
a non-terminal source node is projectable, we can
avoid translation errors by bypassing or discourag-
ing the derivation paths relying on non-projectable
constituents, or using phrase-based approaches for
non-projectable constituents.

We start from LDC’s bilingual Arabic-English
treebank with source human parse trees and align-
ments, and mark source constituents as either pro-
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Figure 3: An example to show how a source tree is annotated with its alignment with the target sentence.

jectable or non-projectable. The binary annotations
can again be treated as pseudo function tags and the
proposed tree annotator can be readily applied to this
problem.

As an example, the top half of Figure 3 con-
tains an Arabic sentence with its parse tree; the bot-
tom is its English translation with the human word-
alignment. There are three non-projectable con-
stituents marked with “#”: the topPP# spanning
the whole sentence except the final stop, andNP#1
and NP#2. The PP# node is not projectable due
to an inserted stop from outside;NP#1 is not pro-
jectable because it is involved in a 2-to-2 alignment
with the tokenb# outsideNP#1; NP#2 is aligned
to a spanthe Iraqi official ’s sudden
obligations ., in which Iraqi official
breaks the contiguity of the translation. It is clear
that a CFG-like grammar will not be able to gener-
ate the translation forNP#2.

The LDC’s Arabic-English bilingual treebank
does not mark if a source node is projectable or
not, but the information can be computed from word
alignment. In our experiments, we processed 16,125
sentence pairs with human source trees for training,
and 1,151 sentence pairs for testing. The statistics
of the training and test data can be found in Table 8,
where the number of sentences, the number of non-
terminal nodes and the number of non-projectable

nodes are listed in Column 2 through 4, respectively.

Data Set #Sents #nodes #NonProj
Training 16,125 558,365 121,201

Test 1,151 40,674 8,671

Table 8: Statistics of the data for predicting projectable
constituents

We get a 94.6% accuracy for predicting pro-
jectable constituents on the gold trees, and an 84.7%
F-measure on the machine-generated parse trees.
This component has been integrated into our ma-
chine translation system (Zhao et al., 2011).

5 Related Work

Blaheta and Charniak (2000) used a feature tree
model to predict function tags. The work was
later extended to use the voted perceptron (Blaheta,
2003). There are considerable overlap in terms of
features used in (Blaheta and Charniak, 2000; Bla-
heta, 2003) and our system: for example, the label of
current node, parent node and sibling nodes. How-
ever, there are some features that are unique in our
work, e.g., lexical features at a constituent bound-
aries (node-internal and node-external words). Table
2 of (Blaheta and Charniak, 2000) contains the ac-
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curacies for 4 types of function tags, and our results
in Table 3 compare favorably with those in (Blaheta
and Charniak, 2000). Lintean and Rus (2007a; Lin-
tean and Rus (2007b) also studied the function tag-
ging problem and applied naive Bayes and decision
tree to it. Their accuracy results are worse than
(Blaheta and Charniak, 2000). Neither (Blaheta and
Charniak, 2000) nor (Lintean and Rus, 2007a; Lin-
tean and Rus, 2007b) reported the relative usefulness
of different features, while we found that the lexical
features are extremely useful.

Campbell (2004) and Schmid (2006) studied the
problem of predicting and recovering empty cate-
gories, but they used very different approaches: in
(Campbell, 2004), a rule-based approach is used
while (Schmid, 2006) used a non-lexical PCFG sim-
ilar to (Klein and Manning, 2003). Chung and
Gildea (2010) studied the effects of empty cate-
gories on machine translation and they found that
even with noisy machine predictions, empty cate-
gories still helped machine translation. In this paper,
we showed that empty categories can be encoded as
pseudo function tags and thus predicting and recov-
ering empty categories can be cast as a tree anno-
tating problem. Our results also shed light on some
empty categories can almost be determined unam-
biguously, given a gold tree structure, which sug-
gests that these empty elements do not need to be
annotated.

Gabbard et al. (2006) modified Collins’ parser to
output function tags. Since their results for predict-
ing function tags are on system parses, they are not
comparable with ours. (Gabbard et al., 2006) also
contains a second stage employing multiple clas-
sifiers to recover empty categories and resolve co-
indexations between an empty element and its an-
tecedent.

As for predicting projectable constituent, it is re-
lated to the work described in (Xiong et al., 2010),
where they were predicting translation boundaries.
A major difference is that (Xiong et al., 2010) de-
fines projectable spans on a left-branching deriva-
tion tree solely for their phrase decoder and models,
while translation boundaries in our work are defined
from source parse trees. Our work uses more re-
sources, but the prediction accuracy is higher (mod-
ulated on a different test data): we get a F-measure
84.7%, in contrast with (Xiong et al., 2010)’s 71%.

6 Conclusions and Future Work

We proposed a generic statistical tree annotator in
the paper. We have shown that a variety of natural
language problems can be tackled with the proposed
tree annotator, from predicting function tags, pre-
dicting empty categories, to predicting projectable
syntactic constituents for machine translation. Our
results of predicting function tags compare favor-
ably with published results on the same data set, pos-
sibly due to new features employed in the system.
We showed that empty categories can be represented
as pseudo function tags, and thus predicting empty
categories can be solved with the proposed tree an-
notator. The same technique can be used to predict
projectable syntactic constituents for machine trans-
lation.

There are several directions to expand the work
described in this paper. First, the results for predict-
ing function tags and Chinese empty elements were
obtained on human-annotated trees and it would be
interesting to do it on parse trees generated by sys-
tem. Second, predicting projectable constituents is
for improving machine translation and we are inte-
grating the component into a syntax-based machine
translation system.
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Abstract

We present a discriminative learning method
to improve the consistency of translations in
phrase-based Statistical Machine Translation
(SMT) systems. Our method is inspired by
Translation Memory (TM) systems which are
widely used by human translators in industrial
settings. We constrain the translation of an in-
put sentence using the most similar ‘transla-
tion example’ retrieved from the TM. Differ-
ently from previous research which used sim-
ple fuzzy match thresholds, these constraints
are imposed using discriminative learning to
optimise the translation performance. We ob-
serve that using this method can benefit the
SMT system by not only producing consis-
tent translations, but also improved translation
outputs. We report a 0.9 point improvement
in terms of BLEU score on English–Chinese
technical documents.

1 Introduction

Translation consistency is an important factor
for large-scale translation, especially for domain-
specific translations in an industrial environment.
For example, in the translation of technical docu-
ments, lexical as well as structural consistency is es-
sential to produce a fluent target-language sentence.
Moreover, even in the case of translation errors, con-
sistency in the errors (e.g. repetitive error patterns)
are easier to diagnose and subsequently correct by
translators.

∗This work was done while the first author was in the Cen-
tre for Next Generation Localisation at Dublin City University.

In phrase-based SMT, translation models and lan-
guage models are automatically learned and/or gen-
eralised from the training data, and a translation is
produced by maximising a weighted combination of
these models. Given that global contextual informa-
tion is not normally incorporated, and that training
data is usually noisy in nature, there is no guaran-
tee that an SMT system can produce translations in
a consistent manner.

On the other hand, TM systems – widely used by
translators in industrial environments for enterprise
localisation by translators – can shed some light on
mitigating this limitation. TM systems can assist
translators by retrieving and displaying previously
translated similar ‘example’ sentences (displayed as
source-target pairs, widely called ‘fuzzy matches’ in
the localisation industry (Sikes, 2007)). In TM sys-
tems, fuzzy matches are retrieved by calculating the
similarity or the so-called ‘fuzzy match score’ (rang-
ing from 0 to 1 with 0 indicating no matches and 1
indicating a full match) between the input sentence
and sentences in the source side of the translation
memory.

When presented with fuzzy matches, translators
can then avail of useful chunks in previous transla-
tions while composing the translation of a new sen-
tence. Most translators only consider a few sen-
tences that are most similar to the current input sen-
tence; this process can inherently improve the con-
sistency of translation, given that the new transla-
tions produced by translators are likely to be similar
to the target side of the fuzzy match they have con-
sulted.

Previous research as discussed in detail in Sec-
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tion 2 has focused on using fuzzy match score as
a threshold when using the target side of the fuzzy
matches to constrain the translation of the input
sentence. In our approach, we use a more fine-
grained discriminative learning method to determine
whether the target side of the fuzzy matches should
be used as a constraint in translating the input sen-
tence. We demonstrate that our method can consis-
tently improve translation quality.

The rest of the paper is organized as follows:
we begin by briefly introducing related research in
Section 2. We present our discriminative learning
method for consistent translation in Section 3 and
our feature design in Section 4. We report the exper-
imental results in Section 5 and conclude the paper
and point out avenues for future research in Section
6.

2 Related Research

Despite the fact that TM and MT integration has
long existed as a major challenge in the localisation
industry, it has only recently received attention in
main-stream MT research. One can loosely combine
TM and MT at sentence (called segments in TMs)
level by choosing one of them (or both) to recom-
mend to the translators using automatic classifiers
(He et al., 2010), or simply using fuzzy match score
or MT confidence measures (Specia et al., 2009).

One can also tightly integrate TM with MT at the
sub-sentence level. The basic idea is as follows:
given a source sentence to translate, we firstly use
a TM system to retrieve the most similar ‘example’
source sentences together with their translations. If
matched chunks between input sentence and fuzzy
matches can be detected, we can directly re-use the
corresponding parts of the translation in the fuzzy
matches, and use an MT system to translate the re-
maining chunks.

As a matter of fact, implementing this idea is
pretty straightforward: a TM system can easily de-
tect the word alignment between the input sentence
and the source side of the fuzzy match by retracing
the paths used in calculating the fuzzy match score.
To obtain the translation for the matched chunks, we
just require the word alignment between source and
target TM matches, which can be addressed using
state-of-the-art word alignment techniques. More

importantly, albeit not explicitly spelled out in pre-
vious work, this method can potentially increase the
consistency of translation, as the translation of new
input sentences is closely informed and guided (or
constrained) by previously translated sentences.

There are several different ways of using the
translation information derived from fuzzy matches,
with the following two being the most widely
adopted: 1) to add these translations into a phrase
table as in (Biçici and Dymetman, 2008; Simard and
Isabelle, 2009), or 2) to mark up the input sentence
using the relevant chunk translations in the fuzzy
match, and to use an MT system to translate the parts
that are not marked up, as in (Smith and Clark, 2009;
Koehn and Senellart, 2010; Zhechev and van Gen-
abith, 2010). It is worth mentioning that translation
consistency was not explicitly regarded as their pri-
mary motivation in this previous work. Our research
follows the direction of the second strand given that
consistency can no longer be guaranteed by con-
structing another phrase table.

However, to categorically reuse the translations
of matched chunks without any differentiation could
generate inferior translations given the fact that the
context of these matched chunks in the input sen-
tence could be completely different from the source
side of the fuzzy match. To address this problem,
both (Koehn and Senellart, 2010) and (Zhechev and
van Genabith, 2010) used fuzzy match score as a
threshold to determine whether to reuse the transla-
tions of the matched chunks. For example, (Koehn
and Senellart, 2010) showed that reusing these trans-
lations as large rules in a hierarchical system (Chi-
ang, 2005) can be beneficial when the fuzzy match
score is above 70%, while (Zhechev and van Gen-
abith, 2010) reported that it is only beneficial to a
phrase-based system when the fuzzy match score is
above 90%.

Despite being an informative measure, using
fuzzy match score as a threshold has a number of
limitations. Given the fact that fuzzy match score
is normally calculated based on Edit Distance (Lev-
enshtein, 1966), a low score does not necessarily
imply that the fuzzy match is harmful when used
to constrain an input sentence. For example, in
longer sentences where fuzzy match scores tend to
be low, some chunks and the corresponding trans-
lations within the sentences can still be useful. On

1240



the other hand, a high score cannot fully guarantee
the usefulness of a particular translation. We address
this problem using discriminative learning.

3 Constrained Translation with
Discriminative Learning

3.1 Formulation of the Problem

Given a sentencee to translate, we retrieve the most
similar sentencee′ from the translation memory as-
sociated with target translationf ′. The m com-
mon “phrases”̄em

1
betweene ande

′ can be iden-
tified. Given the word alignment information be-
tweene

′ and f
′, one can easily obtain the corre-

sponding translations̄f ′m
1

for each of the phrases in
ē
m

1
. This process can derive a number of “phrase

pairs” < ēm, f̄ ′
m >, which can be used to specify

the translations of the matched phrases in the input
sentence. The remaining words without specified
translations will be translated by an MT system.

For example, given an input sentencee1e2 · · ·
eiei+1 · · · eI , and a phrase pair< ē, f̄ ′ >, ē =
eiei+1, f̄ ′ = f ′

jf
′
j+1

derived from the fuzzy match,
we can mark up the input sentence as:

e1e2 · · · <tm=“f ′
jf

′
j+1

”> eiei+1 < /tm> · · · eI .
Our method to constrain the translations using

TM fuzzy matches is similar to (Koehn and Senel-
lart, 2010), except that the word alignment between
e
′ andf

′ is the intersection of bidirectional GIZA++
(Och and Ney, 2003) posterior alignments. We use
the intersected word alignment to minimise the noise
introduced by word alignment of only one direction
in marking up the input sentence.

3.2 Discriminative Learning

Whether the translation information from the fuzzy
matches should be used or not (i.e. whether the input
sentence should be marked up) is determined using
a discriminative learning procedure. The translation
information refers to the “phrase pairs” derived us-
ing the method described in Section 3.1. We cast
this problem as a binary classification problem.

3.2.1 Support Vector Machines

SVMs (Cortes and Vapnik, 1995) are binary classi-
fiers that classify an input instance based on decision
rules which minimise the regularised error function

in (1):

min
w,b,ξ

1

2
wT w + C

l
∑

i=1

ξi

s. t. yi(wT φ(xi) + b) > 1− ξi

ξi > 0

(1)

where(xi, yi) ∈ Rn × {+1,−1} arel training in-
stances that are mapped by the functionφ to a higher
dimensional space.w is the weight vector,ξ is the
relaxation variable andC > 0 is the penalty param-
eter.

Solving SVMs is viable using a kernel function
K in (1) with K(xi, xj) = Φ(xi)

T Φ(xj). We per-
form our experiments with the Radial Basis Func-
tion (RBF) kernel, as in (2):

K(xi, xj) = exp(−γ||xi − xj ||
2), γ > 0 (2)

When using SVMs with the RBF kernel, we have
two free parameters to tune on: the cost parameter
C in (1) and the radius parameterγ in (2).

In each of our experimental settings, the param-
etersC and γ are optimised by a brute-force grid
search. The classification result of each set of pa-
rameters is evaluated by cross validation on the
training set.

The SVM classifier will thus be able to predict
the usefulness of the TM fuzzy match, and deter-
mine whether the input sentence should be marked
up using relevant phrase pairs derived from the fuzzy
match before sending it to the SMT system for trans-
lation. The classifier uses features such as the fuzzy
match score, the phrase and lexical translation prob-
abilities of these relevant phrase pairs, and addi-
tional syntactic dependency features. Ideally the
classifier will decide to mark up the input sentence
if the translations of the marked phrases are accurate
when taken contextual information into account. As
large-scale manually annotated data is not available
for this task, we use automatic TER scores (Snover
et al., 2006) as the measure for training data annota-
tion.

We label the training examples as in (3):

y =

{

+1 if TER(w. markup) < TER(w/o markup)

−1 if TER(w/o markup) ≥ TER(w. markup)
(3)

Each instance is associated with a set of features
which are discussed in more detail in Section 4.
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3.2.2 Classification Confidence Estimation

We use the techniques proposed by (Platt, 1999) and
improved by (Lin et al., 2007) to convert classifica-
tion margin to posterior probability, so that we can
easily threshold our classifier (cf. Section 5.4.2).

Platt’s method estimates the posterior probability
with a sigmoid function, as in (4):

Pr(y = 1|x) ≈ PA,B(f) ≡
1

1 + exp(Af + B)
(4)

wheref = f(x) is the decision function of the esti-
mated SVM. A and B are parameters that minimise
the cross-entropy error functionF on the training
data, as in (5):

min
z=(A,B)

F (z) = −
l

∑

i=1

(tilog(pi) + (1 − ti)log(1− pi)),

wherepi = PA,B(fi), andti =

{

N++1
N++2 if yi = +1

1
N
−

+2 if yi = −1

(5)
where z = (A,B) is a parameter setting, and

N+ and N− are the numbers of observed positive
and negative examples, respectively, for the labelyi.
These numbers are obtained using an internal cross-
validation on the training set.

4 Feature Set

The features used to train the discriminative classi-
fier, all on the sentence level, are described in the
following sections.

4.1 The TM Feature

The TM feature is the fuzzy match score, which in-
dicates the overall similarity between the input sen-
tence and the source side of the TM output. If the
input sentence is similar to the source side of the
matching segment, it is more likely that the match-
ing segment can be used to mark up the input sen-
tence.

The calculation of the fuzzy match score itself is
one of the core technologies in TM systems, and
varies among different vendors. We compute fuzzy
match cost as the minimum Edit Distance (Leven-
shtein, 1966) between the source and TM entry, nor-
malised by the length of the source as in (6), as
most of the current implementations are based on
edit distance while allowing some additional flexi-
ble matching.

hfm(e) = min
s

EditDistance(e, s)

Len(e)
(6)

wheree is the sentence to translate, ands is the
source side of an entry in the TM. For fuzzy match
scoresF , hfm roughly corresponds to1− F .

4.2 Translation Features

We use four features related to translation probabil-
ities, i.e. the phrase translation and lexical probabil-
ities for the phrase pairs< ēm, f̄ ′

m > derived us-
ing the method in Section 3.1. Specifically, we use
the phrase translation probabilitiesp(f̄ ′

m|ēm) and
p(ēm|f̄ ′

m), as well as the lexical translation prob-
abilities plex(f̄ ′

m|ēm) and plex(ēm|f̄ ′
m) as calcu-

lated in (Koehn et al., 2003). In cases where mul-
tiple phrase pairs are used to mark up one single
input sentencee, we use a unified score for each
of the four features, which is an average over the
corresponding feature in each phrase pair. The intu-
ition behind these features is as follows: phrase pairs
< ēm, f̄ ′

m > derived from the fuzzy match should
also be reliable with respect to statistically produced
models.

We also have a count feature, i.e. the number of
phrases used to mark up the input sentence, and a
binary feature, i.e. whether the phrase table contains
at least one phrase pair< ēm, f̄ ′

m > that is used to
mark up the input sentence.

4.3 Dependency Features

Given the phrase pairs< ēm, f̄ ′
m > derived from

the fuzzy match, and used to translate the corre-
sponding chunks of the input sentence (cf. Sec-
tion 3.1), these translations are more likely to be co-
herent in the context of the particular input sentence
if the matched parts on the input side are syntacti-
cally and semantically related.

For matched phrases̄em between the input sen-
tence and the source side of the fuzzy match, we de-
fine the contextual information of the input side us-
ing dependency relations between wordsem in ēm

and the remaining wordsej in the input sentencee.
We use the Stanford parser to obtain the depen-

dency structure of the input sentence. We add
a pseudo-label SYS PUNCT to punctuation marks,
whose governor and dependent are both the punc-
tuation mark. The dependency features designed to
capture the context of the matched input phrasesēm

are as follows:
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Coverage featuresmeasure the coverage of de-
pendency labels on the input sentence in order to
obtain a bigger picture of the matched parts in the
input. For each dependency labelL, we consider its
head or modifier ascoveredif the corresponding in-
put word em is covered by a matched phraseēm.
Our coverage features are the frequencies of gov-
ernor and dependent coverage calculated separately
for each dependency label.

Position features identify whether the head and
the tail of a sentence are matched, as these are the
cases in which the matched translation is not af-
fected by the preceding words (when it is the head)
or following words (when it is the tail), and is there-
fore more reliable. The feature is set to 1 if this hap-
pens, and to 0 otherwise. We distinguish among the
possible dependency labels, the head or the tail of
the sentence, and whether the aligned word is the
governor or the dependent. As a result, each per-
mutation of these possibilities constitutes a distinct
binary feature.

The consistency featureis a single feature which
determines whether matched phrasesēm belong to
a consistent dependency structure, instead of being
distributed discontinuously around in the input sen-
tence. We assume that a consistent structure is less
influenced by its surrounding context. We set this
feature to 1 if every word in̄em is dependent on an-
other word inēm, and to 0 otherwise.

5 Experiments

5.1 Experimental Setup

Our data set is an English–Chinese translation mem-
ory with technical translation from Symantec, con-
sisting of 87K sentence pairs. The average sentence
length of the English training set is 13.3 words and
the size of the training set is comparable to the larger
TMs used in the industry. Detailed corpus statistics
about the training, development and test sets for the
SMT system are shown in Table 1.

The composition of test subsets based on fuzzy
match scores is shown in Table 2. We can see that
sentences in the test sets are longer than those in the
training data, implying a relatively difficult trans-
lation task. We train the SVM classifier using the
libSVM (Chang and Lin, 2001) toolkit. The SVM-

Train Develop Test
SENTENCES 86,602 762 943
ENG. TOKENS 1,148,126 13,955 20,786
ENG. VOC. 13,074 3,212 3,115
CHI . TOKENS 1,171,322 10,791 16,375
CHI . VOC. 12,823 3,212 1,431

Table 1: Corpus Statistics

Scores Sentences Words W/S
(0.9, 1.0) 80 1526 19.0750
(0.8, 0.9] 96 1430 14.8958
(0.7, 0.8] 110 1596 14.5091
(0.6, 0.7] 74 1031 13.9324
(0.5, 0.6] 104 1811 17.4135
(0, 0.5] 479 8972 18.7307

Table 2: Composition of test subsets based on fuzzy
match scores

training and validation is on the same training sen-
tences1 as the SMT system with5-fold cross valida-
tion.

The SVM hyper-parameters are tuned using the
training data of the first fold in the5-fold cross val-
idation via a brute force grid search. More specifi-
cally, for parameterC in (1), we search in the range
[2−5, 215], while for parameterγ (2) we search in the
range[2−15, 23]. The step size is 2 on the exponent.

We conducted experiments using a standard log-
linear PB-SMT model: GIZA ++ implementation of
IBM word alignment model 4 (Och and Ney, 2003),
the refinement and phrase-extraction heuristics de-
scribed in (Koehn et al., 2003), minimum-error-
rate training (Och, 2003), a 5-gram language model
with Kneser-Ney smoothing (Kneser and Ney, 1995)
trained with SRILM (Stolcke, 2002) on the Chinese
side of the training data, and Moses (Koehn et al.,
2007) which is capable of handling user-specified
translations for some portions of the input during de-
coding. The maximum phrase length is set to 7.

5.2 Evaluation

The performance of the phrase-based SMT system
is measured by BLEU score (Papineni et al., 2002)
and TER (Snover et al., 2006). Significance test-

1We have around 87K sentence pairs in our training data.
However, for 67.5% of the input sentences, our MT system pro-
duces the same translation irrespective of whether the input sen-
tence is marked up or not.
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ing is carried out using approximate randomisation
(Noreen, 1989) with a 95% confidence level.

We also measure the quality of the classification
by precision and recall. LetA be the set of pre-
dicted markup input sentences, andB be the set
of input sentences where the markup version has a
lower TER score than the plain version. We stan-
dardly define precisionP and recallR as in (7):

P =
|A

⋂

B|

|A|
, R =

|A
⋂

B|

|B|
(7)

5.3 Cross-fold translation

In order to obtain training samples for the classifier,
we need to label each sentence in the SMT training
data as to whether marking up the sentence can pro-
duce better translations. To achieve this, we translate
both the marked-up versions and plain versions of
the sentence and compare the two translations using
the sentence-level evaluation metric TER.

We do not make use of additional training data to
translate the sentences for SMT training, but instead
use cross-fold translation. We create a new training
corpusT by keeping 95% of the sentences in the
original training corpus, and creating a new test cor-
pusH by using the remaining 5% of the sentences.
Using this scheme we make 20 different pairs of cor-
pora(Ti,Hi) in such a way that each sentence from
the original training corpus is in exactly oneHi for
some1 ≤ i ≤ 20. We train 20 different systems
using eachTi, and use each system to translate the
correspondingHi as well as the marked-up version
of Hi using the procedure described in Section 3.1.
The development set is kept the same for all systems.

5.4 Experimental Results

5.4.1 Translation Results

Table 3 contains the translation results of the SMT
system when we use discriminative learning to mark
up the input sentence (MARKUP-DL). The first row
(BASELINE) is the result of translating plain test
sets without any markup, while the second row is
the result when all the test sentences are marked
up. We also report the oracle scores, i.e. the up-
perbound of using our discriminative learning ap-
proach. As we can see from this table, we obtain sig-
nificantly inferior results compared to the the Base-
line system if we categorically mark up all the in-

TER BLEU
BASELINE 39.82 45.80
MARKUP 41.62 44.41
MARKUP-DL 39.61 46.46
ORACLE 37.27 48.32

Table 3: Performance of Discriminative Learning (%)

put sentences using phrase pairs derived from fuzzy
matches. This is reflected by an absolute 1.4 point
drop in BLEU score and a 1.8 point increase in TER.
On the other hand, both the oracle BLEU and TER
scores represent as much as a 2.5 point improve-
ment over the baseline. Our discriminative learning
method (MARKUP-DL), which automatically clas-
sifies whether an input sentence should be marked
up, leads to an increase of 0.7 absolute BLEU points
over the BASELINE, which is statistically signifi-
cant. We also observe a slight decrease in TER com-
pared to the BASELINE. Despite there being much
room for further improvement when compared to the
Oracle score, the discriminative learning method ap-
pears to be effective not only in maintaining transla-
tion consistency, but also a statistically significant
improvement in translation quality.

5.4.2 Classification Confidence Thresholding

To further analyse our discriminative learning ap-
proach, we report the classification results on the test
set using the SVM classifier. We also investigate the
use of classification confidence, as described in Sec-
tion 3.2.2, as a threshold to boost classification pre-
cision if required. Table 4 shows the classification
and translation results when we use different con-
fidence thresholds. The default classification con-
fidence is 0.50, and the corresponding translation
results were described in Section 5.4.1. We inves-
tigate the impact of increasing classification confi-
dence on the performance of the classifier and the
translation results. As can be seen from Table 4,
increasing the classification confidence up to 0.70
leads to a steady increase in classification precision
with a corresponding sacrifice in recall. The fluc-
tuation in classification performance has an impact
on the translation results as measured by BLEU and
TER. We can see that the best BLEU as well as TER
scores are achieved when we set the classification
confidence to 0.60, representing a modest improve-
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Classification Confidence
0.50 0.55 0.60 0.65 0.70 0.75 0.80

BLEU 46.46 46.65 46.69 46.59 46.34 46.06 46.00
TER 39.61 39.46 39.32 39.36 39.52 39.71 39.71
P 60.00 68.67 70.31 74.47 72.97 64.28 88.89
R 32.14 29.08 22.96 17.86 13.78 9.18 4.08

Table 4: The impact of classification confidence thresholding

ment over the default setting (0.50). Despite the
higher precision when the confidence is set to 0.7,
the dramatic decrease in recall cannot be compen-
sated for by the increase in precision.

We can also observe from Table 4 that the recall
is quite low across the board, and the classification
results become unstable when we further increase
the level of confidence to above 0.70. This indicates
the degree of difficulty of this classification task, and
suggests some directions for future research as dis-
cussed at the end of this paper.

5.4.3 Comparison with Previous Work

As discussed in Section 2, both (Koehn and Senel-
lart, 2010) and (Zhechev and van Genabith, 2010)
used fuzzy match score to determine whether the in-
put sentences should be marked up. The input sen-
tences are only marked up when the fuzzy match
score is above a certain threshold. We present the
results using this method in Table 5. From this ta-

Fuzzy Match Scores
0.50 0.60 0.70 0.80 0.90

BLEU 45.13 45.55 45.58 45.84 45.82
TER 40.99 40.62 40.56 40.29 40.07

Table 5: Performance using fuzzy match score for classi-
fication

ble, we can see an inferior performance compared to
the BASELINE results (cf. Table 3) when the fuzzy
match score is below 0.70. A modest gain can only
be achieved when the fuzzy match score is above
0.8. This is slightly different from the conclusions
drawn in (Koehn and Senellart, 2010), where gains
are observed when the fuzzy match score is above
0.7, and in (Zhechev and van Genabith, 2010) where
gains are only observed when the score is above 0.9.
Comparing Table 5 with Table 4, we can see that
our classification method is more effective. This
confirms our argument in the last paragraph of Sec-

tion 2, namely that fuzzy match score is not informa-
tive enough to determine the usefulness of the sub-
sentences in a fuzzy match, and that a more compre-
hensive set of features, as we have explored in this
paper, is essential for the discriminative learning-
based method to work.

FM Scores w. markup w/o markup
[0,0.5] 37.75 62.24
(0.5,0.6] 40.64 59.36
(0.6,0.7] 40.94 59.06
(0.7,0.8] 46.67 53.33
(0.8,0.9] 54.28 45.72
(0.9,1.0] 44.14 55.86

Table 6: Percentage of training sentences with markup
vs without markup grouped by fuzzy match (FM) score
ranges

To further validate our assumption, we analyse
the training sentences by grouping them accord-
ing to their fuzzy match score ranges. For each
group of sentences, we calculate the percentage of
sentences where markup (and respectively without
markup) can produce better translations. The statis-
tics are shown in Table 6. We can see that for sen-
tences with fuzzy match scores lower than 0.8, more
sentences can be better translated without markup.
For sentences where fuzzy match scores are within
the range(0.8, 0.9], more sentences can be better
translated with markup. However, within the range
(0.9, 1.0], surprisingly, actually more sentences re-
ceive better translation without markup. This indi-
cates that fuzzy match score is not a good measure to
predict whether fuzzy matches are beneficial when
used to constrain the translation of an input sentence.

5.5 Contribution of Features

We also investigated the contribution of our differ-
ent feature sets. We are especially interested in
the contribution of dependency features, as they re-
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Example 1
w/o markup after policy name , type the name of the policy ( it shows new host integrity

policy by default ) .
Translation 在“策略”名称后面，键入策略的名称 (名称显示为 “新主机完整性

策略默认）。

w. markup after policy name<tm translation=“，键入策略名称（默认显示 “新
主机 完整性策略”）。”>, type the name of the policy ( it shows new host
integrity policy by default ) .< /tm>

Translation 在“策略”名称后面，键入策略名称（默认显示 “新主机 完整性策略”）。

Reference 在“策略名称”后面，键入策略名称（默认显示 “新主机 完整性策略”）。

Example 2
w/o markup changes apply only to the specific scan that you select.
Translation 更改仅适用于特定扫描的规则。

w. markup changes apply only to the specific scan that you select <tm translation=“。”>.< /tm>
Translation 更改仅适用于您选择的特定扫描。

Reference 更改只应用于您选择的特定扫描。

flect whether translation consistency can be captured
using syntactic knowledge. The classification and

TER BLEU P R
TM+TRANS 40.57 45.51 52.48 27.04
+DEP 39.61 46.46 60.00 32.14

Table 7: Contribution of Features (%)

translation results using different features are re-
ported in Table 7. We observe a significant improve-
ment in both classification precision and recall by
adding dependency (DEP) features on top of TM
and translation features. As a result, the translation
quality also significantly improves. This indicates
that dependency features which can capture struc-
tural and semantic similarities are effective in gaug-
ing the usefulness of the phrase pairs derived from
the fuzzy matches. Note also that without including
the dependency features, our discriminative learning
method cannot outperform the BASELINE (cf. Ta-
ble 3) in terms of translation quality.

5.6 Improved Translations

In order to pinpoint the sources of improvements by
marking up the input sentence, we performed some
manual analysis of the output. We observe that the
improvements can broadly be attributed to two rea-
sons: 1) the use of long phrase pairs which are miss-
ing in the phrase table, and 2) deterministically using
highly reliable phrase pairs.

Phrase-based SMT systems normally impose a
limit on the length of phrase pairs for storage and
speed considerations. Our method can overcome

this limitation by retrieving and reusing long phrase
pairs on the fly. A similar idea, albeit from a dif-
ferent perspective, was explored by (Lopez, 2008),
where he proposed to construct a phrase table on the
fly for each sentence to be translated. Differently
from his approach, our method directly translates
part of the input sentence using fuzzy matches re-
trieved on the fly, with the rest of the sentence trans-
lated by the pre-trained MT system. We offer some
more insights into the advantages of our method by
means of a few examples.

Example 1 shows translation improvements by
using long phrase pairs. Compared to the refer-
ence translation, we can see that for the underlined
phrase, the translation without markup contains (i)
word ordering errors and (ii) a missing right quota-
tion mark. In Example 2, by specifying the transla-
tion of the final punctuation mark, the system cor-
rectly translates the relative clause ‘that you select’.
The translation of this relative clause is missing
when translating the input without markup. This
improvement can be partly attributed to the reduc-
tion in search errors by specifying the highly reliable
translations for phrases in an input sentence.

6 Conclusions and Future Work

In this paper, we introduced a discriminative learn-
ing method to tightly integrate fuzzy matches re-
trieved using translation memory technologies with
phrase-based SMT systems to improve translation
consistency. We used an SVM classifier to predict
whether phrase pairs derived from fuzzy matches
could be used to constrain the translation of an in-
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put sentence. A number of feature functions includ-
ing a series of novel dependency features were used
to train the classifier. Experiments demonstrated
that discriminative learning is effective in improving
translation quality and is more informative than the
fuzzy match score used in previous research. We re-
port a statistically significant 0.9 absolute improve-
ment in BLEU score using a procedure to promote
translation consistency.

As mentioned in Section 2, the potential improve-
ment in sentence-level translation consistency us-
ing our method can be attributed to the fact that
the translation of new input sentences is closely in-
formed and guided (or constrained) by previously
translated sentences using global features such as
dependencies. However, it is worth noting that
the level of gains in translation consistency is also
dependent on the nature of the TM itself; a self-
contained coherent TM would facilitate consistent
translations. In the future, we plan to investigate
the impact of TM quality on translation consistency
when using our approach. Furthermore, we will ex-
plore methods to promote translation consistency at
document level.

Moreover, we also plan to experiment with
phrase-by-phrase classification instead of sentence-
by-sentence classification presented in this paper,
in order to obtain more stable classification results.
We also plan to label the training examples using
other sentence-level evaluation metrics such as Me-
teor (Banerjee and Lavie, 2005), and to incorporate
features that can measure syntactic similarities in
training the classifier, in the spirit of (Owczarzak et
al., 2007). Currently, only a standard phrase-based
SMT system is used, so we plan to test our method
on a hierarchical system (Chiang, 2005) to facilitate
direct comparison with (Koehn and Senellart, 2010).
We will also carry out experiments on other data sets
and for more language pairs.
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Abstract

The state-of-the-art system combination
method for machine translation (MT) is
based on confusion networks constructed
by aligning hypotheses with regard to word
similarities. We introduce a novel system
combination framework in which hypotheses
are encoded as a confusion forest, a packed
forest representing alternative trees. The
forest is generated using syntactic consensus
among parsed hypotheses: First, MT outputs
are parsed. Second, a context free grammar is
learned by extracting a set of rules that con-
stitute the parse trees. Third, a packed forest
is generated starting from the root symbol of
the extracted grammar through non-terminal
rewriting. The new hypothesis is produced
by searching the best derivation in the forest.
Experimental results on the WMT10 system
combination shared task yield comparable
performance to the conventional confusion
network based method with smaller space.

1 Introduction

System combination techniques take the advantages
of consensus among multiple systems and have been
widely used in fields, such as speech recognition
(Fiscus, 1997; Mangu et al., 2000) or parsing (Hen-
derson and Brill, 1999). One of the state-of-the-art
system combination methods for MT is based on
confusion networks, which are compact graph-based
structures representing multiple hypotheses (Banga-
lore et al., 2001).

Confusion networks are constructed based on
string similarity information. First, one skeleton or

backbone sentence is selected. Then, other hypothe-
ses are aligned against the skeleton, forming a lattice
with each arc representing alternative word candi-
dates. The alignment method is either model-based
(Matusov et al., 2006; He et al., 2008) in which a
statistical word aligner is used to compute hypothe-
sis alignment, or edit-based (Jayaraman and Lavie,
2005; Sim et al., 2007) in which alignment is mea-
sured by an evaluation metric, such as translation er-
ror rate (TER) (Snover et al., 2006). The new trans-
lation hypothesis is generated by selecting the best
path through the network.

We present a novel method for system combina-
tion which exploits the syntactic similarity of system
outputs. Instead of constructing a string-based con-
fusion network, we generate a packed forest (Billot
and Lang, 1989; Mi et al., 2008) which encodes ex-
ponentially many parse trees in a polynomial space.
The packed forest, or confusion forest, is constructed
by merging the MT outputs with regard to their
syntactic consensus. We employ a grammar-based
method to generate the confusion forest: First, sys-
tem outputs are parsed. Second, a set of rules are
extracted from the parse trees. Third, a packed for-
est is generated using a variant of Earley’s algorithm
(Earley, 1970) starting from the unique root symbol.
New hypotheses are selected by searching the best
derivation in the forest. The grammar, a set of rules,
is limited to those found in the parse trees. Spuri-
ous ambiguity during the generation step is further
reduced by encoding the tree local contextual infor-
mation in each non-terminal symbol, such as parent
and sibling labels, using the state representation in
Earley’s algorithm.
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Experiments were carried out for the system
combination task of the fifth workshop on sta-
tistical machine translation (WMT10) in four di-
rections, {Czech, French, German, Spanish}-to-
English (Callison-Burch et al., 2010), and we found
comparable performance to the conventional con-
fusion network based system combination in two
language pairs, and statistically significant improve-
ments in the others.

First, we will review the state-of-the-art method
which is a system combination framework based on
confusion networks (§2). Then, we will introduce
a novel system combination method based on con-
fusion forest (§3) and present related work in con-
sensus translations (§4). Experiments are presented
in Section 5 followed by discussion and our conclu-
sion.

2 Combination by Confusion Network

The system combination framework based on confu-
sion network starts from computing pairwise align-
ment between hypotheses by taking one hypothe-
sis as a reference. Matusov et al. (2006) employs
a model based approach in which a statistical word
aligner, such as GIZA++ (Och and Ney, 2003), is
used to align the hypotheses. Sim et al. (2007) in-
troduced TER (Snover et al., 2006) to measure the
edit-based alignment.

Then, one hypothesis is selected, for example by
employing a minimum Bayes risk criterion (Sim et
al., 2007), as a skeleton, or a backbone, which serves
as a building block for aligning the rest of the hy-
potheses. Other hypotheses are aligned against the
skeleton using the pairwise alignment. Figure 1(b)
illustrates an example of a confusion network con-
structed from the four hypotheses in Figure 1(a), as-
suming the first hypothesis is selected as our skele-
ton. The network consists of several arcs, each of
which represents an alternative word at that position,
including the empty symbol, ϵ.

This pairwise alignment strategy is prone to spu-
rious insertions and repetitions due to alignment er-
rors such as in Figure 1(a) in which “green” in the
third hypothesis is aligned with “forest” in the skele-
ton. Rosti et al. (2008) introduces an incremental
method so that hypotheses are aligned incremen-
tally to the growing confusion network, not only the

.

.

..* ..I ..saw ..the . ..forest . .

.. ..I ..walked ..the ..blue ..forest . .

.. ..I ..saw ..the . ..green ..trees .

.. .. . ..the . ..forest ..was ..found

(a) Pairwise alignment using the first starred hypothesis as a
skeleton.

.. . . . . . . .
.I

.ϵ

.saw

.ϵ
.walked

.the
.blue

.ϵ

.forest

.green

.trees

.ϵ
.was

.found

.ϵ

(b) Confusion network from (a)

.. . . . . . . .
.I

.ϵ

.saw

.ϵ
.walked

.the
.blue

.green

.forest

.trees

.was

.ϵ

.found

.ϵ

(c) Incrementally constructed confusion network

Figure 1: An example confusion network construc-
tion

skeleton hypothesis. In our example, “green trees”
is aligned with “blue forest” in Figure 1(c).

The confusion network construction is largely in-
fluenced by the skeleton selection, which determines
the global word reordering of a new hypothesis. For
example, the last hypothesis in Figure 1(a) has a pas-
sive voice grammatical construction while the others
are active voice. This large grammatical difference
may produce a longer sentence with spuriously in-
serted words, as in “I saw the blue trees was found”
in Figure 1(c). Rosti et al. (2007b) partially re-
solved the problem by constructing a large network
in which each hypothesis was treated as a skeleton
and the multiple networks were merged into a single
network.

3 Combination by Confusion Forest

The confusion network approach to system com-
bination encodes multiple hypotheses into a com-
pact lattice structure by using word-level consensus.
Likewise, we propose to encode multiple hypothe-
ses into a confusion forest, which is a packed forest
which represents multiple parse trees in a polyno-
mial space (Billot and Lang, 1989; Mi et al., 2008)
Syntactic consensus is realized by sharing tree frag-
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. ..VP@2

. ..S@ϵ

Figure 2: An example packed forest representing hy-
potheses in Figure 1(a).

ments among parse trees. The forest is represented
as a hypergraph which is exploited in parsing (Klein
and Manning, 2001; Huang and Chiang, 2005) and
machine translation (Chiang, 2007; Huang and Chi-
ang, 2007).

More formally, a hypergraph is a pair ⟨V, E⟩
where V is the set of nodes and E is the set of hy-
peredges. Each node in V is represented as X@p

where X ∈ N is a non-terminal symbol and p
is an address (Shieber et al., 1995) that encapsu-
lates each node id relative to its parent. The root
node is given the address ϵ and the address of the
first child of node p is given p.1. Each hyperedge
e ∈ E is represented as a pair ⟨head(e), tails(e)⟩
where head(e) ∈ V is a head node and tails(e) ∈
V ∗ is a list of tail nodes, corresponding to the
left-hand side and the right-hand side of an in-
stance of a rule in a CFG, respectively. Figure 2
presents an example packed forest for the parsed
hypotheses in Figure 1(a). For example, VP@2

has two hyperedges, ⟨VP@2,
(
VBD@3, VP@4

)
⟩ and

⟨VP@2,
(
VBD@2.1, NP@2.2

)
⟩, leading to different

derivations where the former takes the grammatical
construction in passive voice while the latter in ac-
tive voice.

Given system outputs, we employ the following
grammar based approach for constructing a confu-
sion forest: First, MT outputs are parsed. Second,

Initialization:

[TOP → •S, 0] : 1̄

Scan:
[X → α • xβ, h] : u

[X → αx • β, h] : u

Predict:

[X → α • Yβ, h]

[Y → •γ, h + 1] : u
Y u→ γ ∈ G, h < H

Complete:

[X → α • Yβ, h] : u [Y → γ•, h + 1] : v

[X → αY • β, h] : u⊗ v

Goal:
[TOP → S•, 0]

Figure 3: The deductive system for Earley’s genera-
tion algorithm

a grammar is learned by treating each hyperedge as
an instance of a CFG rule. Third, a forest is gen-
erated from the unique root symbol of the extracted
grammar through non-terminal rewriting.

3.1 Forest Generation
Given the extracted grammar, we apply a variant of
Earley’s algorithm (Earley, 1970) which can gener-
ate strings in a left-to-right manner from the unique
root symbol, TOP. Figure 3 presents the deductive
inference rules (Goodman, 1999) for our generation
algorithm. We use capital letters X ∈ N to denote
non-terminals and x ∈ T for terminals. Lowercase
Greek letters α, β and γ are strings of terminals and
non-terminals (T ∪ N )∗. u and v are weights asso-
ciated with each item.

The major difference compared to Earley’s pars-
ing algorithm is that we ignore the terminal span in-
formation each non-terminal covers and keep track
of the height of derivations by h. The scanning
step will always succeed by moving the dot to the
right. Combined with the prediction and completion
steps, our algorithm may potentially generate a spu-
riously deep forest. Thus, the height of the forest is
constrained in the prediction step not to exceed H ,
which is empirically set to 1.5 times the maximum
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height of the parsed system outputs.

3.2 Tree Annotation

The grammar compiled from the parsed trees is lo-
cal in that it can represent a finite number of sen-
tences translated from a specific input sentence. Al-
though its coverage is limited, our generation algo-
rithm may yield a spuriously large forest. As a way
to reduce spurious ambiguities, we relabel the non-
terminal symbols assigned to each parse tree before
extracting rules.

Here, we replace each non-terminal symbol by
the state representation of Earley’s algorithm corre-
sponding to the sequence of prediction steps starting
from TOP. Figure 4(a) presents an example parse
tree with each symbol replaced by the Earley’s state
in Figure 4(b). For example, the label for VBD is
replaced by •S + NP : •VP + •VBD : NP which
corresponds to the prediction steps of TOP → •S,
S → NP • VP and VP → •VBD NP. The context
represented in the Earley’s state is further limited by
the vertical and horizontal Markovization (Klein and
Manning, 2003). We define the vertical order v in
which the label is limited to memorize only v pre-
vious prediction steps. For instance, setting v = 1
yields NP : •VP + •VBD : NP in our example.
Likewise, we introduce the horizontal order h which
limits the number of sibling labels memorized on the
left and the right of the dotted label. Limiting h = 1
implies that each deductive step is encoded with at
most three symbols.

No limits in the horizontal and vertical
Markovization orders implies memorizing of
all the deductions and yields a confusion forest
representing the union of parse trees through the
grammar collection and the generation processes.
More relaxed horizontal orders allow more reorder-
ing of subtrees in a confusion forest by discarding
the sibling context in each prediction step. Like-
wise, constraining the vertical order generates a
deeper forest by ignoring the sequence of symbols
leading to a particular node.

3.3 Forest Rescoring

From the packed forest F , new k-best derivations
are extracted from all possible derivations D by
efficient forest-based algorithms for k-best parsing
(Huang and Chiang, 2005). We use a linear combi-
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Figure 4: Label annotation by Earley’s alsogirhtm
state

nation of features as our objective function to seek
for the best derivation d̂:

d̂ = arg max
d∈D

w⊤ · h(d, F ) (1)

where h(d, F ) is a set of feature functions scaled
by weight vector w. We use cube-pruning (Chiang,
2007; Huang and Chiang, 2007) to approximately
intersect with non-local features, such as n-gram
language models. Then, k-best derivations are ex-
tracted from the rescored forest using algorithm 3 of
Huang and Chiang (2005).

4 Related Work

Consensus translations have been extensively stud-
ied with many granularities. One of the simplest
forms is a sentence-based combination in which
hypotheses are simply reranked without merging
(Nomoto, 2004). Frederking and Nirenburg (1994)
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proposed a phrasal combination by merging hy-
potheses in a chart structure, while others depended
on confusion networks, or similar structures, as a
building block for merging hypotheses at the word
level (Bangalore et al., 2001; Matusov et al., 2006;
He et al., 2008; Jayaraman and Lavie, 2005; Sim
et al., 2007). Our work is the first to explicitly ex-
ploit syntactic similarity for system combination by
merging hypotheses into a syntactic packed forest.
The confusion forest approach may suffer from pars-
ing errors such as the confusion network construc-
tion influenced by alignment errors. Even with pars-
ing errors, we can still take a tree fragment-level
consensus as long as a parser is consistent in that
similar syntactic mistakes would be made for simi-
lar hypotheses.

Rosti et al. (2007a) describe a re-generation ap-
proach to consensus translation in which a phrasal
translation table is constructed from the MT outputs
aligned with an input source sentence. New transla-
tions are generated by decoding the source sentence
again using the newly extracted phrase table. Our
grammar-based approach can be regarded as a re-
generation approach in which an off-the-shelf mono-
lingual parser, instead of a word aligner, is used to
annotate syntactic information to each hypothesis,
then, a new translation is generated from the merged
forest, not from the input source sentence through
decoding. In terms of generation, our approach is
an instance of statistical generation (Langkilde and
Knight, 1998; Langkilde, 2000). Instead of gener-
ating forests from semantic representations (Langk-
ilde, 2000), we generate forests from a CFG encod-
ing the consensus among parsed hypotheses.

Liu et al. (2009) present joint decoding in which
a translation forest is constructed from two distinct
MT systems, tree-to-string and string-to-string, by
merging forest outputs. Their merging method is ei-
ther translation-level in which no new translation is
generated, or derivation-level in that the rules shar-
ing the same left-hand-side are used in both sys-
tems. While our work is similar in that a new forest
is constructed by sharing rules among systems, al-
though their work involves no consensus translation
and requires structures internal to each system such
as model combinations (DeNero et al., 2010).

cz-en de-en es-en fr-en
# of systems 6 16 8 14
avg. words tune 10.6K 10.9K 10.9K 11.0K

test 50.5K 52.1K 52.1K 52.4K
sentences tune 455

test 2,034

Table 1: WMT10 system combination tuning/testing
data

5 Experiments

5.1 Setup

We ran our experiments for the WMT10 sys-
tem combination task usinge four language pairs,
{Czech, French, German, Spanish}-to-English
(Callison-Burch et al., 2010). The data is summa-
rized in Table 1. The system outputs are retok-
enized to match the Penn-treebank standard, parsed
by the Stanford Parser (Klein and Manning, 2003),
and lower-cased.

We implemented our confusion forest sys-
tem combination using an in-house developed
hypergraph-based toolkit cicada which is motivated
by generic weighted logic programming (Lopez,
2009), originally developed for a synchronous-CFG
based machine translation system (Chiang, 2007).
Input to our system is a collection of hypergraphs,
a set of parsed hypotheses, from which rules are ex-
tracted and a new forest is generated as described
in Section 3. Our baseline, also implemented in ci-
cada, is a confusion network-based system combi-
nation method (§2) which incrementally aligns hy-
potheses to the growing network using TER (Rosti
et al., 2008) and merges multiple networks into a
large single network. After performing epsilon re-
moval, the network is transformed into a forest by
parsing with monotone rules of S → X, S → S X
and X → x. k-best translations are extracted from
the forest using the forest-based algorithms in Sec-
tion 3.3.

5.2 Features

The feature weight vector w in Equation 1 is tuned
by MERT over hypergraphs (Kumar et al., 2009).

We use three lower-cased 5-gram language mod-
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els hi
lm(d): English Gigaword Fourth edition1, the

English side of French-English 109 corpus and the
news commentary English data2. The count based
features ht(d) and he(d) count the number of ter-
minals and the number of hyperedges in d, respec-
tively. We employ M confidence measures hm

s (d)
for M systems, which basically count the number of
rules used in d originally extracted from mth system
hypothesis (Rosti et al., 2007a).

Following Macherey and Och (2007), BLEU (Pa-
pineni et al., 2002) correlations are also incorporated
in our system combination. Given M system outputs
e1...eM , M BLEU scores are computed for d using
each of the system outputs em as a reference

hm
b (d) = BP (e, em) · exp

(
1

4

4∑
n=1

log ρn(e, em)

)

where e = yield(d) is a terminal yield of d, BP (·)
and ρn(·) respectively denote brevity penalty and
n-gram precision. Here, we use approximated un-
clipped n-gram counts (Dreyer et al., 2007) for com-
puting ρn(·) with a compact state representation (Li
and Khudanpur, 2009).

Our baseline confusion network system has an ad-
ditional penalty feature, hp(m), which is the total
edits required to construct a confusion network us-
ing the mth system hypothesis as a skeleton, normal-
ized by the number of nodes in the network (Rosti et
al., 2007b).

5.3 Results
Table 2 compares our confusion forest approach
(CF) with different orders, a confusion network
(CN) and max/min systems measured by BLEU (Pa-
pineni et al., 2002). We vary the horizontal orders,
h = 1, 2,∞ with vertical orders of v = 3, 4,∞.
Systems without statistically significant differences
from the best result (p < 0.05) are indicated by bold
face. Setting v = ∞ and h = ∞ achieves compa-
rable performance to CN. Our best results in three
languages come from setting v = ∞ and h = 2,
which favors little reordering of phrasal structures.
In general, lower horizontal and vertical order leads
to lower BLEU.

1LDC catalog No. LDC2009T13
2Those data are available from http://www.statmt.

org/wmt10/.

language cz-en de-en es-en fr-en
system min 14.09 15.62 21.79 16.79

max 23.44 24.10 29.97 29.17
CN 23.70 24.09 30.45 29.15
CFv=∞,h=∞ 24.13 24.18 30.41 29.57
CFv=∞,h=2 24.14 24.58 30.52 28.84
CFv=∞,h=1 24.01 23.91 30.46 29.32
CFv=4,h=∞ 23.93 23.57 29.88 28.71
CFv=4,h=2 23.82 22.68 29.92 28.83
CFv=4,h=1 23.77 21.42 30.10 28.32
CFv=3,h=∞ 23.38 23.34 29.81 27.34
CFv=3,h=2 23.30 23.95 30.02 28.19
CFv=3,h=1 23.23 21.43 29.27 26.53

Table 2: Translation results in lower-case BLEU.
CN for confusion network and CF for confusion
forest with different vertical (v) and horizontal (h)
Markovization order.

language cz-en de-en es-en fr-en
rerank 29.40 32.32 36.83 36.59
CN 38.52 34.97 47.65 46.37
CFv=∞,h=∞ 30.51 34.07 38.69 38.94
CFv=∞,h=2 30.61 34.25 38.87 39.10
CFv=∞,h=1 31.09 34.65 39.27 39.51
CFv=4,h=∞ 30.86 34.19 39.17 39.39
CFv=4,h=2 30.96 34.32 39.35 39.57
CFv=4,h=1 31.44 34.62 39.69 39.90
CFv=3,h=∞ 31.03 34.30 39.29 39.57
CFv=3,h=2 31.25 34.97 39.61 40.00
CFv=3,h=1 31.55 34.60 39.72 39.97

Table 3: Oracle lower-case BLEU

Table 3 presents oracle BLEU achievable by each
combination method. The gains achievable by the
CF over simple reranking are small, at most 2-3
points, indicating that small variations are encoded
in confusion forests. We also observed that a lower
horizontal and vertical order leads to better BLEU
potentials. As briefly pointed out in Section 3.2,
the higher horizontal and vertical order implies more
faithfulness to the original parse trees. Introducing
new tree fragments to confusion forests leads to new
phrasal translations with enlarged forests, as pre-
sented in Table 4, measured by the average number
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lang cz-en de-en es-en fr-en
CN 2,222.68 47,231.20 2,932.24 11,969.40

lattice 1,723.91 41,403.90 2,330.04 10,119.10
CFv=∞ 230.08 540.03 262.30 386.79
CFv=4 254.45 651.10 302.01 477.51
CFv=3 286.01 802.79 349.21 575.17

Table 4: Hypegraph size measured by the average
number of hyperedges (h = 1 for CF). “lattice” is
the average number of edges in the original CN.

of hyperedges3. The larger potentials do not imply
better translations, probably due to the larger search
space with increased search errors. We also conjec-
ture that syntactic variations were not captured by
the n-gram like string-based features in Section 5.2,
therefore resulting in BLEU loss, which will be in-
vestigated in future work.

In contrast, CN has more potential for generat-
ing better translations, with the exception of the
German-to-English direction, with scores that are
usually 10 points better than simple sentence-wise
reranking. The low potential in German should be
interpreted in the light of the extremely large confu-
sion network in Table 4. We postulate that the di-
vergence in German hypotheses yields wrong align-
ments, and therefore amounts to larger networks
with incorrect hypotheses. Table 4 also shows that
CN produces a forest that is an order of magnitude
larger than those created by CFs. Although we can-
not directly relate the runtime and the number of
hyperedges in CN and CFs, since the shape of the
forests are different, CN requires more space to en-
code the hypotheses than those by CFs.

Table 5 compares the average length of the min-
imum/maximum hypothesis that each method can
produce. CN may generate shorter hypotheses,
whereby CF prefers longer hypotheses as we de-
crease the vertical order. Large divergence is also
observed for German, such as for hypergraph size.

6 Conclusion

We presented a confusion forest based method for
system combination in which system outputs are
merged into a packed forest using their syntactic

3We measure the hypergraph size before intersecting with
non-local features, like n-gram language models.

language cz-en de-en es-en fr-en
system avg. 24.84 25.62 25.63 25.75
CN min 11.09 3.39 12.27 7.94

max 33.69 40.65 33.22 36.27
CFv=∞ min 15.97 10.88 17.67 16.62

max 35.20 47.20 35.28 37.94
CFv=4 min 15.52 10.58 17.02 15.85

max 37.11 53.67 38.56 42.64
CFv=3 min 15.15 10.34 16.54 15.30

max 39.88 68.45 42.85 49.55

Table 5: Average min/max hypothesis length pro-
ducible by each method (h = 1 for CF).

similarity. The forest construction is treated as a
generation from a CFG compiled from the parsed
outputs. Our experiments indicate comparable per-
formance to a strong confusion network baseline
with smaller space, and statistically significant gains
in some language pairs.

To our knowledge, this is the first work to directly
introduce syntactic consensus to system combina-
tion by encoding multiple system outputs into a sin-
gle forest structure. We believe that the confusion
forest based approach to system combination has
future exploration potential. For instance, we did
not employ syntactic features in Section 5.2 which
would be helpful in discriminating hypotheses in
larger forests. We would also like to analyze the
trade-offs, if any, between parsing errors and confu-
sion forest constructions by controlling the parsing
qualities. As an alternative to the grammar-based
forest generation, we are investigating an edit dis-
tance measure for tree alignment, such as tree edit
distance (Bille, 2005) which basically computes in-
sertion/deletion/replacement of nodes in trees.
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Abstract 

This paper presents hypothesis mixture decoding 

(HM decoding), a new decoding scheme that 

performs translation reconstruction using hypo-

theses generated by multiple translation systems. 

HM decoding involves two decoding stages: 

first, each component system decodes indepen-

dently, with the explored search space kept for 

use in the next step; second, a new search space 

is constructed by composing existing hypotheses 

produced by all component systems using a set 

of rules provided by the HM decoder itself, and 

a new set of model independent features are 

used to seek the final best translation from this 

new search space. Few assumptions are made by 

our approach about the underlying component 

systems, enabling us to leverage SMT models 

based on arbitrary paradigms. We compare our 

approach with several related techniques, and 

demonstrate significant BLEU improvements in 

large-scale Chinese-to-English translation tasks. 

1 Introduction 

Besides tremendous efforts on constructing more 

complicated and accurate models for statistical 

machine translation (SMT) (Och and Ney, 2004; 

Chiang, 2005; Galley et al., 2006; Shen et al., 2008; 

Chiang 2010), many researchers have concentrated 

on the approaches that improve translation quality 

using information between hypotheses from one or 

more SMT systems as well. 

System combination is built on top of the N-best 

outputs generated by multiple component systems 

(Rosti et al., 2007; He et al., 2008; Li et al., 2009b) 

which aligns multiple hypotheses to build confu-

sion networks as new search spaces, and outputs 

the highest scoring paths as the final translations. 

Consensus decoding, on the other hand, can be 

based on either single or multiple systems: single 

system based methods (Kumar and Byrne, 2004; 

Tromble et al., 2008; DeNero et al., 2009; Kumar 

et al., 2009) re-rank translations produced by a 

single SMT model using either n-gram posteriors 

or expected n-gram counts. Because hypotheses 

generated by a single model are highly correlated, 

improvements obtained are usually small; recently, 

dedicated efforts have been made to extend it from 

single system to multiple systems (Li et al., 2009a; 

DeNero et al., 2010; Duan et al., 2010). Such me-

thods select translations by optimizing consensus 

models over the combined hypotheses using all 

component systems’ posterior distributions. 

Although these two types of approaches have 

shown consistent improvements over the standard 

Maximum a Posteriori (MAP) decoding scheme, 

most of them are implemented as post-processing 

procedures over translations generated by MAP 

decoders. In this sense, the work of Li et al. (2009a) 

is different in that both partial and full hypotheses 

are re-ranked during the decoding phase directly 

using consensus between translations from differ-

ent SMT systems. However, their method does not 

change component systems’ search spaces. 

This paper presents hypothesis mixture decoding 

(HM decoding), a new decoding scheme that per-

forms translation reconstruction using hypotheses 

generated by multiple component systems. HM 

decoding involves two decoding stages: first, each 

component system decodes the source sentence 

independently, with the explored search space kept 

for use in the next step; second, a new search 

space is constructed by composing existing hypo-
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theses produced by all component systems using a 

set of rules provided by the HM decoder itself, and 

a new set of component model independent fea-

tures are used to seek the final best translation 

from this new constructed search space. 

We evaluate by combining two SMT models 

with state-of-the-art performances on the NIST 

Chinese-to-English translation tasks. Experimental 

results show that our approach outperforms the 

best component SMT system by up to 2.11 BLEU 

points. Consistent improvements can be observed 

over several related decoding techniques as well, 

including word-level system combination, colla-

borative decoding and model combination. 

2 Hypothesis Mixture Decoding 

2.1 Motivation and Overview 

SMT models based on different paradigms have 

emerged in the last decade using fairly different 

levels of linguistic knowledge. Motivated by the 

success of system combination research, the key 

contribution of this work is to make more effective 

use of the extended search spaces from different 

SMT models in decoding phase directly, rather 

than just post-processing their final outputs. We 

first begin with a brief review of single system 

based SMT decoding, and then illustrate major 

challenges to this end. 

Given a source sentence  , an SMT decoder 

seeks for a target translation   that best matches   

as its translation by maximizing the following 

conditional probability: 

       
                   

                            
 

where      is the feature vector that includes a set 

of system specific features,   is the weight vector, 

     is a derivation that can yield   and is defined 

as a sequence of translation rule applications    . 
Figure 1 illustrates a decoding example, in which 

the final translation is generated by recursively 

composing partial hypotheses that cover different 

ranges of the source sentence until the whole input 

sentence is fully covered, and the feature vector of 

the final translation is the aggregation of feature 

vectors of all partial hypotheses used.
1
 

However, hypotheses generated by different 

SMT systems cannot be combined directly to form 

new translations because of two major issues: 

The first one is the heterogeneous structures of 

different SMT models. For example, a string-to-

tree system cannot use hypotheses generated by a 

phrase-based system in decoding procedure, as 

such hypotheses are based on flat structures, which 

cannot provide any additional information needed 

in the syntactic model. 

The second one is the incompatible feature 

spaces of different SMT models. For example, 

even if a phrase-based system can use the lexical 

forms of hypotheses generated by a syntax-based 

system without considering syntactic structures, 

the feature vectors of these hypotheses still cannot 

be aggregated together in any trivial way, because 

the feature sets of SMT models based on different 

paradigms are usually inconsistent. 

To address these two issues discussed above, we 

propose HM decoding that performs translation 

reconstruction using hypotheses generated by mul-

tiple component systems.
2
 Our method involves 

two decoding stages depicted as follows: 

1. Independent decoding stage, in which each 

component system decodes input sentences 

independently based on its own model and 

search algorithm, and the explored search 

spaces (translation forests) are kept for use in 

the next stage. 

                                                 
1 There are also features independent of translation deriva-

tions, such as the language model feature. 
2 In this paper, we will constrain our discussions within CKY-

style decoders, in which we find translations for all spans of 

the source sentence. Although standard implementations of 

phrase-based decoders fall out of this scope, they can be still 

re-written to work in the CKY-style bottom-up manner at the 

cost of 1) only BTG-style reordering allowed, and 2) higher 

time complexity. As a result, any phrase-based SMT system 

can be used as a component in our HM decoding method. 

China ’s economic growth 

[-2.48, 4] 
 

China 

[-0.36, 1] 

的 

 

中国 经济 发展 

’s  
[-0.69, 1] 

economic 

[-0.51, 1] 
growth 

[-0.92, 1] 

China ‘s 

[-1.05, 2] 
economic growth 

[-1.43, 2] 

Figure 1: A decoding example of a phrase-based 

SMT system. Each hypothesis is annotated with a 

feature vector, which includes a logarithmic probabil-

ity feature and a word count feature. 
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2. HM decoding stage, where a mixture search 

space is constructed for translation derivations 

by composing partial hypotheses generated by 

all component systems, and a new decoding 

model with a set of enriched feature functions 

are used to seek final translations from this 

newly generated search space. 

HM decoding can use lexicalized hypotheses of 

arbitrary SMT models to derive translation, and a 

set of component model independent features are 

used to compute translation confidence. We dis-

cuss mixture search space construction, details of 

model and feature designs as well as HM decoding 

algorithms in Section 2.2, 2.3 and 2.4 respectively. 

2.2 Mixture Search Space Construction 

Let         denote   component MT systems, 

  
 
 denote the span of a source sentence   starting 

at position   and ending at position  . We use 

     
 
  denoting the search space of   

 
 predicted 

by   , and     
 
  denoting the mixture search 

space of   
 
 constructed by the HM decoder, which 

is defined recursively as follows: 

      
 
      

 
 . This rule adds all compo-

nent systems’ search spaces into the mixture 

search space for use in HM decoding. Thus 

hypotheses produced by all component sys-

tems are still available to the HM decoder. 

      

        

        
 
 , in which      

     and    

        

   .   is a translation 

rule provided by HM decoder that composes a 

new hypothesis using smaller hypotheses in 

the search spaces      

           

   . These 

rules further extend     
 
  with hypotheses 

generated by the HM decoder itself. 

Figure 2 shows an example of HM decoding, in 

which hypotheses generated by two SMT systems 

are used together to compose new translations. 

Since search space pruning is the indispensable 

procedure for all SMT systems, we will omit its 

explicit expression in the following descriptions 

and algorithms for convenience. 

2.3 Models and Features 

Following the common practice in SMT research, 

we use a linear model to formulate the preference 

of translation hypotheses in the mixture search 

space     . Formally, we are to find a translation 

   that maximizes the weighted linear combination 

of a set of real-valued features as follows: 

         
      

            

 

  

where         is an HM decoding feature with its 

corresponding feature weight   . 

In this paper, the HM decoder does not assume 

the availability of any internal knowledge of the 

underlying component systems. The HM decoding 

features are independent of component models as 

well, which fall into two categories: 

The first category contains a set of consensus-

based features, which are inspired by the success 

of consensus decoding approaches. These features 

are described in details as follows: 

1)            : the n-gram posterior feature of 

  computed based on the component search 

space       generated by   : 

                            

   

 

                                   is 

the posterior probability of an n-gram   in 

     ,       is the number of times that   

occurs in  ,       equals to 1 when   occurs 

in  , and 0 otherwise. 

Figure 2: An example of HM decoding, in which the 

translations surrounded by the dotted lines are newly 

generated hypotheses. Hypotheses light-shaded come 

from a phrase-based system, and hypotheses dark-

shaded come from a syntax-based system. 

economic growth of China 

economic growth China ’s 

的 中国 经济 发展 

development of economy 

China ’s development of economy 

China ‘s economic growth 

of China 

development of economy of China 

 

… Rules provided by 

the HM decoder 
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2)    
      

    : the stemmed n-gram posterior 

feature of   computed based on the stemmed 

component search space   
    . A word stem 

dictionary that includes 22,660 entries is used 

to convert   and       into their stem forms 

   and   
     by replacing each word into its 

stem form. This feature is computed similarly 

to that of            . 

3)           : the n-gram posterior feature of   

computed based on the mixture search space 

     generated by the HM decoder: 

                          

   

 

                                is the 

posterior probability of an n-gram   in     , 

        is the posterior probability of one 

translation    given   based on     . 

4)        : the length posterior feature of the 

specific target hypothesis with length   based 

on the mixture search space      generated 

by the HM decoder: 

                

                  

 

Note here that features in            and         

will be computed when the computations of all the 

remainder features in two categories have already 

finished for each   in     , and they will be used 

to update current HM decoding model scores. 

Consensus features based on component search 

spaces have already shown effectiveness (Kumar 

et al., 2009; DeNero et al., 2010; Duan et al., 

2010). We leverage consensus features based on 

the mixture search space newly generated in HM 

decoding as well. The length posterior feature (Zen 

and Ney, 2006) is used to adjust the preference of 

HM decoder for longer or shorter translations, and 

the stemmed n-gram posterior features are used to 

provide more discriminative power for HM decod-

ing and to decrease the effects of morphological 

changes in words for more accurate computation 

of consensus statistics. 

The second feature category contains a set of 

general features. Although there are more features 

that can be incorporated into HM decoding besides 

the ones we list below, we only utilize the most 

representative ones for convenience: 

1)             : the word count feature. 

2)         : the language model feature. 

3)           : the dictionary-based feature that 

counts how many lexicon pairs can be found 

in a given translation pair      . 

4)           and          : reordering features 

that penalize the uses of straight and inverted 

BTG rules during the derivation of   in HM 

decoding. These two features are specific to 

BTG-based HM decoding (Section 2.4.1): 

                   

      

 

                   

      

 

5)            and           : reordering fea-

tures that penalize the uses of hierarchical and 

glue rules during the derivation of   in HM 

decoding. These two features are specific to 

SCFG-based HM decoding (Section 2.4.2): 

                  

      

 

                    

      

 

  is the hierarchical rule set provided by the 

HM decoder itself,       equals to 1 when   

is provided by  , and 0 otherwise. 

6)          : the feature that counts how many 

n-grams in   are newly generated by the HM 

decoder, which cannot be found in all existing 

component search spaces: 

                   
        

 

   
 

   

 

  
         

     equals to 1 when   does 

not exist in        
   , and 0 otherwise. 

The MERT algorithm (Och, 2003) is used to 

tune weights of HM decoding features. 

2.4 Decoding Algorithms 

Two CKY-style algorithms for HM decoding are 

presented in this subsection. The first one is based 

on BTG (Wu, 1997), and the second one is based 

on SCFG, similar to Chiang (2005). 
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2.4.1 BTG-based HM Decoding 

The first algorithm, BTG-HMD, is presented in 

Algorithm 1, where hypotheses of two consecutive 

source spans are composed using two BTG rules: 

 Straight rule    . It combines translations of 

two consecutive blocks into a single larger 

block in a straight order. 

 Inverted rule    . It combines translations of 

two consecutive blocks into a single larger 

block in an inverted order. 

These two rules are used bottom-up until the 

whole source sentence is fully covered. We use 

two reordering rule penalty features,           and 

         , to penalize the uses of these two rules. 

 
Algorithm 1: BTG-based HM Decoding 

1: for each component model    do 

2:  output the search space       for the input   

3: end for 
4: for     to       do 

5:  for all     s.t.       do 

6:       
 
      

7:   for all   s.t.       do 

8:    for        
   and          

 
  do 

9:     add                  to     
 
  

10:     add                  to     
 
  

11:    end for 
12:   end for 

13:   for each hypothesis         
 
  

    do 
14:    compute HM decoding features for   

15:    add   to     
 
  

16:   end for 

17:   for each hypothesis       
 
  do 

18: 
   

compute the n-gram and length posterior 

features for   based on     
 
  

19:    update current HM decoding score of   

20:   end for 

21:  end for 

22: end for 

23: return         with the maximum model score 

 

In BTG-HMD, in order to derive translations for 

a source span   
 
, we compose hypotheses of any 

two smaller spans   
  and     

 
 using two BTG 

rules in line 9 and 10,              denotes the 

operations that firstly combine    and    using one 

BTG rule   and secondly compute HM decoding 

features for the newly generated hypothesis  . We 

compute HM decoding features for hypotheses 

contained in all existing component search spaces 

      
 
  

    as well, and add them to     
 
 . 

From line 17 to 20, we update current HM decod-

ing scores for all hypotheses in     
 
  using the 

n-gram and length posterior features computed 

based on     
 
 . When the whole source sentence 

is fully covered, we return the hypothesis with the 

maximum model score as the final best translation. 

2.4.2 SCFG-based HM Decoding 

The second algorithm, SCFG-HMD, is presented 

in Algorithm 2. An additional rule set  , which is 

provided by the HM decoder, is used to compose 

hypotheses. It includes hierarchical rules extracted 

using Chiang (2005)’s method and glue rules. Two 

reordering rule penalty features,            and 

          , are used to adjust the preferences of 

using hierarchical rules and glue rules. 

 

Algorithm 2: SCFG-based HM Decoding 

1: for each component model    do 

2:  output the search space       for the input   

3: end for 
4: for     to       do 

5:  for all     s.t.       do 

6:       
 
      

7:   for each rule     that matches   
 
do 

8:    for         
  and         

  do 

9:     add                to     
 
  

10:    end for 
11:   end for 

12:   for each hypothesis         
 
  

    do 
13:    compute HM decoding features for   

14:    add   to     
 
  

15:   end for 

16:   for each hypothesis       
 
  do 

17: 
   

compute the n-gram and length posterior 

features for   based on     
 
  

18:    update current HM decoding score of   

19:   end for 

20:  end for 

21: end for 

22: return         with the maximum model score 

 

Compared to BTG-HMD, the key differences in 

SCFG-HMD are located from line 7 to 11, where 

the translation for a given span   
 
 is generated by 

replacing the non-terminals in a hierarchical rule 

    with their corresponding target translations, 

   
 is the source span that is covered by the  th

 non-

terminal of  ,      
  is the search space for    

 

predicted by the HM decoder. 
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3 Comparisons to Related Techniques 

3.1 Model Combination and Mixture Model 

based MBR Decoding 

Model combination (DeNero et al., 2010) is an 

approach that selects translations from a conjoint 

search space using information from multiple SMT 

component models; Duan et al. (2010) presents a 

similar method, which utilizes a mixture model to 

combine distributions of hypotheses from different 

systems for Bayes-risk computation, and selects 

final translations from the combined search spaces 

using MBR decoding. Both of these two methods 

share a common limitation: they only re-rank the 

combined search space, without the capability to 

generate new translations. In contrast, by reusing 

hypotheses generated by all component systems in 

HM decoding, translations beyond any existing 

search space can be generated. 

3.2 Co-Decoding and Joint Decoding 

Li et al. (2009a) proposes collaborative decoding, 

an approach that combines translation systems by 

re-ranking partial and full translations iteratively 

using n-gram features from the predictions of other 

member systems. However, in co-decoding, all 

member systems must work in a synchronous way, 

and hypotheses between different systems cannot 

be shared during decoding procedure; Liu et al. 

(2009) proposes joint-decoding, in which multiple 

SMT models are combined in either translation or 

derivation levels. However, their method relies on 

the correspondence between nodes in hypergraph 

outputs of different models. HM decoding, on the 

other hand, can use hypotheses from component 

search spaces directly without any restriction. 

3.3 Hybrid Decoding 

Hybrid decoding (Cui et al., 2010) resembles our 

approach in the motivation. This method uses the 

system combination technique in decoding directly 

to combine partial hypotheses from different SMT 

models. However, confusion network construction 

brings high computational complexity. What’s 

more, partial hypotheses generated by confusion 

network decoding cannot be assigned exact feature 

values for future use in higher level decoding, and 

they only use feature values of 1-best hypothesis 

as an approximation. HM decoding, on the other 

hand, leverages a set of enriched features, which 

are computable for all the hypotheses generated by 

either component systems or the HM decoder. 

4 Experiments 

4.1 Data and Metric 

Experiments are conducted on the NIST Chinese-

to-English MT tasks. The NIST 2004 (MT04) data 

set is used as the development set, and evaluation 

results are reported on the NIST 2005 (MT05), the 

newswire portions of the NIST 2006 (MT06) and 

2008 (MT08) data sets. All bilingual corpora 

available for the NIST 2008 constrained data track 

of Chinese-to-English MT task are used as training 

data, which contain 5.1M sentence pairs, 128M 

Chinese words and 147M English words after pre-

processing. Word alignments are performed using 

GIZA++ with the intersect-diag-grow refinement. 

The English side of bilingual corpus plus Xinhua 

portion of the LDC English Gigaword Version 3.0 

are used to train a 5-gram language model. 

Translation performance is measured in terms of 

case-insensitive BLEU scores (Papineni et al., 

2002), which compute the brevity penalty using 

the shortest reference translation for each segment. 

Statistical significance is computed using the boot-

strap re-sampling approach proposed by Koehn 

(2004). Table 1 gives some data statistics. 

 
Data Set #Sentence #Word 

MT04(dev) 1,788 48,215 

MT05 1,082 29,263 

MT06 616 17,316 

MT08 691 17,424 

Table 1: Statistics on dev and test data sets 

4.2 Component Systems 

For convenience of comparing HM decoding with 

several related decoding techniques, we include 

two state-of-the-art SMT systems as component 

systems only: 

 PB. A phrase-based system (Xiong et al., 

2006) with one lexicalized reordering model 

based on the maximum entropy principle. 

 DHPB. A string-to-dependency tree-based 

system (Shen et al., 2008), which translates 

source strings to target dependency trees. A 

target dependency language model is used as 

an additional feature. 
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Phrasal rules are extracted on all bilingual data, 

hierarchical rules used in DHPB and reordering 

rules used in SCFG-HMD are extracted from a 

selected data set
3
. Reordering model used in PB is 

trained on the same selected data set as well. A 

trigram dependency language model used in 

DHPB is trained with the outputs from Berkeley 

parser on all language model training data. 

4.3 Contrastive Techniques 

We compare HM decoding with three multiple-

system based decoding techniques: 

 Word-Level System Combination (SC). We 

re-implement an IHMM alignment based sys-

tem combination method proposed by Li et al. 

(2009b). The setting of the N-best candidates 

used is the same as the original paper. 

 Co-decoding (CD). We re-implement it based 

on Li et al. (2009a), with the only difference 

that only two models are included in our re-

implementation, instead of three in theirs. For 

each test set, co-decoding outputs three results, 

two for two member systems, and one for the 

further system combination. 

 Model Combination (MC). Different from co-

decoding, MC produces single one output for 

each input sentence. We re-implement this 

method based on DeNero et al. (2010) with 

two component models included. 

4.4 Comparison to Component Systems 

We compared HM decoding with two component 

SMT systems first (in Table 2). 30 features are 

used to annotate each hypothesis in HM decoding, 

including: 8 n-gram posterior features computed 

from PB/DHPB forests for      ; 8 stemmed 

n-gram posterior features computed from stemmed 

PB/DHPB forests for      ; 4 n-gram post-

erior features and 1 length posterior feature com-

puted from the mixture search space of HM de-

coder for      ; 1 LM feature; 1 word count 

feature; 1 dictionary-based feature; 2 grammar-

specified rule penalty features for either BTG-

HMD or SCFG-HMD; 4 count features for newly 

generated n-grams in HM decoding for      . 

All n-gram posteriors are computed using the effi-

cient algorithm proposed by Kumar et al. (2009). 

                                                 
3 LDC2003E07, LDC2003E14, LDC2005T06, LDC2005T10, 

LDC2005E83, LDC2006E26, LDC2006E34, LDC2006E85 

and LDC2006E92 

 

Model 
BLEU% 

MT04 MT05 MT06 MT08 

PB 38.93 38.21 33.59 29.62 

DHPB 39.90 39.76 35.00 30.43 

BTG-HMD 41.24
*
 41.26* 36.76

*
 31.69

*
 

SCFG-HMD 41.31
*
 41.19* 36.63

*
 31.52

*
 

Table 2: HM decoding vs. single component system 

decoding (*: significantly better than each component 

system with   < 0.01) 

From table 2 we can see, both BTG-HMD and 

SCFG-HMD outperform decoding results of the 

best component system (DHPB) with significant 

improvements: +1.50, +1.76, and +1.26 BLEU 

points on MT05, MT06, and MT08 for BTG-HMD; 

+1.43, +1.63 and +1.09 BLEU points on MT05, 

MT06, and MT08 for SCFG-HMD. We also notice 

that BTG-HMD performs slight better than SCFG-

HMD on test sets. We think the potential reason is 

that more reordering rules are used in SCFG-HMD 

to handle phrase movements than BTG-HMD do; 

however, current HM decoding model lacks the 

ability to distinguish the qualities of different rules. 

We also investigate on the effects of different 

HM-decoding features. For the convenience of 

comparison, we divide them into five categories: 

 Set-1. 8 n-gram posterior features based on 2 

component search spaces plus 3 commonly 

used features (1 LM feature, 1 word count 

feature and 1 dictionary-based feature). 

 Set-2. 8 stemmed n-gram posterior features 

based on 2 stemmed component search spaces. 

 Set-3. 4 n-gram posterior features and 1 

length posterior feature based on the mixture 

search space of the HM decoder. 

 Set-4. 2 grammar-specified reordering rule 

penalty features. 

 Set-5. 4 count features for unseen n-grams 

generated by HM decoder itself. 

Except for the dictionary-based feature, all the 

features contained in Set-1 are used by the latest 

multiple-system based consensus decoding tech-

niques (DeNero et al., 2010; Duan et al., 2010). 

We use them as the starting point. Each time, we 

add one more feature set and describe the changes 

of performances by drawing two curves for each 

HM decoding algorithm on MT08 in Figure 3. 
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Figure 3: Effects of using different sets of HM decoding 

features on MT08 

With Set-1 used only, HM-decoding has already 

outperformed the best component system, which 

shows the strong contributions of these features as 

proved in related work; small gains (+0.2 BLEU 

points) are achieved by using 8 stemmed n-gram 

posterior features in Set-2, which shows consensus 

statistics based on n-grams in their stem forms are 

also helpful; n-gram and length posterior features 

based on mixture search space bring improvements 

as well; reordering rule penalty features and count 

features for unseen n-grams boost newly generated 

hypotheses specific for HM decoding, and they 

contribute to the overall improvements. 

4.5 Comparison to System Combination 

Word-level system combination is state-of-the-art 

method to improve translation performance using 

outputs generated by multiple SMT systems. In 

this paper, we compare our HM decoding with the 

combination method proposed by Li et al. (2009b). 

Evaluation results are shown in Table 3. 

 

Model 
BLEU% 

MT04 MT05 MT06 MT08 

SC 41.14 40.70 36.04 31.16 

BTG-HMD 41.24 41.26
+
 36.76

+
 31.69

+
 

SCFG-HMD 41.31
+
 41.19

+
 36.63

+
 31.52

+
 

Table 3: HM decoding vs. system combination (+: sig-

nificantly better than SC with   < 0.05) 

Compared to word-level system combination, 

both BTG-HMD and SCFG-HMD can provide 

significant improvements. We think the potential 

reason for these improvements is that, system 

combination can only use a small portion of the 

component systems’ search spaces; HM decoding, 

on the other hand, can make full use of the entire 

translation spaces of all component systems. 

4.6 Comparison to Consensus Decoding 

Consensus decoding is another decoding technique 

that motivates our approach. We compare our HM 

decoding with two latest multiple-system based 

consensus decoding approaches, co-decoding and 

model combination. We list the comparison results 

in Table 4, in which CD-PB and CD-DHPB denote 

the translation results of two member systems in 

co-decoding respectively, CD-Comb denotes the 

results of further combination using outputs of 

CD-PB and CD-DHPB, MC denotes the results of 

model combination. 

 

Model 
BLEU% 

MT04 MT05 MT06 MT08 

CD-PB 40.39 40.34 35.20 30.39 

CD-DHPB 40.81 40.56 35.73 30.87 

CD-Comb 41.27 41.02 36.37 31.54 

MC 41.19 40.96 36.30 31.43 

BTG-HMD 41.24 41.26
+
 36.76

+
 31.69 

SCFG-HMD 41.31 41.19 36.63
+
 31.52 

Table 4: HM decoding vs. consensus decoding (+: sig-

nificantly better than the best result of consensus decod-

ing methods with   < 0.05) 

Table 4 shows that after an additional system 

combination procedure, CD-Comb performs slight 

better than MC. Both BTG-HMD and SCFG-

HMD perform consistent better than CD and MC 

on all blind test sets, due to its richer generative 

capability and usage of larger search spaces. 

4.7 System Combination over BTG-HMD 

and SCFG-HMD Outputs 

As BTG-HMD and SCFG-HMD are based on two 

different decoding grammars, we could perform 

system combination over the outputs of these two 

settings (SC
BTG+SCFG

) for further improvements as 

well, just as Li et al. (2009a) did in co-decoding. 

We present evaluation results in Table 5. 

 

Model 
BLEU% 

MT04 MT05 MT06 MT08 

BTG-HMD 41.24 41.26 36.76 31.69 

SCFG-HMD 41.31 41.19 36.63 31.52 

SC
BTG+SCFG

 41.74
+
 41.53

+
 37.11

+
 32.06

+
 

Table 5: System combination based on the outputs of 

BTG-HMD and SCFG-HMD (+: significantly better 

than the best HM decoding algorithm (SCFG-HMD) 

with   < 0.05) 

30.5

30.7

30.9

31.1

31.3

31.5

31.7

31.9

Set-1 Set-2 Set-3 Set-4 Set-5

BTG-HMD

SCFG-HMD
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After system combination, translation results are 

significantly better than all decoding approaches 

investigated in this paper: up to 2.11 BLEU points 

over the best component system (DHPB), up to 

1.07 BLEU points over system combination, up to 

0.74 BLEU points over co-decoding, and up to 

0.81 BLEU points over model combination. 

4.8 Evaluation of Oracle Translations 

In the last part, we evaluate the quality of oracle 

translations on the n-best lists generated by HM 

decoding and all decoding approaches discussed in 

this paper. Oracle performances are obtained using 

the metric of sentence-level BLEU score proposed 

by Ye et al. (2007), and each decoding approach 

outputs its 1000-best hypotheses, which are used 

to extract oracle translations. 

 

Model 
BLEU% 

MT04 MT05 MT06 MT08 

PB 49.53 48.36 43.69 39.39 

DHPB 50.66 49.59 44.68 40.47 

SC 51.77 50.84 46.87 42.11 

CD-PB 50.26 50.10 45.65 40.52 

CD-DHPB 51.91 50.61 46.23 41.01 

CD-Comb 52.10 51.00 46.95 42.20 

MC 52.03 51.22 46.60 42.23 

BTG-HMD 52.69
+
 51.75

+
 47.08 42.71

+
 

SCFG-HMD 52.94
+
 51.40 47.27

+
 42.45

+
 

SC
BTG+SCFG

 53.58
+
 52.03

+
 47.90

+
 43.07

+
 

Table 6: Oracle performances of different methods (+: 

significantly better than the best multiple-system based 

decoding method (CD-Comb) with   < 0.05) 

Results are shown in Table 6: compared to each 

single component system, decoding methods based 

on multiple SMT systems can provide significant 

improvements on oracle translations; word-level 

system combination, collaborative decoding and 

model combination show similar performances, in 

which CD-Comb performs best; BTG-HMD, 

SCFG-HMD and SC
BTG+SCFG

 can obtain significant 

improvements than all the other approaches, and 

SC
BTG+SCFG

 performs best on all evaluation sets. 

5 Conclusion 

In this paper, we have presented the hypothesis 

mixture decoding approach to combine multiple 

SMT models, in which hypotheses generated by 

multiple component systems are used to compose 

new translations. HM decoding method integrates 

the advantages of both system combination and 

consensus decoding techniques into a unified 

framework. Experimental results across different 

NIST Chinese-to-English MT evaluation data sets 

have validated the effectiveness of our approach. 

In the future, we will include more SMT models 

and explore more features, such as syntax-based 

features, helping to improve the performance of 

HM decoding. We also plan to investigate more 

complicated reordering models in HM decoding. 
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Abstract

We present minimum Bayes-risk system com-
bination, a method that integrates consen-
sus decoding and system combination into
a unified multi-system minimum Bayes-risk
(MBR) technique. Unlike other MBR meth-
ods that re-rank translations of a single SMT
system, MBR system combination uses the
MBR decision rule and a linear combina-
tion of the component systems’ probability
distributions to search for the minimum risk
translation among all the finite-length strings
over the output vocabulary. We introduce ex-
pected BLEU, an approximation to the BLEU
score that allows to efficiently apply MBR in
these conditions. MBR system combination is
a general method that is independent of spe-
cific SMT models, enabling us to combine
systems with heterogeneous structure. Exper-
iments show that our approach bring sig-
nificant improvements to single-system-based
MBR decoding and achieves comparable re-
sults to different state-of-the-art system com-
bination methods.

1 Introduction

Once statistical models are trained, a decoding ap-
proach determines what translations are finally se-
lected. Two parallel lines of research have shown
consistent improvements over the max–derivation
decoding objective, which selects the highest prob-
ability derivation. Consensus decoding procedures
select translations for a single system with a mini-
mum Bayes risk (MBR) (Kumar and Byrne, 2004).
System combination procedures, on the other hand,
generate translations from the output of multiple
component systems by combining the best frag-
ments of these outputs (Frederking and Nirenburg,

1994). In this paper, we present minimum Bayes
risk system combination, a technique that unifies
these two approaches by learning a consensus trans-
lation over multiple underlying component systems.

MBR system combination operates directly on the
outputs of the component models. We perform an
MBR decoding using a linear combination of the
component models’ probability distributions. In-
stead of re-ranking the translations provided by the
component systems, we search for the hypothesis
with the minimum expected translation error among
all the possible finite-length strings in the target lan-
guage. By using a loss function based on BLEU (Pa-
pineni et al., 2002), we avoid the hypothesis align-
ment problem that is central to standard system com-
bination approaches (Rosti et al., 2007). MBR sys-
tem combination assumes only that each translation
model can produce expectations of n-gram counts;
the latent derivation structures of the component sys-
tems can differ arbitrary. This flexibility allows us to
combine a great variety of SMT systems.

The key contributions of this paper are three: the
usage of a linear combination of distributions within
the MBR decoding, which allows multiple SMT
models to be involved in, and makes the computa-
tion of n-grams statistics to be more accurate; the
decoding in an extended search space, which allows
to find better hypotheses than the evidences pro-
vided by the component models; and the use of an
expected BLEU score instead of the sentence-wise
BLEU, which allows to efficiently apply MBR de-
coding in the huge search space under consideration.

We evaluate in a multi-source translation task ob-
taining improvements of up to +2.0 BLEU abs. over
the best single system max-derivation, and state-of-
the-art performance in the system combination task
of the ACL 2010 workshop on SMT.

1268



2 Related Work

MBR system combination is a multi-system gener-
alization of MBR decoding where the space of hy-
potheses is not constrained to the space of evidences.
We expand the space of hypotheses following some
underlying ideas of system combination techniques.

2.1 Minimum Bayes risk

In SMT, MBR decoding allows to minimize the
loss of the output for a single translation system.
MBR is generally implemented by re-ranking an N -
best list of translations produced by a first pass de-
coder (Kumar and Byrne, 2004). Different tech-
niques to widen the search space have been de-
scribed (Tromble et al., 2008; DeNero et al., 2009;
Kumar et al., 2009; Li et al., 2009). These works
extend the traditional MBR algorithms based on N -
best lists to work with lattices.

The use of MBR to combine the outputs of vari-
ous MT systems has also been explored previously.
Duan et al. (2010) present an MBR decoding that
makes use of a mixture of different SMT systems to
improve translation accuracy. Our technique differs
in that we use a linear combination instead of a mix-
ture, which avoids the problem of component sys-
tems not sharing the same search space; perform the
decoding in a search space larger than the outputs
of the component models; and optimize an expected
BLEU score instead of the linear approximation to
it described in (Tromble et al., 2008).

DeNero et al. (2010) present model combination,
a multi-system lattice MBR decoding on the con-
joined evidences spaces of the component systems.
Our technique differs in that we perform the search
in an extended search space not restricted to the pro-
vided evidences, have fewer parameters to learn, and
optimizes an expected BLEU score instead of the
linear BLEU approximation.

Another MBR-related technique to combine the
outputs of various MT systems was presented by
González-Rubio and Casacuberta (2010). They use
different median string (Fu, 1982) algorithms to
combine various machine translation systems. Our
approach differs in that we take into account the pos-
terior distribution over translations instead of con-
sidering each translation equally likely, optimize the
expected BLEU score instead of a sentence-wise

measure such as the edit distance or the sentence-
level BLEU, and take into account the quality dif-
ferences by associating a tunable scaling factor to
each system.

2.2 System Combination

System combination techniques in MT take as in-
put the outputs {e1, · · · , eN} of N translation sys-
tems, where en is a structured translation object
(or N -best lists thereof), typically viewed as a se-
quence of words. The dominant approach in the
field chooses a primary translation ep as a backbone,
then finds an alignment an to the backbone for each
en. A new search space is constructed from these
backbone-aligned outputs and then a voting proce-
dure of feature-based model predicts a final consen-
sus translation (Rosti et al., 2007). MBR system
combination entirely avoids this alignment prob-
lem by considering hypotheses as n-gram occur-
rence vectors rather than word sequences. MBR sys-
tem combination performs the decoding in a larger
search space and includes statistics from the compo-
nents’ posteriors, whereas system combination tech-
niques typically do not.

Despite these advantages, system combination
may be more appropriate in some settings. In par-
ticular, MBR system combination is designed pri-
marily for statistical systems that generate N -best
or lattice outputs. MBR system combination can in-
tegrate non-statistical systems that generate either a
single or an unweighted output. However, we would
not expect the same strong performance from MBR
system combination in these constrained settings.

3 Minimum Bayes risk Decoding

MBR decoding aims to find the candidate hypothesis
that has the least expected loss under a probability
model (Bickel and Doksum, 1977). We begin with a
review of MBR for SMT.

SMT can be described as a mapping of a word se-
quence f in a source language to a word sequence
e in a target language; this mapping is produced by
the MT decoder D(f). If the reference translation
e is known, the decoder performance can be mea-
sured by the loss function L(e,D(f)). Given such a
loss function L(e, e′) between an automatic transla-
tion e′ and a reference e, and an underlying proba-
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bility model P (e|f), MBR decoding has the follow-
ing form (Goel and Byrne, 2000; Kumar and Byrne,
2004):

ê = arg min
e′∈E

R(e′) (1)

= arg min
e′∈E

∑
e∈E

P (e|f) · L(e, e′) , (2)

where R(e′) denotes the Bayes risk of candidate
translation e′ under loss function L, and E repre-
sents the space of translations.

If the loss function between any two hypotheses
can be bounded: L(e, e′) ≤ Lmax, the MBR de-
coder can be rewritten in term of a similarity func-
tion S(e, e′) = Lmax − L(e, e′). In this case, in-
stead of minimizing the Bayes risk, we maximize
the Bayes gain G(e′):

ê = arg max
e′∈E

G(e′) (3)

= arg max
e′∈E

∑
e∈E

P (e|f) · S(e, e′) . (4)

MBR decoding can use different spaces for hy-
pothesis selection and gain computation (arg max
and summatory in Eq. (4)). Therefore, the MBR de-
coder can be more generally written as follows:

ê = arg max
e′∈Eh

∑
e∈Ee

P (e|f) · S(e, e′) , (5)

where Eh refers to the hypotheses space form where
the translations are chosen and Ee refers to the evi-
dences space that is used to compute the Bayes gain.
We will investigate the expansion of the hypotheses
space while keeping the evidences space as provided
by the decoder.

4 MBR System Combination

MBR system combination is a multi-system gener-
alization of MBR decoding. It uses the MBR de-
cision rule on a linear combination of the probabil-
ity distributions of the component systems. Unlike
existing MBR decoding methods that re-rank trans-
lation outputs, MBR system combination search for
the minimum risk hypotheses on the complete set of
finite-length hypotheses over the output vocabulary.
We assume the component systems to be statistically
independent and define the Bayes gain as a linear

combination of the Bayes gains of the components.
Each system provides its own space of evidences
Dn(f) and its posterior distribution over translations
Pn(e|f). Given a sentence f in the source language,
MBR system combination is written as follows:

ê = arg max
e′∈Eh

G(e′) (6)

≈ arg max
e′∈Eh

N∑
n=1

αn · Gn(e′) (7)

= arg max
e′∈Eh

N∑
n=1

αn ·
∑

e∈Dn(f)

Pn(e|f) · S(e, e′) , (8)

where N is the total number of component systems,
Eh represents the hypotheses space where the search
is performed, Gn(e′) is the Bayes gain of hypothe-
sis e′ given by the nth component system and αn is
a scaling factor introduced to take into account the
differences in quality of the component models. It is
worth mentioning that by using a linear combination
instead of a mixture model, we avoid the problem
of component systems not sharing the same search
space (Duan et al., 2010).

MBR system combination parameters training
and decoding in the extended hypotheses space are
described below.

4.1 Model Training
We learn the scaling factors in Eq. (8) using min-
imum error rate training (MERT) (Och, 2003).
MERT maximizes the translation quality of ê on a
held-out set, according to an evaluation metric that
compares to a reference set. We used BLEU, choos-
ing the scaling factors to maximize BLEU score
of the set of translations predicted by MBR sys-
tem combination. We perform the maximization by
means of the down-hill simplex algorithm (Nelder
and Mead, 1965).

4.2 Model Decoding
In most MBR algorithms, the hypotheses space is
equal to the evidences space. Following the underly-
ing idea of system combination, we are interested in
extend the hypotheses space by including new sen-
tences created using fragments of the hypotheses in
the evidences spaces of the component models. We
perform the search (argmax operation in Eq. (8))
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Algorithm 1 MBR system combination decoding.
Require: Initial hypothesis e
Require: Vocabulary the evidences Σ

1: ê← e
2: repeat
3: ecur ← ê
4: for j = 1 to |ecur| do
5: ês ← ecur

6: for a ∈ Σ do
7: e′s ← Substitute(ecur, a, j)
8: if G(e′s) > G(ês) then
9: ês ← e′s

10: êd ← Delete(ecur, j)
11: êi ← ecur

12: for a ∈ Σ do
13: e′i ← Insert(ecur, a, j)
14: if G(e′i) > G(êi) then
15: êi ← e′i
16: ê← arg maxe′∈{ecur,ês,êd,êi} G(e′)
17: until G(ê) 6> G(ecur)
18: return ecur

Ensure: G(ecur) ≥ G(e)

using the approximate median string (AMS) algo-
rithm (Martı́nez et al., 2000). AMS algorithm per-
form a search on a hypotheses space equal to the
free monoid Σ∗ of the vocabulary of the evidences
Σ = V oc(Ee).

The AMS algorithm is shown in Algorithm 1.
AMS starts with an initial hypothesis e that is mod-
ified using edit operations until there is no improve-
ment in the Bayes gain (Lines 3–16). On each posi-
tion j of the current solution ecur, we apply all the
possible single edit operations: substitution of the
jth word of ecur by each word a in the vocabulary
(Lines 5–9), deletion of the jth word of ecur (Line
10) and insertion of each word a in the vocabulary in
the jth position of ecur (Lines 11–15). If the Bayes
gain of any of the new edited hypotheses is higher
than the Bayes gain of the current hypothesis (Line
17), we repeat the loop with this new hypotheses ê,
in other case, we return the current hypothesis.

AMS algorithm takes as input an initial hypothe-
sis e and the combined vocabulary of the evidences
spaces Σ. Its output is a possibly new hypothesis
whose Bayes gain is assured to be higher or equal
than the Bayes gain of the initial hypothesis.

The complexity of the main loop (lines 2-17) is
O(|ecur| · |Σ| · CG), where CG is the cost of com-
puting the gain of a hypothesis, and usually only a
moderate number of iterations (< 10) is needed to
converge (Martı́nez et al., 2000).

5 Computing BLEU-based Gain

We are interested in performing MBR system com-
bination under BLEU. BLEU behaves as a score
function: its value ranges between 0 and 1 and a
larger value reflects a higher similarity. Therefore,
we rewrite the gain function G(·) using single evi-
dence (or reference) BLEU (Papineni et al., 2002)
as the similarity function:

Gn(e′) =
∑

e∈Dn(f)

Pn(e|f) · BLEU(e, e′) (9)

BLEU =
4∏

k=1

(
mk

ck

) 1
4

·min
(
e1−

r
c , 1.0

)
, (10)

where r is the length of the evidence, c the length of
the hypothesis, mk the number of n-gram matches
of size k, and ck the count of n-grams of size k in
the hypothesis.

The evidences space Dn(f) may contain a huge
number of hypotheses1 which often make impracti-
cal to compute Eq. (9) directly. To avoid this prob-
lem, Tromble et al. (2008) propose linear BLEU, an
approximation to the BLEU score to efficiently per-
form MBR decoding when the search space is repre-
sented with lattices. However, our hypotheses space
is the full set of finite-length strings in the target vo-
cabulary and can not be represented in a lattice.

In Eq. (9), we have one hypothesis e′ that is to be
compared to a set of evidences e ∈ Dn(f) which
follow a probability distribution Pn(e|f). Instead
of computing the expected BLEU score by calcu-
lating the BLEU score with respect to each of the
evidences, our approach will be to use the expected
n-gram counts and sentence length of the evidences
to compute a single-reference BLEU score. We re-
place the reference statistics (r and mn in Eq. (10))
by the expected statistics (r′ and m′n) given the pos-

1For example, in a lattice the number of hypotheses may be
exponential in the size of its state set.
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terior distribution Pn(e|f) over the evidences:

Gn(e′) =

4∏
k=1

(
m′k
ck

) 1
4

·min
(
e1−

r′
c , 1.0

)
(11)

r′ =
∑

e∈Dn(f)

|e| · Pn(e|f) (12)

m′k =
∑

ng∈Nk(e′)

min(Ce′(ng), C ′(ng)) (13)

C ′(ng) =
∑

e∈Dn(f)

Ce(ng) · Pn(e|f) , (14)

where Nk(e′) is the set of n-grams of size k in the
hypothesis, Ce′(ng) is the count of the n-gram ng in
the hypothesis and C ′(ng) is the expected count of
ng in the evidences. To compute the n-gram match-
ings m′k, the count of each n-gram is truncated, if
necessary, to not exceed the expected count for that
n-gram in the evidences.

We have replaced a summation over a possibly ex-
ponential number of items (e′ ∈ Dn(f) in Eq. (9))
with a summation over a polynomial number of n-
grams that occur in the evidences2. Both, the ex-
pected length of the evidences r′ and their expected
n-gram counts m′k can be pre-computed efficiently
from N -best lists and translation lattices (Kumar et
al., 2009; DeNero et al., 2010).

6 Experiments

We report results on a multi-source translation
task. From the Europarl corpus released for the
ACL 2006 workshop on MT (WMT2006), we se-
lect those sentence pairs from the German–English
(de–en), Spanish–English (es–en) and French–
English (fr–en) sub-corpora that share the same En-
glish translation. We obtain a multi-source corpus
with German, Spanish and French as source lan-
guages and English as target language. All the ex-
periments were carried out with the lowercased and
tokenized version of this corpus.

We report results using BLEU (Papineni et al.,
2002) and translation edit rate (Snover et al., 2006)
(TER). We measure statistical significance using
2If Dn(f) is represented by a lattice, the number of n-grams is
polynomial in the number of edges in the lattice.

System dev test
BLEU TER BLEU TER

de→en
MAX 25.3 60.5 25.6∗ 60.3
MBR 25.1 60.7 25.4∗ 60.5

es→en
MAX 30.9∗ 53.3∗ 30.4∗ 53.9∗

MBR 31.0∗ 53.4∗ 30.4∗ 54.0∗

fr→en
MAX 30.7∗ 53.9∗ 30.8∗ 53.4∗

MBR 30.7∗ 53.8∗ 30.9∗ 53.4∗

Table 1: Performance of base systems.

Approach dev test
BLEU TER BLEU TER

Best MAX 30.9∗ 53.3∗ 30.8∗ 53.4∗

Best MBR 31.0∗ 53.4∗ 30.9∗ 53.4∗

MBR-SC 32.3 52.5 32.8 52.3

Table 2: Performance from best single system max-
derivation decoding (Best MAX), the best single system
minimum Bayes risk decoding (Best MBR) and mini-
mum Bayes risk system combination (MBR-SC) combin-
ing three systems.

95% confidence intervals computed using paired
bootstrap re-sampling (Zhang and Vogel, 2004). In
all table cells (except for Table 3) systems without
statistically significant differences are marked with
the same superscript.

6.1 Base Systems

We combine outputs from three systems, each one
translating from one source language (German,
Spanish or French) into English. Each individual
system is a phrase-based system trained using the
Moses toolkit (Koehn et al., 2007). The parame-
ters of the systems were tuned using MERT (Och,
2003) to optimize BLEU on the development set.
Each base system yields state-of-the-art perfor-
mance, summarized in Table 1. For each system,
we report the performance of max-derivation decod-
ing (MAX) and 1000-best3 MBR decoding (Kumar
and Byrne, 2004).

6.2 Experimental Results

Table 2 compares MBR system combination (MBR-
SC) to the best MAX and MBR systems. Both Best

3Ehling et al. (2007) studied up to 10000-best and show that the
use of 1000-best candidates is sufficient for MBR decoding.
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Setup BLEU TER
Best MBR 30.9 53.4
MBR-SC Expected 30.9 53.5
MBR-SC E/Conjoin 32.4 52.1
MBR-SC E/C/evidences-best 30.9 53.5
MBR-SC E/C/hypotheses-best 31.8 52.5

MBR-SC E/C/Extended 32.7 52.3
MBR-SC E/C/Ex/MERT 32.8 52.3

Table 3: Results on the test set for different setups of
minimum Bayes risk system combination.

MBR and MBR-SC were computed on 1000-best
lists. MBR-SC uses expected BLEU as gain func-
tion using the conjoined evidences spaces of the
three systems to compute expected BLEU statistics.
It performs the search in the free monoid of the out-
put vocabulary, and its model parameters were tuned
using MERT on the development set. This is the
standard setup for MBR system combination, and
we refer to it as MBR-SC-E/C/Ex/MERT in Table 3.

MBR system combination improves single Best
MAX system by +2.0 BLEU points in test, and al-
ways improves over MBR. This improvement could
arise due to multiple reasons: the expected BLEU
gain, the larger evidences space, the extended hy-
potheses space, or the MERT tuned scaling factor
values. Table 3 teases apart these contributions.

We first apply MBR-SC to the best system (MBR-
SC-Expected). Best MBR and MBR-SC-Expected
differ only in the gain function: MBR uses sentence
level BLEU while MBR-SC-Expected uses the ex-
pected BLEU gain described in Section 5. MBR-
SC-Expected performance is comparable to MBR
decoding on the 1000-best list from the single best
system. The expected BLEU approximation per-
forms as well as sentence-level BLEU and addition-
ally requires less total computation.

We now extend the evidences space to the con-
joined 1000-best lists (MBR-SC-E/Conjoin). MBR-
SC-E/Conjoin is much better than the best MBR on
a single system. This implies that either the ex-
pected BLEU statistics computed in the conjoined
evidences space are stronger or the larger conjoined
evidences spaces introduce better hypotheses.

When we restrict the BLEU statistics to be com-
puted from only the best system’s evidences space

(MBR-SC-E/C/evidences-best), BLEU scores dra-
matically decrease relative to MBR-SC-E/Conjoin.
This implies that the expected BLEU statistics com-
puted over the conjoined 1000-best lists are stronger
than the corresponding statistics from the single best
system. On the other hand, if we restrict the search
space to only the 1000-best list of the best sys-
tem (MBR-SC-E/C/hypotheses-best), BLEU scores
also decrease relative to MBR-SC-E/Conjoin. This
implies that the conjoined search space also con-
tains better hypotheses than the single best system’s
search space.

These results validate our approach. The linear
combination of the probability distributions in the
conjoined evidences spaces allows to compute much
stronger statistics for the expected BLEU gain and
also contains some better hypotheses than the single
best system’s search space does.

We next expand the conjoined evidences spaces
using the decoding algorithm described in Sec-
tion 4.2 (MBR-SC-E/C/Extended). In this case, the
expected BLEU statistics are computed from the
conjoined 1000-best lists of the three systems, but
the hypotheses space where we perform the decod-
ing is expanded to the set of all possible finite-
length hypotheses over the vocabulary of the evi-
dences. We take the output of MBR-SC-E/Conjoin
as the initial hypotheses of the decoding (see Algo-
rithm 1). MBR-SC-E/C/Extended improves BLEU
score of MBR-SC-E/Conjoin but obtains a slightly
worse TER score. Since these two systems are iden-
tical in their expected BLEU statistics, the improve-
ments in BLEU imply that the extended search space
has introduced better hypotheses. The degradation
in TER performance can be explained by the use of a
BLEU-based gain function in the decoding process.

We finally compute the optimum values for
the scaling factors of the different system us-
ing MERT (MBR-SC-E/C/Ex/MERT). MBR-SC-
E/C/Ex/MERT slightly improves BLEU score of
MBR-SC-E/C/Extended. This implies that the op-
timal values of the scaling factors do not deviate
much from 1.0; a similar result was reported in (Och
and Ney, 2001). We hypothesize that this is because
the three component systems share the same SMT
model, pre-process and decoding. We expect to ob-
tain larger improvements when combining systems
implementing different MT paradigms.
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Figure 1: Performance of minimum Bayes risk system
combination (MBR-SC) for different sizes of the evi-
dences space in comparison to other MBR-SC setups.

MBR-SC-E/C/Ex/MERT is the standard setup for
MBR system combination and, from now, on we will
refer to it as MBR-SC.

We next evaluate performance of MBR system
combination on N -best lists of increasing sizes, and
compare it to MBR-SC-E/C/Extended and MBR-
SC-E/Conjoin in the same N -best lists. We list the
results of the Best MAX system for comparison.

Results in Figure 1 confirm the conclusions ex-
tracted from results displayed in Table 3. MBR-SC-
Conjoin is consistently better than the Best MAX
system, and differences in BLEU increase with
the size of the evidences space. This implies that
the linear combination of posterior probabilities al-
low to compute stronger statistics for the expected
BLEU gain, and, in addition, the larger the evi-
dences space is, the stronger the computed statistics
are. MBR-SC-C/Extended is also consistently better
than MBR-SC-Conjoin with an almost constant im-
provement of +0.4 BLEU points. This result show
that the extended search space always contains bet-
ter hypotheses than the conjoined evidences spaces;
also confirms the soundness of Algorithm 1 that al-
lows to reach them. Finally, MBR-SC also slightly
improves MBR-SC-C/Extended. The optimization
of the scaling factors allows only small improve-
ments in BLEU.

Figure 2 display the MBR system combination
translation and compare it to the max-derivation
translations of the three component systems. Refer-
ence translation is also listed for comparison. MBR-

MAX de→en i will return later .
MAX es→en i shall come back to that later .
MAX fr→en i will return to this later .
MBR-SC i will return to this point later .
Reference i will return to this point later .

Figure 2: MBR system combination example.

SC adds word “point” to create a new translation
equal to the reference. MBR-SC is able to detect
that this is valuable word even though it does not
appear in the max-derivation hypotheses.

6.3 Comparison to System Combination

Figure 3 compares MBR system combination
(MBR-SC) with state-of-the-art system combination
techniques presented to the system combination task
of the ACL 2010 workshop on MT (WMT2010).
All system combination techniques build a “word
sausage” from the outputs of the different compo-
nent systems and choose a path trough the sausage
with the highest score under different models. A de-
scription of these systems can be found in (Callison-
Burch et al., 2010).

In this task, the output of the component systems
are single hypotheses or unweighted lists thereof.
Therefore, we lack of the statistics of the com-
ponents’ posteriors which is one of the main ad-
vantages of MBR system combination over sys-
tem combination techniques. However, we find that,
even in these constrained setting, MBR system com-
bination performance is similar to the best sys-
tem combination techniques for all translation di-
rections. These experiments validate our approach.
MBR system combination yields state-of-the-art
performance while avoiding the challenge of align-
ing translation hypotheses.

7 Conclusion

MBR system combination integrates consensus de-
coding and system combination into a unified multi-
system MBR technique. MBR system combination
uses the MBR decision rule on a linear combina-
tion of the component systems’ probability distri-
butions to search for the sentence with the mini-
mum Bayes risk on the complete set of finite-length
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Figure 3: Performance of minimum Bayes risk system combination (MBR-SC) for different language directions in
comparison to the rest of system combination techniques presented in the WMT2010 system combination task.

strings in the output vocabulary. Component sys-
tems can have varied decoding strategies; we only
require that each system produce an N -best list (or
a lattice) of translations. This flexibility allows the
technique to be applied quite broadly. For instance,
Leusch et al. (2010) generate intermediate transla-
tions in several pivot languages, translate them sep-
arately into the target language, and generate a con-
sensus translation out of these using a system combi-
nation technique. Likewise, these pivot translations
could be combined via MBR system combination.

MBR system combination has two significant ad-
vantages over current approaches to system combi-
nation. First, it does not rely on hypothesis align-
ment between outputs of individual systems. Align-
ing translation hypotheses can be challenging and
has a substantial effect on combination perfor-
mance (He et al., 2008). Instead of aligning the sen-
tences, we view the sentences as vectors of n-gram
counts and compute the expected statistics of the
BLEU score to compute the Bayes gain. Second, we
do not need to pick a backbone system for combina-

tion. Choosing a backbone system can also be chal-
lenging and also affects system combination per-
formance (He and Toutanova, 2009). MBR system
combination sidesteps this issue by working directly
on the conjoined evidences space produced by the
outputs of the component systems, and allows the
consensus model to express system preferences via
scaling factors.

Despite its simplicity, MBR system combination
provides strong performance by leveraging different
consensus, decoding and training techniques. It out-
performs best MAX or MBR derivation on each of
the component systems. In addition, it obtains state-
of-the-art performance in a constrained setting better
suited for dominant system combination techniques.
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Abstract

We introduce synchronous tree adjoining
grammars (TAG) into tree-to-string transla-
tion, which converts a source tree to a target
string. Without reconstructing TAG deriva-
tions explicitly, our rule extraction algo-
rithm directly learns tree-to-string rules from
aligned Treebank-style trees. As tree-to-string
translation casts decoding as a tree parsing
problem rather than parsing, the decoder still
runs fast when adjoining is included. Less
than 2 times slower, the adjoining tree-to-
string system improves translation quality by
+0.7 BLEU over the baseline system only al-
lowing for tree substitution on NIST Chinese-
English test sets.

1 Introduction

Syntax-based translation models, which exploit hi-
erarchical structures of natural languages to guide
machine translation, have become increasingly pop-
ular in recent years. So far, most of them have
been based on synchronous context-free grammars
(CFG) (Chiang, 2007), tree substitution grammars
(TSG) (Eisner, 2003; Galley et al., 2006; Liu et
al., 2006; Huang et al., 2006; Zhang et al., 2008),
and inversion transduction grammars (ITG) (Wu,
1997; Xiong et al., 2006). Although these for-
malisms present simple and precise mechanisms for
describing the basic recursive structure of sentences,
they are not powerful enough to model some impor-
tant features of natural language syntax. For ex-
ample, Chiang (2006) points out that the transla-
tion of languages that can stack an unbounded num-
ber of clauses in an “inside-out” way (Wu, 1997)

provably goes beyond the expressive power of syn-
chronous CFG and TSG. Therefore, it is necessary
to find ways to take advantage of more powerful syn-
chronous grammars to improve machine translation.

Synchronous tree adjoining grammars (TAG)
(Shieber and Schabes, 1990) are a good candidate.
As a formal tree rewriting system, TAG (Joshi et al.,
1975; Joshi, 1985) provides a larger domain of lo-
cality than CFG to state linguistic dependencies that
are far apart since the formalism treats trees as basic
building blocks. As a mildly context-sensitive gram-
mar, TAG is conjectured to be powerful enough to
model natural languages. Synchronous TAG gener-
alizes TAG by allowing the construction of a pair
of trees using the TAG operations of substitution
and adjoining on tree pairs. The idea of using syn-
chronous TAG in machine translation has been pur-
sued by several researchers (Abeille et al., 1990;
Prigent, 1994; Dras, 1999), but only recently in
its probabilistic form (Nesson et al., 2006; De-
Neefe and Knight, 2009). Shieber (2007) argues that
probabilistic synchronous TAG possesses appealing
properties such as expressivity and trainability for
building a machine translation system.

However, one major challenge for applying syn-
chronous TAG to machine translation is computa-
tional complexity. While TAG requiresO(n6) time
for monolingual parsing, synchronous TAG requires
O(n12) for bilingual parsing. One solution is to use
tree insertion grammars (TIG) introduced by Sch-
abes and Waters (1995). As a restricted form of
TAG, TIG still allows for adjoining of unbounded
trees but only requiresO(n3) time for monolingual
parsing. Nesson et al. (2006) firstly demonstrate
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Figure 1: Initial and auxiliary tree pairs. The source side (Chinese) is a Treebank-style linguistic tree. The target side
(English) is a purely structural tree using a single non-terminal (X). By convention, substitution and foot nodes are
marked with a down arrow (↓) and an asterisk (∗), respectively. The dashed lines link substitution sites (e.g., NP↓ and
X↓ in β1) and adjoining sites (e.g., NP and X inα2) in tree pairs. Substituting the initial tree pairα1 at the NP↓-X↓

node pair in the auxiliary tree pairβ1 yields a derived tree pairβ2, which can be adjoined at NN-X inα2 to generate
α3.

the use of synchronous TIG for machine translation
and report promising results. DeNeefe and Knight
(2009) prove that adjoining can improve translation
quality significantly over a state-of-the-art string-
to-tree system (Galley et al., 2006) that uses syn-
chronous TSG with tractable computational com-
plexity.

In this paper, we introduce synchronous TAG into
tree-to-string translation (Liu et al., 2006; Huang et
al., 2006), which is the simplest and fastest among
syntax-based approaches (Section 2). We propose
a new rule extraction algorithm based on GHKM
(Galley et al., 2004) that directly induces a syn-
chronous TAG from an aligned and parsed bilingual
corpus without converting Treebank-style trees to
TAG derivations explicitly (Section 3). As tree-to-
string translation takes a source parse tree as input,
the decoding can be cast as a tree parsing problem
(Eisner, 2003): reconstructing TAG derivations from
a derived tree using tree-to-string rules that allow for
both substitution and adjoining. We describe how to
convert TAG derivations to translation forest (Sec-
tion 4). We evaluated the new tree-to-string system
on NIST Chinese-English tests and obtained con-
sistent improvements (+0.7 BLEU) over the STSG-

based baseline system without significant loss in ef-
ficiency (1.6 times slower) (Section 5).

2 Model

A synchronous TAG consists of a set of linked ele-
mentary tree pairs:initial andauxiliary . An initial
tree is a tree of which the interior nodes are all la-
beled with non-terminal symbols, and the nodes on
the frontier are either words or non-terminal sym-
bols marked with a down arrow (↓). An auxiliary
tree is defined as an initial tree, except that exactly
one of its frontier nodes must be marked as foot
node (∗). The foot node must be labeled with a non-
terminal symbol that is the same as the label of the
root node.

Synchronous TAG defines two operations to build
derived tree pairs from elementary tree pairs:substi-
tution andadjoining. Nodes in initial and auxiliary
tree pairs are linked to indicate the correspondence
between substitution and adjoining sites. Figure 1
shows three initial tree pairs (i.e.,α1, α2, andα3)
and two auxiliary tree pairs (i.e.,β1 andβ2). The
dashed lines link substitution nodes (e.g., NP↓ and
X↓ in β1) and adjoining sites (e.g., NP and X inα2)
in tree pairs. Substituting the initial tree pairα1 at
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dùı

lÂ
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Figure 2: A training example. Tree-to-string rules can be extracted from shaded nodes.

node minimal initial rule minimal auxiliary rule

NR0,1 [1] ( NR měiguó )→ US
NP0,1 [2] ( NP ( x1:NR↓ ) ) → x1

NN1,2 [3] ( NN zǒngtǒng )→ President
NP1,2 [4] ( NP ( x1:NN↓ ) ) → x1

[5] ( NP ( x1:NP↓ ) ( x2:NP↓ ) ) → x1 x2

[6] ( NP0:1 ( x1:NR↓ ) ) → x1 [7] ( NP ( x1:NP∗ ) ( x2:NP↓ ) ) → x1 x2

NP0,2 [8] ( NP0:2 ( x1:NP∗ ) ( x2:NP↓ ) ) → x1 x2

[9] ( NP0:1 ( x1:NN↓ ) ) → x1 [10] ( NP (x1:NP↓ ) ( x2:NP∗ ) ) → x1 x2

[11] ( NP0:2 ( x1:NP↓ ) ( x2:NP∗ ) ) → x1 x2

NR2,3 [12] ( NR àob̄amǎ )→ Obama
NP2,3 [13] ( NP (x1:NR↓ ) ) → x1

[14] ( NP (x1:NP↓ ) ( x2:NP↓ ) ) → x1 x2

[15] ( NP0:2 ( x1:NP↓ ) ( x2:NP↓ ) ) → x1 x2 [16] ( NP (x1:NP∗ ) ( x2:NP↓ ) ) → x1 x2

NP0,3 [17] ( NP0:1 ( x1:NR↓ ) ) → x1 [18] ( NP (x1:NP↓ ) ( x2:NP∗ ) ) → x1 x2

[19] ( NP0:1 ( x1:NN↓ ) ) → x1

[20] ( NP0:1 ( x1:NR↓ ) ) → x1

NN4,5 [21] ( NN qiāngj̄ı ) → shooting
NN5,6 [22] ( NN shı̀jiàn )→ incident
NP4,6 [23] ( NP (x1:NN↓ ) ( x2:NN↓ ) ) → x1 x2

PP3,6 [24] ( PP ( duı̀ ) (x1:NP↓ ) ) → x1

NN7,8 [25] ( NN qiǎnzé )→ condemned
NP7,8 [26] ( NP (x1:NN↓ ) ) → x1

VP6,8 [27] ( VP ( VV yǔyı̌ ) ( x1:NP↓ ) ) → x1

[28] ( VP ( x1:PP↓ ) ( x2:VP↓ ) ) → x2 thex1VP3,8 [29] ( VP0:1 ( VV yǔyı̌ ) ( x1:NP↓ ) ) → x1 [30] ( VP ( x1:PP↓ ) ( x2:VP∗ ) ) → x2 thex1

IP0,8 [31] ( IP ( x1:NP↓ ) ( x2:VP↓ ) ) → x1 hasx2

Table 1: Minimal initial and auxiliary rules extracted fromFigure 2. Note that an adjoining site has a span as subscript.
For example, NP0:1 in rule 6 indicates that the node is an adjoining site linked to a target node dominating the target
string spanning from position 0 to position 1 (i.e.,x1). The target tree is hidden because tree-to-string translation only
considers the target surface string.
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the NP↓-X↓ node pair in the auxiliary tree pairβ1

yields a derived tree pairβ2, which can be adjoined
at NN-X in α2 to generateα3.

For simplicity, we representα2 as a tree-to-string
rule:

( NP0:1 ( NR měiguó ) )→ US

where NP0:1 indicates that the node is an adjoin-
ing site linked to a target node dominating the tar-
get string spanning from position 0 to position 1
(i.e., “US”). The target tree is hidden because tree-
to-string translation only considers the target surface
string. Similarly,β1 can be written as

( NP (x1:NP∗ ) ( x2:NP↓ ) ) → x1 x2

wherex denotes a non-terminal and the subscripts
indicate the correspondence between source and tar-
get non-terminals.

The parameters of a probabilistic synchronous
TAG are

∑

α

Pi(α) = 1 (1)

∑

α

Ps(α|η) = 1 (2)

∑

β

Pa(β|η) + Pa(NONE|η) = 1 (3)

whereα ranges over initial tree pairs,β over aux-
iliary tree pairs, andη over node pairs.Pi(α) is
the probability of beginning a derivation withα;
Ps(α|η) is the probability of substitutingα at η;
Pa(β|η) is the probability of adjoiningβ at η; fi-
nally, Pa(NONE|η) is the probability of nothing ad-
joining atη.

For tree-to-string translation, these parameters
can be treated as feature functions of a discrimi-
native framework (Och, 2003) combined with other
conventional features such as relative frequency, lex-
ical weight, rule count, language model, and word
count (Liu et al., 2006).

3 Rule Extraction

Inducing a synchronous TAG from training data
often begins with converting Treebank-style parse
trees to TAG derivations (Xia, 1999; Chen and
Vijay-Shanker, 2000; Chiang, 2003). DeNeefe and

Knight (2009) propose an algorithm to extract syn-
chronous TIG rules from an aligned and parsed
bilingual corpus. They first classify tree nodes
into heads, arguments, and adjuncts using heuristics
(Collins, 2003), then transform a Treebank-style tree
into a TIG derivation, and finally extract minimally-
sized rules from the derivation tree and the string on
the other side, constrained by the alignments. Proba-
bilistic models can be estimated by collecting counts
over the derivation trees.

However, one challenge is that there are many
TAG derivations that can yield the same derived tree,
even with respect to a single grammar. It is difficult
to choose appropriate single derivations that enable
the resulting grammar to translate unseen data well.
DeNeefe and Knight (2009) indicate that the way to
reconstruct TIG derivations has a direct effect on fi-
nal translation quality. They suggest that one possi-
ble solution is to use derivation forest rather than a
single derivation tree for rule extraction.

Alternatively, we extend the GHKM algorithm
(Galley et al., 2004) todirectly extract tree-to-string
rules that allow for both substitution and adjoining
from aligned and parsed data. There is no need for
transforming a parse tree into a TAG derivation ex-
plicitly before rule extraction and all derivations can
be easily reconstructed using extracted rules.1 Our
rule extraction algorithm involves two steps: (1) ex-
tracting minimal rules and (2) composition.

3.1 Extracting Minimal Rules

Figure 2 shows a training example, which consists of
a Chinese parse tree, an English string, and the word
alignment between them. By convention, shaded
nodes are calledfrontier nodes from which tree-to-
string rules can be extracted. Note that the source
phrase dominated by a frontier node and its corre-
sponding target phrase are consistent with the word
alignment: all words in the source phrase are aligned
to all words in the corresponding target phrase and
vice versa.

We distinguish between three categories of tree-

1Note that our algorithm does not take heads, complements,
and adjuncts into consideration and extracts all possible rules
with respect to word alignment. Our hope is that this treatment
would make our system more robust in the presence of noisy
data. It is possible to use the linguistic preferences as features.
We leave this for future work.
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to-string rules:

1. substitution rules, in which the source tree is
an initial tree without adjoining sites.

2. adjoining rules, in which the source tree is an
initial tree with at least one adjoining site.

3. auxiliary rules , in which the source tree is an
auxiliary tree.

For example, in Figure 1,α1 is a substitution rule,
α2 is an adjoining rule, andβ1 is an auxiliary rule.

Minimal substitution rules are the same with those
in STSG (Galley et al., 2004; Liu et al., 2006) and
therefore can be extracted directly using GHKM. By
minimal, we mean that the interior nodes are not
frontier and cannot be decomposed. For example,
in Table 2, rule 1 (for shortr1) is a minimal substi-
tution rule extracted from NR0,1.

Minimal adjoining rules are defined as minimal
substitution rules, except that each root node must
be an adjoining site. In Table 2,r2 is a minimal
substitution rule extracted from NP0,1. As NP0,1 is
a descendant of NP0,2 with the same label, NP0,1

is a possible adjoining site. Therefore,r6 can be
derived fromr2 and licensed as a minimal adjoining
rule extracted from NP0,2. Similarly, four minimal
adjoining rules are extracted from NP0,3 because it
has four frontier descendants labeled with NP.

Minimal auxiliary rules are derived from minimal
substitution and adjoining rules. For example, in Ta-
ble 2,r7 andr10 are derived from the minimal sub-
stitution ruler5 while r8 andr11 are derived from
r15. Note that a minimal auxiliary rule can have ad-
joining sites (e.g.,r8).

Table 1 lists 17 minimal substitution rules, 7 min-
imal adjoining rules, and 7 minimal auxiliary rules
extracted from Figure 2.

3.2 Composition

We can obtain composed rules that capture rich con-
texts by substituting and adjoining minimal initial
and auxiliary rules. For example, the composition
of r12, r17, r25, r26, r29, and r31 yields an initial
rule with two adjoining sites:

( IP ( NP0:1 ( NR àob̄amǎ ) ) ( VP2:3 ( VV yǔyı̌ )
( NP ( NN qiǎnzé ) ) ) )→ Obama has condemned

Note that the source phrase “àob̄amǎ. . . yǔyı̌ qiǎnzé”
is discontinuous. Our model allows both the source
and target phrases of an initial rule with adjoining
sites to be discontinuous, which goes beyond the ex-
pressive power of synchronous CFG and TSG.

Similarly, the composition of two auxiliary rules
r8 andr16 yields a new auxiliary rule:

( NP ( NP (x1:NP∗ ) ( x2:NP↓ ) ) ( x3:NP↓ ) ) → x1x2x3

We first compose initial rules and then com-
pose auxiliary rules, both in a bottom-up way. To
maintain a reasonable grammar size, we follow Liu
(2006) to restrict that the tree height of a rule is no
greater than 3 and the source surface string is no
longer than 7.

To learn the probability modelsPi(α), Ps(α|η),
Pa(β|η), andPa(NONE|η), we collect and normal-
ize counts over these extracted rules following De-
Neefe and Knight (2009).

4 Decoding

Given a synchronous TAG and a derived source tree
π, a tree-to-string decoder finds the English yield
of the best derivation of which the Chinese yield
matchesπ:

ê = e

(

arg max
D s.t. f(D)=π

P (D)

)

(4)

This is calledtree parsing (Eisner, 2003) as the de-
coder finds ways of decomposingπ into elementary
trees.

Tree-to-string decoding with STSG is usually
treated asforest rescoring (Huang and Chiang,
2007) that involves two steps. The decoder first con-
verts the input tree into a translation forest using a
translation rule set by pattern matching. Huang et
al. (2006) show that this step is a depth-first search
with memorization inO(n) time. Then, the decoder
searches for the best derivation in the translation for-
est intersected withn-gram language models and
outputs the target string.2

Decoding with STAG, however, poses one major
challenge to forest rescoring. As translation forest
only supports substitution, it is difficult to construct
a translation forest for STAG derivations because of

2Mi et al. (2008) give a detailed description of the two-step
decoding process. Huang and Mi (2010) systematically analyze
the decoding complexity of tree-to-string translation.
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α1

IP0,8

NP2,3 VP3,8

↓

NR2,3

↓

α2

NR2,3nê
àobāmǎ

β1

NP0,3

NP1,2 NP2,3

∗

NN1,2

↓

β2

NP0,3

NP0,2

↓
NP2,3

∗

β3

NP0,2

NP0,1 NP1,2

∗

NR0,1

↓

α3

NN2,3oÚ
zǒngtǒng

elementary tree translation rule
α1 r1 ( IP ( NP0:1 ( x1:NR↓ ) ) ( x2:VP↓ ) ) → x1 x2

α2 r2 ( NR àob̄amǎ )→ Obama
β1 r3 ( NP ( NP0:1 ( x1:NN↓ ) ) ( x2:NP∗ ) ) → x1 x2

β2 r4 ( NP (x1:NP↓ ) ( x2:NP∗ ) ) → x1 x2

β3 r5 ( NP ( NP (x1:NR↓ ) ) ( x2:NP∗ ) ) → x1 x2

α3 r6 ( NN zǒngtǒng )→ President

Figure 3: Matched trees and corresponding rules. Each node in a matched tree is annotated with a span as superscript
to facilitate identification. For example, IP0,8 in α1 indicates that IP0,8 in Figure 2 is matched. Note that its left child
NP2,3 is not its direct descendant in Figure 2, suggesting that adjoining is required at this site.

α1

α2(1.1) β1(1) β2(1)

β3(1) α3(1.1)

IP0,8

NP0,2 VP3,8

NR0,1 NN1,2 NR2,3

e1 e2

e3 e4

hyperedge translation rule
e1 r1 + r4 ( IP ( NP (x1:NP↓ ) ( NP (x2:NR↓ ) ) ) ( x3:VP↓ ) → x1 x2 x3

e2 r1 + r3 + r5 ( IP ( NP ( NP (x1:NP↓ ) ( x2:NP↓ ) ) ( NP (x3:NR↓ ) ) ) ( x4:VP↓ ) ) → x1 x2 x3 x4

e3 r6 ( NN zǒngtǒng )→ President
e4 r2 ( NR àob̄amǎ )→ Obama

Figure 4: Converting a derivation forest to a translation forest. In a derivation forest, a node in a derivation forest isa
matched elementary tree. A hyperedge corresponds to operations on related trees: substitution (dashed) or adjoining
(solid). We use Gorn addresses as tree addresses.α2(1.1) denotes thatα2 is substituted in the treeα1 at the node NR2,3

↓

of address 1.1 (i.e., the first child of the first child of the root node). As translation forest only supports substitution, we
combine trees with adjoining sites to form an equivalent tree without adjoining sites. Rules are composed accordingly
(e.g.,r1 + r4).
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adjoining. Therefore, we divide forest rescoring for
STAG into three steps:

1. matching, matching STAG rules against the in-
put tree to obtain a TAG derivation forest;

2. conversion, converting the TAG derivation for-
est into a translation forest;

3. intersection, intersecting the translation forest
with ann-gram language model.

Given a tree-to-string rule, rule matching is to find
a subtree of the input tree that is identical to the
source side of the rule. While matching STSG rules
against a derived tree is straightforward, it is some-
what non-trivial for STAG rules that move beyond
nodes of a local tree. We follow Liu et al. (2006) to
enumerate all elementary subtrees and match STAG
rules against these subtrees. This can be done by first
enumerating all minimal initial and auxiliary trees
and then combining them to obtain composed trees,
assuming that every node in the input tree is fron-
tier (see Section 3). We impose the same restrictions
on the tree height and length as in rule extraction.
Figure 3 shows some matched trees and correspond-
ing rules. Each node in a matched tree is annotated
with a span as superscript to facilitate identification.
For example, IP0,8 in α1 means that IP0,8 in Figure
2 is matched. Note that its left child NP2,3 is not
its direct descendant in Figure 2, suggesting that ad-
joining is required at this site.

A TAG derivation tree specifies uniquely how
a derived tree is constructed using elementary trees
(Joshi, 1985). A node in a derivation tree is an ele-
mentary tree and an edge corresponds to operations
on related elementary trees: substitution or adjoin-
ing. We introduceTAG derivation forest , a com-
pact representation of multiple TAG derivation trees,
to encodes all matched TAG derivation trees of the
input derived tree.

Figure 4 shows part of a TAG derivation forest.
The six matched elementary trees are nodes in the
derivation forest. Dashed and solid lines represent
substitution and adjoining, respectively. We use
Gorn addresses as tree addresses: 0 is the address
of the root node,p is the address of thepth child of
the root node, andp · q is the address of theqth child
of the node at the addressp. The derivation forest

should be interpreted as follows:α2 is substituted in
the treeα1 at the node NR2,3

↓
of address 1.1 (i.e., the

first child of the first child of the root node) andβ1 is
adjoined in the treeα1 at the node NP2,3 of address
1.

To take advantage of existing decoding tech-
niques, it is necessary to convert a derivation forest
to a translation forest. A hyperedge in a transla-
tion forest corresponds to a translation rule. Mi et
al. (2008) describe how to convert a derived tree
to a translation forest using tree-to-string rules only
allowing for substitution. Unfortunately, it is not
straightforward to convert a derivation forest includ-
ing adjoining to a translation forest. To alleviate this
problem, we combine initial rules with adjoining
sites and associated auxiliary rules to formequiv-
alent initial rules without adjoining sites on the fly
during decoding.

Considerα1 in Figure 3. It has an adjoining site
NP2,3. Adjoining β2 in α1 at the node NP2,3 pro-
duces an equivalent initial tree with only substitution
sites:

( IP0,8 ( NP0,3 ( NP0,2

↓ ) ( NP2,3 ( NR2,3

↓ ) ) ) ( VP3,8

↓ ) )

The corresponding composed ruler1 + r4 has no
adjoining sites and can be added to translation forest.

We define that the elementary trees needed to be
composed (e.g.,α1 andβ2) form acomposition tree
in a derivation forest. A node in a composition tree is
a matched elementary tree and an edge corresponds
to adjoining operations. The root node must be an
initial tree with at least one adjoining site. The de-
scendants of the root node must all be auxiliary trees.
For example, (α1 ( β2 ) ) and (α1 ( β1 ( β3 ) ) ) are
two composition trees in Figure 4. The number of
children of a node in a composition tree depends on
the number of adjoining sites in the node. We use
composition forestto encode all possible composi-
tion trees.

Often, a node in a composition tree may have mul-
tiple matched rules. As a large amount of composi-
tion trees and composed rules can be identified and
constructed on the fly during forest conversion, we
usedcube pruning(Chiang, 2007; Huang and Chi-
ang, 2007) to achieve a balance between translation
quality and decoding efficiency.
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category description number
VP verb phrase 12.40
NP noun phrase 7.69
IP simple clause 7.26
QP quantifier phrase 0.14
CP clause headed by C 0.10
PP preposition phrase 0.09

CLP classifier phrase 0.02
ADJP adjective phrase 0.02
LCP phrase formed by “XP+LC” 0.02
DNP phrase formed by “XP+DEG” 0.01

Table 2: Top-10 phrase categories of foot nodes and their
average occurrences in training corpus.

5 Evaluation

We evaluated our adjoining tree-to-string translation
system on Chinese-English translation. The bilin-
gual corpus consists of 1.5M sentences with 42.1M
Chinese words and 48.3M English words. The Chi-
nese sentences in the bilingual corpus were parsed
by an in-house parser. To maintain a reasonable
grammar size, we follow Liu et al. (2006) to re-
strict that the height of a rule tree is no greater than
3 and the surface string’s length is no greater than 7.
After running GIZA++ (Och and Ney, 2003) to ob-
tain word alignment, our rule extraction algorithm
extracted 23.0M initial rules without adjoining sites,
6.6M initial rules with adjoining sites, and 5.3M
auxiliary rules. We used the SRILM toolkit (Stol-
cke, 2002) to train a 4-gram language model on the
Xinhua portion of the GIGAWORD corpus, which
contains 238M English words. We used the 2002
NIST MT Chinese-English test set as the develop-
ment set and the 2003-2005 NIST test sets as the
test sets. We evaluated translation quality using the
BLEU metric, as calculated by mteval-v11b.pl with
case-insensitivematching ofn-grams.

Table 2 shows top-10 phrase categories of foot
nodes and their average occurrences in training cor-
pus. We find that VP (verb phrase) is most likely
to be the label of a foot node in an auxiliary rule.
On average, there are 12.4 nodes labeled with VP
are identical to one of its ancestors per tree. NP and
IP are also found to be foot node labels frequently.
Figure 4 shows the average occurrences of foot node
labels VP, NP, and IP over various distances. A dis-
tance is the difference of levels between a foot node
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Figure 5: Average occurrences of foot node labels VP,
NP, and IP over various distances.

system grammar MT03 MT04 MT05

Moses - 33.10 33.96 32.17

hierarchical SCFG 33.40 34.65 32.88

STSG 33.13 34.55 31.94
tree-to-string

STAG 33.64 35.28 32.71

Table 3: BLEU scores on NIST Chinese-English test sets.
Scores marked in bold are significantly better that those
of STSG atpl.01 level.

and the root node. For example, in Figure 2, the dis-
tance between NP0,1 and NP0,3 is 2 and the distance
between VP6,8 and VP3,8 is 1. As most foot nodes
are usually very close to the root nodes, we restrict
that a foot node must be the direct descendant of the
root node in our experiments.

Table 3 shows the BLEU scores on the NIST
Chinese-English test sets. Our baseline system is the
tree-to-string system using STSG (Liu et al., 2006;
Huang et al., 2006). The STAG system outper-
forms the STSG system significantly on the MT04
and MT05 test sets atpl.01 level. Table 3 also
gives the results of Moses (Koehn et al., 2007) and
an in-house hierarchical phrase-based system (Chi-
ang, 2007). Our STAG system achieves compara-
ble performance with the hierarchical system. The
absolute improvement of +0.7 BLEU over STSG is
close to the finding of DeNeefe and Knight (2009)
on string-to-tree translation. We feel that one major
obstacle for achieving further improvement is that
composed rules generated on the fly during decod-
ing (e.g.,r1 + r3 + r5 in Figure 4) usually have too
many non-terminals, making cube pruning in the in-
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STSG STAG
matching 0.086 0.109

conversion 0.000 0.562
intersection 0.946 1.064

other 0.012 0.028
total 1.044 1.763

Table 4: Comparison of average decoding time.

tersection phase suffering from severe search errors
(only a tiny fraction of the search space can be ex-
plored). To produce the 1-best translations on the
MT05 test set that contains 1,082 sentences, while
the STSG system used 40,169 initial rules without
adjoining sites, the STAG system used 28,046 initial
rules without adjoining sites, 1,057 initial rules with
adjoining sites, and 1,527 auxiliary rules.

Table 4 shows the average decoding time on the
MT05 test set. While rule matching for STSG needs
0.086 second per sentence, the matching time for
STAG only increases to 0.109 second. For STAG,
the conversion of derivation forests to translation
forests takes 0.562 second when we restrict that at
most 200 rules can be generated on the fly for each
node. As we use cube pruning, although the trans-
lation forest of STAG is bigger than that of STSG,
the intersection time barely increases. In total, the
STAG system runs in 1.763 seconds per sentence,
only 1.6 times slower than the baseline system.

6 Conclusion

We have presented a new tree-to-string translation
system based on synchronous TAG. With translation
rules learned from Treebank-style trees, the adjoin-
ing tree-to-string system outperforms the baseline
system using STSG without significant loss in effi-
ciency. We plan to introduce left-to-right target gen-
eration (Huang and Mi, 2010) into the STAG tree-
to-string system. Our work can also be extended to
forest-based rule extraction and decoding (Mi et al.,
2008; Mi and Huang, 2008). It is also interesting to
introduce STAG into tree-to-tree translation (Zhang
et al., 2008; Liu et al., 2009; Chiang, 2010).
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Abstract

In this paper, with a belief that a language
model that embraces a larger context provides
better prediction ability, we present two ex-
tensions to standard n-gram language mod-
els in statistical machine translation: a back-
ward language model that augments the con-
ventional forward language model, and a mu-
tual information trigger model which captures
long-distance dependencies that go beyond
the scope of standard n-gram language mod-
els. We integrate the two proposed models
into phrase-based statistical machine transla-
tion and conduct experiments on large-scale
training data to investigate their effectiveness.
Our experimental results show that both mod-
els are able to significantly improve transla-
tion quality and collectively achieve up to 1
BLEU point over a competitive baseline.

1 Introduction

Language model is one of the most important
knowledge sources for statistical machine transla-
tion (SMT) (Brown et al., 1993). The standard
n-gram language model (Goodman, 2001) assigns
probabilities to hypotheses in the target language
conditioning on a context history of the preceding
n − 1 words. Along with the efforts that advance
translation models from word-based paradigm to
syntax-based philosophy, in recent years we have
also witnessed increasing efforts dedicated to ex-
tend standard n-gram language models for SMT. We
roughly categorize these efforts into two directions:
data-volume-oriented and data-depth-oriented.

In the first direction, more data is better. In or-
der to benefit from monolingual corpora (LDC news
data or news data collected from web pages) that
consist of billions or even trillions of English words,
huge language models are built in a distributed man-
ner (Zhang et al., 2006; Brants et al., 2007). Such
language models yield better translation results but
at the cost of huge storage and high computation.

The second direction digs deeply into monolin-
gual data to build linguistically-informed language
models. For example, Charniak et al. (2003) present
a syntax-based language model for machine transla-
tion which is trained on syntactic parse trees. Again,
Shen et al. (2008) explore a dependency language
model to improve translation quality. To some ex-
tent, these syntactically-informed language models
are consistent with syntax-based translation models
in capturing long-distance dependencies.

In this paper, we pursue the second direction with-
out resorting to any linguistic resources such as a
syntactic parser. With a belief that a language model
that embraces a larger context provides better pre-
diction ability, we learn additional information from
training data to enhance conventional n-gram lan-
guage models and extend their ability to capture
richer contexts and long-distance dependencies. In
particular, we integrate backward n-grams and mu-
tual information (MI) triggers into language models
in SMT.

In conventional n-gram language models, we look
at the preceding n − 1 words when calculating the
probability of the current word. We henceforth call
the previous n − 1 words plus the current word
as forward n-grams and a language model built
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on forward n-grams as forward n-gram language
model. Similarly, backward n-grams refer to the
succeeding n − 1 words plus the current word. We
train a backward n-gram language model on back-
ward n-grams and integrate the forward and back-
ward language models together into the decoder. In
doing so, we attempt to capture both the preceding
and succeeding contexts of the current word.

Different from the backward n-gram language
model, the MI trigger model still looks at previous
contexts, which however go beyond the scope of for-
ward n-grams. If the current word is indexed as wi,
the farthest word that the forward n-gram includes
is wi−n+1. However, the MI triggers are capable of
detecting dependencies between wi and words from
w1 to wi−n. By these triggers ({wk → wi}, 1 ≤
k ≤ i−n), we can capture long-distance dependen-
cies that are outside the scope of forward n-grams.

We integrate the proposed backward language
model and the MI trigger model into a state-of-
the-art phrase-based SMT system. We evaluate
the effectiveness of both models on Chinese-to-
English translation tasks with large-scale training
data. Compared with the baseline which only uses
the forward language model, our experimental re-
sults show that the additional backward language
model is able to gain about 0.5 BLEU points, while
the MI trigger model gains about 0.4 BLEU points.
When both models are integrated into the decoder,
they collectively improve the performance by up to
1 BLEU point.

The paper is structured as follows. In Section 2,
we will briefly introduce related work and show how
our models differ from previous work. Section 3 and
4 will elaborate the backward language model and
the MI trigger model respectively in more detail, de-
scribe the training procedures and explain how the
models are integrated into the phrase-based decoder.
Section 5 will empirically evaluate the effectiveness
of these two models. Section 6 will conduct an in-
depth analysis. In the end, we conclude in Section
7.

2 Related Work

Previous work devoted to improving language mod-
els in SMT mostly focus on two categories as we

mentioned before1: large language models (Zhang
et al., 2006; Emami et al., 2007; Brants et al., 2007;
Talbot and Osborne, 2007) and syntax-based lan-
guage models (Charniak et al., 2003; Shen et al.,
2008; Post and Gildea, 2008). Since our philoso-
phy is fundamentally different from them in that we
build contextually-informed language models by us-
ing backward n-grams and MI triggers, we discuss
previous work that explore these two techniques
(backward n-grams and MI triggers) in this section.

Since the context “history” in the backward lan-
guage model (BLM) is actually the future words
to be generated, BLM is normally used in a post-
processing where all words have already been gener-
ated or in a scenario where sentences are proceeded
from the ending to the beginning. Duchateau et al.
(2002) use the BLM score as a confidence measure
to detect wrongly recognized words in speech recog-
nition. Finch and Sumita (2009) use the BLM in
their reverse translation decoder where source sen-
tences are proceeded from the ending to the begin-
ning. Our BLM is different from theirs in that we ac-
cess the BLM during decoding (rather than after de-
coding) where source sentences are still proceeded
from the beginning to the ending.

Rosenfeld et al. (1994) introduce trigger pairs
into a maximum entropy based language model as
features. The trigger pairs are selected accord-
ing to their mutual information. Zhou (2004) also
propose an enhanced language model (MI-Ngram)
which consists of a standard forward n-gram lan-
guage model and an MI trigger model. The latter
model measures the mutual information of distance-
dependent trigger pairs. Our MI trigger model is
mostly inspired by the work of these two papers, es-
pecially by Zhou’s MI-Ngram model (2004). The
difference is that our model is distance-independent
and, of course, we are interested in an SMT problem
rather than a speech recognition one.

Raybaud et al. (2009) use MI triggers in their con-
fidence measures to assess the quality of translation
results after decoding. Our method is different from
theirs in the MI calculation and trigger pair selec-
tion. Mauser et al. (2009) propose bilingual triggers
where two source words trigger one target word to

1Language model adaptation is not very related to our work
so we ignore it.
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improve lexical choice of target words. Our analysis
(Section 6) show that our monolingual triggers can
also help in the selection of target words.

3 Backward Language Model

Given a sequence of words wm
1 = (w1...wm), a

standard forward n-gram language model assigns a
probability Pf (wm

1 ) to wm
1 as follows.

Pf (wm
1 ) =

m∏
i=1

P (wi|wi−1
1 ) ≈

m∏
i=1

P (wi|wi−1
i−n+1) (1)

where the approximation is based on the nth order
Markov assumption. In other words, when we pre-
dict the current word wi, we only consider the pre-
ceding n − 1 words wi−n+1...wi−1 instead of the
whole context history w1...wi−1.

Different from the forward n-gram language
model, the backward n-gram language model as-
signs a probability Pb(w

m
1 ) to wm

1 by looking at the
succeeding context according to

Pb(w
m
1 ) =

m∏
i=1

P (wi|wm
i+1) ≈

m∏
i=1

P (wi|wi+n−1
i+1 ) (2)

3.1 Training
For the convenience of training, we invert the or-
der in each sentence in the training data, i.e., from
the original order (w1...wm) to the reverse order
(wm...w1). In this way, we can use the same toolkit
that we use to train a forward n-gram language
model to train a backward n-gram language model
without any other changes. To be consistent with
training, we also need to reverse the order of trans-
lation hypotheses when we access the trained back-
ward language model2. Note that the Markov con-
text history of Eq. (2) is wi+n−1...wi+1 instead of
wi+1...wi+n−1 after we invert the order. The words
are the same but the order is completely reversed.

3.2 Decoding
In this section, we will present two algorithms
to integrate the backward n-gram language model
into two kinds of phrase-based decoders respec-
tively: 1) a CKY-style decoder that adopts bracket-
ing transduction grammar (BTG) (Wu, 1997; Xiong

2This is different from the reverse decoding in (Finch and
Sumita, 2009) where source sentences are reversed in the order.

et al., 2006) and 2) a standard phrase-based decoder
(Koehn et al., 2003). Both decoders translate source
sentences from the beginning of a sentence to the
ending. Wu (1996) introduce a dynamic program-
ming algorithm to integrate a forward bigram lan-
guage model with inversion transduction grammar.
His algorithm is then adapted and extended for inte-
grating forward n-gram language models into syn-
chronous CFGs by Chiang (2007). Our algorithms
are different from theirs in two major aspects

1. The string input to the algorithms is in a reverse
order.

2. We adopt a different way to calculate language
model probabilities for partial hypotheses so
that we can utilize incomplete n-grams.

Before we introduce the integration algorithms,
we define three functions P , L, and R on strings (in
a reverse order) over the English terminal alphabet
T . The function P is defined as follows.

P(wk...w1) = P (wk)...P (wk−n+2|wk...wk−n+3)︸ ︷︷ ︸
a

×
∏

1≤i≤k−n+1

P (wi|wi+n−1...wi+1)︸ ︷︷ ︸
b

(3)

This function consists of two parts:

• The first part (a) calculates incomplete n-gram
language model probabilities for word wk to
wk−n+2. That means, we calculate the uni-
gram probability for wk (P (wk)), bigram prob-
ability for wk−1 (P (wk−1|wk)) and so on un-
til we take n − 1-gram probability for wk−n+2

(P (wk−n+2|wk...wk−n+3)). This resembles
the way in which the forward language model
probability in the future cost is computed in
the standard phrase-based SMT (Koehn et al.,
2003).

• The second part (b) calculates complete n-
gram backward language model probabilities
for word wk−n+1 to w1.

The function is different from Chiang’s p func-
tion in that his function p only calculates language
model probabilities for the complete n-grams. Since
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we calculate backward language model probabilities
during a beginning-to-ending (left-to-right) decod-
ing process, the succeeding context for the current
word is either yet to be generated or incomplete in
terms of n-grams. The P function enables us to
utilize incomplete succeeding contexts to approxi-
mately predict words. Once the succeeding con-
texts are complete, we can quickly update language
model probabilities in an efficient way in our algo-
rithms.

The other two functions L and R are defined as
follows

L(wk...w1) =

{
wk...wk−n+2, if k ≥ n
wk...w1, otherwise (4)

R(wk...w1) =

{
wn−1...w1, if k ≥ n
wk...w1, otherwise (5)

The L and R function return the leftmost and right-
most n − 1 words from a string in a reverse order
respectively.

Following Chiang (2007), we describe our algo-
rithms in a deductive system. We firstly show the
algorithm3 that integrates the backward language
model into a BTG-style decoder (Xiong et al., 2006)
in Figure 1. The item [A, i, j; l|r] indicates that a
BTG node A has been constructed spanning from i
to j on the source side with the leftmost|rightmost
n− 1 words l|r on the target side. As mentioned be-
fore, all target strings assessed by the defined func-
tions (P , L, and R) are in an inverted order (de-
noted by e). We only display the backward lan-
guage model probability for each item, ignoring all
other scores such as phrase translation probabilities.
The Eq. (8) in Figure 1 shows how we calculate
the backward language model probability for the ax-
iom which applies a BTG lexicon rule to translate
a source phrase c into a target phrase e. The Eq.
(9) and (10) show how we update the backward lan-
guage model probabilities for two inference rules
which combine two neighboring blocks in a straight
and inverted order respectively. The fundamental
theories behind this update are

P(e1e2) = P(e1)P(e2)
P(R(e2)L(e1))

P(R(e2))P(L(e1))
(6)

3It can also be easily adapted to integrate the forward n-
gram language model.

Function Value
e1 a1a2a3

e2 b1b2b3

R(e2) b2b1

L(e1) a3a2

P(R(e2)) P (b2)P (b1|b2)
P(L(e1)) P (a3)P (a2|a3)
P(e1) P (a3)P (a2|a3)P (a1|a3a2)
P(e2) P (b3)P (b2|b3)P (b1|b3b2)

P(R(e2)L(e1))
P (b2)P (b1|b2)
P (a3|b2b1)P (a2|b1a3)

P(e1e2)
P (b3)P (b2|b3)P (b1|b3b2)
P (a3|b2b1)P (a2|b1a3)P (a1|a3a2)

Table 1: Values of P , L, and R in a 3-gram example .

P(e2e1) = P(e1)P(e2)
P(R(e1)L(e2))

P(R(e1))P(L(e2))
(7)

Whenever two strings e1 and e2 are concatenated
in a straight or inverted order, we can reuse their
P values (P(e1) and P(e2)) in terms of dynamic
programming. Only the probabilities of boundary
words (e.g., R(e2)L(e1) in Eq. (6)) need to be re-
calculated since they have complete n-grams after
the concatenation. Table 1 shows values of P , L,
and R in a 3-gram example which helps to verify
Eq. (6). These two equations guarantee that our
algorithm can correctly compute the backward lan-
guage model probability of a sentence stepwise in a
dynamic programming framework.4

The theoretical time complexity of this algorithm
is O(m3|T |4(n−1)) because in the update parts in
Eq. (6) and (7) both the numerator and denomina-
tor have up to 2(n−1) terminal symbols. This is the
same as the time complexity of Chiang’s language
model integration (Chiang, 2007).

Figure 2 shows the algorithm that integrates the
backward language model into a standard phrase-
based SMT (Koehn et al., 2003). V denotes a cover-
age vector which records source words translated so
far. The Eq. (11) shows how we update the back-
ward language model probability for a partial hy-
pothesis when it is extended into a longer hypothesis
by a target phrase translating an uncovered source

4The start-of-sentence symbol ⟨s⟩ and end-of-sentence sym-
bol ⟨/s⟩ can be easily added to update the final language model
probability when a translation hypothesis covering the whole
source sentence is completed.
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A → c/e

[A, i, j;L(e)|R(e)] : P(e)
(8)

A → [A1, A2] [A1, i, k;L(e1)|R(e1)] : P(e1) [A2, k + 1, j;L(e2)|R(e2)] : P(e2)

[A, i, j;L(e1e2)|R(e1e2)] : P(e1)P(e2)
P(R(e2)L(e1))

P(R(e2))P(L(e1))

(9)

A → ⟨A1, A2⟩ [A1, i, k;L(e1)|R(e1)] : P(e1) [A2, k + 1, j;L(e2)|R(e2)] : P(e2)

[A, i, j;L(e2e1)|R(e2e1)] : P(e1)P(e2)
P(R(e1)L(e2))

P(R(e1))P(L(e2))

(10)

Figure 1: Integrating the backward language model into a BTG-style decoder.

[V;L(e1)] : P(e1) c/e2 : P(e2)

[V ′;L(e1e2)] : P(e1)P(e2)
P(R(e2)L(e1))

P(R(e2))P(L(e1))

(11)

Figure 2: Integrating the backward language model into
a standard phrase-based decoder.

segment. This extension on the target side is simi-
lar to the monotone combination of Eq. (9) in that a
newly translated phrase is concatenated to an early
translated sequence.

4 MI Trigger Model

It is well-known that long-distance dependencies be-
tween words are very important for statistical lan-
guage modeling. However, n-gram language models
can only capture short-distance dependencies within
an n-word window. In order to model long-distance
dependencies, previous work such as (Rosenfeld et
al., 1994) and (Zhou, 2004) exploit trigger pairs. A
trigger pair is defined as an ordered 2-tuple (x, y)
where word x occurs in the preceding context of
word y. It can also be denoted in a more visual man-
ner as x → y with x being the trigger and y the
triggered word5.

We use pointwise mutual information (PMI)
(Church and Hanks, 1990) to measure the strength
of the association between x and y, which is defined
as follows

PMI(x, y) = log(
P (x, y)

P (x)P (y)
) (12)

5In this paper, we require that word x and y occur in the
same sentence.

Zhou (2004) proposes a new language model en-
hanced with MI trigger pairs. In his model, the prob-
ability of a given sentence wm

1 is approximated as

P (wm
1 ) ≈(

m∏
i=1

P (wi|wi−1
i−n+1))

×
m∏

i=n+1

i−n∏
k=1

exp(PMI(wk, wi, i− k − 1))

(13)

There are two components in his model. The first
component is still the standard n-gram language
model. The second one is the MI trigger model
which multiples all exponential PMI values for trig-
ger pairs where the current word is the triggered
word and all preceding words outside the n-gram
window of the current word are triggers. Note that
his MI trigger model is distance-dependent since
trigger pairs (wk, wi) are sensitive to their distance
i− k− 1 (zero distance for adjacent words). There-
fore the distance between word x and word y should
be taken into account when calculating their PMI.

In this paper, for simplicity, we adopt a distance-
independent MI trigger model as follows

MI(wm
1 ) =

m∏
i=n+1

i−n∏
k=1

exp(PMI(wk, wi)) (14)

We integrate the MI trigger model into the log-
linear model of machine translation as an additional
knowledge source which complements the standard
n-gram language model in capturing long-distance
dependencies. By MERT (Och, 2003), we are even
able to tune the weight of the MI trigger model
against the weight of the standard n-gram language
model while Zhou (2004) sets equal weights for both
models.
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4.1 Training

We can use the maximum likelihood estimation
method to calculate PMI for each trigger pair by tak-
ing counts from training data. Let C(x, y) be the
co-occurrence count of the trigger pair (x, y) in the
training data. The joint probability of (x, y) is cal-
culated as

P (x, y) =
C(x, y)∑
x,y C(x, y)

(15)

The marginal probabilities of x and y can be de-
duced from the joint probability as follows

P (x) =
∑

y
P (x, y) (16)

P (y) =
∑

x
P (x, y) (17)

Since the number of distinct trigger pairs is
O(|T |2), the question is how to select valuable trig-
ger pairs. We select trigger pairs according to the
following three steps

1. The distance between x and y must not be less
than n− 1. Suppose we use a 5-gram language
model and y = wi , then x ∈ {w1...wi−5}.

2. C(x, y) > c. In all our experiments we set c =
10.

3. Finally, we only keep trigger pairs whose PMI
value is larger than 0. Trigger pairs whose PMI
value is less than 0 often contain stop words,
such as “the”, “a”. These stop words have very
large marginal probabilities due to their high
frequencies.

4.2 Decoding

The MI trigger model of Eq. (14) can be directly
integrated into the decoder. For the standard phrase-
based decoder (Koehn et al., 2003), whenever a par-
tial hypothesis is extended by a new target phrase,
we can quickly retrieve the pre-computed PMI value
for each trigger pair where the triggered word lo-
cates in the newly translated target phrase and the
trigger is outside the n-word window of the trig-
gered word. It’s a little more complicated to in-
tegrate the MI trigger model into the CKY-style

phrase-based decoder. But we still can handle it by
dynamic programming as follows

MI(e1e2) = MI(e1)MI(e2)MI(e1 → e2) (18)

where MI(e1 → e2) represents the PMI values in
which a word in e1 triggers a word in e2. It is defined
as follows

MI(e1 → e2) =
∏

wi∈e2

∏
wk∈e1
i−k≥n

exp(PMI(wk, wi))

(19)

5 Experiments

In this section, we conduct large-scale experiments
on NIST Chinese-to-English translation tasks to
evaluate the effectiveness of the proposed backward
language model and MI trigger model in SMT. Our
experiments focus on the following two issues:

1. How much improvements can we achieve by
separately integrating the backward language
model and the MI trigger model into our
phrase-based SMT system?

2. Can we obtain a further improvement if we
jointly apply both models?

5.1 System Overview
Without loss of generality6, we evaluate our models
in a phrase-based SMT system which adapts brack-
eting transduction grammars to phrasal translation
(Xiong et al., 2006). The log-linear model of this
system can be formulated as

w(D) =MT (rl
1..nl

) ·MR(rm
1..nm

)λR

· PfL(e)λfL · exp(|e|)λw
(20)

where D denotes a derivation, rl
1..nl

are the BTG
lexicon rules which translate source phrases to tar-
get phrases, and rm

1..nm
are the merging rules which

combine two neighboring blocks into a larger block
in a straight or inverted order. The translation
model MT consists of widely used phrase and lex-
ical translation probabilities (Koehn et al., 2003).

6We have discussed how to integrate the backward language
model and the MI trigger model into the standard phrase-based
SMT system (Koehn et al., 2003) in Section 3.2 and 4.2 respec-
tively.
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The reordering model MR predicts the merging or-
der (straight or inverted) by using discriminative
contextual features (Xiong et al., 2006). PfL is the
standard forward n-gram language model.

If we simultaneously integrate both the backward
language model PbL and the MI trigger model MI
into the system, the new log-linear model will be
formulated as

w(D) =MT (rl
1..nl

) ·MR(rm
1..nm

)λR · PfL(e)λfL

· PbL(e)λbL ·MI(e)λMI · exp(|e|)λw
(21)

5.2 Experimental Setup
Our training corpora7 consist of 96.9M Chinese
words and 109.5M English words in 3.8M sentence
pairs. We used all corpora to train our translation
model and smaller corpora without the United Na-
tions corpus to build a maximum entropy based re-
ordering model (Xiong et al., 2006).

To train our language models and MI trigger
model, we used the Xinhua section of the En-
glish Gigaword corpus (306 million words). Firstly,
we built a forward 5-gram language model using
the SRILM toolkit (Stolcke, 2002) with modified
Kneser-Ney smoothing. Then we trained a back-
ward 5-gram language model on the same monolin-
gual corpus in the way described in Section 3.1. Fi-
nally, we trained our MI trigger model still on this
corpus according to the method in Section 4.1. The
trained MI trigger model consists of 2.88M trigger
pairs.

We used the NIST MT03 evaluation test data as
the development set, and the NIST MT04, MT05 as
the test sets. We adopted the case-insensitive BLEU-
4 (Papineni et al., 2002) as the evaluation metric,
which uses the shortest reference sentence length for
the brevity penalty. Statistical significance in BLEU
differences is tested by paired bootstrap re-sampling
(Koehn, 2004).

5.3 Experimental Results
The experimental results on the two NIST test sets
are shown in Table 2. When we combine the back-
ward language model with the forward language

7LDC2004E12, LDC2004T08, LDC2005T10,
LDC2003E14, LDC2002E18, LDC2005T06, LDC2003E07
and LDC2004T07.

Model MT-04 MT-05
Forward (Baseline) 35.67 34.41
Forward+Backward 36.16+ 34.97+
Forward+MI 36.00+ 34.85+
Forward+Backward+MI 36.76+ 35.12+

Table 2: BLEU-4 scores (%) on the two test sets for dif-
ferent language models and their combinations. +: better
than the baseline (p < 0.01).

model, we obtain 0.49 and 0.56 BLEU points over
the baseline on the MT-04 and MT-05 test set respec-
tively. Both improvements are statistically signifi-
cant (p < 0.01). The MI trigger model also achieves
statistically significant improvements of 0.33 and
0.44 BLEU points over the baseline on the MT-04
and MT-05 respectively.

When we integrate both the backward language
model and the MI trigger model into our system,
we obtain improvements of 1.09 and 0.71 BLEU
points over the single forward language model on
the MT-04 and MT-05 respectively. These improve-
ments are larger than those achieved by using only
one model (the backward language model or the MI
trigger model).

6 Analysis

In this section, we will study more details of the two
models by looking at the differences that they make
on translation hypotheses. These differences will
help us gain some insights into how the presented
models improve translation quality.

Table 3 shows an example from our test set. The
italic words in the hypothesis generated by using the
backward language model (F+B) exactly match the
reference. However, the italic words in the base-
line hypothesis fail to match the reference due to
the incorrect position of the word “decree” (法令).
We calculate the forward/backward language model
score (the logarithm of language model probability)
for the italic words in both the baseline and F+B hy-
pothesis according to the trained language models.
The difference in the forward language model score
is only 1.58, which may be offset by differences in
other features in the log-linear translation model. On
the other hand, the difference in the backward lan-
guage model score is 3.52. This larger difference
may guarantee that the hypothesis generated by F+B
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Source 北京青年报报导 ,北京农业局最
近发出一连串的防治及监督法
令

Baseline Beijing Youth Daily reported that
Beijing Agricultural decree recently
issued a series of control and super-
vision

F+B Beijing Youth Daily reported that
Beijing Bureau of Agriculture re-
cently issued a series of prevention
and control laws

Reference Beijing Youth Daily reported that
Beijing Bureau of Agriculture re-
cently issued a series of preventative
and monitoring ordinances

Table 3: Translation example from the MT-04 test set,
comparing the baseline with the backward language
model. F+B: forward+backward language model .

is better enough to be selected as the best hypothe-
sis by the decoder. This suggests that the backward
language model is able to provide useful and dis-
criminative information which is complementary to
that given by the forward language model.

In Table 4, we present another example to show
how the MI trigger model improves translation qual-
ity. The major difference in hypotheses of this ex-
ample is the word choice between “is” and “was”.
The new system enhanced with the MI trigger model
(F+M) selects the former while the baseline selects
the latter. The forward language model score for the
baseline hypothesis is -26.41, which is higher than
the score of the F+M hypothesis -26.67. This could
be the reason why the baseline selects the word
“was” instead of “is”. As can be seen, there is an-
other “is” in the preceding context of the word “was”
in the baseline hypothesis. Unfortunately, this word
“is” is located just outside the scope of the preceding
5-gram context of “was”. The forward 5-gram lan-
guage model is hence not able to take it into account
when calculating the probability of “was”. However,
this is not a problem for the MI trigger model. Since
“is” and “was” rarely co-occur in the same sentence,
the PMI value of the trigger pair (is, was)8 is -1.03

8Since we remove all trigger pairs whose PMI value is neg-
ative, the PMI value of this pair (is, was) is set 0 in practice in
the decoder.

Source 自卫队此行之所以引人瞩目 ,是
因为它并非是一个孤立的事件
。

Baseline Self-Defense Force ’s trip is remark-
able , because it was not an isolated
incident .

F+M Self-Defense Force ’s trip is remark-
able , because it is not an isolated in-
cident .

Reference The Self-Defense Forces’ trip
arouses attention because it is not an
isolated incident.

Table 4: Translation example from the MT-04 test set,
comparing the baseline with the MI trigger model. Both
system outputs are not detokenized so that we can see
how language model scores are calculated. The un-
derlined words highlight the difference between the en-
hanced models and the baseline. F+M: forward language
model + MI trigger model.

while the PMI value of the trigger pair (is, is) is as
high as 0.32. Therefore our MI trigger model selects
“is” rather than “was”.9 This example illustrates that
the MI trigger model is capable of selecting correct
words by using long-distance trigger pairs.

7 Conclusion

We have presented two models to enhance the abil-
ity of standard n-gram language models in captur-
ing richer contexts and long-distance dependencies
that go beyond the scope of forward n-gram win-
dows. The two models have been integrated into
the decoder and have shown to improve a state-of-
the-art phrase-based SMT system. The first model
is the backward language model which uses back-
ward n-grams to predict the current word. We in-
troduced algorithms that directly integrate the back-
ward language model into a CKY-style and a stan-
dard phrase-based decoder respectively. The sec-
ond model is the MI trigger model that incorporates
long-distance trigger pairs into language modeling.

Overall improvements are up to 1 BLEU point on
the NIST Chinese-to-English translation tasks with
large-scale training data. Further study of the two

9The overall MI trigger model scores (the logarithm of Eq.
(14)) of the baseline hypothesis and the F+M hypothesis are
2.09 and 2.25 respectively.
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models indicates that backward n-grams and long-
distance triggers provide useful information to im-
prove translation quality.

In future work, we would like to integrate the
backward language model into a syntax-based sys-
tem in a way that is similar to the proposed algo-
rithm shown in Figure 1. We are also interested in
exploring more morphologically- or syntactically-
informed triggers. For example, a verb in the past
tense triggers another verb also in the past tense
rather than the present tense.
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Abstract

We propose a novel approach to translating
from a morphologically complex language.
Unlike previous research, which has targeted
word inflections and concatenations, we fo-
cus on the pairwise relationship between mor-
phologically related words, which we treat as
potential paraphrasesand handle using para-
phrasing techniques at the word, phrase, and
sentence level. An important advantage of
this framework is that it can cope with deriva-
tional morphology, which has so far remained
largely beyond the capabilities of statistical
machine translation systems. Our experiments
translating from Malay, whose morphology is
mostly derivational, into English show signif-
icant improvements over rivaling approaches
based on five automatic evaluation measures
(for 320,000 sentence pairs; 9.5 million En-
glish word tokens).

1 Introduction

Traditionally, statistical machine translation (SMT)
models have assumed that thewordshould be the ba-
sic token-unit of translation, thus ignoring any word-
internal morphological structure. This assumption
can be traced back to the first word-based models of
IBM (Brown et al., 1993), which were initially pro-
posed for two languages with limited morphology:
French and English. While several significantly im-
proved models have been developed since then, in-
cluding phrase-based (Koehn et al., 2003), hierarchi-
cal (Chiang, 2005), treelet (Quirk et al., 2005), and
syntactic (Galley et al., 2004) models, they all pre-
served the assumption that words should be atomic.

Ignoring morphology was fine as long as the main
research interest remained focused on languages
with limited (e.g., English, French, Spanish) or min-
imal (e.g., Chinese) morphology. Since the attention
shifted to languages like Arabic, however, the im-
portance of morphology became obvious and sev-
eral approaches to handle it have been proposed.
Depending on the particular language of interest,
researchers have paid attention toword inflections
and clitics, e.g., for Arabic, Finnish, and Turkish,
or to noun compounds, e.g., for German. However,
derivational morphologyhas not been specifically
targeted so far.

In this paper, we propose a paraphrase-based ap-
proach to translating from a morphologically com-
plex language. Unlike previous research, we focus
on the pairwise relationship between morphologi-
cally related wordforms, which we treat aspoten-
tial paraphrases, and which we handle using para-
phrasing techniques at various levels: word, phrase,
and sentence level. An important advantage of this
framework is that it can cope with various kinds
of morphological wordforms, including derivational
ones. We demonstrate its potential on Malay, whose
morphology is mostly derivational.

The remainder of the paper is organized as fol-
lows: Section 2 gives an overview of Malay mor-
phology, Section 3 introduces our paraphrase-based
approach to translating from morphologically com-
plex languages, Section 4 describes our dataset and
our experimental setup, Section 5 presents and anal-
yses the results, and Section 6 compares our work to
previous research. Finally, Section 7 concludes the
paper and suggests directions for future work.
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2 Malay Morphology and SMT

Malay is an Astronesian language, spoken by about
180 million people. It is official in Malaysia, In-
donesia, Singapore, and Brunei, and has two major
dialects, sometimes regarded as separate languages,
which are mutually intelligible, but occasionally dif-
fer in orthography/pronunciation and vocabulary:
Bahasa Malaysia (lit. ‘language of Malaysia’) and
Bahasa Indonesia (lit. ‘language of Indonesia’).

Malay is an agglutinative language with very rich
morphology. Unlike other agglutinative languages
such as Finnish, Hungarian, and Turkish, which
are rich in both inflectional and derivational forms,
Malay morphology is mostly derivational. Inflec-
tionally,1 Malay is very similar to Chinese: there is
no grammatical gender, number, or tense, verbs are
not marked for person, etc.

In Malay, new words can be formed by the fol-
lowing three morphological processes:

• Affixation , i.e., attaching affixes, which are not
words themselves, to a word. These can be pre-
fixes (e.g.,ajar/‘teach’ → pelajar/‘student’),
suffixes (e.g.,ajar → ajaran/‘teachings’), cir-
cumfixes (e.g.,ajar → pengajaran/‘lesson’),
and infixes (e.g.,gigi/‘teeth’→ gerigi/‘toothed
blade’). Infixes only apply to a small number
of words and are not productive.

• Compounding, i.e., forming a new word by
putting two or more existing words together.
For example,kereta/‘car’ + api/‘fire’ make
kereta apiandkeretapiin Bahasa Indonesia and
Bahasa Malaysia, respectively, both meaning
‘train’. As in English, Malay compounds are
written separately, but some stable ones like
kerjasama/‘collaboration’ (from kerja/‘work’
andsama/‘same’) are concatenated. Concate-
nation is also required when a circumfix is
applied to a compound, e.g.,ambil alih/‘take
over’ (ambil/‘take’ + alih/‘move’) is con-
catenated to formpengambilalihan/‘takeover’
when targeted by the circumfixpeng-. . .-an.

1Inflection is variation in the form of a word that is oblig-
atory in some given grammatical context. For example,plays,
playing, playedare all inflected forms of the verbplay. It does
not yield a new word and cannot change the part of speech.

• Reduplication, i.e., word repetition. In
Malay, reduplication requires using a dash. It
can be full (e.g.,pelajar-pelajar/‘students’),
partial (e.g., adik-beradik/‘siblings’, from
adik/‘younger brother/sister’), and rhythmic
(e.g., gunung-ganang/‘mountains’, from the
wordgunung/‘mountain’).

Malay has very little inflectional morphology, It
also has someclitics2, which are not very frequent
and are typically spelled concatenated to the preced-
ing word. For example, the politeness markerlah
can be added to the commandduduk/‘sit down’ to
yield duduklah/‘please, sit down’, and the pronoun
nyacan attach tokeretato form keretanya/‘his car’.
Note that clitics are not affixes, and clitic attachment
is not a word derivation or a word inflection process.

Taken together, affixation, compounding, redu-
plication, and clitic attachment yield a rich vari-
ety of wordforms, which cause data sparseness is-
sues. Moreover, the predominantly derivational na-
ture of Malay morphology limits the applicabil-
ity of standard techniques such as (1) removing
some/all of the source-language inflections, (2) seg-
menting affixes from the root, and (3) clustering
words with the same target translation. For example,
if pelajar/‘student’ is an unknown word and lemma-
tization/stemming reduces it toajar/‘teach’, would
this enable a good translation? Similarly, would seg-
menting3 pelajar aspeN+ ajar, i.e., as ‘person do-
ing the action’ + ‘teach’, make it possible to gener-
ate ‘student’ (e.g., as opposed to ‘teacher’)? Finally,
if affixes tend to change semantics so much, how
likely are we to find morphologically related word-
forms that share the same translation? Still, there
are many good reasons to believe that morphologi-
cal processing should help SMT for Malay.

Consideraffixation, which can yield words with
similar semantics that can use each other’s trans-
lation options, e.g.,diajar/‘be taught (intransitive)’
anddiajarkan/‘be taught (transitive)’. However, this
cannot be predicted from the affix, e.g., compare
minum/‘drink (verb)’ – minuman/‘drink (noun)’ and
makan/‘eat’ – makanan/‘food’.

2A clitic is a morpheme that has the syntactic characteristics
of a word, but is phonologically bound to another word. For
example,’s is a clitic inThe Queen of England’s crown.

3The prefix peN suffers a nasal replacement of the
archiphonemeN to becomepel in pelajar.
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Looking atcompounding, it is often the case that
the semantics of a compound is a specialization of
the semantics of its head, and thus the target lan-
guage translations available for the head could be us-
able to translate the whole compound, e.g., compare
kerjasama/‘collaboration’ andkerja/‘work’. Alter-
natively, it might be useful to consider a segmented
version of the compound, e.g.,kerja sama.

Reduplication, among other functions, expresses
plural, e.g.,pelajar-pelajar/‘students’. Note, how-
ever, that it is not used when a quantity or a num-
ber word is present, e.g.,dua pelajar/‘two students’
andbanyak pelajar/‘many students’. Thus, if we do
not know how to translatepelajar-pelajar, it would
be reasonable to consider the translation options for
pelajar since it could potentially contain among its
translation options the plural ‘students’.

Finally, considerclitics. In some cases, a clitic
could express a fine-grained distinction such as po-
liteness, which might not be expressible in the target
language; thus, it might be feasible to simply remove
it. In other cases, e.g., when it is a pronoun, it might
be better to segment it out as a separate word.

3 Method

We propose aparaphrase-based approachto Malay
morphology, where we use paraphrases at three dif-
ferent levels: word, phrase, and sentence level.

First, we transform each development/testing
Malay sentence into aword lattice, where we add
simplified word-level paraphrasingalternatives for
each morphologically complex word. In the lattice,
each alternativew′ of an original wordw is assigned
the weight ofPr(w′|w), which is estimated using
pivoting over the English side of the training bi-
text. Then, we generatesentence-level paraphrases
of the training Malay sentences, in which exactly
one morphologically complex word is substituted by
a simpler alternative. Finally, we extract additional
Malay phrases from these sentences, which we use
to augment the phrase table with additional transla-
tion options to match the alternative wordforms in
the lattice. We assign each such additional phrase
p′ a probabilitymaxp Pr(p′|p), wherep is a Malay
phrase that is found in the original training Malay
text. The probability is calculated usingphrase-level
pivotingover the English side of the training bi-text.

3.1 Morphological Analysis

Given a Malay word, we build a list of morpholog-
ically simpler words that could be derived from it;
we also generate alternative word segmentations:

(a) words obtainable by affix stripping
e.g.,pelajaran→ pelajar, ajaran, ajar

(b) words that are part of a compound word
e.g.,kerjasama→ kerja

(c) words appearing on either side of a dash
e.g.,adik-beradik→ adik, beradik

(d) words without clitics
e.g.,keretanya→ kereta

(e) clitic-segmented word sequences
e.g.,keretanya→ kereta nya

(f) dash-segmented wordforms
e.g.,aceh-nias→ aceh - nias

(g) combinations of the above.

The list is built by reversing the basic morpho-
logical processes in Malay: (a) addresses affixation,
(b) handles compounding, (c) takes care of redu-
plication, and (d) and (e) deal with clitics. Strictly
speaking, (f) does not necessarily model a morpho-
logical process: it proposes an alternative tokeniza-
tion, but this could make morphological sense too.

Note that (g) could cause potential problems when
interacting with (f), e.g.,adik-beradikwould be-
comeadik - beradikand then by (a) it would turn
into adik - adik, which could cause the SMT sys-
tem to generate two separate translations for the two
instances ofadik. To prevent this, we forbid the
application of (f) to reduplications. Taking into ac-
count that reduplications can be partial, we only al-
low (f) if |LCS(l,r)|

min(|l|,|r|) < 0.5, wherel and r are the
strings to the left and to the right of the dash, re-
spectively,LCS(x, y) is the longest common char-
acter subsequence, not necessarily consecutive, of
the stringsx andy, and|x| is the length of the string
x. For example,LCS(adik,beradik)=adik, and thus,
the ratio is 1 (≥ 0.5) for adik-beradik. Similarly,
LCS(gunung,ganang)=gnng, and thus, the ratio is
4/6=0.67 (≥ 0.5) for gunung-ganang. However, for
aceh-nias, it is 1/4=0.25, and thus (f) is applicable.
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As an illustration, here are the wordforms we
generate foradik-beradiknya/‘his siblings’: adik,
adik-beradiknya, adik-beradik nya, adik-beradik,
beradiknya, beradik nya, adik nya, and beradik.
And forberpelajaran/‘is educated’, we build the list:
berpelajaran, pelajaran, pelajar, ajaran, andajar.
Note that the lists do include the original word.

To generate the above wordforms, we used two
morphological analyzers: a freely available Malay
lemmatizer (Baldwin and Awab, 2006), and an in-
house re-implementation of the Indonesian stemmer
described in (Adriani et al., 2007). Note that these
tools’ objective is to return a single lemma/stem,
e.g., they would returnadik for adik-beradiknya, and
ajar for berpelajaran. However, it was straightfor-
ward to modify them to also output the above in-
termediary wordforms, which the tools were gener-
ating internally anyway when looking for the final
lemma/stem. Finally, since the two modified ana-
lyzers had different strengths and weaknesses, we
combined their outputs to increase recall.

3.2 Word-Level Paraphrasing

We perform word-level paraphrasing of the Malay
sides of the development and the testing bi-texts.

First, for each Malay word, we generate the
above-described list of morphologically simpler
words and alternative word segmentations; we think
of the words in this list asword-level paraphrases.
Then, for each development/testing Malay sentence,
we generate a lattice encoding all possible para-
phrasing options for each individual word.

We further specify a weight for each arc. We as-
sign 1 to the original Malay wordw, andPr(w′|w)
to each paraphrasew′ of w, wherePr(w′|w) is the
probability thatw′ is agood paraphraseof w. Note
that multi-word paraphrases, e.g., resulting from
clitic segmentation, are encoded using a sequence of
arcs; in such cases, we assignPr(w′|w) to the first
arc, and 1 to each subsequent arc.

We calculate the probabilityPr(w′|w) using the
training Malay-English bi-text, which we align at
the word level using IBM model 4 (Brown et al.,
1993), and we observe which English wordsw and
w′ are aligned to. More precisely, we usepivotingto
estimate the probabilityPr(w′|w) as follows:

Pr(w′|w) =
∑

i Pr(w′|w, ei)Pr(ei|w)

Then, following (Callison-Burch et al., 2006; Wu
and Wang, 2007), we make the simplifying assump-
tion thatw′ is conditionally independent ofw given
ei, thus obtaining the following expression:

Pr(w′|w) =
∑

i Pr(w′|ei)Pr(ei|w)

We estimate the probabilityPr(ei|w) directly
from the word-aligned training bi-text as follows:

Pr(ei|w) = #(w,ei)
P

j #(w,ej)

where #(x, e) is the number of times the Malay
wordx is aligned to the English worde.

Estimating Pr(w′|ei) cannot be done directly
sincew′ might not be present on the Malay side of
the training bi-text, e.g., because it is a multi-token
sequence generated by clitic segmentation. Thus, we
think of w′ as a pseudoword that stands for the union
of all Malay words in the training bi-text that are re-
ducible tow′ by our morphological analysis proce-
dure. So, we estimatePr(w′|ei) as follows:

Pr(w′|ei) = Pr({v : w′ ∈ forms(v)}|ei)

whereforms(x) is the set of the word-level para-
phrases4 for the Malay wordx.

Since the training bi-text occurrences of the words
that are reducible tow′ are distinct, we can rewrite
the above as follows:

Pr(w′|ei) =
∑

v:w′∈forms(v) Pr(v|ei)

Finally, the probabilityPr(v|ei) can be estimated
using maximum likelihood:

Pr(v|ei) = #(v,ei)
P

u #(u,ei)

3.3 Sentence-Level Paraphrasing

In order for the word-level paraphrases to work,
there should be phrases in the phrase table that could
potentially match them. For some of the words, e.g.,
the lemmata, there could already be such phrases,
but for other transformations, e.g., clitic segmenta-
tion, this is unlikely. Thus, we need to augment the
phrase table with additional translation options.

One approach would be to modify the phrase ta-
ble directly, e.g., by adding additional entries, where
one or more Malay words are replaced by their para-
phrases. This would be problematic since the phrase
translation probabilities associated with these new

4Note that our paraphrasing process is directed: the para-
phrases are morphologically simpler than the original word.
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entries would be hard to estimate. For example, the
clitics, and even many of the intermediate morpho-
logical forms, would not exist as individual words in
the training bi-text, which means that there would be
no word alignments or lexical probabilities available
for them.

Another option would be to generate separate
word alignments for the original training bi-text and
for a version of it where the source (Malay) side
has been paraphrased. Then, the two bi-texts and
their word alignments would be concatenated and
used to build a phrase table (Dyer, 2007; Dyer et
al., 2008; Dyer, 2009). This would solve the prob-
lems with the word alignments and the phrase pair
probabilities estimations in a principled manner, but
it would require choosing for each word only one of
the paraphrases available to it, while we would pre-
fer to have a way to allow all options. Moreover, the
paraphrased and the original versions of the corpus
would be given equal weights, which might not be
desirable. Finally, since the two versions of the bi-
text would be word-aligned separately, there would
be no interaction between them, which might lead
to missed opportunities for improved alignments in
both parts of the bi-text (Nakov and Ng, 2009).

We avoid the above issues by adopting a sentence-
level paraphrasing approach. Following the gen-
eral framework proposed in (Nakov, 2008), we first
create multiple paraphrased versions of the source-
side sentences of the training bi-text. Then, each
paraphrased source sentence is paired with its orig-
inal translation. This augmented bi-text is word-
aligned and a phrase tableT ′ is built from it, which
is merged with a phrase tableT for the original bi-
text. The merged table contains all phrase entries
from T , and the entries for the phrase pairs fromT ′

that are not inT . Following Nakov and Ng (2009),
we add up to three additional indicator features (tak-
ing the values 0.5 and 1) to each entry in the merged
phrase table, showing whether the entry came from
(1)T only, (2)T ′ only, or (3) bothT andT ′. We also
try using the first one or two features only. We set
all feature weights using minimum error rate train-
ing (Och, 2003), and we optimize their number (one,
two, or three) on the development dataset.5

5In theory, we should re-normalize the probabilities; in prac-
tice, this is not strictly required by the log-linear SMT model.

Each of our paraphrased sentences differs from its
original sentence by a single word, which prevents
combinatorial explosions: on average, we generate
14 paraphrased versions per input sentence. It fur-
ther ensures that the paraphrased parts of the sen-
tences will not dominate the word alignments or the
phrase pairs, and that there would be sufficient inter-
action at word alignment time between the original
sentences and their paraphrased versions.

3.4 Phrase-Level Paraphrasing

While our sentence-level paraphrasing informs the
decoder about the origin of each phrase pair (orig-
inal or paraphrased bi-text), it provides no indica-
tion about how good the phrase pairs from the para-
phrased bi-text are likely to be.

Following Callison-Burch et al. (2006), we fur-
ther augment the phrase table with one additional
feature whose value is 1 for the phrase pairs com-
ing from the original bi-text, andmaxp Pr(p′|p) for
the phrase pairs extracted from the paraphrased bi-
text. Herep is a Malay phrase fromT , andp′ is a
Malay phrase fromT ′ that does not exist inT but is
obtainable fromp by substituting one or more words
in p with their derivationally related forms generated
by morphological analysis. The probabilityPr(p′|p)
is calculated using phrase-level pivoting through En-
glish in the original phrase tableT as follows (unlike
word-level pivoting, hereei is an Englishphrase):

Pr(p′|p) =
∑

i Pr(p′|ei)Pr(ei|p)

We estimate the probabilitiesPr(ei|p) and
Pr(p′|ei) as we did for word-level pivoting, except
that this time we use the list of the phrase pairs ex-
tracted from the original training bi-text, while be-
fore we used IBM model 4 word alignments. When
calculatingPr(p′|ei), we think ofp′ as the set of all
possible Malay phrasesq in T that are reducible to
p′ by morphological analysis of the words they con-
tain. This can be rewritten as follows:

Pr(p′|ei) =
∑

q:p′∈par(q) Pr(q|ei)

wherepar(q) is the set of all possible phrase-level
paraphrases for the Malay phraseq.

The probabilityPr(q|ei) is estimated using maxi-
mum likelihood from the list of phrase pairs. There
is no combinatorial explosion here, since the phrases
are short and contain very few paraphrasable words.
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Number of sentence pairs 1K 2K 5K 10K 20K 40K 80K 160K 320K
Number of English words 30K 60K 151K 301K 602K 1.2M 2.4M 4.7M 9.5M

baseline 23.81 27.43 31.53 33.69 36.68 38.49 40.53 41.80 43.02
lemmatize all 22.67 26.20 29.68 31.53 33.91 35.64 37.17 38.58 39.68

-1.14 -1.23 -1.85 -2.16 -2.77 -2.85 -3.36 -3.22 -3.34
‘noisier’ channel model (Dyer, 2007) 23.27 28.42 32.66 33.69 37.16 38.14 39.79 41.76 42.77

-0.54 +0.99 +1.13 +0.00 +0.48 -0.35 -0.74 -0.04 -0.25

lattice + sent-par (orig+lemma) 24.71 28.65 32.42 34.95 37.32 38.40 39.82 41.97 43.36
+0.90 +1.22 +0.89 +1.26 +0.64 -0.09 -0.71 +0.17 +0.34

lattice + sent-par 24.97 29.11 33.03 35.12 37.39 38.73 41.04 42.24 43.52
+1.16 +1.68 +1.50 +1.43 +0.71 +0.24 +0.51 +0.44 +0.50

lattice + sent-par + word-par 25.14 29.17 33.00 35.09 37.39 38.76 40.75 42.23 43.58
+1.33 +1.74 +1.47 +1.40 +0.71 +0.27 +0.22 +0.43 +0.56

lattice + sent-par + word-par + phrase-par25.27 29.19 33.35 35.23 37.46 39.00 40.95 42.30 43.73
+1.46 +1.76 +1.82 +1.54 +0.78 +0.51 +0.42 +0.50 +0.71

Table 1:Evaluation results. Shown are BLEU scores and improvements over the baseline (in%) for different numbers
of training sentences. Statistically significant improvements are inbold for p < 0.01 and initalic for p < 0.05.

4 Experiments

4.1 Data

We created our Malay-English training and develop-
ment datasets from data that we downloaded from
the Web and then sentence-aligned using various
heuristics. Thus, we ended up with 350,003training
sentence pairs, including 10.4M English and 9.7M
Malay word tokens. We further downloaded 49.8M
word tokens of monolingual English text, which we
used forlanguage modeling.

For testing, we used 1,420 sentences with 28.8K
Malay word tokens, which were translated by three
human translators, yielding translations of 32.8K,
32.4K, and 32.9K English word tokens, respectively.
For development, we used 2,000 sentence pairs of
63.4K English and 58.5K Malay word tokens.

4.2 General Experimental Setup

First, we tokenized and lowercased all datasets:
training, development, and testing. We then built
directed word-level alignments for the training bi-
text for English→Malay and for Malay→English
using IBM model 4 (Brown et al., 1993), which
we symmetrized using the intersect+grow heuristic
(Och and Ney, 2003). Next, we extracted phrase-
level translation pairs of maximum length seven,
which we scored and used to build a phrase table
where each phrase pair is associated with the fol-
lowing five standard feature functions: forward and
reverse phrase translation probabilities, forward and
reverse lexicalized phrase translation probabilities,
and phrase penalty.

We trained a log-linear model using the following
standard SMT feature functions: trigram language
model probability, word penalty, distance-based dis-
tortion cost, and the five feature functions from the
phrase table. We set all weights on the development
dataset by optimizing BLEU (Papineni et al., 2002)
using minimum error rate training (Och, 2003), and
we plugged them in a beam search decoder (Koehn
et al., 2007) to translate the Malay test sentences to
English. Finally, we detokenized the output, and we
evaluated it against the three reference translations.

4.3 Systems

Using the above general experimental setup, we im-
plemented the following baseline systems:

• baseline. This is the default system, which uses
no morphological processing.

• lemmatize all. This is the second baseline that
uses lemmatized versions of the Malay side of
the training, development and testing datasets.

• ‘noisier’ channel model.6 This is the model of
Dyer (2007). It uses 0-1 weights in the lattice
and only allows lemmata as alternative word-
forms; it uses no sentence-level or phrase-level
paraphrases.

6We also tried the word segmentation model of Dyer (2009)
as implemented in thecdecdecoder (Dyer et al., 2010), which
learns word segmentation lattices from raw text in an unsu-
pervised manner. Unfortunately, it could not learn meaning-
ful word segmentations for Malay, and thus we do not compare
against it. We believe this may be due to its focus on word seg-
mentation, which is of limited use for Malay.
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sent. system 1-gram 2-gram 3-gram 4-gram

1k baseline 59.78 29.60 17.36 10.46
paraphrases 62.23 31.19 18.53 11.35

2k baseline 64.20 33.46 20.41 12.92
paraphrases 66.38 35.42 21.97 14.06

5k baseline 68.12 38.12 24.20 15.72
paraphrases 70.41 40.13 25.71 17.02

10k baseline 70.13 40.67 26.15 17.27
paraphrases 72.04 42.28 27.55 18.36

20k baseline 73.19 44.12 29.14 19.50
paraphrases 73.28 44.43 29.77 20.31

40k baseline 74.66 45.97 30.70 20.83
paraphrases 75.47 46.54 31.09 21.17

80k baseline 75.72 48.08 32.80 22.59
paraphrases 76.03 48.47 33.20 23.00

160k baseline 76.55 49.21 34.09 23.78
paraphrases 77.14 49.89 34.57 24.06

320k baseline 77.72 50.54 35.19 24.78
paraphrases 78.03 51.24 35.99 25.42

Table 2: Detailed BLEU n-gram precision scores: in
%, for different numbers of training sentence pairs, for
baselineandlattice + sent-par + word-par + phrase-par.

Our full morphological paraphrasing system is
lattice + sent-par + word-par + phrase-par. We
also experimented with some of its components
turned off. lattice + sent-par + word-par excludes
the additional feature from phrase-level paraphras-
ing. lattice + sent-par has all the morphologically
simpler derived forms in the lattice during decod-
ing, but their weights are uniformly set to 0 rather
than obtained using pivoting from word alignments.
Finally, in order to compare closely to the ‘noisier’
channel model, we further limited the morpholog-
ical variants oflattice + sent-par in the lattice to
lemmata only inlattice + sent-par (orig+lemma).

5 Results and Discussion

The experimental results are shown in Table 1.
First, we can see thatlemmatize allhas a consis-

tently disastrous effect on BLEU, which shows that
Malay morphology does indeed contain information
that is important when translating to English.

Second, Dyer (2007)’s‘noisier’ channel model
helps for small datasets only. It performs worse than
lattice + sent-par (orig+lemma), from which it dif-
fers in the phrase table only; this confirms the im-
portance of our sentence-level paraphrasing.

Moving down to lattice + sent-par, we can see
that using multiple morphological wordforms in-
stead of just lemmata has a consistently positive im-
pact on BLEU for datasets of all sizes.

Sent. System BLEU NIST TER METEOR TESLA

1k baseline 23.81 6.7013 64.50 49.26 1.6794
paraphrases 25.27 6.9974 63.03 52.32 1.7579

2k baseline 27.43 7.3790 61.03 54.29 1.8718
paraphrases 29.19 7.7306 59.37 57.32 2.0031

5k baseline 31.53 8.0992 57.12 59.09 2.1172
paraphrases 33.35 8.4127 55.41 61.67 2.2240

10k baseline 33.69 8.5314 55.24 62.26 2.2656
paraphrases 35.23 8.7564 53.60 63.97 2.3634

20k baseline 36.68 8.9604 52.56 64.67 2.3961
paraphrases 37.46 9.0941 52.16 66.42 2.4621

40k baseline 38.49 9.3016 51.20 66.68 2.5166
paraphrases 39.00 9.4184 50.68 67.60 2.5604

80k baseline 40.53 9.6047 49.88 68.77 2.6331
paraphrases 40.95 9.6289 49.09 69.10 2.6628

160k baseline 41.80 9.7479 48.97 69.59 2.6887
paraphrases 42.30 9.8062 48.29 69.62 2.7049

320k baseline 43.02 9.8974 47.44 70.23 2.7398
paraphrases 43.73 9.9945 47.07 70.87 2.7856

Table 3:Results for different evaluation measures:for
baselineandlattice + sent-par + word-par + phrase-par
(in % for all measures except for NIST).

Adding weights obtained using word-level piv-
oting in lattice + sent-par + word-par helps a
bit more, and also using phrase-level paraphrasing
weights yields even bigger further improvements for
lattice + sent-par + word-par + phrase-par.

Overall, our morphological paraphrases yield sta-
tistically significant improvements (p < 0.01) in
BLEU, according to Collins et al. (2005)’s sign test,
for bi-texts as large as 320,000 sentence pairs.

A closer look at BLEU. Table 2 shows detailed
n-gram BLEU precision scores forn=1,2,3,4. Our
system outperforms the baseline on all precision
scores and for all numbers of training sentences.

Other evaluation measures. Table 3 reports
the results for five evaluation measures: BLEU
and NIST 11b, TER 0.7.25 (Snover et al., 2006),
METEOR 1.0 (Lavie and Denkowski, 2009), and
TESLA (Liu et al., 2010). Our system consistently
outperforms the baseline for all measures.

Example translations. Table 4 shows two trans-
lation examples. In the first example, the redupli-
cationbekalan-bekalan(‘supplies’) is an unknown
word, and was left untranslated by the baseline sys-
tem. It was not a problem for our system though,
which first paraphrased it asbekalanand then trans-
lated it assupply. Even though this is still wrong (we
need the pluralsupplies), it is arguably preferable to
passing the word untranslated; it also allowed for a
better translation of the surrounding context.
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src : Mercy Relief telah menghantar 17 khemah khas bernilai $5,000 setiap satu yang boleh menampung kelas seramai 30
pelajar, selainbekalan-bekalan lain seperti 500 khemah biasa, barang makanan dan ubat-ubatan untuk mangsa gempa Sichuan.
ref1: Mercy Relief has sent 17 special tents valued at $5,000 each,that can accommodate a class of 30 students, including
other aid supplies such as 500 normal tents, food and medicine for the victims of Sichuan quake.
base: mercy relief has sent 17 special tents worth $5,000 each class could accommodate a total of 30 students, besidesother
bekalan-bekalan 500 tents as usual, foodstuff and medicines for sichuan quake relief.
para: mercy relief has sent 17 special tents worth $5,000 each class could accommodate a total of 30 students, besidesother
supply such as 500 tents, food and medicines for sichuan quake relief.
src : Walaupun hidup susah, kami tetap berusaha untukmenjalani kehidupan seperti biasa.
ref1: Even though life is difficult, we are still trying togo through life as usual.
base: despite the hard life, we will always strive toundergo training as usual.
para: despite the hard life, we will always strive tolive normal.

Table 4: Example translations. For each example, we show a source sentence (src), one of the three reference
translations (ref1), and the outputs ofbaseline(base) and oflattice + sent-par + word-par + phrase-par(para).

In the second example, the baseline system trans-
lated menjalani kehidupan(lit. ‘go through life’)
as undergo training, because of a bad phrase pair,
which was extracted from wrong word alignments.
Note that the wordsmenjalani (‘go through’) and
kehidupan(‘life/existence’) are derivational forms
of jalan (‘go’) andhidup(‘life/living’), respectively.
Thus, in the paraphrasing system, they were in-
volved in sentence-level paraphrasing, where the
alignments were improved. While the wrong phrase
pair was still available, the system chose a better one
from the paraphrased training bi-text.

6 Related Work

Most research in SMT for a morphologically rich
source language has focused on inflectedforms of
the sameword. The assumption is that they would
have similar semantics and thus could have the same
translation. Researchers have usedstemming(Yang
and Kirchhoff, 2006),lemmatization(Al-Onaizan et
al., 1999; Goldwater and McClosky, 2005; Dyer,
2007), or direct clustering (Talbot and Osborne,
2006) to identify such groups of words and use them
asequivalence classesor as possiblealternativesin
translation. Frameworks for the simultaneous use of
different word-level representations have been pro-
posed as well (Koehn and Hoang, 2007).

A second important line of research has focused
onword segmentation, which is useful for languages
like German, which are rich incompound wordsthat
are spelled concatenated (Koehn and Knight, 2003;
Yang and Kirchhoff, 2006), or like Arabic, Turk-
ish, Finnish, and, to a lesser extent, Spanish and
Italian, whereclitics often attach to the preceding
word (Habash and Sadat, 2006). For languages with

more or less regular inflectional morphology like
Arabic or Turkish, another good idea is to segment
words into morpheme sequences, e.g., prefix(es)-
stem-suffix(es), which can be used instead of the
original words (Lee, 2004) or in addition to them.
This can be achieved using a lattice input to the
translation system (Dyer et al., 2008; Dyer, 2009).

Unfortunately, none of these general lines of re-
search suits Malay well, whose compounds are
rarely concatenated, clitics are not so frequent, and
morphology is mostly derivational, and thus likely
to generate words whose semantics substantially dif-
fers from the semantics of the original word. There-
fore, we cannot expect the existence of equivalence
classes: it is only occasionally that two derivation-
ally related wordforms would share the same tar-
get language translation. Thus, instead of look-
ing for equivalence classes, we have focused on the
pairwise relationship between derivationally related
wordforms, which we treat aspotential paraphrases.

Our approach is an extension of the‘noisier’
channel modelof Dyer (2007). He starts by generat-
ing separate word alignments for the original train-
ing bi-text and for a version of it where the source
side has been lemmatized. Then, the two bi-texts
and their word alignments are concatenated and used
to build a phrase table. Finally, the source sides of
the development and the test datasets are converted
into confusion networks where additional arcs are
added for word lemmata. The arc weights are set to
1 for the original wordforms and to 0 for the lem-
mata. In contrast, we providemultiple paraphras-
ing alternatives for each morphologically complex
word, including derivational forms that occupy in-
termediary positions between the original wordform
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and its lemma. Note that some of those paraphrasing
alternatives aremulti-word, and thus we use alattice
instead of a confusion network. Moreover, we give
different weightsto the different alternatives rather
then assigning them all 0.

Second, our work is related to that of Dyer et
al. (2008), who use a lattice to add a single alter-
native clitic-segmented version of the original word
for Arabic. However, we providemultiple alterna-
tives. We also includederivational formsin addi-
tion to clitic-segmented ones, and we givedifferent
weightsto the different alternatives (instead of 0).

Third, our work is also related to that of Dyer
(2009), who uses a lattice to add multiple alterna-
tive segmented versions of the original word for Ger-
man, Hungarian, and Turkish. However, we focus
on derivational morphologyrather than on clitics
and inflections, addderivational formsin addition
to clitic-segmented ones, and usecross-lingual word
pivotingto estimate paraphrase probabilities.

Finally, our work is related to that of Callison-
Burch et al. (2006), who use cross-lingual pivot-
ing to generate phrase-level paraphrases with corre-
sponding probabilities. However, our paraphrases
are derived throughmorphological analysis; thus,
we do not need corpora in additional languages.

7 Conclusion and Future Work

We have presented a novel approach to trans-
lating from a morphologically complex language,
which uses paraphrases and paraphrasing tech-
niques at three different levels of translation: word-
level, phrase-level, and sentence-level. Our experi-
ments translating from Malay, whose morphology is
mostly derivational, into English have shown signif-
icant improvements over rivaling approaches based
on several automatic evaluation measures.

In future work, we want to improve the proba-
bility estimations for our paraphrasing models. We
also want to experiment with other morphologically
complex languages and other SMT models.
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Abstract

We propose a principled and efficient phrase-
to-phrase alignment model, useful in machine
translation as well as other related natural lan-
guage processing problems. In a hidden semi-
Markov model, word-to-phrase and phrase-
to-word translations are modeled directly by
the system. Agreement between two direc-
tional models encourages the selection of par-
simonious phrasal alignments, avoiding the
overfitting commonly encountered in unsu-
pervised training with multi-word units. Ex-
panding the state space to include “gappy
phrases” (such as French ne ? pas) makes the
alignment space more symmetric; thus, it al-
lows agreement between discontinuous align-
ments. The resulting system shows substantial
improvements in both alignment quality and
translation quality over word-based Hidden
Markov Models, while maintaining asymptot-
ically equivalent runtime.

1 Introduction

Word alignment is an important part of statisti-
cal machine translation (MT) pipelines. Phrase
tables containing pairs of source and target lan-
guage phrases are extracted from word alignments,
forming the core of phrase-based statistical ma-
chine translation systems (Koehn et al., 2003).
Most syntactic machine translation systems extract
synchronous context-free grammars (SCFGs) from
aligned syntactic fragments (Galley et al., 2004;
Zollmann et al., 2006), which in turn are de-
rived from bilingual word alignments and syntactic

∗Author was a summer intern at Microsoft Research during
this project.

French

English

voudrais voyager par chemin de fer

would like traveling by railroad

ne pas

not

Figure 1: French-English pair with complex word alignment.

parses. Alignment is also used in various other NLP
problems such as entailment, paraphrasing, question
answering, summarization and spelling correction.

A limitation to word-based alignment is undesir-
able. As seen in the French-English example in Fig-
ure 1, many sentence pairs are naturally aligned with
multi-word units in both languages (chemin de fer;
would ? like, where ? indicates a gap). Much work
has addressed this problem: generative models for
direct phrasal alignment (Marcu and Wong, 2002),
heuristic word-alignment combinations (Koehn et
al., 2003; Och and Ney, 2003), models with pseudo-
word collocations (Lambert and Banchs, 2006; Ma
et al., 2007; Duan et al., 2010), synchronous gram-
mar based approaches (Wu, 1997), etc. Most have a
large state-space, using constraints and approxima-
tions for efficient inference.

We present a new phrasal alignment model based
on the hidden Markov framework (Vogel et al.,
1996). Our approach is semi-Markov: each state can
generate multiple observations, representing word-
to-phrase alignments. We also augment the state
space to include contiguous sequences. This cor-
responds to phrase-to-word and phrase-to-phrase
alignments. We generalize alignment by agreement
(Liang et al., 2006) to this space, and find that agree-
ment discourages EM from overfitting. Finally, we
make the alignment space more symmetric by in-
cluding gappy (or non-contiguous) phrases. This al-
lows agreement to reinforce non-contiguous align-
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Figure 2: The model of E given F can represent the phrasal
alignment {e1, e2} ∼ {f1}. However, the model of F given
E cannot: the probability mass is distributed between {e1} ∼
{f1} and {e2} ∼ {f1}. Agreement of the forward and back-
ward HMM alignments tends to place less mass on phrasal links
and greater mass on word-to-word links.

ments, such English not to French ne ? pas. Prun-
ing the set of allowed phrases preserves the time
complexity of the word-to-word HMM alignment
model.

1.1 Related Work

Our first major influence is that of conditional
phrase-based models. An early approach by Deng
and Byrne (2005) changed the parameterization of
the traditional word-based HMM model, modeling
subsequent words from the same state using a bi-
gram model. However, this model changes only the
parameterization and not the set of possible align-
ments. More closely related are the approaches
of Daumé III and Marcu (2004) and DeNero et
al. (2006), which allow phrase-to-phrase alignments
between the source and target domain. As DeN-
ero warns, though, an unconstrained model may
overfit using unusual segmentations. Interestingly,
the phrase-based hidden semi-Markov model of
Andrés-Ferrer and Juan (2009) does not seem to
encounter these problems. We suspect two main
causes: first, the model interpolates with Model 1
(Brown et al., 1994), which may help prevent over-
fitting, and second, the model is monotonic, which
screens out many possible alignments. Monotonic-
ity is generally undesirable, though: almost all par-
allel sentences exhibit some reordering phenomena,
even when languages are syntactically very similar.

The second major inspiration is alignment by
agreement by Liang et al. (2006). Here, soft inter-
section between the forward (F→E) and backward

(E→F) alignments during parameter estimation pro-
duces better word-to-word correspondences. This
unsupervised approach produced alignments with
incredibly low error rates on French-English, though
only moderate gains in end-to-end machine transla-
tion results. Likely this is because the symmetric
portion of the HMM space contains only single word
to single word links. As shown in Figure 2, in order
to retain the phrasal link f1 ∼ e1, e2 after agree-
ment, we need the reverse phrasal link e1, e2 v f1

in the backward direction. However, this is not pos-
sible in a word-based HMM where each observa-
tion must be generated by a single state. Agreement
tends to encourage 1-to-1 alignments with very high
precision and but lower recall. As each word align-
ment acts as a constraint on phrase extraction, the
phrase-pairs obtained from those alignments have
high recall and low precision.

2 Gappy Phrasal Alignment

Our goal is to unify phrasal alignment and align-
ment by agreement. We use a phrasal hidden semi-
Markov alignment model, but without the mono-
tonicity requirement of Andrés-Ferrer and Juan
(2009). Since phrases may be used in both the state
and observation space of both sentences, agreement
during EM training no longer penalizes phrasal links
such as those in Figure 2. Moreover, the benefits of
agreement are preserved: meaningful phrasal links
that are likely in both directions of alignment will be
reinforced, while phrasal links likely in only one di-
rection will be discouraged. This avoids segmenta-
tion problems encountered by DeNero et al. (2006).

Non-contiguous sequences of words present an
additional challenge. Even a semi-Markov model
with phrases can represent the alignment between
English not and French ne ? pas in one direction
only. To make the model more symmetric, we ex-
tend the state space to include gappy phrases as
well.1 The set of alignments in each model becomes
symmetric, though the two directions model gappy
phrases differently. Consider not and ne ? pas:
when predicting French given English, the align-
ment corresponds to generating multiple distinct ob-

1We only allow a single gap with one word on each end.
This is sufficient for the vast majority of the gapped phenomena
that we have seen in our training data.
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Figure 3: Example English-given-French and French-given-English alignments of the same sentence pair using the Hidden Semi-
Markov Model (HSMM) for gapped-phrase-to-phrase alignment. It allows the state side phrases (denoted by vertical blocks),
observation side phrases (denoted by horizontal blocks), and state-side gaps (denoted by discontinuous blocks in the same column
connected by a hollow vertical “bridge”). Note both directions can capture the desired alignment for this sentence pair.

servations from the same state; in the other direction,
the word not is generated by a single gappy phrase
ne ? pas. Computing posteriors for agreement is
somewhat complicated, so we resort to an approx-
imation described later. Exact inference retains a
low-order polynomial runtime; we use pruning to in-
crease speed.

2.1 Hidden Markov Alignment Models

Our model can be seen as an extension of the stan-
dard word-based Hidden Markov Model (HMM)
used in alignment (Vogel et al., 1996). To
ground the discussion, we first review the struc-
ture of that model. This generative model has
the form p(O|S) =

∑
A p(A,O|S), where S =

(s1, . . . , sI) ∈ Σ? is a sequence of words from a
vocabulary Σ; O = (o1, . . . , oJ) ∈ Π? is a sequence
from vocabulary Π; and A = (a1, . . . , aJ) is the
alignment between the two sequences. Since some
words are systematically inserted during translation,
the target (state) word sequence is augmented with
a special NULL word. To retain the position of the
last aligned word, the state space contains I copies
of the NULL word, one for each position (Och and
Ney, 2003). The alignment uses positive positions
for words and negative positions for NULL states, so
aj ∈ {1..I} ∪ {−1..− I}, and si = NULL if i < 0.

It uses the following generative procedure. First
the length of the observation sequence is selected
based on pl(J |I). Then for each observation posi-
tion, the state is selected based on the prior state: a
null state with probability p0, or a non-null state at
position aj with probability (1 − p0) · pj(aj |aj−1)
where pj is a jump distribution. Finally the observa-
tion word oj at that position is generated with prob-
ability pt(oj |saj ), where pt is an emission distribu-
tion:

p(A,O|S) = pl(J |I)

J∏
j=1

pj(aj |aj−1)pt(oj |saj )

pj(a|a′) =

{
(1− p0) · pd(a− |a′|) a > 0

p0 · δ(|a|, |a′|) a < 0

We pick p0 using grid search on the development
set, pl is uniform, and the pj and pt are optimized by
EM.2

2.2 Gappy Semi-Markov Models

The HMM alignment model identifies a word-
to-word correspondence between the observation

2Note that jump distances beyond -10 or 10 share a single
parameter to prevent sparsity.
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words and the state words. We make two changes
to expand this model. First, we allow contiguous
phrases on the observation side, which makes the
model semi-Markov: at each time stamp, the model
may emit more than one observation word. Next, we
also allow contiguous and gappy phrases on the state
side, leading to an alignment model that can retain
phrasal links after agreement (see Section 4).

The S and O random variables are unchanged.
Since a single state may generate multiple observa-
tion words, we add a new variable K representing
the number of states. K should be less than J , the
number of observations. The alignment variable is
augmented to allow contiguous and non-contiguous
ranges of words. We allow only a single gap, but of
unlimited length. The null state is still present, and
is again represented by negative numbers.

A =(a1, . . . , aK) ∈ A(I)

A(I) ={(i1, i2, g)|0 < i1 ≤ i2 ≤ I,
g ∈ {GAP, CONTIG}}∪
{(−i,−i, CONTIG) | 0 < i ≤ I}

We add one more random variable to capture the to-
tal number of observations generated by each state.

L ∈ {(l0, l1, . . . , lK) | 0 = l0 < · · · < lK = J}

The generative model takes the following form:

p(A,L,O|S) =pl(J |I)pf (K|J)
K∏
k=1

pj(ak|ak−1)·

pt(lk, o
lk
lk−1+1|S[ak], lk−1)

First, the length of the observation sequence (J)
is selected, based on the number of words in the
state-side sentence (I). Since it does not affect the
alignment, pl is modeled as a uniform distribution.
Next, we pick the total number of states to use (K),
which must be less than the number of observations
(J). Short state sequences receive an exponential
penalty: pf (K|J) ∝ η(J−K) if 0 ≤ K ≤ J , or 0
otherwise. A harsh penalty (small positive value of
η) may prevent the systematic overuse of phrases.3

3We found that this penalty was crucial to prevent overfitting
in independent training. Joint training with agreement made it
basically unnecessary.

Next we decide the assignment of each state.
We retain the first-order Markov assumption: the
selection of each state is conditioned only on the
prior state. The transition distribution is identical
to the word-based HMM for single word states. For
phrasal and gappy states, we jump into the first word
of that state, and out of the last word of that state,
and then pay a cost according to how many words
are covered within that state. If a = (i1, i2, g), then
the beginning word of a is F (a) = i1, the end-
ing word is L(a) = i2, and the length N(a) is 2
for gapped states, 0 for null states, and last(a) −
first(a) + 1 for all others. The transition probabil-
ity is:

pj(a|a′) =


p0 · δ(|F (a)|, |L(a′)|) if F (a) < 0

(1− p0)pd(F (a)− |L(a′)|)·
pn(N(a)) otherwise

where pn(c) ∝ κc is an exponential distribution. As
in the word HMM case, we use a mixture parameter
p0 to determine the likelihood of landing in a NULL

state. The position of that NULL state remembers the
last position of the prior state. For non-null words,
we pick the first word of the state according to the
distance from the last word of the prior state. Finally,
we pick a length for that final state according to an
exponential distribution: values of κ less than one
will penalize the use of phrasal states.

For each set of state words, we maintain an emis-
sion distribution over observation word sequences.
Let S[a] be the set of state words referred to by
the alignment variable a. For example, the English
given French alignment of Figure 3 includes the fol-
lowing state word sets:

S[(2, 2, CONTIG)] = voudrais

S[(1, 3, GAP)] = ne ? pas

S[(6, 8, CONTIG)] = chemin de fer

For the emission distribution we keep a multinomial
over observation phrases for each set of state words:

p(l, oll′ |S[a], l′) ∝ c(oll′ |S[a])

In contrast to the approach of Deng and Byrne
(2005), this encourages greater consistency across
instances, and more closely resembles the com-
monly used phrasal translation models.
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We note in passing that pf (K|J) may be moved
inside the product: pf (K|J) ∝ η(J−K) =∏K
k=1 η

(lk−lk−1−1). The following form derived us-
ing the above rearrangement is helpful during EM.

p(A,L,O|S) ∝
K∏
k=1

pj(ak|ak−1)·

pt(lk, o
lk
lk−1+1|S[ak], lk−1)·

η(lk−lk−1−1)

where lk − lk−1 − 1 is the length of the observation
phrase emitted by state S[ak].

2.3 Minimality
At alignment time we focus on finding the minimal
phrase pairs, under the assumption that composed
phrase pairs can be extracted in terms of these min-
imal pairs. We are rather strict about this, allowing
only 1 → k and k → 1 phrasal alignment edges
(or links). This should not cause undue stress, since
edges of the form 2 − 3 (say e1e2 ∼ f1f2f3) can
generally be decomposed into 1 − 1 ∪ 1 − 2 (i.e.,
e1 ∼ f1 ∪ e2 ∼ f2f3), etc. However, the model
does not require this to be true: we will describe re-
estimation for unconstrained general models, but use
the limited form for word alignment.

3 Parameter Estimation

We use Expectation-Maximization (EM) to estimate
parameters. The forward-backward algorithm effi-
ciently computes posteriors of transitions and emis-
sions in the word-based HMM. In a standard HMM,
emission always advances the observation position
by one, and the next transition is unaffected by
the emission. Neither of these assumptions hold
in our model: multiple observations may be emit-
ted at a time, and a state may cover multiple state-
side words, which affects the outgoing transition. A
modified dynamic program computes posteriors for
this generalized model.

The following formulation of the forward-
backward algorithm for word-to-word alignment is
a good starting point. α[x, 0, y] indicates the total
mass of paths that have just transitioned into state y
at observation x but have not yet emitted; α[x, 1, y]
represents the mass after emission but before subse-
quent transition. β is defined similarly. (We omit

NULL states for brevity; the extension is straightfor-
ward.)

α[0, 0, y] = pj(y|INIT)

α[x, 1, y] = α[x, 0, y] · pt(ox|sy)

α[x, 0, y] =
∑
y′

α[x− 1, 1, y′] · pj(y|y′)

β[n, 1, y] = 1

β[x, 0, y] = pt(ox|sy) · β[x, 1, y]

β[x, 1, y] =
∑
y′

pj(y
′|y) · β[x+ 1, 0, y′]

Not only is it easy to compute posteriors of both
emissions (α[x, 0, y]pt(ox|sy)β[x, 1, y]) and transi-
tions (α[x, 1, y]pj(y

′|y)β[x+ 1, 0, y′]) with this for-
mulation, it also simplifies the generalization to
complex emissions. We update the emission forward
probabilities to include a search over the possible
starting points in the state and observation space:

α[0, 0, y] =pj(y|INIT)

α[x, 1, y] =
∑

x′<x,y′≤y
α[x′, 0, y′] · EMIT(x′ : x, y′ : y)

α[x, 0, y] =
∑
y′

α[x− 1, 1, y′] · pj(y|y′)

β[n, 1, y] =1

β[x′, 0, y′] =
∑

x′<x,y′≤y
EMIT(x′ : x, y′ : y) · β[x, 1, y]

β[x, 1, y] =
∑
y′

pj(y
′|y) · β[x+ 1, 0, y′]

Phrasal and gapped emissions are pooled into EMIT:

EMIT(w : x, y : z) =pt(o
x
w|szy) · ηz−y+1 · κx−w+1+

pt(o
x
w|sy ? sz) · η2 · κx−w+1

The transition posterior is the same as above. The
emission is very similar: the posterior probability
that oxw is aligned to szy is proportional to α[w, 0, y] ·
pt(o

x
w|szy) ·ηz−y+1 ·κx−w+1 ·β[x, 1, z]. For a gapped

phrase, the posterior is proportional to α[w, 0, y] ·
pt(o

x
w|sy ? sz) · η2 · κx−w+1 · β[x, 1, z].

Given an inference procedure for computing pos-
teriors, unsupervised training with EM follows im-
mediately. We use a simple maximum-likelihood
update of the parameters using expected counts
based on the posterior distribution.
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4 Alignment by Agreement

Following Liang et al. (2006), we quantify agree-
ment between two models as the probability that the
alignments produced by the two models agree on the
alignment z of a sentence pair x = (S,O):∑

z
p1(z|x; θ1)p2(z|x; θ2)

To couple the two models, the (log) probability of
agreement is added to the standard log-likelihood
objective:

max
θ1,θ2

∑
x

[
log p1(x; θ1) + log p2(x; θ2)+

log
∑

z
p1(z|x; θ1)p2(z|x; θ2)

]
We use the heuristic estimator from Liang et al.

(2006), letting q be a product of marginals:

E : q(z; x) :=
∏
z∈z

p1(z|x; θ1)p2(z|x; θ2)

where each pk(z|x; θk) is the posterior marginal of
some edge z according to each model. Such a
heuristic E step computes the marginals for each
model separately, then multiplies the marginals cor-
responding to the same edge. This product of
marginals acts as the approximation to the posterior
used in the M step for each model. The intuition is
that if the two models disagree on a certain edge z,
then the marginal product is small, hence that edge
is dis-preferred in each model.

Contiguous phrase agreement. It is simple to
extend agreement to alignments in the absence of
gaps. Multi-word (phrasal) links are assigned some
posterior probability in both models, as shown in the
example in Figure 3, and we multiply the posteriors
of these phrasal links just as in the single word case.4

γF→E(fi, ej) := γE→F (ej , fi)

:= [γF→E(fi, ej)× γE→F (ej , fi)]

4Phrasal correspondences can be represented in multiple
ways: multiple adjacent words could be generated from the
same state either using one semi-Markov emission, or using
multiple single word emissions followed by self-jumps. Only
the first case is reinforced through agreement, so the latter is
implicitly discouraged. We explored an option to forbid same-
state transitions, but found it made little difference in practice.

Gappy phrase agreement. When we introduce
gappy phrasal states, agreement becomes more chal-
lenging. In the forward direction F→E, if we have a
gappy state aligned to an observation, say fi ? fj ∼
ek, then its corresponding edge in the backward di-
rection E→F would be ek v fi ? fj . How-
ever, this is represented by two distinct and unre-
lated emissions. Although it is possible the compute
the posterior probability of two non-adjacent emis-
sions, this requires running a separate dynamic pro-
gram for each such combination to sum the mass be-
tween these emissions. For the sake of efficiency
we resort to an approximate computation of pos-
terior marginals using the two word-to-word edges
ek v fi and ek v fj .

The forward posterior γF→E for edge fi ? fj ∼
ek is multiplied with the min of the backward pos-
teriors of the edges ek v fi and ek v fj .

γF→E(fi ? fj , ek) := γF→E(fi ? fj , ek)×

min
{
γE→F (ek, fi), γE→F (ek, fj)

}
Note that this min is an upper bound on the desired
posterior of edge ek v fi ? fj , since every path
that passes through ek v fi and ek v fj must pass
through ek v fi, therefore the posterior of ek v
fi ? fj is less than that of ek v fi, and likewise less
than that of ek v fj .

The backward posteriors of the edges ek v fi and
ek v fj are also mixed with the forward posteriors
of the edges to which they correspond.

γE→F (ek, fi) := γE→F (ek, fi)×

[
γF→E(fi, ek)+

∑
h<i<j

{
γF→E(fh ? fi, ek) + γF→E(fi ? fj , ek)

}]

5 Pruned Lists of ‘Allowed’ Phrases

To identify contiguous and gapped phrases that are
more likely to lead to good alignments, we use word-
to-word HMM alignments from the full training data
in both directions (F→E and E→F). We collect ob-
servation phrases of length 2 toK aligned to a single
state, i.e. oji ∼ s, to add to a list of allowed phrases.
For gappy phrases, we find all non-consecutive ob-
servation pairs oi and oj such that: (a) both are
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aligned to the same state sk, (b) state sk is aligned to
only these two observations, and (c) at least one ob-
servation between oi and oj is aligned to a non-null
state other than sk. These observation phrases are
collected from F→E and E→F models to build con-
tiguous and gappy phrase lists for both languages.

Next, we order the phrases in each contiguous list
using the discounted probability:

pδ(o
j
i ∼ s|o

j
i ) =

max(0, count(oji ∼ s)− δ)
count(oji )

where count(oji ∼ s) is the count of occurrence of
the observation-phrase oji , all aligned to some sin-
gle state s, and count(oji ) is the count of occur-
rence of the observation phrase oji , not all necessar-
ily aligned to a single state. Similarly, we rank the
gappy phrases using the discounted probability:

pδ(oi ? oj ∼ s|oi ? oj) =

max(0, count(oi ? oj ∼ s)− δ)
count(oi ? oj)

where count(oi ? oj ∼ s) is the count of occur-
rence of the observations oi and oj aligned to a sin-
gle state s with the conditions mentioned above, and
count(oi ? oj) is the count of general occurrence of
the observations oi and oj in order. We find that 200
gappy phrases and 1000 contiguous phrases works
well, based on tuning with a development set.

6 Complexity Analysis

Let m be the length of the state sentence S and n
be the length of the observation sentence O. In IBM
Model 1 (Brown et al., 1994), with only a translation
model, we can infer posteriors or max alignments
in O(mn). HMM-based word-to-word alignment
model (Vogel et al., 1996) adds a distortion model,
increasing the complexity to O(m2n).

Introducing phrases (contiguous) on the observa-
tion side, we get a HSMM (Hidden Semi-Markov
Model). If we allow phrases of length no greater
than K, then the number of observation types
rises from n to Kn for an overall complexity of
O(m2Kn). Introducing state phrases (contiguous)
with length ≤ K grows the number of state types
from m to Km. Complexity further increases to
O((Km)2Kn) = O(K3m2n).

Finally, when we introduce gappy state phrases of
the type si ? sj , the number of such phrases is
O(m2), since we may choose a start and end point
independently. Thus, the total complexity rises to
O((Km + m2)2Kn) = O(Km4n). Although this
is less than the O(n6) complexity of exact ITG (In-
version Transduction Grammar) model (Wu, 1997),
a quintic algorithm is often quite slow.

The pruned lists of allowed phrases limit this
complexity. The model is allowed to use observa-
tion (contiguous) and state (contiguous and gappy)
phrases only from these lists. The number of
phrases that match any given sentence pair from
these pruned lists is very small (∼ 2 to 5). If the
number of phrases in the lists that match the obser-
vation and state side of a given sentence pair are
small constants, the complexity remains O(m2n),
equal to that of word-based models.

7 Results

We evaluate our models based on both word align-
ment and end-to-end translation with two language
pairs: English-French and English-German. For
French-English, we use the Hansards NAACL 2003
shared-task dataset, which contains nearly 1.1 mil-
lion training sentence pairs. We also evaluated
on German-English Europarl data from WMT2010,
with nearly 1.6 million training sentence pairs. The
model from Liang et al. (2006) is our word-based
baseline.

7.1 Training Regimen

Our training regimen begins with both the forward
(F→E) and backward (E→F) iterations of Model 1
run independently (i.e. without agreement). Next,
we train several iterations of the forward and back-
ward word-to-word HMMs, again with independent
training. We do not use agreement during word
alignment since it tends to produce sparse 1-1 align-
ments, which in turn leads to low phrase emission
probabilities in the gappy model.

Initializing the emission probabilities of the semi-
Markov model is somewhat complicated, since the
word-based models do not assign any mass to
the phrasal or gapped configurations. Therefore
we use a heuristic method. We first retrieve the
Viterbi alignments of the forward and backward
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word-to-word HMM aligners. For phrasal corre-
spondences, we combine these forward and back-
ward Viterbi alignments using a common heuris-
tic (Union, Intersection, Refined, or Grow-Diag-
Final), and extract tight phrase-pairs (no unaligned
words on the boundary) from this alignment set.
We found that Grow-Diag-Final was most effective
in our experiments. The counts gathered from this
phrase extraction are used to initialize phrasal trans-
lation probabilities. For gappy states in a forward
(F→E) model, we use alignments from the back-
ward (E→F) model. If a state sk is aligned to two
non-consecutive observations oi and oj such that sk
is not aligned to any other observation, and at least
one observation between oi and oj is aligned to a
non-null state other than sk, then we reverse this
link to get oi ? oj ∼ sk and use it as a gapped-
state-phrase instance for adding fractional counts.
Given these approximate fractional counts, we per-
form a standard MLE M-step to initialize the emis-
sion probability distributions. The distortion proba-
bilities from the word-based model are used without
changes.

7.2 Alignment Results (F1)

The validation and test sentences have been hand-
aligned (see Och and Ney (2003)) and are marked
with both sure and possible alignments. For French-
English, following Liang et al. (2006), we lowercase
all words, and use the validation set plus the first
100 test sentences as our development set and the
remaining 347 test-sentences as our test-set for fi-
nal F1 evaluation.5 In German-English, we have a
development set of 102 sentences, and a test set of
258 sentences, also annotated with a set of sure and
possible alignments. Given a predicted alignmentA,
precision and recall are computed using sure align-
ments S and possible alignments P (where S ⊆ P )
as in Och and Ney (2003):

Precision =
|A ∩ P |
|A|

× 100%

Recall =
|A ∩ S|
|S|

× 100%

5We report F1 rather than AER because AER appears not to
correlate well with translation quality.(Fraser and Marcu, 2007)

Language pair Word-to-word Gappy
French-English 34.0 34.5
German-English 19.3 19.8

Table 2: BLEU results on German-English and French-English.

AER =

(
1− |A ∩ S|+ |A ∩ P |

|A|+ |S|

)
× 100%

F1 =
2× Precision×Recall
Precision+Recall

× 100%

Many free parameters were tuned to optimize
alignment F1 on the development set, including the
number of iterations of each Model 1, HMM, and
Gappy; the NULL weight p0, the number of con-
tiguous and gappy phrases to include, and the max-
imum phrase length. Five iterations of all models,
p0 = 0.3, using the top 1000 contiguous phrases
and the top 200 gappy phrases, maximum phrase
length of 5, and penalties η = κ = 1 produced
competitive results. Note that by setting η and κ to
one, we have effectively removed the penalty alto-
gether without affecting our results. In Table 1 we
see a consistent improvement with the addition of
contiguous phrases, and some additional gains with
gappy phrases.

7.3 Translation Results (BLEU)
We assembled a phrase-based system from the align-
ments (using only contiguous phrases consistent
with the potentially gappy alignment), with 4 chan-
nel models, word and phrase count features, dis-
tortion penalty, lexicalized reordering model, and a
5-gram language model, weighted by MERT. The
same free parameters from above were tuned to opti-
mize development set BLEU using grid search. The
improvements in Table 2 are encouraging, especially
as a syntax-based or non-contiguous phrasal system
(Galley and Manning, 2010) may benefit more from
gappy phrases.

8 Conclusions and Future Work

We have described an algorithm for efficient unsu-
pervised alignment of phrases. Relatively straight-
forward extensions to the base HMM allow for ef-
ficient inference, and agreement between the two
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Data Decoding method Word-to-word +Contig phrases +Gappy phrases
FE 10K Viterbi 89.7 90.6 90.3
FE 10K Posterior ≥ 0.1 90.1 90.4 90.7

FE 100K Viterbi 93.0 93.6 93.8
FE 100K Posterior ≥ 0.1 93.1 93.7 93.8

FE All Viterbi 94.1 94.3 94.3
FE All Posterior ≥ 0.1 94.2 94.4 94.5

GE 10K Viterbi 76.2 79.6 79.7
GE 10K Posterior ≥ 0.1 76.7 79.3 79.3

GE 100K Viterbi 81.0 83.0 83.2
GE 100K Posterior ≥ 0.1 80.7 83.1 83.4

GE All Viterbi 83.0 85.2 85.6
GE All Posterior ≥ 0.1 83.7 85.3 85.7

Table 1: F1 scores of automatic word alignments, evaluated on the test set of the hand-aligned sentence pairs.

models prevents EM from overfitting, even in the ab-
sence of harsh penalties. We also allow gappy (non-
contiguous) phrases on the state side, which makes
agreement more successful but agreement needs ap-
proximation of posterior marginals. Using pruned
lists of good phrases, we maintain complexity equal
to the baseline word-to-word model.

There are several steps forward from this point.
Limiting the gap length also prevents combinato-
rial explosion; we hope to explore this in future
work. Clearly a translation system that uses discon-
tinuous mappings at runtime (Chiang, 2007; Gal-
ley and Manning, 2010) may make better use of
discontinuous alignments. This model can also be
applied at the morpheme or character level, allow-
ing joint inference of segmentation and alignment.
Furthermore the state space could be expanded and
enhanced to include more possibilities: states with
multiple gaps might be useful for alignment in lan-
guages with template morphology, such as Arabic or
Hebrew. More exploration in the model space could
be useful – a better distortion model might place a
stronger distribution on the likely starting and end-
ing points of phrases.
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Abstract 

While it is has often been observed that the 

product of translation is somehow different 

than non-translated text, scholars have empha-

sized two distinct bases for such differences. 

Some have noted interference from the source 

language spilling over into translation in a 

source-language-specific way, while others 

have noted general effects of the process of 

translation that are independent of source lan-

guage. Using a series of text categorization 

experiments, we show that both these effects 

exist and that, moreover, there is a continuum 

between them. There are many effects of 

translation that are consistent among texts 

translated from a given source language, some 

of which are consistent even among texts 

translated from families of source languages. 

Significantly, we find that even for widely 

unrelated source languages and multiple ge-

nres, differences between translated texts and 

non-translated texts are sufficient for a learned 

classifier to accurately determine if a given 

text is translated or original. 

1 Introduction 

The products of translation (written or oral) are 

generally assumed to be ontologically different 

from non-translated texts. Researchers have em-

phasized two aspects of this difference. Some 

(Baker 1993) have emphasized general effects of 

the process of translation that are independent of 

source language and regard the collective product 

of this process in a given target language as an „in-

terlanguage‟ (Selinker, 1972), „third code‟ (Fraw-

ley, 1984) or „translationese‟ (Gellerstam, 1986). 

Others (Toury, 1995) have emphasized the effects 

of interference, the process by which a specific 

source language leaves distinct marks or finger-

prints in the target language, so that translations 

from different source languages into the same tar-

get language may be regarded as distinct dialects 

of translationese.  

We wish to use text categorization methods to 

set both of these claims on a firm empirical foun-

dation. We will begin by bringing evidence for two 

claims: 

(1) Translations from different source languages 

into the same target language are sufficiently dif-

ferent from each other for a learned classifier to 

accurately identify the source language of a given 

translated text;  

(2) Translations from a mix of source languages 

are sufficiently distinct from texts originally writ-

ten in the target language for a learned classifier to 

accurately determine if a given text is translated or 

original. 

Each of these claims has been made before, but 

our results will strengthen them in a number of 

ways. Furthermore, we will show that the degree of 

difference between translations from two source 

languages reflects the degree of difference between 

the source languages themselves. Translations 

from cognate languages differ from non-translated 

texts in similar ways, while translations from unre-

lated languages differ from non-translated texts in 

distinct ways. The same result holds for families of 

languages. 

The outline of the paper is as follows. In the fol-

lowing section, we show that translations from dif-

ferent source languages can be distinguished from 

each other and that closely related source languag-

es manifest similar forms of interference. In sec-

tion 3, we show that, in a corpus involving five 

European languages, we can distinguish translatio-

nese from non-translated text and we consider 

some salient markers of translationese. In section 
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4, we consider the extent to which markers of 

translationese cross over into non-European lan-

guages as well as into different genres. Finally, we 

consider possible applications and implications for 

future studies.  

2 Interference Effects in Translationese 

In this section, we perform several text categoriza-

tion experiments designed to show the extent to 

which interference affects (both positively and ne-

gatively) our ability to classify documents. 

2.1 The Europarl Corpus 

The main corpus we will use throughout this paper 

is Europarl (Koehn, 2005), which consists of tran-

scripts of addresses given in the European Parlia-

ment. The full corpus consists of texts translated 

into English from 11 different languages (and vice 

versa), as well as texts originally produced in Eng-

lish. For our purposes, it will be sufficient to use 

translations from five languages (Finnish, French, 

German, Italian and Spanish), as well as original 

English. We note that this corpus constitutes a 

comparable corpus (Laviosa, 1997), since it con-

tains (1) texts written originally in a certain lan-

guage (English), as well as (2) texts translated into 

that same language, matched for genre, domain, 

publication timeframe, etc. Each of the five trans-

lated components is a text file containing just un-

der 500,000 words; the original English component 

is a file of the same size as the aggregate of the 

other five. 

The five source languages we use were selected 

by first eliminating several source languages for 

which the available text was limited and then 

choosing from among the remaining languages, 

those of varying degrees of pairwise similarity. 

Thus, we select three cognate (Romance) languag-

es (French, Italian and Spanish), a fourth less re-

lated language (German), and a fifth even further 

removed (Finnish). As will become clear, the mo-

tivation is to see whether the distance between the 

languages impacts the distinctiveness of the trans-

lation product. 

We divide each of the translated corpora into 

250 equal chunks, paying no attention to natural 

units within the corpus. Similarly, we divide the 

original English corpus into 1250 equal chunks. 

We set aside 50 chunks from each of the translated 

corpora and 250 chunks from the original English 

corpus for development purposes (as will be ex-

plained below). The experiments described below 

use the remaining 1000 translated chunks and 1000 

original English chunks.   

2.2 Identifying source language 

Our objective in this section is to measure the ex-

tent to which translations are affected by source 

language. Our first experiment will be to use text 

categorization methods to learn a classifier that 

categorizes translations according to source lan-

guage. We will check the accuracy of such clas-

sifiers on out-of-sample texts. High accuracy 

would reflect that there are exploitable differences 

among translations of otherwise comparable texts 

that differ only in terms of source language. 

The details of the experiment are as follows. We 

use the 200 chunks from each translated corpus, as 

described above. We use as our feature set a list of 

300 function words taken from LIWC (Pennebak-

er, 2001) and represent each chunk as a vector of 

size 300 in which each entry represents the fre-

quency of the corresponding feature in the chunk. 

The restriction to function words is crucial; we 

wish to rely only on stylistic differences rather than 

content differences that might be artifacts of the 

corpus. 

We use Bayesian logistic regression (Madigan, 

2005) as our learning method in order to learn a 

classifier that classifies a given text into one of five 

classes representing the different source languages. 

We use 10-fold cross-validation as our testing me-

thod.  

We find that 92.7% of documents are correctly 

classified.  

In Table 1 we show the confusion matrix for the 

five languages. As can be seen, there are more mis-

takes across the three cognate languages than be-

tween those three languages and German and still 

fewer mistakes involving the more distant Finnish 

language. 
 

 It Fr Es De Fi 

It 169 19 8 4 0 

Fr 18 161 12 8 1 

Es 3 11 172 11 3 

De 4 12 3 178 3 

Fi 0 1 2 5 192 
Table 1: Confusion matrix for 10-fold cross validation 

experiment to determine source language of texts trans-

lated into English 
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This result strengthens that of van Halteren 

(2008) in a similar experiment. Van Halteren, also 

using Europarl (but with Dutch as the fifth source 

language, rather than Finnish), obtained accuracy 

of 87.2%-96.7% for a two-way decision on source 

language, and 81.5%-87.4% for a six-way decision 

(including the original which has no source lan-

guage). Significantly, though, van Halteren‟s fea-

ture set included content words and he notes that 

many of the most salient differences reflected dif-

ferences in thematic emphasis. By restricting our 

feature set to function words, we neutralize such 

effects. 

In Table 2, we show the two words most over-

represented and the two words most under-

represented in translations from each source lan-

guage (ranked according to an unpaired T-test). 

For each of these, the difference between frequen-

cy of use in the indicated language and frequency 

of use in the other languages in aggregate is signif-

icant at p<0.01. 
 

 over-represented under-represented 

Fr of, finally here, also 

It upon, moreover also, here 

Es with, therefore too, then 

De here, then of, moreover 

Fi be, example me, which 
Table 2: Most salient markers of translations from each 

source language. 

 

The two most underrepresented words for 

French and Italian, respectively, are in fact identic-

al. Furthermore, the word too which is underrepre-

sented for Spanish is a near synonym of also which 

appears in both French and Spanish. This suggests 

the possibility that interference effects in cognate 

languages such as French, Italian and Spanish 

might be similar. We will see presently that this is 

in fact the case.  

When a less related language is involved we see 

the opposite picture. For German, both underrepre-

sented items appear as overrepresented in the 

Romance languages, and, conversely, underrepre-

sented items in the Romance languages appear as 

overrepresented items for German. This may cast 

doubt on the idea that all translations share univer-

sal properties and that at best we may claim that 

particular properties are shared by closely related 

languages but not others. In the experiments pre-

sented in the next subsection, we‟ll find that trans-

lationese is gradable: closely related languages 

share more features, yet even further removed lan-

guages share enough properties to hold the general 

translationese hypothesis as valid.  

2.3 Identifying translationese per source lan-

guage  

We now wish to measure in a subtler manner the 

extent to which interference affects translation. In 

this experiment, the challenge is to learn a classifi-

er that classifies a text as belonging to one of only 

two classes: original English (O) or translated-into-

English (T). The catch is that all our training texts 

for the class T will be translations from some fixed 

source language, while all our test documents in T 

will be translations from a different source lan-

guage. What accuracy can be achieved in such an 

experiment? The answer to this question will tell 

us a great deal about how much of translationese is 

general and how much of it is language dependent. 

If accuracy is close to 100%, translationese is pure-

ly general (Baker, 1993). (We already know from 

the previous experiment that that's not the case.). If 

accuracy is near 50%, there are no general effects, 

just language-dependent ones. Note that, whereas 

in our first experiment above pair-specific interfe-

rence facilitated good classification, in this expe-

riment pair-specific interference is an impediment 

to good classification. 

The details of the experiment are as follows. We 

create, for example, a “French” corpus consisting 

of the 200 chunks of text translated from French 

and 200 original English texts. We similarly create 

a corpus for each of the other source languages, 

taking care that each of the 1000 original English 

texts appears in exactly one of the corpora. As 

above, we represent each chunk in terms of fre-

quencies of function words. Now, using Bayesian 

logistic regression, we learn a classifier that distin-

guishes T from O in the French corpus. We then 

apply this learned classifier to the texts in, for ex-

ample, the equivalent “Italian” corpus to see if we 

can classify them as translated or original. We re-

peat this for each of the 25 train_corpus, 

test_corpus pairs. 

In Table 3, we show the accuracy obtained for 

each such pair. (For the case where the training 

corpus and testing corpus are identical – the di-
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agonal of the matrix – we show results for ten-fold 

cross-validation.)  

We note several interesting facts. First, results of 

cross-validation within each corpus are very 

strong. For any given source language, it is quite 

easy to distinguish translations from original Eng-

lish. This corroborates results obtained by Baroni 

and Bernardini (2006), Ilisei et al. (2010), Kuro-

kawa et al. (2009) and van Halteren (2008), which 

we will discuss below.  

We note further, that for the cases where we 

train on one source language and test on another, 

results are far worse. This clearly indicates that 

interference effects from one source language 

might be misleading when used to identify transla-

tions from a different language. Thus, for example, 

in the Finnish corpus, the word me is a strong indi-

cator of original English (constituting 0.0003 of 

tokens in texts translated from Finnish as opposed 

to 0.0015 of tokens in original English texts), but 

in the German corpus, me is an indicator of trans-

lated text (constituting 0.0020 of tokens in text 

translated from German). 

The most interesting result that can be seen in 

this table is that the accuracy obtained when train-

ing using language x and testing using language y 

depends precisely on the degree of similarity be-

tween x and y. Thus, for training and testing within 

the three cognate languages, results are fairly 

strong, ranging between 84.5% and 91.5%. For 

training/testing on German and testing/training on 

one of the other European languages, results are 

worse, ranging from 68.5% to 83.3%. Finally, for 

training/testing on Finnish and testing/training on 

any of the European languages, results are still 

worse, hovering near 60% (with the single unex-

plained outlier for training on German and testing 

on Finnish).  

Finally, we note that even in the case of training 

or testing on Finnish, results are considerably bet-

ter than random, suggesting that despite the con-

founding effects of interference, some general 

properties of translationese are being picked up in 

each case. We explore these in the following sec-

tion. 
 

3 General Properties of Translationese  

Having established that there are source-language-

dependent effects on translations, let‟s now con-

sider source-language-independent effects on 

translation. 

3.1 Identifying translationese 

In order to identify general effects on translation, 

we now consider the same two-class classification 

problem as above, distinguishing T from O, except 

that now the translated texts in both our train and 

test data will be drawn from multiple source lan-

guages. If we succeed at this task, it must be be-

cause of features of translationese that cross 

source-languages.  

The details of our experiment are as follows. We 

use as our translated corpus, the 1000 translated 

chunks (200 from each of five source languages) 

and as our original English corpus all 1000 original 

English chunks. As above, we represent each 

chunk in terms of function words frequencies. We 

use Bayesian logistic regression to learn a two-

class classifier and test its accuracy using ten-fold 

cross-validation.  

Remarkably, we obtain accuracy of 96.7%.  

This result extends and strengthens results re-

ported in some earlier studies. Ilisei et al. (2010), 

Kurokawa (2009) and van Halteren (2008) each 

obtained above 90% accuracy in distinguishing 

translation from original. However, in each case 

the translations were from a single source lan-

guage. (Van Halteren considered multiple source 

languages, but each learned classifier used only 

one of them.) Thus, those results do not prove that 

translationese has distinctive source-language-

independent features. To our knowledge, the only 

earlier work that used a learned classifier to identi-

fy translations in which both test and train sets in-

volved multiple source languages is Baroni and 

Bernardini (2006), in which the target language 

was Italian and the source languages were known 

to be varied. The actual distribution of source lan-

guages was, however, not known to the research-

ers. They obtained accuracy of 86.7%. Their result 

was obtained using combinations of lexical and 

syntactic features. 

 

   Train     

 It Fr Es De Fi 

It 98.3 91.5 86.5 71.3 61.5 

Fr 91 97 86.5 68.5 60.8 

Es 84.5 88.3 95.8 76.3 59.5 

De 82 83.3 78.5 95 80.8 

Fi 56 60.3 56 62.3 97.3 
Table 3: Results of learning a T vs. O classifier us-

ing one source language and testing it using another 

source language 

1321



3.2 Some distinguishing features 

Let us now consider some of the most salient func-

tion words for which frequency of usage in T dif-

fers significantly from that in O. While there are 

many such features, we focus on two categories of 

words that are most prominent among those with 

the most significant differences.  

   First, we consider animate pronouns. In Table 4, 

we show the frequencies of animate pronouns in O 

and T, respectively (the possessive pronouns, mine, 

yours and hers, not shown, are extremely rare in 

the corpus). As can be seen, all pronouns are un-

der-represented in T; for most (bolded), the differ-

ence is significant at p<0.01.  

By contrast, the word the is significantly overre-

presented in T (15.32% in T vs. 13.73% in O; sig-

nificant at p<0.01).  
 

 

word freq O freq T 

I 2.552% 2.148% 

we 2.713% 2.344% 

you 0.479% 0.470% 

he 0.286% 0.115% 

she 0.081% 0.039% 

me 0.148% 0.141% 

us 0.415% 0.320% 

him 0.066% 0.033% 

her 0.091% 0.056% 

my 0.462% 0.345% 

our 0.696% 0.632% 

your 0.119% 0.109% 

his 0.218% 0.123% 
Table 4: Frequency of pronouns  in O and T in the Eu-

roparl corpus. Bold indicates significance at p<0.01. 

 

In Table 5, we consider cohesive markers, 

tagged as adverbs (Schmid, 2004). (These are ad-

verbs that can appear at the beginning of a sen-

tence followed immediately by a comma.)  
 

word freq O freq T 

therefore 0.153% 0.287% 

thus 0.015% 0.041% 

consequently 0.006% 0.014% 

hence 0.007% 0.013% 

accordingly 0.006% 0.011% 

however 0.216% 0.241% 

nevertheless 0.019% 0.045% 

also 0.460% 0.657% 

furthermore 0.012% 0.048% 

moreover 0.008% 0.036% 

indeed 0.098% 0.053% 

actually 0.065% 0.042% 
Table 5: Frequency of cohesive adverbs  in O and T in 

the Europarl corpus. Bold indicates significance at 

p<0.01. 

 

We note that the preponderance of such cohesive 

markers are significantly more frequent in transla-

tions. In fact, we also find that a variety of phrases 

that serve the same purpose as cohesive adverbs, 

such as in fact and as a result are significantly 

more frequent in translationese. 

The general principle underlying these pheno-

mena is subject to speculation. Previous research-

ers have noted the phenomenon of explicitation, 

according to which translators tend to render im-

plicit utterances in the source text into explicit ut-

terances in the target text (Blum-Kulka, 1986, 

Laviosa-Braithwaite, 1998), for example by filling 

out elliptical expressions or adding connectives to 

increase cohesion of the text (Laviosa-Braithwaite, 

1998). It is plausible that the use of cohesive ad-

verbs is an instantiation of this phenomenon. 

With regard to the under-representation of pro-

nouns and the over-representation of the, there are 

a number of possible interpretations. It may be that 

this too is the result of explicitation, in which ana-

phora is resolved by replacing pronouns with noun 

phrases (e.g., the man instead of he). But it also 

might be that this is an example of simplification 

(Laviosa- Braithwaite 1998, Laviosa 2002), ac-

cording to which the translator simplifies the mes-

sage, the language, or both. Related results 

confirming the simplification hypothesis were 

found by Ilisei et al. (2010) on Spanish texts. In 

particular, they found that type-to-token ratio (lexi-

cal variety/richness), mean sentence length and 

proportion of grammatical words (lexical densi-

ty/readability) are all smaller in translated texts.  

We note that Van Halteren (2008) and Kurokawa 

et al. (2009), who considered lexical features, 

found cultural differences, like over-representation 

of ladies and gentlemen in translated speeches. 

Such differences, while of general interest, are or-

thogonal to our purposes in this paper.  
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3.3 Overriding language-specific effects 

We found in Section 2.3 that when we trained in 

one language and tested in another, classification 

succeeded to the extent that the source languages 

used in training and testing, respectively, are re-

lated to each other. In effect, general differences 

between translationese and original English were 

partially overwhelmed by language-specific differ-

ences that held for the training language but not the 

test language. We thus now revisit that earlier ex-

periment, but restrict ourselves to features that dis-

tinguish translationese from original English 

generally.  

To do this, we use the small development corpus 

described in Section 2.1.  We use Bayesian logistic 

regression to learn a classifier to distinguish be-

tween translationese and original English. We se-

lect the 10 highest-weighted function-word 

markers for T and the 10 highest-weighted func-

tion-word markers for O in the development cor-

pus. We then rerun our train-on-source-language-x, 

test-on-source-language-y experiment using this 

restricted set as our feature set. We now find that 

even in the difficult case where we train on Finnish 

and test on another language (or vice versa), we 

succeed at distinguishing translationese from orig-

inal English with accuracy above 80%. This consi-

derably improves the earlier results shown in Table 

3. Thus, a bit of feature engineering facilitates 

learning a good classifier for T vs. O even across 

source languages. 

4 Other Genres and Language Families  

We have found both general and language-specific 

differences between translationese and original 

English in one large corpus. It might be wondered 

whether the phenomena we have found hold in 

other genres and for a completely different set of 

source languages. To test this, we consider a 

second corpus. 

4.1 The IHT corpus  

Our second corpus includes three translated corpo-

ra, each of which is an on-line local supplement to 

the International Herald Tribune (IHT): Kathime-

rini (translated from Greek), Ha’aretz (translated 

from Hebrew), and the JoongAng Daily (translated 

from Korean). In addition, the corpus includes 

original English articles from the IHT. Each of the 

four components contains four different domains 

balanced roughly equally: news (80,000 words), 

arts and leisure (50,000), business and finance 

(50,000), and opinion (50,000) and each covers the 

period from April-September 2004. Each compo-

nent consists of about 230,000 tokens. (Unlike for 

our Europarl corpus, the amount of English text 

available is not equal to the aggregate of the trans-

lated corpora, but rather equal to each of the indi-

vidual corpora.) 

It should be noted that the IHT corpus belongs 

to the writing modality while the Europarl corpus 

belongs to the speaking modality (although possi-

bly post-edited). Furthermore, the source languag-

es (Hebrew, Greek and Korean) in the IHT corpus 

are more disparate than those in the Europarl cor-

pus.  

Our first objective is to confirm that the results 

we obtained earlier on the Europarl corpus hold for 

the IHT corpus as well.  

Perhaps more interestingly, our second objective 

is to see if the gradability phenomenon observed 

earlier (Table 3) generalizes to families of lan-

guages. Our first hypothesis is that a classifier for 

identifying translationese that is trained on Euro-

parl will succeed only weakly to identify transla-

tionese in IHT. But our second hypothesis is that 

there are sufficient general properties of translatio-

nese that cross language families and genres that a 

learned classifier can accurately identify transla-

tionese even on a test corpus that includes both 

corpora, spanning eight disparate languages across 

two distinct genres. 

4.2 Results on IHT corpus 

Running essentially the same experiments as de-

scribed for the Europarl corpus, we obtain the fol-

lowing results.  

First of all, we can determine source language 

with accuracy of 86.5%. This is a somewhat weak-

er result than the 92.7% result obtained on Euro-

parl, especially considering that there are only 

three classes instead of five. The difference is most 

likely due to the fact that the IHT corpus is about 

half the size of the Europarl corpus. Nevertheless, 

it is clear that source language strongly affects 

translationese in this corpus. 

Second, as can be seen in Table 6, we find that 

the gradability phenomenon occurs in this corpus 

as well. Results are strongest when the train and 
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test corpora involve the same source language and 

trials involving Korean, the most distant language, 

are somewhat weaker than those across Greek and 

Hebrew. 

 

                  Train 

 Gr He Ko 

Gr 89.8 73.4 64.8 

He 82.0 86.3 65.5 

Ko 73.0 72.5 85.0 
Table 6: Results of learning a T vs. O classifier using 

one source language and testing it using another source 

language 
 

Third, we find in ten-fold cross-validation expe-

riments that we can distinguish translationese from 

original English in the IHT corpus with accuracy 

of 86.3%. Thus, despite the great distance between 

the three source languages in this corpus, general 

differences between translationese and original 

English are sufficient to facilitate reasonably accu-

rate identification of translationese.  
 

4.3 Combining the corpora 

First, we consider whether a classifier learned on 

the Europarl corpus can be used to identify trans-

lationese in the IHT corpus, and vice versa. It 

would be consistent with our findings in Section 

2.3, that we would achieve better than random 

results but not high accuracy, since there are no 

doubt features common to translations from the 

five European languages of Europarl that are dis-

tinct from those of translations from the very dif-

ferent languages in IHT.  

   In fact, we find that training on Europarl and 

testing on IHT yields accuracy of 64.8%, while 

training on IHT and testing on Europarl yields 

accuracy of 58.8%. The weak results reflect both 

differences between the families of source lan-

guages involved in the respective corpora, as well 

as genre differences. Thus, for example, we find 

that of the pronouns shown in Table 4 above, only 

he and his are significantly under-represented in 

translationese in the IHT corpus. Thus, that effect 

is specific either to the genre of Europarl or to the 

European languages considered there.  

   Now, we combine the two corpora and check if 

we can identify translationese across two genres 

and eight languages.  We run the same experiments 

as described above, using 200 texts from each of 

the eight source languages and 1600 non-translated 

English texts, 1000 from Europarl and 600 from 

IHT.  

   In 10-fold cross-validation, we find that we can 

distinguish translationese from non-translated Eng-

lish with accuracy of 90.5%. 

   This shows that there are features of translatio-

nese that cross genres and widely disparate lan-

guages. Thus, for one prominent example, we find 

that, as in Europarl, the word the is over-

represented in translationese in IHT (15.36% in T 

vs. 13.31% in O; significant at p<0.01). In fact, the 

frequencies across corpora are astonishingly con-

sistent. 

   To further appreciate this point, let‟s look at the 

frequencies of cohesive adverbs in the IHT corpus. 

    We find essentially, the same pattern in IHT as 

we did in Europarl. The preponderance of cohesive 

adverbs are over-represented in translationese, 

most of them with differences significant at 

p<0.01. Curiously, the word actually is a counter-

example in both corpora. 

5 Conclusions 

We have found that we can learn classifiers that 

determine source language given a translated text, 

as well as classifiers that distinguish translated text 

from non-translated text in the source language. 

These text categorization experiments suggest that 

both source language and the mere fact of being 

word freq O freq T 

therefore 0.011% 0.031% 

thus 0.011% 0.027% 

consequently 0.000% 0.004% 

hence 0.003% 0.007% 

accordingly 0.003% 0.003% 

however 0.078% 0.129% 

nevertheless 0.008% 0.018% 

also 0.305% 0.453% 

furthermore 0.003% 0.011% 

moreover 0.009% 0.008% 

indeed 0.018% 0.024% 

actually 0.032% 0.018% 
Table 7: Frequency of cohesive adverbs in O and T 

in the IHT corpus. Bold indicates significance at 

p<0.01.  
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translated play a crucial role in the makeup of a 

translated text.  

    It is important to note that our learned classifiers 

are based solely on function words, so that, unlike 

earlier studies, the differences we find are unlikely 

to include cultural or thematic differences that 

might be artifacts of corpus construction. 

In addition, we find that the exploitability of dif-

ferences between translated texts and non-

translated texts are related to the difference be-

tween source languages: translations from similar 

source languages are different from non-translated 

texts in similar ways. 

Linguists use a variety of methods to quantify 

the extent of differences and similarities between 

languages. For example, Fusco (1990) studies 

translations between Spanish and Italian and con-

siders the impact of structural differences between 

the two languages on translation quality. Studying 

the differences and distance between languages by 

comparing translations into the same language may 

serve as another way to deepen our typological 

knowledge. As we have seen, training on source 

language x and testing on source language y pro-

vides us with a good estimation of the distance be-

tween languages, in accordance with what we find 

in standard works on typology (cf. Katzner, 2002).   

In addition to its intrinsic interest, the finding 

that the distance between languages is directly cor-

related with our ability to distinguish translations 

from a given source language from non-translated 

text is of great importance for several computa-

tional tasks. First, translations can be studied in 

order to shed new light on the differences between 

languages and can bear on attested techniques for 

using cognates to improve machine translation 

(Kondrak & Sherif, 2006). Additionally, given the 

results of our experiments, it stands to reason that 

using translated texts, especially from related 

source languages, will prove beneficial for con-

structing language models and will outperform 

results obtained from non-translated texts. This, 

too, bears on the quality of machine translation. 

Finally, we find that there are general properties 

of translationese sufficiently strong that we can 

identify translationese even in a combined corpus 

that is comprised of eight very disparate languages 

across two distinct genres, one spoken and the oth-

er written. Prominent among these properties is the 

word the, as well as a number of cohesive adverbs, 

each of which is significantly over-represented in 

translated texts.  
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Abstract

We present a first known result of high pre-
cision rare word bilingual extraction from
comparable corpora, using aligned compara-
ble documents and supervised classification.
We incorporate two features, a context-vector
similarity and a co-occurrence model between
words in aligned documents in a machine
learning approach. We test our hypothesis
on different pairs of languages and corpora.
We obtain very high F-Measure between 80%
and 98% for recognizing and extracting cor-
rect translations for rare terms (from 1 to 5 oc-
currences). Moreover, we show that our sys-
tem can be trained on a pair of languages and
test on a different pair of languages, obtain-
ing a F-Measure of 77% for the classification
of Chinese-English translations using a train-
ing corpus of Spanish-French. Our method is
therefore even potentially applicable to low re-
sources languages without training data.

1 Introduction

Rare words have long been a challenge to translate
automatically using statistical methods due to their
low occurrences. However, theZipf ’s Law claims
that, for any corpus of natural language text, the fre-
quency of a wordwn (n being its rank in the fre-
quency table) will be roughly twice as high as the
frequency of wordwn+1. The logical consequence
is that in any corpus, there are very few frequent
words and many rare words.

We propose a novel approach to extract rare word
translations from comparable corpora, relying on
two main features.

The first feature is thecontext-vector similar-
ity (Fung, 2000; Chiao and Zweigenbaum, 2002;

Laroche and Langlais, 2010): each word is charac-
terized by its context in both source and target cor-
pora, words in translation should have similar con-
text in both languages.

The second feature follows the assumption that
specific terms and their translations should appear
together often in documents on the same topic, and
rarely in non-related documents. This is the gen-
eral assumption behind early work on bilingual lex-
icon extraction from parallel documents using sen-
tence boundary as the context window size for co-
occurrence computation, we suggest to extend it to
aligned comparable documents using document as
the context window. This document context is too
large for co-occurrence computation of functional
words or high frequency content words, but we show
through observations and experiments that this win-
dow size is appropriate for rare words.

Both these features are unreliable when the num-
ber of occurrences of words are low. We sug-
gest however that they are complementary and can
be used together in a machine learning approach.
Moreover, we suggest that the model trained for one
pair of languages can be successfully applied to ex-
tract translations from another pair of languages.

This paper is organized as follows. In the next
section, we discuss the challenge of rare lexicon
extraction, explaining the reasons why classic ap-
proaches on comparable corpora fail at dealing with
rare words. We then discuss in section 3 the con-
cept ofaligned comparable documentsand how we
exploited those documents for bilingual lexicon ex-
traction in section 4. We present our resources and
implementation in section 5 then carry out and com-
ment several experiments in section 6.
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2 The challenge of rare lexicon extraction

There are few previous works focusing on the ex-
traction of rare word translations, especially from
comparable corpora. One of the earliest works is
from (Pekar et al., 2006). They emphasized the
fact that the context-vector based approach, used for
processing comparable corpora,perform quite un-
reliably on all but the most frequent words. In a
nutshell1, this approach proceeds by gathering the
context of words in source and target languages in-
sidecontext-vectors, then compares source and tar-
get context-vectors using similarity measures. In
a monolingual context, such an approach is used
to automatically get synonymy relationship between
words to build thesaurus (Grefenstette, 1994). In the
multilingual case, it is used to extract translations,
that is, pairs of words with the same meaning in
source and target corpora. It relies on theFirthien
hypothesis thatyou shall know a word by the com-
pany it keeps(Firth, 1957).

To show that the frequency of a word influences
its alignment, (Pekar et al., 2006) used six pairs of
comparable corpora, ranking translations according
to their frequencies. The less frequent words are
ranked around 100-160 by their algorithm, while the
most frequent ones typically appear at rank 20-40.

We ran a similar experiment using a French-
English comparable corpus containing medical doc-
uments, all related to the topic ofbreast cancer,
all manually classified asscientific discourse. The
French part contains about 530,000 words while the
English part contains about 7.4 millions words. For
this experiment though, we sampled the English part
to obtain a 530,000-words large corpus, matching
the size of the French part.

Using an implementation of the context-vector
similarity, we show in figure 1 that frequent words
(above 400 occurrences in the corpus) reach a 60%
precision whereas rare words (below 15 occur-
rences) are correctly aligned in only 5% of the time.

These results can be explained by the fact that, for
the vector comparison to be efficient, the informa-
tion they store has to be relevant and discriminatory.
If there are not enough occurrences of a word, it is

1Detailed presentations can be found for example in (Fung,
2000; Chiao and Zweigenbaum, 2002; Laroche and Langlais,
2010).

Figure 1: Results for context-vector based translations
extraction with respect to word frequency. The vertical
axis is the amount of correct translations found forTop1,
and the horizontal axis is the word occurrences in the cor-
pus.

impossible to get a precise description of thetypical
context of this word, and therefore its description
is likely to be very different for source and target
words in translation.

We confirmed this result with another observa-
tion on the full English part of the previous cor-
pus, randomly split in 14 samples of the same size.
The context-vectors for very frequent words, such
ascancer(between 3,000 and 4,000 occurrences in
each sample) are very similar across the subsets.
Less frequent words, such asabnormality(between
70 and 16 occurrences in each sample) have very
unstable context-vectors, hence a lower similarity
across the subsets. This observation actually indi-
cates that it will be difficult to alignabnormality
with itself.

3 Aligned comparable documents

A pair of aligned comparable documentsis a par-
ticular case of comparable corpus: two compara-
ble documents share the same topic and domain;
they both relate the same information but are not
mutual translations; although they might share par-
allel chunks (Munteanu and Marcu, 2005) – para-
graphs, sentences or phrases – in the general case
they were written independently. These compara-
ble documents, when concatenated together in order,
form an aligned comparable corpus.
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Examples of such aligned documents can be
found, for example in (Munteanu and Marcu, 2005):
they aligned comparable documents with close pub-
lication dates. (Tao and Zhai, 2005) used an iter-
ative, bootstrapping approach to align comparable
documents using examples of already aligned cor-
pora. (Smith et al., 2010) aligned documents from
Wikipedia following the interlingual links provided
on articles.

We take advantage of this alignment between doc-
uments: by looking atwhat is common between
two aligned documentsand what is different in
other documents, we obtain more precise informa-
tion about terms than when using a larger compa-
rable corpus without alignment. This is especially
interesting in the case of rare lexicon as the clas-
sic context-vector similarity is not discriminatory
enough and fails at raising interesting translation for
rare words.

4 Rare word translations from aligned
comparable documents

4.1 Co-occurrence model

Different approaches have been proposed for bilin-
gual lexicon extraction from parallel corpora, rely-
ing on the assumption that a word has one sense, one
translation, no missing translation, and that its trans-
lation appears in aligned parallel sentences (Fung,
2000). Therefore, translations can be extracted by
comparing the distribution of words across the sen-
tences. For example, (Gale and Church, 1991) used
a derivative of theχ2 statistics to evaluate the as-
sociation between words in aligned region of paral-
lel documents. Such association scores evaluate the
strength of the relation between events. In the case
of parallel sentences and lexicon extraction, they
measure how often two words appear in aligned sen-
tences, and how often one appears without the other.
More precisely, they will compare their number of
co-occurrences against the expected number of co-
occurrences under the null-hypothesis that words are
randomly distributed. If they appear together more
often than expected, they are considered as associ-
ated (Evert, 2008).

We focus in this work onrare words, more pre-
cisely on specialized terminology. We define them
as the set of terms that appear from 1 (hapaxes)

to 5 times. We use a strategy similar to the one
applied on parallel sentences, but rely onaligned
documents. Our hypothesis is very similar: words
in translation should appear in aligned comparable
documents. We used theJaccard similarity(eq. 1)
to evaluate the association between words among
aligned comparable documents. In the general case,
this measure would not give relevant scores due to
frequency issue: it produces the same scores for
two words that appear always together, and never
one without the other, disregarding the fact that they
appear 500 times or one time only. Other associ-
ation scores generally rely on occurrence and co-
occurrence counts to tackle this issue (such as the
log-likelihood, eq. 2). In our case, the number of
co-occurrences will be limited by the number of oc-
currences of the words, from 1 to 5. Therefore, the
Jaccard similarity efficiently reflects what we want
to observe.

J(wi, wj) =
|Ai ∩Aj |

|Ai ∪Aj |
;Ai = {d : wi ∈ d} (1)

A score of 1 indicates a perfect association
(words always appear together, never one without
the other), the more one word appears without the
other, the lower the score.

4.2 Context-vector similarity

We implemented the context-vector similarity in a
way similar to (Morin et al., 2007). In all experi-
ments, we used the same set of parameters, as they
yielded the best results on our corpora. We built the
context-vectors using nouns only as seed lexicon,
with a window size of 20. Source context-vectors
are translated in the target language using the re-
sources presented in the next section. We used the
log-likelihood (Dunning, 1993, eq. 2) for context-
vector normalization (O is the observed number of
co-occurrence in the corpus,E is the expected num-
ber of co-occurrences under the null hypothesis).
We used the Cosine similarity (eq. 3) for context-
vector comparisons.

ll(wi, wj) = 2
∑

ij

Oijlog
Oij

Eij

(2)

Cosine(A, B) =
A ·B

‖A‖2 + ‖B‖2 −A ·B
(3)
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4.3 Binary classification of rare translations

We suggest to incorporate both the context-vector
similarity and the co-occurrence features in a ma-
chine learning approach. This approach consists of
training a classifier on positive examples of transla-
tion pairs, and negative examples of non-translations
pairs. The trained model (in our case, a decision
tree) is then used to tag an unknown pair of words as
either ”Translation” or ”Non-Translation”.

One potential problem for building the training
set, as pointed out for example by (Zhao and Ng,
2007) is this: we have a limited number of pos-
itive examples, but a very large amount ofnon-
translation examples as obviously is the case for
rare word translations in any training corpus. In-
cluding two many negative examples in the training
set would lead the classifier to label every pairs as
”Non-Translation”.

To tackle this problem, (Zhao and Ng, 2007)
tuned the imbalance of positive/negative ratio by re-
sampling the positive examples in the training set.
We chose to reduce the set of negative examples,
and found that a ratio of five negative examples to
one positive is optimal in our case. A lower ratio
improves precision but reduces recall for the ”Trans-
lation” class.

It is also desirable that the classifier focuses on
discriminating between confusing pairs of transla-
tions. As most of the negative examples have a
null co-occurrence score and a null context-vector
similarity, they are excluded from the training set.
The negative examples are randomly chosen among
those that fulfill the following constraints:

• non-null features ;

• ratio of number of occurrences between
source/target words higher than 0.2 and lower
than 5.

We use the J48 decision tree algorithm, in the
Wekaenvironment (Hall et al., 2009). Features are
computed using the Jaccard similarity (section 3)
for the co-occurrence model, and the implementa-
tion of the context-vector similarity presented in sec-
tion 4.2.

4.4 Extension to another pair of languages

Even though the context vector similarity has been
shown to achieve different accuracy depending on
the pair of languages involved, the co-occurrence
model is totally language independent. In the case of
binary classification of translations, the two models
are complementary to each other: word pairs with
null co-occurrence are not considered by the context
model while the context vector model gives more se-
mantic information than the co-occurrence model.

For these reasons, we suggest that it is possible
to use a decision tree trained on one pair of lan-
guages to extract translations from another pair of
languages. A similar approach is proposed in (Al-
fonseca et al., 2008): they present a word decom-
position model designed for German language that
they successfully applied to other compounding lan-
guages. Our approach consists in training a decision
tree on a pair of languages and applying this model
to the classification of unknown pairs of words in
another pair of languages. Such an approach is es-
pecially useful for prospecting new translations from
less known languages, using a well known language
as training.

We used the same algorithms and same features as
in the previous sections, but used the data computed
from one pair of languages as the training set, and
the data computed from another pair of languages as
the testing set.

5 Experimental setup

5.1 Corpora

We built several corpora using two different strate-
gies. The first set was built using Wikipedia and the
interlingual links available on articles (that points
to another version of the same article in another
language). We started from the list of all French
articles2 and randomly selected articles that pro-
vide a link to Spanish and English versions. We
downloaded those, and clean them by removing the
wikipedia formatting tags to obtain raw UTF8 texts.
Articles were not selected based on their sizes, the
vocabulary used, nor a particular topic. We obtained
about 20,000 aligned documents for each language.

A second set was built using an in-house system

2Available onhttp://download.wikimedia.org/.
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[WP] French [WP] English [WP] Es [CLIR] En [CLIR] Zh
#documents 20,169 20,169 20,169 15,3247 15,3247

#tokens 4,008,284 5,470,661 2,741,789 1,334,071 1,228,330
#unique tokens 120,238 128,831 103,398 30,984 60,015

Table 1: Statistics for all parts of all corpora.

(unpublished) that seeks for comparable and paral-
lel documents from the web. Starting from a list of
Chinese documents (in this case, mostly news arti-
cles), we automatically selected English target docu-
ments using Cross Language Information Retrieval.
About 85% of the paired documents obtained are di-
rect translations (header/footer of web pages apart).
However, they will be processed just like aligned
comparable documents, that is, we will not take ad-
vantage of the structure of the parallel contents to
improve accuracy, but will use the exact same ap-
proach that we applied for the Wikipedia documents.
We gathered about 15,000 pairs of documents em-
ploying this method.

All corpora were processed using Tree-Tagger3

for segmentation and Part-of-Speech tagging. We
focused on nouns only and discarded all other to-
kens. We would record the lemmatized form of
tokens when available, otherwise we would record
the original form. Table 1 summarizes main statis-
tics for each corpus; [WP] refers to the Wikipedia
corpora, [CLIR] to the Chinese-English corpora ex-
tracted through cross language information retrieval.

5.2 Dictionaries

We need a bilingual seed lexicon for the context-
vector similarity. We used a French-English lex-
icon obtained from the Web. It contains about
67,000 entries. The Spanish-English and Spanish-
French dictionaries were extracted from the linguis-
tic resources of the Apertium project4. We ob-
tained approximately 22,500 Spanish-English trans-
lations and 12,000 for Spanish-French. Finally, for
Chinese-English we used the LDC2002L27 resource
from the Linguistic Data Consortium5 with about
122,000 entries.

3http://www.ims.uni-stuttgart.
de/projekte/corplex/TreeTagger/
DecisionTreeTagger.html

4http://www.apertium.org
5http://www.ldc.upenn.edu

5.3 Evaluation lists

To evaluate our approach, we needed evaluation lists
of terms for which translations are already known.
We used the Medical Subject Headlines, from the
UMLS meta-thesaurus6 which provides a lexicon of
specialized, medical terminology, notably in Span-
ish, English and French. We used the LDC lexi-
con presented in the previous section for Chinese-
English.

From these resources, we selected all the source
words that appears from 1 to 5 times in the corpora
in order to build the evaluation lists.

5.4 Oracle translations

We looked at the corpora to evaluate how many
translation pairs from the evaluation lists can be
found across the aligned comparable documents.
Those translations are hereafter theoracle transla-
tions. For French/English, French/Spanish and En-
glish/Spanish, about 60% of the translation pairs can
be found. For Chinese/English, this ratio reaches
45%. The main reason for this lower result is the
inaccuracy of the segmentation tool used to process
Chinese. Segmentation tools usually rely on a train-
ing corpus and typically fail at handling rare words
which, by definition, were unlikely to be found in the
training examples. Therefore, some rare Chinese to-
kens found in our corpus are the results of faulty seg-
mentation, and the translation of those faulty words
can not be found in related documents. We encoun-
tered the same issue but at a much lower degree for
other languages because of spelling mistakes and/or
improper Part-of-Speech tagging.

6 Experiments

We ran three different experiments. Experiment I
compares the accuracy of the context-vector sim-
ilarity and the co-occurrence model. Experiment
II uses supervised classification with both features.

6http://www.nlm.nih.gov/research/umls/
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Figure 2: Experiment I: comparison of accuracy obtained forthe Top10 with the context-vector similarity and the
co-occurrence model, for hapaxes (left) and words that appear 2 to 5 times (right).

Experiment III extracts translation from a pair of
languages, using a classifier trained on another pair
of languages.

6.1 Experiment I: co-occurrence model vs.
context-vector similarity

We split the French-English part of the Wikipedia
corpus into different samples: the first sample con-
tains 500 pairs of documents. We then aggregated
more documents to this initial sample to test differ-
ent sizes of corpora. We built the sample in order to
ensure hapaxes in the whole corpus are hapaxes in
all subsets. That is, we ensured the 431 hapaxes in
the evaluation lists are represented in the 500 docu-
ments subset.

We extracted translations in two different ways:

1. using the co-occurrence model;

2. using the context-vector based approach, with
the same evaluation lists.

The accuracy is computed on 1,000 pairs of trans-
lations from the set of oracle translations, and mea-
sures the amount of correct translations found for the
10 best ranks (Top10) after ranking the candidates
according to their score (context-vector similarity or
co-occurrence model). The results are presented in
figure 2.

We can draw two conclusions out of these results.
First, the size of the corpus influences the quality
of the bilingual lexicon extraction when using the
co-occurrence model. This is especially interesting
with hapaxes, for which frequency does not change
with the increase of the size of the corpora. The ac-
curacy is improved by adding more information to

the corpus, even if this additional information does
not cover the pairs of translations we are looking for.
The added documents will weaken the association
of incorrect translations, without changing the as-
sociation for rare terms translations. For example,
the precision for hapaxes using the co-occurrence
model ranges from less than 1% when using only
500 pairs of documents, to about 13% when using
all documents. The second conclusion is that the
co-occurrence model outperforms the context-vector
similarity.

However, both these approaches still perform
poorly. In the next experiment, we propose to com-
bine them using supervised classification.

6.2 Experiment II: binary classification of
translation

For each corpus or combination of corpora –
English-Spanish, English-French, Spanish-French
and Chinese-English, we ran three experiments, us-
ing the following features for supervised learning of
translations:

• the context-vector similarity;

• the co-occurrence model;

• both features together.

The parameters are discussed in section 4.3. We
used all the oracle translations to train the positive
values. Results are presented in table 2, they are
computed using a 10-folds cross validation. Class
T refers to ”Translation”,¬T to ”Non-Translation”.
The evaluation of precision/recall/F-Measure for the
class ”Translation” are given in equation 4 to 6.

1332



Precision Recall F-Measure Cl.
English-Spanish

context- 0.0% 0.0% 0.0% T

vectors 83.3% 99.9% 90.8% ¬T

co-occ. 66.2% 44.2% 53.0% T

model 89.5% 95.5% 92.4% ¬T

both
98.6% 88.6% 93.4% T

97.8% 99.8% 98.7% ¬T

French-English
context- 76.5% 10.3% 18.1% T

vectors 90.9% 99.6% 95.1% ¬T

co-occ. 85.7% 1.2% 2.4% T

model 90.1% 100% 94.8% ¬T

both
81.0% 80.2% 80.6% T

94.9% 98.7% 96.8% ¬T

French-Spanish
context- 0.0% 0.0% 0.0% T

vectors 81.0% 100% 89.5% ¬T

co-occ. 64.2% 46.5% 53.9% T

model 88.2% 93.9% 91.0% ¬T

both
98.7% 94.6% 96.7% T

98.8% 99.7% 99.2% ¬T

Chinese-English
context- 69.6% 13.3% 22.3% T

vectors 91.0% 93.1% 92.1% ¬T

co-occ. 73.8% 32.5% 45.1% T

model 85.2% 97.1% 90.8% ¬T

both
86.7% 74.7% 80.3% T

96.3% 98.3% 97.3% ¬T

Table 2: Experiment II: results of binary classification for
”Translation” and ”Non-Translation”.

precisionT =
|T ∩ oracle|

|T |
(4)

recallT =
|T ∩ oracle|

|oracle|
(5)

FMeasure = 2×
precision× recall

precision + recall
(6)

These results show first that one feature is gen-
erally not discriminatory enough to discern correct
translation and non-translation pairs. For example
with Spanish-English, by using context-vector sim-
ilarity only, we obtained very high recall/precision
for the classification of ”Non-Translation”, but null
precision/recall for the classification of ”Transla-
tion”. In some other cases, we obtained high pre-
cision but poor recall with one feature only, which is

not a usefully result as well since most of the correct
translations are still labeled as ”Non-Translation”.

However, when using both features, the precision
is strongly improved up to 98% (English-Spanish
or French-Spanish) with a high recall of about 90%
for class T. We also achieved about 86%/75% pre-
cision/recall in the case of Chinese-English, even
though they are very distant languages. This last re-
sult is also very promising since it has been obtained
from a fully automatically built corpus. Table 3
shows some examples of correctly labeled ”Trans-
lation”.

The decision trees obtained indicate that, in gen-
eral, word pairs with very high co-occurrence model
scores are translations, and that the context-vector
similarity disambiguate candidates with lower co-
occurrence model scores. Interestingly, the trained
decision trees are very similar between the different
pairs of languages, which inspired the next experi-
ment.

6.3 Experiment III: extension to another pair
of languages

In the last experiment, we focused on using the
knowledge acquired with a given pair of languages
to recognize proper translation pairs using a dif-
ferent pair of languages. For this experiment, we
used the data from one corpus to train the classifier,
and used the data from another combination of lan-
guages as the test set. Results are displayed in ta-
ble 4.

These last results are of great interest because
they show that translation pairs can be correctly
classified even with a classifier trained on another
pair of languages. This is very promising be-
cause it allows one to prospect new languages using
knowledge acquired on a known pairs of languages.
As an example, we reached a 77% F-Measure for
Chinese-English alignment using a classifier trained
on Spanish-French features. This not only confirms
the precision/recall of our approach in general, but
also shows that the model obtained by training tends
to be very stable and accurate across different pairs
of languages and different corpora.
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Tested with
Trained with Sp-En Sp-Fr Fr-En Zh-En

Sp-En 98.6/88.8/93.5 98.7/94.9/96.8 91.5/48.3/63.2 99.3/63.0/77.1
Sp-Fr 89.5/77.9/83.9 90.4/82.9/86.5 75.4/53.5/62.6 98.7/63.3/77.1
Fr-En 89.5/77.9/83.9 90.4/82.9/86.5 85.2/80.0/82.6 81.0/87.6/84.2
Zh-En 96.6/89.2/92.7 97.7/94.9/96.3 81.1/50.9/62.5 97.4/65.1/78.1

Table 4: Experiment III: Precision/Recall/F-Measure for label ”Translation”, obtained for all training/testing setcom-
binations.

English French
myometrium myomètre

lysergide lysergide
hyoscyamus jusquiame

lysichiton lysichiton
brassicaceae brassicaćees

yarrow achillée
spikemoss sélaginelle

leiomyoma fibromyome
ryegrass ivraie

English Spanish
spirometry espirometŕıa

lolium lolium
omentum epiplón

pilocarpine pilocarpina
chickenpox varicela

bruxism bruxismo
psittaciformes psittaciformes

commodification mercantilizacíon
talus astŕagalo

English Chinese
hooliganism 流氓

kindergarten 幼儿园
oyster 牡蛎

fascism 法西斯主义

taxonomy 分类学
mongolian 蒙古人
subpoena 传票

rupee 卢比
archbishop 大主教

serfdom 农奴

typhoid 伤寒

Table 3: Experiment II and III: examples of rare word
translations found by our algorithm. Note that even
though some words such as ”kindergarten” are not rare
in general, they occur with very low frequency in the test
corpus.

7 Conclusion

We presented a new approach for extracting transla-
tions of rare words among aligned comparable doc-
uments. To the best of our knowledge, this is one
of the first high accuracy extraction of rare lexi-
con from non-parallel documents. We obtained a F-
Measure ranging from about 80% (French-English,
Chinese-English) to 97% (French-Spanish). We also
obtained good results for extracting lexicon for a
pair of languages, using a decision tree trained with
the data computed on another pair of languages.
We yielded a 77% F-Measure for the extraction of
Chinese-English lexicon, using Spanish-French for
training the model.

On top of these promising results, our approach
presents several other advantages. First, we showed
that it works well on automatically built corpora
which require minimal human intervention. Aligned
comparable documents can easily be collected and
are available in large volumes. Moreover, the pro-
posed machine learning method incorporating both
context-vector and co-occurrence model has shown
to give good results on pairs of languages that are
very different from each other, such as Chinese-
English. It is also applicable across different train-
ing and testing language pairs, making it possible
for us to find rare word translations even for lan-
guages without training data. The co-occurrence
model is completely language independent and have
been shown to give good results on various pairs of
languages, including Chinese-English.
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Abstract

This paper explores the use of bilingual par-
allel corpora as a source of lexical knowl-
edge for cross-lingual textual entailment. We
claim that, in spite of the inherent difficul-
ties of the task, phrase tables extracted from
parallel data allow to capture both lexical re-
lations between single words, and contextual
information useful for inference. We experi-
ment with a phrasal matching method in or-
der to: i) build a system portable across lan-
guages, and ii) evaluate the contribution of
lexical knowledge in isolation, without inter-
action with other inference mechanisms. Re-
sults achieved on an English-Spanish corpus
obtained from the RTE3 dataset support our
claim, with an overall accuracy above average
scores reported by RTE participants on mono-
lingual data. Finally, we show that using par-
allel corpora to extract paraphrase tables re-
veals their potential also in the monolingual
setting, improving the results achieved with
other sources of lexical knowledge.

1 Introduction

Cross-lingual Textual Entailment (CLTE) has been
proposed by (Mehdad et al., 2010) as an extension
of Textual Entailment (Dagan and Glickman, 2004)
that consists in deciding, given two texts T and H in
different languages, if the meaning of H can be in-
ferred from the meaning of T. The task is inherently
difficult, as it adds issues related to the multilingual
dimension to the complexity of semantic inference
at the textual level. For instance, the reliance of cur-
rent monolingual TE systems on lexical resources

(e.g. WordNet, VerbOcean, FrameNet) and deep
processing components (e.g. syntactic and semantic
parsers, co-reference resolution tools, temporal ex-
pressions recognizers and normalizers) has to con-
front, at the cross-lingual level, with the limited
availability of lexical/semantic resources covering
multiple languages, the limited coverage of the ex-
isting ones, and the burden of integrating language-
specific components into the same cross-lingual ar-
chitecture.

As a first step to overcome these problems,
(Mehdad et al., 2010) proposes a “basic solution”,
that brings CLTE back to the monolingual scenario
by translating H into the language of T. Despite the
advantages in terms of modularity and portability of
the architecture, and the promising experimental re-
sults, this approach suffers from one main limitation
which motivates the investigation on alternative so-
lutions. Decoupling machine translation (MT) and
TE, in fact, ties CLTE performance to the availabil-
ity of MT components, and to the quality of the
translations. As a consequence, on one side trans-
lation errors propagate to the TE engine hampering
the entailment decision process. On the other side
such unpredictable errors reduce the possibility to
control the behaviour of the engine, and devise ad-
hoc solutions to specific entailment problems.

This paper investigates the idea, still unexplored,
of a tighter integration of MT and TE algorithms and
techniques. Our aim is to embed cross-lingual pro-
cessing techniques inside the TE recognition pro-
cess in order to avoid any dependency on external
MT components, and eventually gain full control of
the system’s behaviour. Along this direction, we
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start from the acquisition and use of lexical knowl-
edge, which represents the basic building block of
any TE system. Using the basic solution proposed
by (Mehdad et al., 2010) as a term of comparison,
we experiment with different sources of multilingual
lexical knowledge to address the following ques-
tions:
(1) What is the potential of the existing mul-

tilingual lexical resources to approach CLTE?
To answer this question we experiment with lex-
ical knowledge extracted from bilingual dictionar-
ies, and from a multilingual lexical database. Such
experiments show two main limitations of these re-
sources, namely: i) their limited coverage, and ii)
the difficulty to capture contextual information when
only associations between single words (or at most
named entities and multiword expressions) are used
to support inference.
(2) Does MT provide useful resources or tech-
niques to overcome the limitations of existing re-
sources? We envisage several directions in which
inputs from MT research may enable or improve
CLTE. As regards the resources, phrase and para-
phrase tables extracted from bilingual parallel cor-
pora can be exploited as an effective way to cap-
ture both lexical relations between single words, and
contextual information useful for inference. As re-
gards the algorithms, statistical models based on co-
occurrence observations, similar to those used in MT
to estimate translation probabilities, may contribute
to estimate entailment probabilities in CLTE. Focus-
ing on the resources direction, the main contribu-
tion of this paper is to show that the lexical knowl-
edge extracted from parallel corpora allows to sig-
nificantly improve the results achieved with other
multilingual resources.
(3) In the cross-lingual scenario, can we achieve
results comparable to those obtained in mono-
lingual TE? Our experiments show that, although
CLTE seems intrinsically more difficult, the results
obtained using phrase and paraphrase tables are bet-
ter than those achieved by average systems on mono-
lingual datasets. We argue that this is due to the
fact that parallel corpora are a rich source of cross-
lingual paraphrases with no equivalents in monolin-
gual TE.
(4) Can parallel corpora be useful also for mono-
lingual TE? To answer this question, we experiment

on monolingual RTE datasets using paraphrase ta-
bles extracted from bilingual parallel corpora. Our
results improve those achieved with the most widely
used resources in monolingual TE, namely Word-
Net, Verbocean, and Wikipedia.

The remainder of this paper is structured as fol-
lows. Section 2 shortly overviews the role of lexical
knowledge in textual entailment, highlighting a gap
between TE and CLTE in terms of available knowl-
edge sources. Sections 3 and 4 address the first three
questions, giving motivations for the use of bilingual
parallel corpora in CLTE, and showing the results of
our experiments. Section 5 addresses the last ques-
tion, reporting on our experiments with paraphrase
tables extracted from phrase tables on the monolin-
gual RTE datasets. Section 6 concludes the paper,
and outlines the directions of our future research.

2 Lexical resources for TE and CLTE

All current approaches to monolingual TE, ei-
ther syntactically oriented (Rus et al., 2005), or
applying logical inference (Tatu and Moldovan,
2005), or adopting transformation-based techniques
(Kouleykov and Magnini, 2005; Bar-Haim et al.,
2008), incorporate different types of lexical knowl-
edge to support textual inference. Such information
ranges from i) lexical paraphrases (textual equiva-
lences between terms) to ii) lexical relations pre-
serving entailment between words, and iii) word-
level similarity/relatedness scores. WordNet, the
most widely used resource in TE, provides all the
three types of information. Synonymy relations
can be used to extract lexical paraphrases indicat-
ing that words from the text and the hypothesis en-
tail each other, thus being interchangeable. Hy-
pernymy/hyponymy chains can provide entailment-
preserving relations between concepts, indicating
that a word in the hypothesis can be replaced
by a word from the text. Paths between con-
cepts and glosses can be used to calculate simi-
larity/relatedness scores between single words, that
contribute to the computation of the overall similar-
ity between the text and the hypothesis.

Besides WordNet, the RTE literature documents
the use of a variety of lexical information sources
(Bentivogli et al., 2010; Dagan et al., 2009).
These include, just to mention the most popular
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ones, DIRT (Lin and Pantel, 2001), VerbOcean
(Chklovski and Pantel, 2004), FrameNet (Baker et
al., 1998), and Wikipedia (Mehdad et al., 2010;
Kouylekov et al., 2009). DIRT is a collection of sta-
tistically learned inference rules, that is often inte-
grated as a source of lexical paraphrases and entail-
ment rules. VerbOcean is a graph of fine-grained
semantic relations between verbs, which are fre-
quently used as a source of precise entailment rules
between predicates. FrameNet is a knowledge-base
of frames describing prototypical situations, and the
role of the participants they involve. It can be
used as an alternative source of entailment rules,
or to determine the semantic overlap between texts
and hypotheses. Wikipedia is often used to extract
probabilistic entailment rules based word similar-
ity/relatedness scores.

Despite the consensus on the usefulness of lexi-
cal knowledge for textual inference, determining the
actual impact of these resources is not straightfor-
ward, as they always represent one component in
complex architectures that may use them in differ-
ent ways. As emerges from the ablation tests re-
ported in (Bentivogli et al., 2010), even the most
common resources proved to have a positive impact
on some systems and a negative impact on others.
Some previous works (Bannard and Callison-Burch,
2005; Zhao et al., 2009; Kouylekov et al., 2009)
indicate, as main limitations of the mentioned re-
sources, their limited coverage, their low precision,
and the fact that they are mostly suitable to capture
relations mainly between single words.

Addressing CLTE we have to face additional and
more problematic issues related to: i) the stronger
need of lexical knowledge, and ii) the limited avail-
ability of multilingual lexical resources. As regards
the first issue, it’s worth noting that in the monolin-
gual scenario simple “bag of words” (or “bag of n-
grams”) approaches are per se sufficient to achieve
results above baseline. In contrast, their applica-
tion in the cross-lingual setting is not a viable so-
lution due to the impossibility to perform direct lex-
ical matches between texts and hypotheses in differ-
ent languages. This situation makes the availability
of multilingual lexical knowledge a necessary con-
dition to bridge the language gap. However, with
the only exceptions represented by WordNet and
Wikipedia, most of the aforementioned resources

are available only for English. Multilingual lexi-
cal databases aligned with the English WordNet (e.g.
MultiWordNet (Pianta et al., 2002)) have been cre-
ated for several languages, with different degrees of
coverage. As an example, the 57,424 synsets of the
Spanish section of MultiWordNet aligned to English
cover just around 50% of the WordNet’s synsets,
thus making the coverage issue even more problem-
atic than for TE. As regards Wikipedia, the cross-
lingual links between pages in different languages
offer a possibility to extract lexical knowledge use-
ful for CLTE. However, due to their relatively small
number (especially for some languages), bilingual
lexicons extracted from Wikipedia are still inade-
quate to provide acceptable coverage. In addition,
featuring a bias towards named entities, the infor-
mation acquired through cross-lingual links can at
most complement the lexical knowledge extracted
from more generic multilingual resources (e.g bilin-
gual dictionaries).

3 Using Parallel Corpora for CLTE

Bilingual parallel corpora represent a possible solu-
tion to overcome the inadequacy of the existing re-
sources, and to implement a portable approach for
CLTE. To this aim, we exploit parallel data to: i)
learn alignment criteria between phrasal elements
in different languages, ii) use them to automatically
extract lexical knowledge in the form of phrase ta-
bles, and iii) use the obtained phrase tables to create
monolingual paraphrase tables.

Given a cross-lingual T/H pair (with the text in
l1 and the hypothesis in l2), our approach leverages
the vast amount of lexical knowledge provided by
phrase and paraphrase tables to map H into T. We
perform such mapping with two different methods.
The first method uses a single phrase table to di-
rectly map phrases extracted from the hypothesis to
phrases in the text. In order to improve our system’s
generalization capabilities and increase the cover-
age, the second method combines the phrase table
with two monolingual paraphrase tables (one in l1,
and one in l2). This allows to:

1. use the paraphrase table in l2 to find para-
phrases of phrases extracted from H;

2. map them to entries in the phrase table, and ex-
tract their equivalents in l1;
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3. use the paraphrase table in l1 to find para-
phrases of the extracted fragments in l1;

4. map such paraphrases to phrases in T.

With the second method, phrasal matches between
the text and the hypothesis are indirectly performed
through paraphrases of the phrase table entries.

The final entailment decision for a T/H pair is as-
signed considering a model learned from the similar-
ity scores based on the identified phrasal matches.
In particular, “YES” and “NO” judgements are as-
signed considering the proportion of words in the
hypothesis that are found also in the text. This way
to approximate entailment reflects the intuition that,
as a directional relation between the text and the hy-
pothesis, the full content of H has to be found in T.

3.1 Extracting Phrase and Paraphrase Tables

Phrase tables (PHT) contain pairs of correspond-
ing phrases in two languages, together with associa-
tion probabilities. They are widely used in MT as a
way to figure out how to translate input in one lan-
guage into output in another language (Koehn et al.,
2003). There are several methods to build phrase ta-
bles. The one adopted in this work consists in learn-
ing phrase alignments from a word-aligned bilingual
corpus. In order to build English-Spanish phrase ta-
bles for our experiments, we used the freely avail-
able Europarl V.4, News Commentary and United
Nations Spanish-English parallel corpora released
for the WMT101. We run TreeTagger (Schmid,
1994) for tokenization, and used the Giza++ (Och
and Ney, 2003) to align the tokenized corpora at
the word level. Subsequently, we extracted the bi-
lingual phrase table from the aligned corpora using
the Moses toolkit (Koehn et al., 2007). Since the re-
sulting phrase table was very large, we eliminated
all the entries with identical content in the two lan-
guages, and the ones containing phrases longer than
5 words in one of the two sides. In addition, in or-
der to experiment with different phrase tables pro-
viding different degrees of coverage and precision,
we extracted 7 phrase tables by pruning the initial
one on the direct phrase translation probabilities of
0.01, 0.05, 0.1, 0.2, 0.3, 0.4 and 0.5. The resulting

1http://www.statmt.org/wmt10/

phrase tables range from 76 to 48 million entries,
with an average of 3.9 words per phrase.

Paraphrase tables (PPHT) contain pairs of corre-
sponding phrases in the same language, possibly as-
sociated with probabilities. They proved to be use-
ful in a number of NLP applications such as natural
language generation (Iordanskaja et al., 1991), mul-
tidocument summarization (McKeown et al., 2002),
automatic evaluation of MT (Denkowski and Lavie,
2010), and TE (Dinu and Wang, 2009).

One of the proposed methods to extract para-
phrases relies on a pivot-based approach using
phrase alignments in a bilingual parallel corpus
(Bannard and Callison-Burch, 2005). With this
method, all the different phrases in one language that
are aligned with the same phrase in the other lan-
guage are extracted as paraphrases. After the extrac-
tion, pruning techniques (Snover et al., 2009) can
be applied to increase the precision of the extracted
paraphrases.

In our work we used available2 paraphrase
databases for English and Spanish which have been
extracted using the method previously outlined.
Moreover, in order to experiment with different
paraphrase sets providing different degrees of cov-
erage and precision, we pruned the main paraphrase
table based on the probabilities, associated to its en-
tries, of 0.1, 0.2 and 0.3. The number of phrase pairs
extracted varies from 6 million to about 80000, with
an average of 3.2 words per phrase.

3.2 Phrasal Matching Method

In order to maximize the usage of lexical knowledge,
our entailment decision criterion is based on similar-
ity scores calculated with a phrase-to-phrase match-
ing process.

A phrase in our approach is an n-gram composed
of up to 5 consecutive words, excluding punctua-
tion. Entailment decisions are estimated by com-
bining phrasal matching scores (Scoren) calculated
for each level of n-grams , which is the number
of 1-grams, 2-grams,..., 5-grams extracted from H
that match with n-grams in T. Phrasal matches are
performed either at the level of tokens, lemmas, or
stems, can be of two types:

2http://www.cs.cmu.edu/ alavie/METEOR
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1. Exact: in the case that two phrases are identical
at one of the three levels (token, lemma, stem);

2. Lexical: in the case that two different phrases
can be mapped through entries of the resources
used to bridge T and H (i.e. phrase tables, para-
phrases tables, dictionaries or any other source
of lexical knowledge).

For each phrase in H, we first search for exact
matches at the level of token with phrases in T. If
no match is found at a token level, the other levels
(lemma and stem) are attempted. Then, in case of
failure with exact matching, lexical matching is per-
formed at the same three levels. To reduce redun-
dant matches, the lexical matches between pairs of
phrases which have already been identified as exact
matches are not considered.

Once matching for each n-gram level has been
concluded, the number of matches (Mn) and the
number of phrases in the hypothesis (Nn) are used
to estimate the portion of phrases in H that are
matched at each level (n). The phrasal matching
score for each n-gram level is calculated as follows:

Scoren =
Mn

Nn

To combine the phrasal matching scores obtained
at each n-gram level, and optimize their relative
weights, we trained a Support Vector Machine clas-
sifier, SVMlight (Joachims, 1999), using each score
as a feature.

4 Experiments on CLTE

To address the first two questions outlined in Sec-
tion 1, we experimented with the phrase matching
method previously described, contrasting the effec-
tiveness of lexical information extracted from par-
allel corpora with the knowledge provided by other
resources used in the same way.

4.1 Dataset

The dataset used for our experiments is an English-
Spanish entailment corpus obtained from the orig-
inal RTE3 dataset by translating the English hy-
pothesis into Spanish. It consists of 1600 pairs
derived from the RTE3 development and test sets
(800+800). Translations have been generated by

the CrowdFlower3 channel to Amazon Mechanical
Turk4 (MTurk), adopting the methodology proposed
by (Negri and Mehdad, 2010). The method relies
on translation-validation cycles, defined as separate
jobs routed to MTurk’s workforce. Translation jobs
return one Spanish version for each hypothesis. Val-
idation jobs ask multiple workers to check the cor-
rectness of each translation using the original En-
glish sentence as reference. At each cycle, the trans-
lated hypothesis accepted by the majority of trust-
ful validators5 are stored in the CLTE corpus, while
wrong translations are sent back to workers in a
new translation job. Although the quality of the re-
sults is enhanced by the possibility to automatically
weed out untrusted workers using gold units, we per-
formed a manual quality check on a subset of the ac-
quired CLTE corpus. The validation, carried out by
a Spanish native speaker on 100 randomly selected
pairs after two translation-validation cycles, showed
the good quality of the collected material, with only
3 minor “errors” consisting in controversial but sub-
stantially acceptable translations reflecting regional
Spanish variations.

The T-H pairs in the collected English-Spanish
entailment corpus were annotated using TreeTagger
(Schmid, 1994) and the Snowball stemmer6 with to-
ken, lemma, and stem information.

4.2 Knowledge sources

For comparison with the extracted phrase and para-
phrase tables, we use a large bilingual dictionary
and MultiWordNet as alternative sources of lexical
knowledge.

Bilingual dictionaries (DIC) allow for precise
mappings between words in H and T. To create
a large bilingual English-Spanish dictionary we
processed and combined the following dictionaries
and bilingual resources:
- XDXF Dictionaries7: 22,486 entries.

3http://crowdflower.com/
4https://www.mturk.com/mturk/
5Workers’ trustworthiness can be automatically determined

by means of hidden gold units randomly inserted into jobs.
6http://snowball.tartarus.org/
7http://xdxf.revdanica.com/
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Figure 1: Accuracy on CLTE by pruning the phrase table
with different thresholds.

- Universal dictionary database8: 9,944 entries.
- Wiktionary database9: 5,866 entries.
- Omegawiki database10: 8,237 entries.
- Wikipedia interlanguage links11: 7,425 entries.
The resulting dictionary features 53,958 entries,
with an average length of 1.2 words.

MultiWordNet (MWN) allows to extract mappings
between English and Spanish words connected by
entailment-preserving semantic relations. The ex-
traction process is dataset-dependent, as it checks
for synonymy and hyponymy relations only between
terms found in the dataset. The resulting collection
of cross-lingual words associations contains 36,794
pairs of lemmas.

4.3 Results and Discussion
Our results are calculated over 800 test pairs of our
CLTE corpus, after training the SVM classifier over
800 development pairs. This section reports the
percentage of correct entailment assignments (accu-
racy), comparing the use of different sources of lex-
ical knowledge.

Initially, in order to find a reasonable trade-off be-
tween precision and coverage, we used the 7 phrase
tables extracted with different pruning thresholds

8http://www.dicts.info/
9http://en.wiktionary.org/

10http://www.omegawiki.org/
11http://www.wikipedia.org/

MWN DIC PHT PPHT Acc. δ

x 55.00 0.00
x 59.88 +4.88

x 62.62 +7.62
x x 62.88 +7.88

Table 1: Accuracy results on CLTE using different lexical
resources.

(see Section 3.1). Figure 1 shows that with the prun-
ing threshold set to 0.05, we obtain the highest re-
sult of 62.62% on the test set. The curve demon-
strates that, although with higher pruning thresholds
we retain more reliable phrase pairs, their smaller
number provides limited coverage leading to lower
results. In contrast, the large coverage obtained with
the pruning threshold set to 0.01 leads to a slight
performance decrease due to probably less precise
phrase pairs.

Once the threshold has been set, in order to
prove the effectiveness of information extracted
from bilingual corpora, we conducted a series of ex-
periments using the different resources mentioned in
Section 4.2.

As it can be observed in Table 1, the highest
results are achieved using the phrase table, both
alone and in combination with paraphrase tables
(62.62% and 62.88% respectively). These results
suggest that, with appropriate pruning thresholds,
the large number and the longer entries contained
in the phrase and paraphrase tables represent an ef-
fective way to: i) obtain high coverage, and ii) cap-
ture cross-lingual associations between multiple lex-
ical elements. This allows to overcome the bias to-
wards single words featured by dictionaries and lex-
ical databases.

As regards the other resources used for compari-
son, the results show that dictionaries substantially
outperform MWN. This can be explained by the
low coverage of MWN, whose entries also repre-
sent weaker semantic relations (preserving entail-
ment, but with a lower probability to be applied)
than the direct translations between terms contained
in the dictionary.

Overall, our results suggest that the lexical knowl-
edge extracted from parallel data can be successfully
used to approach the CLTE task.
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Dataset WN VO WIKI PPHT PPHT 0.1 PPHT 0.2 PPHT 0.3 AVG
RTE3 61.88 62.00 61.75 62.88 63.38 63.50 63.00 62.37
RTE5 62.17 61.67 60.00 61.33 62.50 62.67 62.33 61.41

RTE3-G 62.62 61.5 60.5 62.88 63.50 62.00 61.5 -

Table 2: Accuracy results on monolingual RTE using different lexical resources.

5 Using parallel corpora for TE

This section addresses the third and the fourth re-
search questions outlined in Section 1. Building
on the positive results achieved on the cross-lingual
scenario, we investigate the possibility to exploit
bilingual parallel corpora in the traditional monolin-
gual scenario. Using the same approach discussed
in Section 4, we compare the results achieved with
English paraphrase tables with those obtained with
other widely used monolingual knowledge resources
over two RTE datasets.

For the sake of completeness, we report in this
section also the results obtained adopting the “basic
solution” proposed by (Mehdad et al., 2010). Al-
though it was presented as an approach to CLTE,
the proposed method brings the problem back to the
monolingual case by translating H into the language
of T. The comparison with this method aims at ver-
ifying the real potential of parallel corpora against
the use of a competitive MT system (Google Trans-
late) in the same scenario.

5.1 Dataset

We experiment with the original RTE3 and RTE5
datasets, annotated with token, lemma, and stem in-
formation using the TreeTagger and the Snowball
stemmer.

In addition to confront our method with the solu-
tion proposed by (Mehdad et al., 2010) we translated
the Spanish hypotheses of our CLTE dataset into En-
glish using Google Translate. The resulting dataset
was annotated in the same way.

5.2 Knowledge sources

We compared the results achieved with paraphrase
tables (extracted with different pruning thresh-
olds12) with those obtained using the three most

12We pruned the paraphrase table (PPHT), with probabilities
set to 0.1 (PPHT 0.1), 0.2 (PPHT 0.2), and 0.3 (PPHT 0.3)

widely used English resources for Textual Entail-
ment (Bentivogli et al., 2010), namely:

WordNet (WN). WordNet 3.0 has been used
to extract a set of 5396 pairs of words connected by
the hyponymy and synonymy relations.

VerbOcean (VO). VerbOcean has been used
to extract 18232 pairs of verbs connected by the
“stronger-than” relation (e.g. “kill” stronger-than
“injure”).

Wikipedia (WIKI). We performed Latent Se-
mantic Analysis (LSA) over Wikipedia using the
jLSI tool (Giuliano, 2007) to measure the relat-
edness between words in the dataset. Then, we
filtered all the pairs with similarity lower than 0.7 as
proposed by (Kouylekov et al., 2009). In this way
we obtained 13760 word pairs.

5.3 Results and Discussion

Table 2 shows the accuracy results calculated over
the original RTE3 and RTE5 test sets, training our
classifier over the corresponding development sets.

The first two rows of the table show that pruned
paraphrase tables always outperform the other lexi-
cal resources used for comparison, with an accuracy
increase up to 3%. In particular, we observe that us-
ing 0.2 as a pruning threshold provides a good trade-
off between coverage and precision, leading to our
best results on both datasets (63.50% for RTE3, and
62.67% for RTE5). It’s worth noting that these re-
sults, compared with the average scores reported by
participants in the two editions of the RTE Challenge
(AVG column), represent an accuracy improvement
of more than 1%. Overall, these results confirm our
claim that increasing the coverage using context sen-
sitive phrase pairs obtained from large parallel cor-
pora, results in better performance not only in CLTE,
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but also in the monolingual scenario.
The comparison with the results achieved on

monolingual data obtained by automatically trans-
lating the Spanish hypotheses (RTE3-G row in Ta-
ble 2) leads to four main observations. First, we no-
tice that dealing with MT-derived inputs, the optimal
pruning threshold changes from 0.2 to 0.1, leading
to the highest accuracy of 63.50%. This suggests
that the noise introduced by incorrect translations
can be tackled by increasing the coverage of the
paraphrase table. Second, in line with the findings
of (Mehdad et al., 2010), the results obtained over
the MT-derived corpus are equal to those we achieve
over the original RTE3 dataset (i.e. 63.50%). Third,
the accuracy obtained over the CLTE corpus using
combined phrase and paraphrase tables (62.88%, as
reported in Table 1) is comparable to the best re-
sult gained over the automatically translated dataset
(63.50%). In all the other cases, the use of phrase
and paraphrase tables on CLTE data outperforms
the results achieved on the same data after transla-
tion. Finally, it’s worth remarking that applying our
phrase matching method on the translated dataset
without any additional source of knowledge would
result in an overall accuracy of 62.12%, which is
lower than the result obtained using only phrase ta-
bles on cross-lingual data (62.62%). This demon-
strates that phrase tables can successfully replace
MT systems in the CLTE task.

In light of this, we suggest that extracting lexi-
cal knowledge from parallel corpora is a preferable
solution to approach CLTE. One of the main rea-
sons is that placing a black-box MT system at the
front-end of the entailment process reduces the pos-
sibility to cope with wrong translations. Further-
more, the access to MT components is not easy (e.g.
Google Translate limits the number and the size of
queries, while open source MT tools cover few lan-
guage pairs). Moreover, the task of developing a
full-fledged MT system often requires the availabil-
ity of parallel corpora, and is much more complex
than extracting lexical knowledge from them.

6 Conclusion and Future Work

In this paper we approached the cross-lingual Tex-
tual Entailment task focusing on the role of lexi-
cal knowledge extracted from bilingual parallel cor-

pora. One of the main difficulties in CLTE raises
from the lack of adequate knowledge resources to
bridge the lexical gap between texts and hypothe-
ses in different languages. Our approach builds on
the intuition that the vast amount of knowledge that
can be extracted from parallel data (in the form of
phrase and paraphrase tables) offers a possible so-
lution to the problem. To check the validity of our
assumptions we carried out several experiments on
an English-Spanish corpus derived from the RTE3
dataset, using phrasal matches as a criterion to ap-
proximate entailment. Our results show that phrase
and paraphrase tables allow to: i) outperform the re-
sults achieved with the few multilingual lexical re-
sources available, and ii) reach performance levels
above the average scores obtained by participants in
the monolingual RTE3 challenge. These improve-
ments can be explained by the fact that the lexi-
cal knowledge extracted from parallel data provides
good coverage both at the level of single words, and
at the level of phrases.

As a further contribution, we explored the appli-
cation of paraphrase tables extracted from parallel
data in the traditional monolingual scenario. Con-
trasting results with those obtained with the most
widely used resources in TE, we demonstrated the
effectiveness of paraphrase tables as a mean to over-
come the bias towards single words featured by the
existing resources.

Our future work will address both the extraction
of lexical information from bilingual parallel cor-
pora, and its use for TE and CLTE. On one side,
we plan to explore alternative ways to build phrase
and paraphrase tables. One possible direction is to
consider linguistically motivated approaches, such
as the extraction of syntactic phrase tables as pro-
posed by (Yamada and Knight, 2001). Another in-
teresting direction is to investigate the potential of
paraphrase patterns (i.e. patterns including part-
of-speech slots), extracted from bilingual parallel
corpora with the method proposed by (Zhao et al.,
2009). On the other side we will investigate more
sophisticated methods to exploit the acquired lexi-
cal knowledge. As a first step, the probability scores
assigned to phrasal entries will be considered to per-
form weighted phrase matching as an improved cri-
terion to approximate entailment.
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Abstract

Resolving coordination ambiguity is a clas-
sic hard problem. This paper looks at co-
ordination disambiguation in complex noun
phrases (NPs). Parsers trained on the Penn
Treebank are reporting impressive numbers
these days, but they don’t do very well on this
problem (79%). We explore systems trained
using three types of corpora: (1) annotated
(e.g. the Penn Treebank), (2) bitexts (e.g. Eu-
roparl), and (3) unannotated monolingual (e.g.
Google N-grams). Size matters: (1) is a mil-
lion words, (2) is potentially billions of words
and (3) is potentially trillions of words. The
unannotated monolingual data is helpful when
the ambiguity can be resolved through associ-
ations among the lexical items. The bilingual
data is helpful when the ambiguity can be re-
solved by the order of words in the translation.
We train separate classifiers with monolingual
and bilingual features and iteratively improve
them via co-training. The co-trained classifier
achieves close to 96% accuracy on Treebank
data and makes 20% fewer errors than a su-
pervised system trained with Treebank anno-
tations.

1 Introduction

Determining which words are being linked by a co-
ordinating conjunction is a classic hard problem.
Consider the pair:

+ellipsis rocket\w1 and mortar\w2 attacks\h

−ellipsis asbestos\w1 and polyvinyl\w2 chloride\h

+ellipsis is about bothrocket attacksandmortar at-
tacks, unlike−ellipsis which is not aboutasbestos

chloride. We useh to refer to the head of the phrase,
andw1 andw2 to refer to the other two lexical items.

Natural Language Processing applications need to
recognize NP ellipsis in order to make sense of new
sentences. For example, if an Internet search en-
gine is given the phraserocket attacksas a query, it
should rank documents containingrocket and mor-
tar attackshighly, even thoughrocket and attacks
are not contiguous in the document. Furthermore,
NPs with ellipsis often require a distinct type of re-
ordering when translated into a foreign language.
Since coordination is both complex and produc-
tive, parsers and machine translation (MT) systems
cannot simply memorize the analysis of coordinate
phrases from training text. We propose an approach
to recognizing ellipsis that could benefit both MT
and other NLP technology that relies on shallow or
deep syntactic analysis.

While the general case of coordination is quite
complicated, we focus on the special case of com-
plex NPs. Errors in NP coordination typically ac-
count for the majority of parser coordination errors
(Hogan, 2007). The information needed to resolve
coordinate NP ambiguity cannot be derived from
hand-annotated data, and we follow previous work
in looking for new information sources to apply
to this problem (Resnik, 1999; Nakov and Hearst,
2005; Rus et al., 2007; Pitler et al., 2010).

We first resolve coordinate NP ambiguity in a
word-aligned parallel corpus. In bitexts, both mono-
lingual and bilingual information can indicate NP
structure. We create separate classifiers using mono-
lingual and bilingual feature views. We train the
two classifiers using co-training, iteratively improv-
ing the accuracy of one classifier by learning from
the predictions of the other. Starting from only two
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initial labeled examples, we are able to train a highly
accurate classifier using only monolingual features.
The monolingual classifier can then be used both
within and beyond the aligned bitext. In particular,
it achieves close to 96% accuracy on both bitext data
and on out-of-domain examples in the Treebank.

2 Problem Definition and Related Tasks

Our system operates over a part-of-speech tagged in-
put corpus. We attempt to resolve the ambiguity in
all tag sequences matching the expression:

[DT|PRP$] (N.*|J.*) and [DT|PRP$] (N.*|J.*) N.*
e.g. [the] rocket\w1 and [the] mortar\w2 attacks\h

Each example ends with a noun,h. Precedingh
are a pair of possibly-conjoined words,w1 andw2,
either nouns (rocket and mortar), adjectives, or a
mix of the two. We allow determiners or possessive
pronouns beforew1 and/orw2. This pattern is very
common. Depending on the domain, we find it in
roughly one of every 10 to 20 sentences. We merge
identical matches in our corpus into a single exam-
ple for labeling. Roughly 38% ofw1,w2 pairs are
both adjectives, 26% are nouns, and 36% are mixed.

The task is to determine whetherw1 andw2 are
conjoined or not. When they are not conjoined, there
are two cases: 1)w1 is actually conjoined withw2 h

as a whole (e.g.asbestos and polyvinyl chloride),
or 2) The conjunction links something higher up in
the parse tree, as in, “farmers are getting older\w1

and younger\w2 people\h are reluctant to take up
farming.” Here,and links two separate clauses.

Our task is both narrower and broader than pre-
vious work. It is broader than previous approaches
that have focused only on conjoined nouns (Resnik,
1999; Nakov and Hearst, 2005). Although pairs
of adjectives are usually conjoined (and mixed tags
are usually not), this is not always true, as in
older/youngerabove. For comparison, we also state
accuracy on the noun-only examples (§ 8).

Our task is more narrow than the task tackled
by full-sentence parsers, but most parsers do not
bracket NP-internal structure at all, since such struc-
ture is absent from the primary training corpus for
statistical parsers, the Penn Treebank (Marcus et al.,
1993). We confirm that standard broad-coverage
parsers perform poorly on our task (§ 7).

Vadas and Curran (2007a) manually annotated NP
structure in the Penn Treebank, and a few custom NP
parsers have recently been developed using this data
(Vadas and Curran, 2007b; Pitler et al., 2010). Our
task is more narrow than the task handled by these
parsers since we do not handle other, less-frequent
and sometimes more complex constructions (e.g.
robot arms and legs). However, such constructions
are clearly amenable to our algorithm. In addition,
these parsers have only evaluated coordination res-
olution within base NPs, simplifying the task and
rendering the aforementionedolder/youngerprob-
lem moot. Finally, these custom parsers have only
used simple count features; for example, they have
not used the paraphrases we describe below.

3 Supervised Coordination Resolution

We adopt a discriminative approach to resolving co-
ordinate NP ambiguity. For each unique coordinate
NP in our corpus, we encode relevant information
in a feature vector,̄x. A classifier scores these vec-
tors with a set of learned weights,̄w. We assumeN
labeled examples{(y1, x̄1), ..., (yN , x̄N )} are avail-
able to train the classifier. We use ‘y = 1’ as the
class label for NPs with ellipsis and ‘y = 0’ for
NPs without. Since our particular task requires a bi-
nary decision, any standard learning algorithm can
be used to learn the feature weights on the train-
ing data. We use (regularized) logistic regression
(a.k.a. maximum entropy) since it has been shown
to perform well on a range of NLP tasks, and also
because its probabilistic interpretation is useful for
co-training (§ 4). In binary logistic regression, the
probability of a positive class takes the form of the
logistic function:

Pr(y = 1) =
exp(w̄ · x̄)

1 + exp(w̄ · x̄)

Ellipsis is predicted if Pr(y = 1) > 0.5 (equiva-
lently, w̄ · x̄ > 0), otherwise we predict no ellipsis.

Supervised classifiers easily incorporate a range
of interdependent information into a learned deci-
sion function. The cost for this flexibility is typically
the need for labeled training data. The more features
we use, the more labeled data we need, since for
linear classifiers, the number of examples needed to
reach optimum performance is at most linear in the

1347



Phrase Evidence Pattern
dairy and meat English: ... production of dairy and meat... h of w1 andw2

production English: ... dairy production and meat production... w1 h andw2 h

(ellipsis) English: ... meat and dairy production... w2 andw1 h

Spanish: ... produccíon láctea y ćarnica... h w1 ... w2

→ production dairy and meat

Finnish: ... maidon- ja lihantuotantoon... w1- ... w2h

→ dairy- and meatproduction

French: ... production de produits laitiers et de viande...h ... w1 ... w2

→ production of products dairy and of meat

asbestos and English: ... polyvinyl chloride and asbestos... w2 h andw1

polyvinyl English: ... asbestos, and polyvinyl chloride... w1 , andw2 h

chloride English: ... asbestos and chloride... w1 andh

(no ellipsis) Portuguese: ... o amianto e o cloreto de polivinilo... w1 ... h ... w2

→ the asbestos and the chloride of polyvinyl

Italian: ... l’ asbesto e il polivinilcloruro... w1 ... w2h

→ the asbestos and the polyvinylchloride

Table 1: Monolingual and bilingual evidence for ellipsis orlack-of-ellipsis in coordination of [w1 andw2 h] phrases.

number of features (Vapnik, 1998). In§ 4, we pro-
pose a way to circumvent the need for labeled data.

We now describe the particular monolingual and
bilingual information we use for this problem. We
refer to Table 1 for canonical examples of the two
classes and also to provide intuition for the features.

3.1 Monolingual Features

Count features These real-valued features encode
the frequency, in a large auxiliary corpus, of rel-
evant word sequences. Co-occurrence frequencies
have long been used to resolve linguistic ambigui-
ties (Dagan and Itai, 1990; Hindle and Rooth, 1993;
Lauer, 1995). With the massive volumes of raw
text now available, we can look for very specific
and indicative word sequences. Consider the phrase
dairy and meat production(Table 1). A high count
in raw text for the paraphrase “production of dairy
and meat” implies ellipsis in the original example.
In the third column of Table 1, we suggest a pat-
tern that generalizes the particular piece of evidence.
It is these patterns and other English paraphrases
that we encode in our count features (Table 2). We
also use (but do not list) count features for the four
paraphrases proposed in Nakov and Hearst (2005,
§ 3.2.3). Such specific paraphrases are more com-
mon than one might think. In our experiments, at
least 20% of examples have non-zero counts for a

5-gram pattern, while over 70% of examples have
counts for a 4-gram pattern.

Our features also include counts for subsequences
of the full phrase. High counts for “dairy produc-
tion” alone or just “dairy and meat” also indicate el-
lipsis. On the other hand, like Pitler et al. (2010), we
have a feature for the count of “dairy and produc-
tion.” Frequent conjoining ofw1 andh is evidence
that there is no ellipsis, thatw1 andh are compatible
and heads of two separate and conjoined NPs.

Many of our patterns are novel in that they include
commas or determiners. The presence of these of-
ten indicate that there are two separate NPs. E.g.
seeingasbestos , and polyvinyl chlorideor the as-
bestos and the polyvinyl chloridesuggests no ellip-
sis. We also propose patterns that include left-and-
right context around the NP. These aim to capture
salient information about the NP’s distribution as an
entire unit. Finally, patterns involving prepositions
look for explicit paraphrasing of the nominal rela-
tions; the presence of “h PREPw1 andw2” in a cor-
pus would suggest ellipsis in the original NP.

In total, we have 48 separate count features, re-
quiring counts for 315 distinct N-grams for each ex-
ample. We uselog-countsas the feature value, and
use a separate binary feature to indicate if a partic-
ular count is zero. We efficiently acquire the counts
using custom tools for managing web-scale N-gram

1348



Real-valued count features. C(p) → count ofp
C(w1) C(w2) C(h)
C(w1 CC w2) C(w1 h) C(w2 h)
C(w2 CC w1) C(w1 CC h) C(h CC w1)
C(DT w1 CC w2) C(w1 , CC w2)
C(DT w2 CC w1) C(w2 , CC w1)
C(DT w1 CC h) C(w1 CC w2 ,)
C(DT h CC w1) C(w2 CC w1 ,)
C(DT w1 andDT w2) C(w1 CC DT w2)
C(DT w2 andDT w1) C(w2 CC DT w1)
C(DT h andDT w1) C(w1 CC DT h)
C(DT h andDT w2) C(h CC DT w1)
C(〈L -CTXTi〉 w1 andw2 h) C(w1 CC w2 h)
C(w1 andw2 h 〈R-CTXTi〉) C(h PREPw1)
C(h PREPw1 CC w2) C(h PREPw2)
Count feature filler sets
DT = {the, a, an, its, his} CC = {and, or, ‘,’ }
PREP= {of, for, in, at, on, from, with, about}
Binary features and feature templates→ {0, 1}

wrd1=〈wrd(w1)〉 tag
1
=〈tag(w1)〉

wrd2=〈wrd(w2)〉 tag
2
=〈tag(w2)〉

wrdh=〈wrd(h)〉 tag
h
=〈tag(h)〉

wrd12=〈wrd(w1),wrd(w2)〉 wrd(w1)=wrd(w2)
tag

12
=〈tag(w1),tag(w2)〉 tag(w1)=tag(w2)

tag
12h

=〈tag(w1),tag(w1),tag(h)〉

Table 2: Monolingual features. For counts using the
filler sets CC, DT and PREP, counts aresummedacross
all filler combinations. In contrast, feature templates are
denoted with〈·〉, where the feature label depends on the
〈bracketed argument〉. E.g., we have separate count fea-
ture for each item in theL /R context sets, where
{L-CTXT} = {with, and, as, including, on, is, are, &},
{R-CTXT} = {and, have, of, on, said, to, were, &}

data (§ 5). Previous approaches have used search
engine page counts as substitutes for co-occurrence
information (Nakov and Hearst, 2005; Rus et al.,
2007). These approaches clearly cannot scale to use
the wide range of information used in our system.

Binary features Table 2 gives the binary features
and feature templates. These are templates in the
sense that every unique word or tag fills the tem-
plate and corresponds to a unique feature. We can
thus learn if particular words or tags are associated
with ellipsis. We also include binary features to flag
the presence of any optional determiners beforew1

or w2. We also have binary features for the context
words that precede and follow the tag sequence in
the source corpus. These context features are analo-
gous to theL/R-CTXT features that were counted in
the auxiliary corpus. Our classifier learns, for exam-

Monolingual: x̄m Bilingual: x̄b

C(w1):14.4 C(detl=h * w1 * w2),Dutch:1
C(w2):15.4 C(detl=h * * w1 * * w2),Fr.:1
C(h):17.2 C(detl=h w1 h * w2),Greek:1
C(w1 CC w2):9.0 C(detl=h w1 * w2),Spanish:1
C(w1 h):9.8 C(detl=w1- * w2h),Swedish:1
C(w2 h):10.2 C(simp=h w1 w2),Dutch:1
C(w2 CC w1):10.5 C(simp=h w1 w2),French:1
C(w1 CC h):3.5 C(simp=h w1 h w2),Greek:1
C(h CC w1):6.8 C(simp=h w1 w2),Spanish:1
C(DT w2 CC w1:7.8 C(simp=w1 w2h),Swedish:1
C(w1 andw2 h and):2.4 C(span=5),Dutch:1
C(h PREPw1 CC w2):2.6 C(span=7),French:1
wrd1=dairy:1 C(span=5),Greek:1
wrd2=meat:1 C(span=4),Spanish:1
wrdh=production:1 C(span=3),Swedish:1
tag

1
=NN:1 C(ord=h w1 w2),Dutch:1

tag
2
=NN:1 C(ord=h w1 w2),French:1

tag
h
=NN:1 C(ord=h w1 h w2),Greek:1

wrd12=dairy,meat:1 C(ord=h w1 w2),Spanish:1
tag

12
=NN,NN:1 C(ord=w1 w2 h),Swedish:1

tag(w1)=tag(w2):1 C(ord=h w1 w2):4
tag

12h
=NN,NN,NN:1 C(ord=w1 w2 h):1

Table 3: Example of actual instantiated feature vectors
for dairy and meat production(in label:value format).
Monolingual feature vector,̄xm, on the left (both count
and binary features, see Table 2), Bilingual feature vec-
tor, x̄b, on the right (see Table 4).

ple, that instances preceded by the wordsits and in
are likely to have ellipsis: these words tend to pre-
cede single NPs as opposed to conjoined NP pairs.

Example Table 3 provides part of the actual in-
stantiated monolingual feature vector fordairy and
meat production. Note the count features have log-
arithmic values, while only the non-zero binary fea-
tures are included.

A later stage of processing extracts a list of feature
labels from the training data. This list is then used
to map feature labels to integers, yielding the stan-
dard (sparse) format used by most machine learning
software (e.g.,1:14.4 2:15.4 3:17.2 ... 7149:1 24208:1).

3.2 Bilingual Features

The above features represent the best of the infor-
mation available to a coordinate NP classifier when
operating on an arbitrary text. In some domains,
however, we have additional information to inform
our decisions. We consider the case where we seek
to predict coordinate structure in parallel text: i.e.,
English text with a corresponding translation in one
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or more target languages. A variety of mature NLP
tools exists in this domain, allowing us to robustly
align the parallel text first at the sentence and then
at the word level. Given a word-aligned parallel cor-
pus, we can see how the different types of coordinate
NPs are translated in the target languages.

In Romance languages, examples with ellipsis,
such asdairy and meat production(Table 1), tend to
correspond to translations with the head in the first
position, e.g. “producción láctea y cárnica” in Span-
ish (examples taken from Europarl (Koehn, 2005)).
When there is no ellipsis, the head-first syntax leads
to the “w1 and h w2” ordering, e.g. amianto e o
cloreto de polivinilo in Portuguese. Another clue
for ellipsis is the presence of a dangling hyphen, as
in the Finnishmaidon- ja lihantuotantoon. We find
such hyphens especially common in Germanic lan-
guages like Dutch. In addition to language-specific
clues, a translation may resolve an ambiguity by
paraphrasing the example in the same way it may
be paraphrased in English. E.g., we seehard and
soft drugstranslated into Spanish asdrogas blandas
y drogas duraswith the head,drogas, repeated (akin
to soft drugs and hard drugsin English).

One could imagine manually defining the rela-
tionship between English NP coordination and the
patterns in each language, but this would need to be
repeated for each language pair, and would likely
miss many useful patterns. In contrast, by represent-
ing the translation patterns as features in a classifier,
we can instead automatically learn the coordination-
translation correspondences, in any language pair.

For each occurrence of a coordinate NP in a word-
aligned bitext, we inspect the alignments and de-
termine the mapping ofw1, w2 andh. Recall that
each of our examples represents all the occurrences
of a unique coordinate NP in a corpus. We there-
fore aggregate translation information over all the
occurrences. Since the alignments in automatically-
aligned parallel text are noisy, the more occurrences
we have, the more translations we have, and the
more likely we are to make a correct decision. For
some common instances in Europarl, likeAgricul-
ture and Rural Development, we have thousands of
translations in several languages.

Table 4 provides the bilingual feature templates.
The notation indicates that, for a given coordi-
nate NP, we count the frequency of each transla-

C〈detl(w1,w2,h)〉,〈LANG〉
C〈simp(w1,w2,h)〉,〈LANG〉
C〈span(w1,w2,h)〉,〈LANG〉
C〈ord(w1,w2,h)〉,〈LANG〉
C〈ord(w1,w2,h)〉

Table 4: Real-valued bilingual feature templates. The
shorthand isdetl=“detailed pattern,”simp=“simple pat-
tern,” span=“span of pattern,”ord=“order of words.” The
notation C〈p〉,〈LANG〉means the number of times we see
the pattern (or span)〈p〉 as the aligned translation of the
coordinate NP in the target language〈LANG〉.

tion pattern in each target language, and generate
real-valued features for these counts. The feature
counts are indexed to the particular pattern and lan-
guage. We also have one language-independent fea-
ture, C〈ord(w1,w2,h)〉, which gives the frequency of
each ordering across all languages. Thespanis the
number of tokens collectively spanned by the trans-
lations ofw1, w2 andh. The “detailed pattern” rep-
resents the translation using wildcards for all other
foreign words, but maintains punctuation. Letting
‘*’ stand for the wildcard, the detailed patterns for
the translations ofdairy and meat productionin Ta-
ble 1 would be [h w1 * w2] (Spanish), [w1- * w2h]
(Finnish) and [h * * w1 * * w2] (French). Four
or more consecutive wildcards are converted to ‘...’.
For the “simple pattern,” we remove the wildcards
and punctuation. Note that our aligner allows the
English word to map to multiple target words. The
simple pattern differs from theordering in that it de-
notes how many tokens each ofw1, w2 andh span.

Example Table 3 also provides part of the actual
instantiated bilingual feature vector fordairy and
meat production.

4 Bilingual Co-training

We exploit the orthogonality of the monolingual
and bilingual features using semi-supervised learn-
ing. These features are orthogonal in the sense that
they look at different sources of information for each
example. If we had enough training data, a good
classifier could be trained using either monolingual
or bilingual features on their own. With classifiers
trained on even a little labeled data, it’s feasible that
for a particular example, the monolingual classifier
might be confident when the bilingual classifier is
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Algorithm 1 The bilingual co-training algorithm: subscriptm corresponds to monolingual,b to bilingual

Given: • a setL of labeled training examples in the bitext,{(x̄i, yi)}
• a setU of unlabeled examples in the bitext,{x̄j}
• hyperparams:k (num. iterations),um andub (size smaller unlabeled pools),nm andnb

(num. new labeled examples each iteration),C: regularization param. for classifier training
CreateLm ← L

CreateLb ← L

Create a poolUm by choosingum examples randomly fromU .
Create a poolUb by choosingub examples randomly fromU .
for i = 0 to k do

UseLm to train a classifierhm using onlyx̄m, the monolingual features of̄x
UseLb to train a classifierhb using onlyx̄b, the bilingual features of̄x
Usehm to labelUm, move thenm most-confident examples toLb

Usehb to labelUb, move thenb most-confident examples toLm

ReplenishUm andUb randomly fromU with nm andnb new examples
end for

uncertain, and vice versa. This suggests using a
co-training approach (Yarowsky, 1995; Blum and
Mitchell, 1998). We train separate classifiers on the
labeled data. We use the predictions of one classi-
fier to label new examples for training the orthogo-
nal classifier. We iterate this training and labeling.

We outline how this procedure can be applied to
bitext data inAlgorithm 1 (above). We follow prior
work in drawing predictions from smaller pools,Um

andUb, rather than fromU itself, to ensure the la-
beled examples “are more representative of the un-
derlying distribution” (Blum and Mitchell, 1998).
We use a logistic regression classifier forhm and
hb. Like Blum and Mitchell (1998), we also create
acombinedclassifier by making predictions accord-
ing toargmaxy=1,0 Pr(y|xm)Pr(y|xb).

The hyperparameters of the algorithm are 1)k,
the number of iterations, 2)um andub, the size of
the smaller unlabeled pools, 3)nm andnb, the num-
ber of new labeled examples to include at each itera-
tion, and 4) the regularization parameter of the logis-
tic regression classifier. All such parameters can be
tuned on a development set. Like Blum and Mitchell
(1998), we ensure that we maintain roughly the true
class balance in the labeled examples added at each
iteration; we also estimate this balance using devel-
opment data.

There are some differences between our approach
and the co-training algorithm presented in Blum and
Mitchell (1998, Table 1). One of our key goals is to

produce an accurate classifier that uses only mono-
lingual features, since only this classifier can be ap-
plied to arbitrary monolingual text. We thus break
the symmetry in the original algorithm and allowhb

to label more examples forhm than vice versa, so
that hm will improve faster. This is desirable be-
cause we don’t have unlimited unlabeled examples
to draw from, only those found in our parallel text.

5 Data

Web-scale text data is used for monolingual feature
counts, parallel text is used for classifier co-training,
and labeled data is used for training and evaluation.

Web-scale N-gram Data We extract our counts
from Google V2: a new N-gram corpus (with
N-grams of length one-to-five) created from the
same one-trillion-word snapshot of the web as the
Google 5-gram Corpus (Brants and Franz, 2006),
but with enhanced filtering and processing of the
source text (Lin et al., 2010, Section 5). We get
counts using the suffix array tools described in (Lin
et al., 2010). We add one to all counts for smooth-
ing.

Parallel Data We use the Danish, German, Greek,
Spanish, Finnish, French, Italian, Dutch, Por-
tuguese, and Swedish portions of Europarl (Koehn,
2005). We also use the Czech, German, Span-
ish and French news commentary data from WMT
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2010.1 Word-aligned English-Foreign bitexts are
created using the Berkeley aligner.2 We run 5 itera-
tions of joint IBM Model 1 training, followed by 3-
to-5 iterations of joint HMM training, and align with
the competitive-thresholding heuristic. The English
portions of all bitexts are part-of-speech tagged with
CRFTagger (Phan, 2006). 94K unique coordinate
NPs and their translations are then extracted.

Labeled Data For experiments within the paral-
lel text, we manually labeled 1320 of the 94K co-
ordinate NP examples. We use 605 examples to set
development parameters, 607 examples as held-out
test data, and 2, 10 or 100 examples for training.

For experiments on the WSJ portion of the Penn
Treebank, we merge the original Treebank annota-
tions with the NP annotations provided by Vadas and
Curran (2007a). We collect all coordinate NP se-
quences matching our pattern and collapse them into
a single example. We label these instances by deter-
mining whether the annotations havew1 andw2 con-
joined. In only one case did the same coordinate NP
have different labels in different occurrences; this
was clearly an error and resolved accordingly. We
collected 1777 coordinate NPs in total, and divided
them into 777 examples for training, 500 for devel-
opment and 500 as a final held-out test set.

6 Evaluation and Settings

We evaluate usingaccuracy: the percentage of ex-
amples classified correctly in held-out test data.
We compare our systems to a baseline referred to
as theTag-Triple classifier. This classifier has a
single feature: the tag(w1), tag(w2), tag(h) triple.
Tag-Triple is therefore essentially a discriminative,
unlexicalized parser for our coordinate NPs.

All classifiers use L2-regularized logistic regres-
sion training viaLIBLINEAR (Fan et al., 2008). For
co-training, we fix regularization atC = 0.1. For all
other classifiers, we optimize theC parameter on the
development data. At each iteration,i, classifierhm

annotates50 new examples for traininghb, from a
pool of 750 examples, whilehb annotates50 ∗ i new
examples forhm, from a pool of750 ∗ i examples.
This ensureshm gets the majority of automatically-
labeled examples.
1www.statmt.org/wmt10/translation-task.html
2nlp.cs.berkeley.edu/pages/wordaligner.html
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Figure 1: Accuracy onBitext development data over the
course of co-training (from 10 initial seed examples).

We also setk, the number of co-training itera-
tions. The monolingual, bilingual, and combined
classifiers reach their optimum levels of perfor-
mance after different numbers of iterations (Fig-
ure 1). We therefore setk separately for each, stop-
ping around 16 iterations for the combined, 51 for
the monolingual, and 57 for the bilingual classifier.

7 Bitext Experiments

We evaluate our systems on our held-out bitext data.
The majority class is ellipsis, in 55.8% of exam-
ples. For comparison, we ran two publicly-available
broad-coverage parsers and analyzed whether they
correctly predicted ellipsis. The parsers were the
C&C parser (Curran et al., 2007) and Minipar (Lin,
1998). They achieved 78.6% and 77.6%.3

Table 5 shows that co-training results in much
more accurate classifiers than supervised training
alone, regardless of the features or amount of ini-
tial training data. The Tag-Triple system is the
weakest system in all cases. This shows that better
monolingual features are very important, but semi-
supervised training can also make a big difference.

3We provided the parsers full sentences containing the NPs. We
directly extracted the labels from the C&C bracketing, while
for Minipar we checked whetherw1 was the head ofw2. Of
course, the parsers performed very poorly on ellipsis involving
two nouns (partly because NP structure is absent from their
training corpora (see§ 2 and also Vadas and Curran (2008)),
but neither exceeded 88% on adjective or mixed pairs either.
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# of Examples
System 2 10 100

Tag-Triple classifier 67.4 79.1 82.9
Monolingual classifier 69.9 90.8 91.6
Co-trained Mono. classifier 96.4 95.9 96.0
Relative error reduction via co-training 88% 62% 52%

Bilingual classifier 76.8 85.5 92.1
Co-trained Bili. classifier 93.2 93.2 93.9
Relative error reduction via co-training 71% 53% 23%

Mono.+Bili. classifier 69.9 91.4 94.9
Co-trained Combo classifier 96.7 96.7 96.7
Relative error reduction via co-training 89% 62% 35%

Table 5: Co-training improves accuracy (%) over stan-
dard supervised learning onBitext test data for different
feature types and number of training examples.

System Accuracy ∆

Monolingual alone 91.6 -
+ Bilingual 94.9 39%
+ Co-training 96.0 54%
+ Bilingual & Co-training 96.7 61%

Table 6: Net benefits of bilingual features and co-training
on Bitext data, 100-training-example setting.∆ = rela-
tive error reduction over Monolingual alone.

Table 6 shows the net benefit of our main contri-
butions. Bilingual features clearly help on this task,
but not as much as co-training. With bilingual fea-
tures and co-training together, we achieve 96.7% ac-
curacy. This combined system could be used to very
accurately resolve coordinate ambiguity in parallel
data prior to training an MT system.

8 WSJ Experiments

While we can now accurately resolve coordinate NP
ambiguity in parallel text, it would be even better
if this accuracy carried over to new domains, where
bilingual features are not available. We test the ro-
bustness of our co-trained monolingual classifier by
evaluating it on our labeled WSJ data.

The Penn Treebank and the annotations added by
Vadas and Curran (2007a) comprise a very special
corpus; such data is clearly not available in every
domain. We can take advantage of the plentiful la-
beled examples to also test how our co-trained sys-
tem compares to supervised systems trained with in-

System
Training WSJ Acc.
Set # Nouns All

Nakov & Hearst - - 79.2 84.8
Tag-Triple WSJ 777 76.1 82.4
Pitler et al. WSJ 777 92.3 92.8
MonoWSJ WSJ 777 92.3 94.4
Co-trained Bitext 2 93.8 95.6

Table 7: Coordinate resolution accuracy (%) onWSJ.

domain labeled examples, and also other systems,
like Nakov and Hearst (2005), which although un-
supervised, are tuned on WSJ data.

We reimplemented Nakov and Hearst (2005)4 and
Pitler et al. (2010)5 and trained the latter on WSJ an-
notations. We compare these systems to Tag-Triple
and also to a supervised system trained on the WSJ
using only our monolingual features (MonoWSJ).
The (out-of-domain) bitext co-trained system is the
best system on the WSJ data, both on just the ex-
amples wherew1 andw2 are nouns (Nouns), and on
all examples (All) (Table 7).6 It is statistically sig-
nificantly better than the prior state-of-the-art Pitler
et al. system (McNemar’s test, p<0.05) and also
exceeds the WSJ-trained system using monolingual
features (p<0.2). This domain robustness is less sur-
prising given its key features are derived from web-
scale N-gram data; such features are known to gen-
eralize well across domains (Bergsma et al., 2010).
We tried co-training without the N-gram features,
and performance was worse on the WSJ (85%) than
supervised training on WSJ data alone (87%).

9 Related Work

Bilingual data has been used to resolve a range of
ambiguities, from PP-attachment (Schwartz et al.,
2003; Fossum and Knight, 2008), to distinguishing
grammatical roles (Schwarck et al., 2010), to full
dependency parsing (Huang et al., 2009). Related

4Nakov and Hearst (2005) use an unsupervised algorithm that
predicts ellipsis on the basis of a majority vote over a number
of pattern counts and established heuristics.

5Pitler et al. (2010) uses a supervised classifier to predict brack-
etings; their count and binary features are a strict subset of the
features used in our Monolingual classifier.

6For co-training, we tunedk on the WSJ dev set but left other
parameters the same. We start from 2 training instances; results
were the same or slightly better with 10 or 100 instances.
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work has also focused on projecting syntactic an-
notations from one language to another (Yarowsky
and Ngai, 2001; Hwa et al., 2005), and jointly pars-
ing the two sides of a bitext by leveraging the align-
ments during training and testing (Smith and Smith,
2004; Burkett and Klein, 2008) or just during train-
ing (Snyder et al., 2009). None of this work has fo-
cused on coordination, nor has it combined bitexts
with web-scale monolingual information.

Most prior work has focused on leveraging the
alignments between a single pair of languages. Da-
gan et al. (1991) first articulated the need for “a mul-
tilingual corpora based system, which exploits the
differences between languages to automatically ac-
quire knowledge about word senses.” Kuhn (2004)
used alignments across several Europarl bitexts to
devise rules for identifying parse distituents. Ban-
nard and Callison-Burch (2005) used multiple bi-
texts as part of a system for extracting paraphrases.

Our co-training algorithm is well suited to using
multiple bitexts because it automatically learns the
value of alignment information in each language. In
addition, our approach copes with noisy alignments
both by aggregating information across languages
(and repeated occurrences within a language), and
by only selecting the most confident examples at
each iteration. Burkett et al. (2010) also pro-
posed exploiting monolingual-view and bilingual-
view predictors. In their work, the bilingual view
encodes the per-instanceagreementbetween mono-
lingual predictors in two languages, while our bilin-
gual view encodes the alignment and target text to-
gether, across multiple instances and languages.

The other side of the coin is the use of syntax to
perform better translation (Wu, 1997). This is a rich
field of research with its own annual workshop (Syn-
tax and Structure in Translation).

Our monolingual model is most similar to pre-
vious work using counts from web-scale text, both
for resolving coordination ambiguity (Nakov and
Hearst, 2005; Rus et al., 2007; Pitler et al., 2010),
and for syntax and semantics in general (Lapata
and Keller, 2005; Bergsma et al., 2010). We do
not currently use semantic similarity (either tax-
onomic (Resnik, 1999) or distributional (Hogan,
2007)) which has previously been found useful for
coordination. Our model can easily include such in-
formation as additional features. Adding new fea-

tures without adding new training data is often prob-
lematic, but is promising in our framework, since the
bitexts provide so much indirect supervision.

10 Conclusion

Resolving coordination ambiguity is hard. Parsers
are reporting impressive numbers these days, but
coordination remains an area with room for im-
provement. We focused on a specific subcase, com-
plex NPs, and introduced a new evaluation set. We
achieved a huge performance improvement from
79% for state-of-the-art parsers to 96%.7

Size matters. Most parsers are trained on a mere
million words of the Penn Treebank. In this work,
we show how to take advantage of billions of words
of bitexts and trillions of words of unlabeled mono-
lingual text. Larger corpora make it possible to
use associations among lexical items (comparedairy
productionvs. asbestos chloride) and precise para-
phrases (production of dairy and meat). Bitexts are
helpful when the ambiguity can be resolved by some
feature in another language (such as word order).

The Treebank is convenient for supervised train-
ing because it has annotations. We show that even
without such annotations, high-quality supervised
models can be trained using co-training and features
derived from huge volumes of unlabeled data.
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Abstract 

We propose a novel unsupervised method 

for separating out distinct authorial compo-

nents of a document. In particular, we show 

that, given a book artificially “munged” 

from two thematically similar biblical 

books, we can separate out the two consti-

tuent books almost perfectly. This allows 

us to automatically recapitulate many con-

clusions reached by Bible scholars over 

centuries of research. One of the key ele-

ments of our method is exploitation of dif-

ferences in synonym choice by different 

authors. 

1 Introduction  

We propose a novel unsupervised method for 

separating out distinct authorial components of a 

document.  

There are many instances in which one is faced 

with a multi-author document and wishes to deli-

neate the contributions of each author. Perhaps the 

most salient example is that of documents of his-

torical significance that appear to be composites of 

multiple earlier texts. The challenge for literary 

scholars is to tease apart the document’s various 

components. More contemporary examples include 

analysis of collaborative online works in which 

one might wish to identify the contribution of a 

particular author for commercial or forensic pur-

poses.  

We treat two versions of the problem. In the 

first, easier, version, the document to be decom-

posed is given to us segmented into units, each of 

which is the work of a single author. The challenge 

is only to cluster the units according to author. In 

the second version, we are given an unsegmented 

document and the challenge includes segmenting 

the document as well as clustering the resulting 

units. 

We assume here that no information about the 

authors of the document is available and that in 

particular we are not supplied with any identified 

samples of any author’s writing. Thus, our me-

thods must be entirely unsupervised.  

There is surprisingly little literature on this 

problem, despite its importance. Some work in this 

direction has been done on intrinsic plagiarism de-

tection (e.g., Meyer zu Eisen 2006) and document 

outlier detection (e.g., Guthrie et al. 2008), but this 

work makes the simplifying assumption that there 

is a single dominant author, so that outlier units 

can be identified as those that deviate from the 

document as a whole. We don’t make this simpli-

fying assumption. Some work on a problem that is 

more similar to ours was done by Graham et al. 

(2005). However, they assume that examples of 

pairs of paragraphs labeled as same-

author/different-author are available for use as the 

basis of supervised learning. We make no such 

assumption. 

The obvious approach to our unsupervised ver-

sion of the problem would be to segment the text 

(if necessary), represent each of the resulting units 

of text as a bag-of-words, and then use clustering 

algorithms to find natural clusters. We will see, 

however, that this naïve method is quite inade-

quate. Instead, we exploit a method favored by the 

literary scholar, namely, the use of synonym 

choice. Synonym choice proves to be far more use-

ful for authorial decomposition than ordinary lexi-

cal features. However, synonyms are relatively 
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sparse and hence, though reliable, they are not 

comprehensive; that is, they are useful for separat-

ing out some units but not all. Thus, we use a two-

stage process: first find a reliable partial clustering 

based on synonym usage and then use these as the 

basis for supervised learning using a different fea-

ture set, such as bag-of-words. 

We use biblical books as our testbed. We do 

this for two reasons. First, this testbed is well mo-

tivated, since scholars have been doing authorial 

analysis of biblical literature for centuries. Second, 

precisely because it is of great interest, the Bible 

has been manually tagged in a variety of ways that 

are extremely useful for our method. 

Our main result is that given artificial books 

constructed by randomly “munging” together ac-

tual biblical books, we are able to separate out au-

thorial components with extremely high accuracy, 

even when the components are thematically simi-

lar. Moreover, our automated methods recapitulate 

many of the results of extensive manual research in 

authorial analysis of biblical literature. 

The structure of the paper is as follows. In the 

next section, we briefly review essential informa-

tion regarding our biblical testbed. In Section 3, we 

introduce a naïve method for separating compo-

nents and demonstrate its inadequacy. In Section 4, 

we introduce the synonym method, in Section 5 we 

extend it to the two-stage method, and in Section 6, 

we offer systematic empirical results to validate 

the method. In Section 7, we extend our method to 

handle documents that have not been pre-

segmented and present more empirical results. In 

Section 8, we suggest conclusions, including some 

implications for Bible scholarship. 

2 The Bible as Testbed 

While the biblical canon differs across religions 

and denominations, the common denominator con-

sists of twenty-odd books and several shorter 

works, ranging in length from tens to thousands of 

verses. These works vary significantly in genre, 

and include historical narrative, law, prophecy, and 

wisdom literature. Some of these books are re-

garded by scholars as largely the product of a sin-

gle author’s work, while others are thought to be 

composites in which multiple authors are well-

represented – authors who in some cases lived in 

widely disparate periods. In this paper, we will 

focus exclusively on the Hebrew books of the Bi-

ble, and we will work with the original untran-

slated texts. 

The first five books of the Bible, collectively 

known as the Pentateuch, are the subject of much 

controversy. According to the predominant Jewish 

and Christian traditions, the five books were writ-

ten by a single author – Moses. Nevertheless, scho-

lars have found in the Pentateuch what they believe 

are distinct narrative and stylistic threads corres-

ponding to multiple authors.  

Until now, the work of analyzing composite 

texts has been done in mostly impressionistic fa-

shion, whereby each scholar attempts to detect the 

telltale signs of multiple authorship and compila-

tion. Some work on biblical authorship problems 

within a computational framework has been at-

tempted, but does not handle our problem. Much 

earlier work (for example, Radday 1970; Bee 

1971; Holmes 1994) uses multivariate analysis to 

test whether the clusters in a given clustering of 

some biblical text are sufficiently distinct to be 

regarded as probably a composite text. By contrast, 

our aim is to find the optimal clustering of a docu-

ment, given that it is composite. Crucially, unlike 

that earlier work, we empirically prove the efficacy 

of our methods by testing it against known ground 

truth. Other computational work on biblical au-

thorship problems (Mealand 1995; Berryman et al. 

2003) involves supervised learning problems 

where some disputed text is to be attributed to one 

of a set of known authors. The supervised author-

ship attribution problem has been well-researched 

(for surveys, see Juola (2008), Koppel et al. (2009) 

and Stamatatos (2009)), but it is quite distinct from 

the unsupervised problem we consider here.  

Since our problem has been dealt with almost 

exclusively using heuristic methods, the subjective 

nature of such research has left much room for de-

bate. We propose to set this work on a firm algo-

rithmic basis by identifying an optimal stylistic 

subdivision of the text. We do not concern our-

selves with how or why such distinct threads exist. 

Those for whom it is a matter of faith that the Pen-

tateuch is not a composition of multiple writers can 

view the distinction investigated here as that of 

multiple styles. 

3 A Naïve Algorithm 

For expository purposes, we will use a canoni-

cal example to motivate and illustrate each of a 
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sequence of increasingly sophisticated algorithms 

for solving the decomposition problem. Jeremiah 

and Ezekiel are two roughly contemporaneous 

books belonging to the same biblical sub-genre 

(prophetic works), and each is widely thought to 

consist primarily of the work of a single distinct 

author. Jeremiah consists of 52 chapters and Eze-

kiel consists of 48 chapters. For our first challenge, 

we are given all 100 unlabeled chapters and our 

task is to separate them out into the two constituent 

books. (For simplicity, let’s assume that it is 

known that there are exactly two natural clusters.) 

Note that this is a pre-segmented version of the 

problem since we know that each chapter belongs 

to only one of the books. 

As a first try, the basics of which will serve as a 

foundation for more sophisticated attempts, we do 

the following: 

1. Represent each chapter as a bag-of-words (us-

ing all words that appear at least k times in the 

corpus). 

2. Compute the similarity of every pair of chapters 

in the corpus. 

3. Use a clustering algorithm to cluster the chap-

ters into two clusters. 

We use k=2, cosine similarity and ncut cluster-

ing (Dhillon et al. 2004). Comparing the Jeremiah-

Ezekiel split to the clusters thus obtained, we have 

the following matrix: 

Book Cluster I Cluster II 

Jer 

Eze 

29 

28 

23 

20 

 

As can be seen, the clusters are essentially or-

thogonal to the Jeremiah-Ezekiel split. Ideally, 

100% of the chapters would lie on the majority 

diagonal, but in fact only 51% do. Formally, our 

measure of correspondence between the desired 

clustering and the actual one is computed by first 

normalizing rows and then computing the weight 

of the majority diagonal relative to the whole. This 

measure, which we call normalized majority di-

agonal (NMD), runs from 50% (when the clusters 

are completely orthogonal to the desired split) to 

100% (where the clusters are identical with the 

desired split). NMD is equivalent to maximal ma-

cro-averaged recall where the maximum is taken 

over the (two) possible assignments of books to 

clusters. In this case, we obtain an NMD of 51.5%, 

barely above the theoretical minimum. 

This negative result is not especially surprising 

since there are many ways for the chapters to split 

(e.g., according to thematic elements, sub-genre, 

etc.) and we can’t expect an unsupervised method 

to read our minds. Thus, to guide the method in the 

direction of stylistic elements that might distin-

guish between Jeremiah and Ezekiel, we define a 

class of generic biblical words consisting of all 223 

words that appear at least five times in each of ten 

different books of the Bible. 

Repeating our experiment of above, though li-

miting our feature set to generic biblical words, we 

obtain the following matrix: 

Book Cluster I Cluster II 

Jer 

Eze 

32 

28 

20 

20 

 

As can be seen, using generic words yields 

NMD of 51.3%, which does not improve matters at 

all. Thus, we need to try a different approach. 

4 Exploiting Synonym Usage 

One of the key features used by Bible scholars 

to classify different components of biblical litera-

ture is synonym choice. The underlying hypothesis 

is that different authorial components are likely to 

differ in the proportions with which alternative 

words from a set of synonyms (synset) are used. 

This hypothesis played a part in the pioneering 

work of Astruc (1753) on the book of Genesis –

using a single synset: divine names – and has been 

refined by many others using broader feature sets, 

such as that of Carpenter and Hartford-Battersby 

(1900). More recently, the synonym hypothesis has 

been used in computational work on authorship 

attribution of English texts in the work of Clark 

and Hannon (2007) and Koppel et al. (2006). 

This approach presents several technical chal-

lenges. First, ideally – in the absence of a suffi-

ciently comprehensive thesaurus – we would wish 

to identify synonyms in an automated fashion. 

Second, we need to adapt our similarity measure 

for reasons that will be made clear below. 

4.1 (Almost) Automatic Synset Identification 

One of the advantages of using biblical litera-

ture is the availability of a great deal of manual 

annotation. In particular, we are able to identify 

synsets by exploiting the availability of the stan-

dard King James translation of the Bible into Eng-
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lish (KJV). Conveniently, and unlike most modern 

translations, KJV almost invariably translates syn-

onyms identically. Thus, we can generally identify 

synonyms by considering the translated version of 

the text. There are two points we need to be precise 

about. First, it is not actually words that we regard 

as synonymous, but rather word roots. Second, to 

be even more precise, it is not quite roots that are 

synonymous, but rather senses of roots. Conve-

niently, Strong’s (1890 [2010]) Concordance lists 

every occurrence of each sense of each root that 

appears in the Bible separately (where senses are 

distinguished in accordance with the KJV transla-

tion). Thus, we can exploit KJV and the concor-

dance to automatically identify synsets as well as 

occurrences of the respective synonyms in a syn-

set.
1
 (The above notwithstanding, there is still a 

need for a bit of manual intervention: due to poly-

semy in English, false synsets are occasionally 

created when two non-synonymous Hebrew words 

are translated into two senses of the same English 

word. Although this could probably be handled 

automatically, we found it more convenient to do a 

manual pass over the raw synsets and eliminate the 

problems.)  

The above procedure yields a set of 529 synsets 

including a total of 1595 individual synonyms. 

Most synsets consist of only two synonyms, but 

some include many more. For example, there are 7 

Hebrew synonyms corresponding to “fear”. 

4.2 Adapting the Similarity Measure 

Let’s now represent a unit of text as a vector in 

the following way. Each entry represents a syn-

onym in one of the synsets. If none of the syn-

onyms in a synset appear in the unit, all their cor-

responding entries are 0. If j different synonyms in 

a synset appear in the unit, then each correspond-

ing entry is 1/j and the rest are 0. Thus, in the typi-

cal case where exactly one of the synonyms in a 

synset appears, its corresponding entry in the vec-

tor is 1 and the rest are 0. 

Now we wish to measure the similarity of two 

such vectors. The usual cosine measure doesn’t 

capture what we want for the following reason. If 

the two units use different members of a synset, 

cosine is diminished; if they use the same members 

of a synset, cosine is increased. So far, so good. 

But suppose one unit uses a particular synonym 

                                                           
1 Thanks to Avi Shmidman for his assistance with this. 

and the other doesn’t use any member of that syn-

set. This should teach us nothing about the similar-

ity of the two units, since it reflects only on the 

relevance of the synset to the content of that unit; it 

says nothing about which synonym is chosen when 

the synset is relevant. Nevertheless, in this case, 

cosine would be diminished. 

The required adaptation is as follows: we first 

eliminate from the representation any synsets that 

do not appear in both units (where a synset is said 

to appear in a unit if any of its constituent syn-

onyms appear in the unit). We then compute cosine 

of the truncated vectors. Formally, for a unit x 

represented in terms of synonyms, our new similar-

ity measure is cos'(x,y) = cos(x|S(x ∩y),y|S(x ∩y)), 

where x|S(x ∩y) is the projection of x onto the syn-

sets that appear in both x and y.  

4.3  Clustering Jeremiah-Ezekiel Using Syn-

onyms 

We now apply ncut clustering to the similarity 

matrix computed as described above. We obtain 

the following split: 
Book Cluster I Cluster II 

Jer 

Eze 

48 

5 

4 

43 

 

Clearly, this is quite a bit better than results ob-

tained using simple lexical features as described 

above. Intuition for why this works can be pur-

chased by considering concrete examples. There 

are two Hebrew synonyms – pēʾâh and miqṣôaʿ 

corresponding to the word “corner”, two (minḥâh 

and tĕrûmâh) corresponding to the word “obla-

tion”, and two (nāṭaʿ and šāṯal) corresponding to 

the word “planted”. We find that pēʾâh, minḥâh 

and nāṭaʿ tend to be located in the same units and, 

concomitantly, miqṣôaʿ, tĕrûmâh and šāṯal are lo-

cated in the same units. Conveniently, the former 

are all Jeremiah and the latter are all Ezekiel.  

While the above result is far better than those 

obtained using more naïve feature sets, it is, never-

theless, far from perfect. We have, however, one 

more trick at our disposal that will improve these 

results further. 

5 Combining Partial Clustering and Su-

pervised Learning 

Analysis of the above clustering results leads to 

two observations. First, some of the units belong 
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firmly to one cluster or the other. The rest have to 

be assigned to one cluster or the other because 

that’s the nature of the clustering algorithm, but in 

fact are not part of what we might think of as the 

core of either cluster. Informally, we say that a unit 

is in the core of its cluster if it is sufficiently simi-

lar to the centroid of its cluster and it is sufficiently 

more similar to the centroid of its cluster than to 

any other centroid. Formally, let S be a set of syn-

sets, let B be a set of units, and let C be a cluster-

ing of B where the units in B are represented in 

terms of the synsets in S. For a unit x in cluster 

C(x) with centroid c(x), we say that x is in the core 

of C(x) if cos'(x,c(x))>θ1 and cos'(x,c(x))-cos'(x,c)>θ2 

for every centroid c≠c(x). In our experiments be-

low, we use θ1=1/√2 (corresponding to an angle of 

less than 45 degrees between x and the centroid of 

its cluster) and θ2=0.1. 

Second, the clusters that we obtain are based on 

a subset of the full collection of synsets that does 

the heavy lifting. Formally, we say that a synonym 

n in synset s is over-represented in cluster C if 

p(x∈C|n∈x) > p(x∈C|s∈x) and p(x∈C|n∈x) > p(x∈C). 

That is, n is over-represented in C if knowing that 

n appears in a unit increases the likelihood that the 

unit is in C, relative to knowing only that some 

member of n’s synset appears in the unit and rela-

tive to knowing nothing. We say that a synset s is a 

separating synset for a clustering {C1,C2} if some 

synonym in s is over-represented in C1 and a dif-

ferent synonym in s is over-represented in C2. 

5.1 Defining the Core of a Cluster 

We leverage these two observations to formally 

define the cores of the respective clusters using the 

following iterative algorithm. 

1. Initially, let S be the collection of all synsets, let 

B be the set of all units in the corpus 

represented in terms of S, and let {C1,C2} be 

an initial clustering of the units in B. 

2. Reduce B to the cores of C1 and C2. 

3. Reduce S to the separating synsets for {C1,C2}. 

4. Redefine C1 and C2 to be the clusters obtained 

from clustering the units in the reduced B 

represented in terms of the synsets in reduced S. 

5. Repeat Steps 2-4 until convergence (no further 

changes to the retained units and synsets). 

At the end of this process, we are left with two 

well-separated cluster cores and a set of separating 

synsets. When we compute cores of clusters in our 

Jeremiah-Ezekiel experiment, 26 of the initial 100 

units are eliminated. Of the 154 synsets that appear 

in the Jeremiah-Ezekiel corpus, 118 are separating 

synsets for the resulting clustering. The resulting 

cluster cores split with Jeremiah and Ezekiel as 

follows:  

Book Cluster I Cluster II 

Jer 

Eze 

36 

2 

0 

36 

 

We find that all but two of the misplaced units 

are not part of the core. Thus, we have a better 

clustering but it is only a partial one. 

5.2 Using Cores for Supervised Learning 

Now that we have what we believe are strong 

representatives of each cluster, we can use them in 

a supervised way to classify the remaining unclus-

tered units. The interesting question is which fea-

ture set we should use. Using synonyms would just 

get us back to where we began. Instead we use the 

set of generic Bible words introduced earlier. The 

point to recall is that while this feature set proved 

inadequate in an unsupervised setting, this does not 

mean that it is inadequate for separating Jeremiah 

and Ezekiel, given a few good training examples. 

Thus, we use a bag-of-words representation re-

stricted to generic Bible words for the 74 units in 

our cluster cores and label them according to the 

cluster to which they were assigned. We now apply 

SVM to learn a classifier for the two clusters. We 

assign each unit, including those in the training set, 

to the class assigned to it by the SVM classifier. 

The resulting split is as follows: 

Book Cluster I Cluster II 

Jer 

Eze 

51 

0 

1 

48 

 

Remarkably, even the two Ezekiel chapters that 

were in the Jeremiah cluster (and hence were es-

sentially misleading training examples) end up on 

the Ezekiel side of the SVM boundary.  

It should be noted that our two-stage approach 

to clustering is a generic method not specific to our 

particular application. The point is that there are 

some feature sets that are very well suited to a par-

ticular unsupervised problem but are sparse, so 

they give only a partial clustering. At the same 

time, there are other feature sets that are denser 

and, possibly for that reason, adequate for super-
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vised separation of the intended classes but inade-

quate for unsupervised separation of the intended 

classes. This suggests an obvious two-stage me-

thod for clustering, which we use here to good ad-

vantage. 

This method is somewhat reminiscent of semi-

supervised methods sometimes used in text catego-

rization where few training examples are available 

(Nigam et al. 2000). However, those methods typi-

cally begin with some information, either in the 

form of a small number of labeled documents or in 

the form of keywords, while we are not supplied 

with these. Furthermore, the semi-supervised work 

bootstraps iteratively, at each stage using features 

drawn from within the same feature set, while we 

use exactly two stages, the second of which uses a 

different type of feature set than the first.  

For the reader’s convenience, we summarize the 

entire two-stage method: 

1. Represent units in terms of synonyms. 

2. Compute similarities of pairs of units using 

cos'. 

3. Use ncut to obtain an initial clustering. 

4. Use the iterative method to find cluster cores. 

5. Represent units in cluster cores in terms of ge-

neric words. 

6. Use units in cluster cores as training for learn-

ing an SVM classifier. 

7. Classify all units according to the learned SVM 

classifier. 

6 Empirical Results 

We now test our method on other pairs of bibli-

cal books to see if we obtain comparable results to 

those seen above. We need, therefore, to identify a 

set of biblical books such that (i) each book is suf-

ficiently long (say, at least 20 chapters), (ii) each is 

written by one primary author, and (iii) the authors 

are distinct. Since we wish to use these books as a 

gold standard, it is important that there be a broad 

consensus regarding the latter two, potentially con-

troversial, criteria. Our choice is thus limited to the 

following five books that belong to two biblical 

sub-genres: Isaiah, Jeremiah, Ezekiel (prophetic 

literature), Job and Proverbs (wisdom literature). 

(Due to controversies regarding authorship (Pope 

1952, 1965), we include only Chapters 1-33 of 

Isaiah and only Chapters 3-41 of Job.) 

Recall that our experiment is as follows: For 

each pair of books, we are given all the chapters in 

the union of the two books and are given no infor-

mation regarding labels. The object is to sort out 

the chapters belonging to the respective two books. 

(The fact that there are precisely two constituent 

books is given.) 

We will use the three algorithms seen above: 

1. generic biblical words representation and ncut 

clustering; 

2. synonym representation and ncut clustering; 

3. our two-stage algorithm. 

We display the results in two separate figures. 

In Figure 1, we see results for the six pairs of 

books that belong to different sub-genres. In Figure 

2, we see results for the four pairs of books that are 

in the same genre. (For completeness, we include 

Jeremiah-Ezekiel, although it served above as a 

development corpus.) All results are normalized 

majority diagonal. 

 

 
Figure 1. Results of three clustering methods for differ-

ent-genre pairs 

 

 
Figure 2. Results of three clustering methods for same-

genre pairs 

    

As is evident, for different-genre pairs, even the 

simplest method works quite well, though not as 

well as the two-stage method, which is perfect for 

five of six such pairs. The real advantage of the 

two-stage method is for same-genre pairs. For 
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these the simple method is quite erratic, while the 

two-stage method is near perfect. We note that the 

synonym method without the second stage is 

slightly worse than generic words for different-

genre pairs (probably because these pairs share 

relatively few synsets) but is much more consistent 

for same-genre pairs, giving results in the area of 

90% for each such pair. The second stage reduces 

the errors considerably over the synonym method 

for both same-genre and different-genre pairs. 

7  Decomposing Unsegmented Documents 

Up to now, we have considered the case where 

we are given text that has been pre-segmented into 

pure authorial units. This does not capture the kind 

of decomposition problems we face in real life. For 

example, in the Pentateuch problem, the text is 

divided up according to chapter, but there is no 

indication that the chapter breaks are correlated 

with crossovers between authorial units. Thus, we 

wish now to generalize our two-stage method to 

handle unsegmented text. 

7.1 Generating Composite Documents 

To make the problem precise, let’s consider 

how we might create the kind of document that we 

wish to decompose. For concreteness, let’s think 

about Jeremiah and Ezekiel. We create a composite 

document, called Jer-iel, as follows: 

1. Choose the first k1 available verses of Jeremiah, 

where k1 is a random integer drawn from the 

uniform distribution over the integers 1 to m. 

2. Choose the first k2 available verses of Ezekiel, 

where k2 is a new random integer drawn from 

the above distribution. 

3. Repeat until one of the books is exhausted; then 

choose the remaining verses of the other book. 

For the experiments discussed below, we use 

m=100 (though further experiments, omitted for 

lack of space, show that results shown are essen-

tially unchanged for any m≥60). Furthermore, to 

simulate the Pentateuch problem, we break Jer-iel 

into initial units by beginning a new unit whenever 

we reach the first verse of one of the original chap-

ters of Jeremiah or Ezekiel. (This does not leak any 

information since there is no inherent connection 

between these verses and actual crossover points.) 

7.2 Applying the Two-Stage Method 

Our method works as follows. First, we refine 

the initial units (each of which might be a mix of 

verses from Jeremiah and Ezekiel) by splitting 

them into smaller units that we hope will be pure 

(wholly from Jeremiah or from Ezekiel). We say 

that a synset is doubly-represented in a unit if the 

unit includes two different synonyms of that syn-

set. Doubly-represented synsets are an indication 

that the unit might include verses from two differ-

ent books. Our object is thus to split the unit in a 

way that minimizes doubly-represented synonyms. 

Formally, let M(x) represent the number of synsets 

for which more than one synonym appear in x. Call 

〈x1,x2〉 a split of x if x=x1x2. A split 〈x1',x2'〉 is optim-

al if 〈x1',x2'〉= argmax M(x)-max(M(x1),M(x2)) where 

the maximum is taken over all splits of x. If for an 

initial unit, there is some split for which M(x)-

max(M(x1),M(x2)) is greater than 0, we split the unit 

optimally; if there is more than one optimal split, 

we choose the one closest to the middle verse of 

the unit. (In principle, we could apply this proce-

dure iteratively; in the experiments reported here, 

we split only the initial units but not split units.) 

Next, we run the first six steps of the two-stage 

method on the units of Jer-iel obtained from the 

splitting process, as described above, until the 

point where the SVM classifier has been learned. 

Now, instead of classifying chapters as in Step 7 of 

the algorithm, we classify individual verses. 

The problem with classifying individual verses 

is that verses are short and may contain few or no 

relevant features. In order to remedy this, and also 

to take advantage of the stickiness of classes across 

consecutive verses (if a given verse is from a cer-

tain book, there is a good chance that the next 

verse is from the same book), we use two smooth-

ing tactics. 

Initially, each verse is assigned a raw score by 

the SVM classifier, representing its signed distance 

from the SVM boundary. We smooth these scores 

by computing for each verse a refined score that is 

a weighted average of the verse’s raw score and 

the raw scores of the two verses preceding and 

succeeding it. (In our scheme, the verse itself is 

given 1.5 times as much weight as its immediate 

neighbors and three times as much weight as sec-

ondary neighbors.) 

Moreover, if the refined score is less than 1.0 

(the width of the SVM margin), we do not initially 
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assign the verse to either class. Rather, we check 

the class of the last assigned verse before it and the 

first assigned verse after it. If these are the same, 

the verse is assigned to that class (an operation we 

call “filling the gaps”). If they are not, the verse 

remains unassigned.  

To illustrate on the case of Jer-iel, our original 

“munged” book has 96 units. After pre-splitting, 

we have 143 units. Of these, 105 are pure units. 

Our two cluster cores, include 33 and 39 units, re-

spectively; 27 of the former are pure Jeremiah and 

30 of the latter are pure Ezekiel; no pure units are 

in the “wrong” cluster core. Applying the SVM 

classifier learned on the cluster cores to individual 

verses, 992 of the 2637 verses in Jer-iel lie outside 

the SVM margin and are assigned to some class. 

All but four of these are assigned correctly. Filling 

the gaps assigns a class to 1186 more verses, all 

but ten of them correctly. Of the remaining 459 

unassigned verses, most lie along transition points 

(where smoothing tends to flatten scores and where 

preceding and succeeding assigned verses tend to 

belong to opposite classes). 

7.3 Empirical Results 

We randomly generated composite books for 

each of the book pairs considered above. In Fig-

ures 3 and 4, we show for each book pair the per-

centage of all verses in the munged document that 

are “correctly” classed (that is, in the majority di-

agonal), the percentage incorrectly classed (minori-

ty diagonal) and the percentage not assigned to 

either class. As is evident, in each case the vast 

majority of verses are correctly assigned and only a 

small fraction are incorrectly assigned. That is, we 

can tease apart the components almost perfectly.  

 

 
Figure 3. Percentage of verses in each munged differ-

ent-genre pair of books that are correctly and incorrectly 

assigned or remain unassigned. 

 
Figure 4. Percentage of verses in each munged same-

genre pair of books that are correctly and incorrectly 

assigned or remain unassigned. 

8 Conclusions and Future Work 

We have shown that documents can be decom-

posed into authorial components with very high 

accuracy by using a two-stage process. First, we 

establish a reliable partial clustering of units by 

using synonym choice and then we use these par-

tial clusters as training texts for supervised learn-

ing using generic words as features. 

We have considered only decompositions into 

two components, although our method generalizes 

trivially to more than two components, for example 

by applying it iteratively. The real challenge is to 

determine the correct number of components, 

where this information is not given. We leave this 

for future work. 

Despite this limitation, our success on munged 

biblical books suggests that our method can be 

fruitfully applied to the Pentateuch, since the broad 

consensus in the field is that the Pentateuch can be 

divided into two main authorial categories: Priestly 

(P) and non-Priestly (Driver 1909). (Both catego-

ries are often divided further, but these subdivi-

sions are more controversial.) We find that our 

split corresponds to the expert consensus regarding 

P and non-P for over 90% of the verses in the Pen-

tateuch for which such consensus exists. We have 

thus been able to largely recapitulate several centu-

ries of painstaking manual labor with our auto-

mated method. We offer those instances in which 

we disagree with the consensus for the considera-

tion of scholars in the field. 

In this work, we have exploited the availability 

of tools for identifying synonyms in biblical litera-

ture. In future work, we intend to extend our me-

thods to texts for which such tools are unavailable. 
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Abstract

We present a method to discover robust and
interpretable sociolinguistic associations from
raw geotagged text data. Using aggregate de-
mographic statistics about the authors’ geo-
graphic communities, we solve a multi-output
regression problem between demographics
and lexical frequencies. By imposing a com-
posite `1,∞ regularizer, we obtain structured
sparsity, driving entire rows of coefficients
to zero. We perform two regression studies.
First, we use term frequencies to predict de-
mographic attributes; our method identifies a
compact set of words that are strongly asso-
ciated with author demographics. Next, we
conjoin demographic attributes into features,
which we use to predict term frequencies. The
composite regularizer identifies a small num-
ber of features, which correspond to com-
munities of authors united by shared demo-
graphic and linguistic properties.

1 Introduction

How is language influenced by the speaker’s so-
ciocultural identity? Quantitative sociolinguistics
usually addresses this question through carefully
crafted studies that correlate individual demographic
attributes and linguistic variables—for example, the
interaction between income and the “dropped r” fea-
ture of the New York accent (Labov, 1966). But
such studies require the knowledge to select the
“dropped r” and the speaker’s income, from thou-
sands of other possibilities. In this paper, we present
a method to acquire such patterns from raw data. Us-
ing multi-output regression with structured sparsity,

our method identifies a small subset of lexical items
that are most influenced by demographics, and dis-
covers conjunctions of demographic attributes that
are especially salient for lexical variation.

Sociolinguistic associations are difficult to model,
because the space of potentially relevant interactions
is large and complex. On the linguistic side there
are thousands of possible variables, even if we limit
ourselves to unigram lexical features. On the demo-
graphic side, the interaction between demographic
attributes is often non-linear: for example, gender
may negate or amplify class-based language differ-
ences (Zhang, 2005). Thus, additive models which
assume that each demographic attribute makes a lin-
ear contribution are inadequate.

In this paper, we explore the large space of po-
tential sociolinguistic associations using structured
sparsity. We treat the relationship between language
and demographics as a set of multi-input, multi-
output regression problems. The regression coeffi-
cients are arranged in a matrix, with rows indicating
predictors and columns indicating outputs. We ap-
ply a composite regularizer that drives entire rows
of the coefficient matrix to zero, yielding compact,
interpretable models that reuse features across dif-
ferent outputs. If we treat the lexical frequencies
as inputs and the author’s demographics as outputs,
the induced sparsity pattern reveals the set of lexi-
cal items that is most closely tied to demographics.
If we treat the demographic attributes as inputs and
build a model to predict the text, we can incremen-
tally construct a conjunctive feature space of demo-
graphic attributes, capturing key non-linear interac-
tions.
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The primary purpose of this research is ex-
ploratory data analysis to identify both the most
linguistic-salient demographic features, and the
most demographically-salient words. However, this
model also enables predictions about demographic
features by analyzing raw text, potentially support-
ing applications in targeted information extraction
or advertising. On the task of predicting demo-
graphics from text, we find that our sparse model
yields performance that is statistically indistinguish-
able from the full vocabulary, even with a reduction
in the model complexity an order of magnitude. On
the task of predicting text from author demograph-
ics, we find that our incrementally constructed fea-
ture set obtains significantly better perplexity than a
linear model of demographic attributes.

2 Data
Our dataset is derived from prior work in which
we gathered the text and geographical locations of
9,250 microbloggers on the website twitter.
com (Eisenstein et al., 2010). Bloggers were se-
lected from a pool of frequent posters whose mes-
sages include metadata indicating a geographical lo-
cation within a bounding box around the continen-
tal United States. We limit the vocabulary to the
5,418 terms which are used by at least 40 authors; no
stoplists are applied, as the use of standard or non-
standard orthography for stopwords (e.g., to vs. 2)
may convey important information about the author.
The dataset includes messages during the first week
of March 2010.

O’Connor et al. (2010) obtained aggregate demo-
graphic statistics for these data by mapping geoloca-
tions to publicly-available data from the U. S. Cen-
sus ZIP Code Tabulation Areas (ZCTA).1 There
are 33,178 such areas in the USA (the 9,250 mi-
crobloggers in our dataset occupy 3,458 unique ZC-
TAs), and they are designed to contain roughly
equal numbers of inhabitants and demographically-
homogeneous populations. The demographic at-
tributes that we consider in this paper are shown
in Table 1. All attributes are based on self-reports.
The race and ethnicity attributes are not mutually
exclusive—individuals can indicate any number of
races or ethnicities. The “other language” attribute

1http://www.census.gov/support/cen2000.
html

mean std. dev.
race & ethnicity

% white 52.1 29.0
% African American 32.2 29.1
% Hispanic 15.7 18.3

language
% English speakers 73.7 18.4
% Spanish speakers 14.6 15.6
% other language speakers 11.7 9.2

socioeconomic
% urban 95.1 14.3
% with family 64.1 14.4
% renters 48.9 23.4
median income ($) 42,500 18,100

Table 1: The demographic attributes used in this research.

aggregates all languages besides English and Span-
ish. “Urban areas” refer to sets of census tracts or
census blocks which contain at least 2,500 residents;
our “% urban” attribute is the percentage of individ-
uals in each ZCTA who are listed as living in an ur-
ban area. We also consider the percentage of indi-
viduals who live with their families, the percentage
who live in rented housing, and the median reported
income in each ZCTA.

While geographical aggregate statistics are fre-
quently used to proxy for individual socioeconomic
status in research areas such as public health (e.g.,
Rushton, 2008), it is clear that interpretation must
proceed with caution. Consider an author from a ZIP
code in which 60% of the residents are Hispanic:2

we do not know the likelihood that the author is His-
panic, because the set of Twitter users is not a rep-
resentative sample of the overall population. Polling
research suggests that users of both Twitter (Smith
and Rainie, 2010) and geolocation services (Zick-
uhr and Smith, 2010) are much more diverse with
respect to age, gender, race and ethnicity than the
general population of Internet users. Nonetheless,
at present we can only use aggregate statistics to
make inferences about the geographic communities
in which our authors live, and not the authors them-
selves.

2In the U.S. Census, the official ethnonym is Hispanic or
Latino; for brevity we will use Hispanic in the rest of this paper.
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3 Models

The selection of both words and demographic fea-
tures can be framed in terms of multi-output regres-
sion with structured sparsity. To select the lexical
indicators that best predict demographics, we con-
struct a regression problem in which term frequen-
cies are the predictors and demographic attributes
are the outputs; to select the demographic features
that predict word use, this arrangement is reversed.
Through structured sparsity, we learn models in
which entire sets of coefficients are driven to zero;
this tells us which words and demographic features
can safely be ignored.

This section describes the model and implemen-
tation for output-regression with structured sparsity;
in Section 4 and 5 we give the details of its applica-
tion to select terms and demographic features. For-
mally, we consider the linear equation Y = XB+ε,
where,

• Y is the dependent variable matrix, with di-
mensions N × T , where N is the number of
samples and T is the number of output dimen-
sions (or tasks);

• X is the independent variable matrix, with di-
mensions N × P , where P is the number of
input dimensions (or predictors);

• B is the matrix of regression coefficients, with
dimensions P × T ;

• ε is a N × T matrix in which each element is
noise from a zero-mean Gaussian distribution.

We would like to solve the unconstrained opti-
mization problem,

minimizeB ||Y −XB||2F + λR(B), (1)

where ||A||2F indicates the squared Frobenius norm∑
i

∑
j a

2
ij , and the function R(B) defines a norm

on the regression coefficients B. Ridge regres-

sion applies the `2 norm R(B) =
∑T

t=1

√∑P
p b

2
pt,

and lasso regression applies the `1 norm R(B) =∑T
t=1

∑P
p |bpt|; in both cases, it is possible to de-

compose the multi-output regression problem, treat-
ing each output dimension separately. However, our
working hypothesis is that there will be substantial

correlations across both the vocabulary and the de-
mographic features—for example, a demographic
feature such as the percentage of Spanish speakers
will predict a large set of words. Our goal is to select
a small set of predictors yielding good performance
across all output dimensions. Thus, we desire struc-
tured sparsity, in which entire rows of the coefficient
matrix B are driven to zero.

Structured sparsity is not achieved by the lasso’s
`1 norm. The lasso gives element-wise sparsity, in
which many entries of B are driven to zero, but each
predictor may have a non-zero value for some output
dimension. To drive entire rows of B to zero, we re-
quire a composite regularizer. We consider the `1,∞
norm, which is the sum of `∞ norms across output
dimensions: R(B) =

∑T
t maxp bpt (Turlach et al.,

2005). This norm, which corresponds to a multi-
output lasso regression, has the desired property of
driving entire rows of B to zero.

3.1 Optimization

There are several techniques for solving the `1,∞
normalized regression, including interior point
methods (Turlach et al., 2005) and projected gradi-
ent (Duchi et al., 2008; Quattoni et al., 2009). We
choose the blockwise coordinate descent approach
of Liu et al. (2009) because it is easy to implement
and efficient: the time complexity of each iteration
is independent of the number of samples.3

Due to space limitations, we defer to Liu et al.
(2009) for a complete description of the algorithm.
However, we note two aspects of our implementa-
tion which are important for natural language pro-
cessing applications. The algorithm’s efficiency is
accomplished by precomputing the matrices C =
X̃TỸ and D = X̃TX̃, where X̃ and Ỹ are the stan-
dardized versions of X and Y, obtained by subtract-
ing the mean and scaling by the variance. Explicit
mean correction would destroy the sparse term fre-
quency data representation and render us unable to
store the data in memory; however, we can achieve
the same effect by computing C = XTY −N x̄Tȳ,
where x̄ and ȳ are row vectors indicating the means

3Our implementation is available at http://sailing.
cs.cmu.edu/sociolinguistic.html.
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of X and Y respectively.4 We can similarly compute
D = XTX−N x̄Tx̄.

If the number of predictors is too large, it may
not be possible to store the dense matrix D in mem-
ory. We have found that approximation based on the
truncated singular value decomposition provides an
effective trade-off of time for space. Specifically, we
compute XTX ≈

USVT
(
USVT

)T
= U

(
SVTVSTUT

)
= UM.

Lower truncation levels are less accurate, but are
faster and require less space: for K singular val-
ues, the storage cost is O(KP ), instead of O(P 2);
the time cost increases by a factor of K. This ap-
proximation was not necessary in the experiments
presented here, although we have found that it per-
forms well as long as the regularizer is not too close
to zero.

3.2 Regularization

The regularization constant λ can be computed us-
ing cross-validation. As λ increases, we reuse the
previous solution of B for initialization; this “warm
start” trick can greatly accelerate the computation
of the overall regularization path (Friedman et al.,
2010). At each λi, we solve the sparse multi-output
regression; the solution Bi defines a sparse set of
predictors for all tasks.

We then use this limited set of predictors to con-
struct a new input matrix X̂i, which serves as the
input in a standard ridge regression, thus refitting
the model. The tuning set performance of this re-
gression is the score for λi. Such post hoc refitting
is often used in tandem with the lasso and related
sparse methods; the effectiveness of this procedure
has been demonstrated in both theory (Wasserman
and Roeder, 2009) and practice (Wu et al., 2010).
The regularization parameter of the ridge regression
is determined by internal cross-validation.

4 Predicting Demographics from Text

Sparse multi-output regression can be used to select
a subset of vocabulary items that are especially in-
dicative of demographic and geographic differences.

4Assume without loss of generality that X and Y are scaled
to have variance 1, because this scaling does not affect the spar-
sity pattern.

Starting from the regression problem (1), the predic-
tors X are set to the term frequencies, with one col-
umn for each word type and one row for each author
in the dataset. The outputs Y are set to the ten demo-
graphic attributes described in Table 1 (we consider
much larger demographic feature spaces in the next
section) The `1,∞ regularizer will drive entire rows
of the coefficient matrix B to zero, eliminating all
demographic effects for many words.

4.1 Quantitative Evaluation

We evaluate the ability of lexical features to predict
the demographic attributes of their authors (as prox-
ied by the census data from the author’s geograph-
ical area). The purpose of this evaluation is to as-
sess the predictive ability of the compact subset of
lexical items identified by the multi-output lasso, as
compared with the full vocabulary. In addition, this
evaluation establishes a baseline for performance on
the demographic prediction task.

We perform five-fold cross-validation, using the
multi-output lasso to identify a sparse feature set
in the training data. We compare against several
other dimensionality reduction techniques, match-
ing the number of features obtained by the multi-
output lasso at each fold. First, we compare against
a truncated singular value decomposition, with the
truncation level set to the number of terms selected
by the multi-output lasso; this is similar in spirit to
vector-based lexical semantic techniques (Schütze
and Pedersen, 1993). We also compare against sim-
ply selecting the N most frequent terms, and the N
terms with the greatest variance in frequency across
authors. Finally, we compare against the complete
set of all 5,418 terms. As before, we perform post
hoc refitting on the training data using a standard
ridge regression. The regularization constant for the
ridge regression is identified using nested five-fold
cross validation within the training set.

We evaluate on the refit models on the heldout
test folds. The scoring metric is Pearson’s correla-
tion coefficient between the predicted and true de-
mographics: ρ(y, ŷ) = cov(y,ŷ)

σyσŷ
, with cov(y, ŷ) in-

dicating the covariance and σy indicating the stan-
dard deviation. On this metric, a perfect predictor
will score 1 and a random predictor will score 0. We
report the average correlation across all ten demo-
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Figure 1: Average correlation plotted against the number
of active features (on a logarithmic scale).

graphic attributes, as well as the individual correla-
tions.

Results Table 2 shows the correlations obtained
by regressions performed on a range of different vo-
cabularies, averaged across all five folds. Linguistic
features are best at predicting race, ethnicity, lan-
guage, and the proportion of renters; the other de-
mographic attributes are more difficult to predict.
Among feature sets, the highest average correlation
is obtained by the full vocabulary, but the multi-
output lasso obtains nearly identical performance
using a feature set that is an order of magnitude
smaller. Applying the Fischer transformation, we
find that all correlations are statistically significant
at p < .001.

The Fischer transformation can also be used to
estimate 95% confidence intervals around the cor-
relations. The extent of the confidence intervals
varies slightly across attributes, but all are tighter
than ±0.02. We find that the multi-output lasso and
the full vocabulary regression are not significantly
different on any of the attributes. Thus, the multi-
output lasso achieves a 93% compression of the fea-
ture set without a significant decrease in predictive
performance. The multi-output lasso yields higher
correlations than the other dimensionality reduction
techniques on all of the attributes; these differences
are statistically significant in many—but not all—
cases. The correlations for each attribute are clearly
not independent, so we do not compare the average
across attributes.

Recall that the regularization coefficient was cho-
sen by nested cross-validation within the training
set; the average number of features selected is
394.6. Figure 1 shows the performance of each
dimensionality-reduction technique across the reg-
ularization path for the first of five cross-validation
folds. Computing the truncated SVD of a sparse ma-
trix at very large truncation levels is computationally
expensive, so we cannot draw the complete perfor-
mance curve for this method. The multi-output lasso
dominates the alternatives, obtaining a particularly
strong advantage with very small feature sets. This
demonstrates its utility for identifying interpretable
models which permit qualitative analysis.

4.2 Qualitative Analysis

For a qualitative analysis, we retrain the model on
the full dataset, and tune the regularization to iden-
tify a compact set of 69 features. For each identified
term, we apply a significance test on the relationship
between the presence of each term and the demo-
graphic indicators shown in the columns of the ta-
ble. Specifically, we apply the Wald test for compar-
ing the means of independent samples, while mak-
ing the Bonferroni correction for multiple compar-
isons (Wasserman, 2003). The use of sparse multi-
output regression for variable selection increases the
power of post hoc significance testing, because the
Bonferroni correction bases the threshold for sta-
tistical significance on the total number of compar-
isons. We find 275 associations at the p < .05 level;
at the higher threshold required by a Bonferroni cor-
rection for comparisons among all terms in the vo-
cabulary, 69 of these associations would have been
missed.

Table 3 shows the terms identified by our model
which have a significant correlation with at least one
of the demographic indicators. We divide words in
the list into categories, which order alphabetically
by the first word in each category: emoticons; stan-
dard English, defined as words with Wordnet entries;
proper names; abbreviations; non-English words;
non-standard words used with English. The cate-
gorization was based on the most frequent sense in
an informal analysis of our data. A glossary of non-
standard terms is given in Table 4.

Some patterns emerge from Table 3. Standard
English words tend to appear in areas with more

1369



vocabulary # features av
er

ag
e

w
hi

te

A
fr

.A
m

.

H
is

p.

E
ng

.l
an

g.

Sp
an

.l
an

g.

ot
he

rl
an

g.

ur
ba

n

fa
m

ily

re
nt

er

m
ed

.i
nc

.

full 5418 0.260 0.337 0.318 0.296 0.384 0.296 0.256 0.155 0.113 0.295 0.152
multi-output lasso

394.6

0.260 0.326 0.308 0.304 0.383 0.303 0.249 0.153 0.113 0.302 0.156
SVD 0.237 0.321 0.299 0.269 0.352 0.272 0.226 0.138 0.081 0.278 0.136
highest variance 0.220 0.309 0.287 0.245 0.315 0.248 0.199 0.132 0.085 0.250 0.135
most frequent 0.204 0.294 0.264 0.222 0.293 0.229 0.178 0.129 0.073 0.228 0.126

Table 2: Correlations between predicted and observed demographic attributes, averaged across cross validation folds.

English speakers; predictably, Spanish words tend
to appear in areas with Spanish speakers and His-
panics. Emoticons tend to be used in areas with
many Hispanics and few African Americans. Ab-
breviations (e.g., lmaoo) have a nearly uniform
demographic profile, displaying negative correla-
tions with whites and English speakers, and posi-
tive correlations with African Americans, Hispanics,
renters, Spanish speakers, and areas classified as ur-
ban.

Many non-standard English words (e.g., dats)
appear in areas with high proportions of renters,
African Americans, and non-English speakers,
though a subset (haha, hahaha, and yep) display
the opposite demographic pattern. Many of these
non-standard words are phonetic transcriptions of
standard words or phrases: that’s→dats, what’s
up→wassup, I’m going to→ima. The relationship
between these transcriptions and the phonological
characteristics of dialects such as African-American
Vernacular English is a topic for future work.

5 Conjunctive Demographic Features

Next, we demonstrate how to select conjunctions of
demographic features that predict text. Again, we
apply multi-output regression, but now we reverse
the direction of inference: the predictors are demo-
graphic features, and the outputs are term frequen-
cies. The sparsity-inducing `1,∞ norm will select a
subset of demographic features that explain the term
frequencies.

We create an initial feature set f (0)(X) by bin-
ning each demographic attribute, using five equal-
frequency bins. We then constructive conjunctive
features by applying a procedure inspired by related
work in computational biology, called “Screen and
Clean” (Wu et al., 2010). On iteration i:

• Solve the sparse multi-output regression prob-
lem Y = f (i)(X)B(i) + ε.

• Select a subset of features S(i) such that m ∈
S(i) iff maxj |b(i)

m,j | > 0. These are the row
indices of the predictors with non-zero coeffi-
cients.

• Create a new feature set f (i+1)(X), including
the conjunction of each feature (and its nega-
tion) in S(i) with each feature in the initial set
f (0)(X).

We iterate this process to create features that con-
join as many as three attributes. In addition to the
binned versions of the demographic attributes de-
scribed in Table 1, we include geographical infor-
mation. We built Gaussian mixture models over the
locations, with 3, 5, 8, 12, 17, and 23 components.
For each author we include the most likely cluster
assignment in each of the six mixture models. For
efficiency, the outputs Y are not set to the raw term
frequencies; instead we compute a truncated sin-
gular value decomposition of the term frequencies
W ≈ UVDT, and use the basis U. We set the trun-
cation level to 100.

5.1 Quantitative Evaluation
The ability of the induced demographic features to
predict text is evaluated using a traditional perplex-
ity metric. The same test and training split is used
from the vocabulary experiments. We construct a
language model from the induced demographic fea-
tures by training a multi-output ridge regression,
which gives a matrix B̂ that maps from demographic
features to term frequencies across the entire vocab-
ulary. For each document in the test set, the “raw”
predicted language model is ŷd = f(xd)B, which
is then normalized. The probability mass assigned
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- - - + - + + +
;) - + - +
:( -
:) -
:d + - + - +
as - + -
awesome + - - - +
break - + - -
campus - + - -
dead - + - + + +
hell - + - -
shit - +
train - + +
will - + -
would + -
atlanta - + - -
famu + - + - - -
harlem - +
bbm - + - + + +
lls + - + - -
lmaoo - + + - + + + +
lmaooo - + + - + + + +
lmaoooo - + + - + + +
lmfaoo - + - + + +
lmfaooo - + - + + +
lml - + + - + + + + -
odee - + - + + +
omw - + + - + + + +
smfh - + + - + + + +
smh - + + +
w| - + - + + + +
con + - + +
la - + - +
si - + - +
dats - + - + -
deadass - + + - + + + +
haha + - -
hahah + -
hahaha + - - +
ima - + - + +
madd - - + +
nah - + - + + +
ova - + - +
sis - + +
skool - + - + + + -
wassup - + + - + + + + -
wat - + + - + + + + -
ya - + +
yall - +
yep - + - - - -
yoo - + + - + + + +
yooo - + - + +

Table 3: Demographically-indicative terms discovered by
multi-output sparse regression. Statistically significant
(p < .05) associations are marked with a + or -.

term definition
bbm Blackberry Messenger
dats that’s
dead(ass) very
famu Florida Agricultural

and Mechanical Univ.
ima I’m going to
lls laughing like shit
lm(f)ao+ laughing my (fucking)

ass off
lml love my life
madd very, lots
nah no
odee very

term definition
omw on my way
ova over
sis sister
skool school
sm(f)h shake my (fuck-

ing) head
w| with
wassup what’s up
wat what
ya your, you
yall you plural
yep yes
yoo+ you

Table 4: A glossary of non-standard terms from Ta-
ble 3. Definitions are obtained by manually inspecting
the context in which the terms appear, and by consulting
www.urbandictionary.com.

model perplexity
induced demographic features 333.9
raw demographic attributes 335.4
baseline (no demographics) 337.1

Table 5: Word perplexity on test documents, using
language models estimated from induced demographic
features, raw demographic attributes, and a relative-
frequency baseline. Lower scores are better.

to unseen words is determined through nested cross-
validation. We compare against a baseline language
model obtained from the training set, again using
nested cross-validation to set the probability of un-
seen terms.

Results are shown in Table 5. The language mod-
els induced from demographic data yield small but
statistically significant improvements over the base-
line (Wilcoxon signed-rank test, p < .001). More-
over, the model based on conjunctive features signif-
icantly outperforms the model constructed from raw
attributes (p < .001).

5.2 Features Discovered

Our approach discovers 37 conjunctive features,
yielding the results shown in Table 5. We sort all
features by frequency, and manually select a sub-
set to display in Table 6. Alongside each feature,
we show the words with the highest and lowest log-
odds ratios with respect to the feature. Many of these
terms are non-standard; while space does not permit
a complete glossary, some are defined in Table 4 or
in our earlier work (Eisenstein et al., 2010).
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feature positive terms negative terms
1 geo: Northeast m2 brib mangoville soho odeee fasho #ilovefamu foo coo fina

2 geo: NYC mangoville lolss m2 brib wordd bahaha fasho goofy #ilovefamu
tacos

4 geo: South+Midwest renter≤ 0.615 white≤ 0.823 hme muthafucka bae charlotte tx odeee m2 lolss diner mangoville

7 Afr. Am. > 0.101 renter > 0.615 Span. lang. > 0.063 dhat brib odeee lolss wassupp bahaha charlotte california ikr en-
ter

8 Afr. Am.≤ 0.207 Hispanic > 0.119 Span. lang. > 0.063 les ahah para san donde bmore ohio #lowkey #twitterjail
nahhh

9 geo: NYC Span. lang.≤ 0.213
mangoville thatt odeee lolss
buzzin

landed rodney jawn wiz golf

12 Afr. Am. > 0.442 geo: South+Midwest white≤ 0.823
#ilovefamu panama midterms
willies #lowkey knoe esta pero odeee hii

15 geo: West Coast other lang. > 0.110 ahah fasho san koo diego granted pride adore phat pressure

17 Afr. Am. > 0.442 geo: NYC other lang.≤ 0.110 lolss iim buzzin qonna qood foo tender celebs pages pandora

20 Afr. Am.≤ 0.207 Span. lang. > 0.063 white > 0.823 del bby cuando estoy muscle knicks becoming uncomfortable
large granted

23 Afr. Am.≤ 0.050 geo: West Span. lang.≤ 0.106 leno it’d 15th hacked government knicks liquor uu hunn homee

33 Afr. Am. > 0.101 geo: SF Bay Span. lang. > 0.063 hella aha california bay o.o aj everywhere phones shift re-
gardless

36 Afr. Am.≤ 0.050 geo: DC/Philadelphia Span. lang.≤ 0.106 deh opens stuffed yaa bmore hmmmmm dyin tea cousin hella

Table 6: Conjunctive features discovered by our method with a strong sparsity-inducing prior, ordered by frequency.
We also show the words with high log-odds for each feature (postive terms) and its negation (negative terms).

In general, geography was a strong predictor, ap-
pearing in 25 of the 37 conjunctions. Features 1
and 2 (F1 and F2) are purely geographical, captur-
ing the northeastern United States and the New York
City area. The geographical area of F2 is completely
contained by F1; the associated terms are thus very
similar, but by having both features, the model can
distinguish terms which are used in northeastern ar-
eas outside New York City, as well as terms which
are especially likely in New York.5

Several features conjoin geography with demo-
graphic attributes. For example, F9 further refines
the New York City area by focusing on communities
that have relatively low numbers of Spanish speak-
ers; F17 emphasizes New York neighborhoods that
have very high numbers of African Americans and
few speakers of languages other than English and
Spanish. The regression model can use these fea-
tures in combination to make fine-grained distinc-
tions about the differences between such neighbor-
hoods. Outside New York, we see that F4 combines
a broad geographic area with attributes that select at
least moderate levels of minorities and fewer renters
(a proxy for areas that are less urban), while F15
identifies West Coast communities with large num-

5Mangoville and M2 are clubs in New York; fasho and coo
were previously found to be strongly associated with the West
Coast (Eisenstein et al., 2010).

bers of speakers of languages other than English and
Spanish.

Race and ethnicity appear in 28 of the 37 con-
junctions. The attribute indicating the proportion of
African Americans appeared in 22 of these features,
strongly suggesting that African American Vernac-
ular English (Rickford, 1999) plays an important
role in social media text. Many of these features
conjoined the proportion of African Americans with
geographical features, identifying local linguistic
styles used predominantly in either African Amer-
ican or white communities. Among features which
focus on minority communities, F17 emphasizes the
New York area, F33 focuses on the San Francisco
Bay area, and F12 selects a broad area in the Mid-
west and South. Conversely, F23 selects areas with
very few African Americans and Spanish-speakers
in the western part of the United States, and F36 se-
lects for similar demographics in the area of Wash-
ington and Philadelphia.

Other features conjoined the proportion of
African Americans with the proportion of Hispan-
ics and/or Spanish speakers. In some cases, features
selected for high proportions of both African Amer-
icans and Hispanics; for example, F7 seems to iden-
tify a general “urban minority” group, emphasizing
renters, African Americans, and Spanish speakers.
Other features differentiate between African Ameri-
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cans and Hispanics: F8 identifies regions with many
Spanish speakers and Hispanics, but few African
Americans; F20 identifies regions with both Span-
ish speakers and whites, but few African Americans.
F8 and F20 tend to emphasize more Spanish words
than features which select for both African Ameri-
cans and Hispanics.

While race, geography, and language predom-
inate, the socioeconomic attributes appear in far
fewer features. The most prevalent attribute is the
proportion of renters, which appears in F4 and F7,
and in three other features not shown here. This at-
tribute may be a better indicator of the urban/rural
divide than the “% urban” attribute, which has a
very low threshold for what counts as urban (see
Table 1). It may also be a better proxy for wealth
than median income, which appears in only one of
the thirty-seven selected features. Overall, the se-
lected features tend to include attributes that are easy
to predict from text (compare with Table 2).

6 Related Work

Sociolinguistics has a long tradition of quantitative
and computational research. Logistic regression has
been used to identify relationships between demo-
graphic features and linguistic variables since the
1970s (Cedergren and Sankoff, 1974). More re-
cent developments include the use of mixed factor
models to account for idiosyncrasies of individual
speakers (Johnson, 2009), as well as clustering and
multidimensional scaling (Nerbonne, 2009) to en-
able aggregate inference across multiple linguistic
variables. However, all of these approaches assume
that both the linguistic indicators and demographic
attributes have already been identified by the re-
searcher. In contrast, our approach focuses on iden-
tifying these indicators automatically from data. We
view our approach as an exploratory complement to
more traditional analysis.

There is relatively little computational work on
identifying speaker demographics. Chang et al.
(2010) use U.S. Census statistics about the ethnic
distribution of last names as an anchor in a latent-
variable model that infers the ethnicity of Facebook
users; however, their paper analyzes social behav-
ior rather than language use. In unpublished work,
David Bamman uses geotagged Twitter text and U.S.

Census statistics to estimate the age, gender, and
racial distributions of various lexical items.6 Eisen-
stein et al. (2010) infer geographic clusters that are
coherent with respect to both location and lexical
distributions; follow-up work by O’Connor et al.
(2010) applies a similar generative model to demo-
graphic data. The model presented here differs in
two key ways: first, we use sparsity-inducing regu-
larization to perform variable selection; second, we
eschew high-dimensional mixture models in favor of
a bottom-up approach of building conjunctions of
demographic and geographic attributes. In a mix-
ture model, each component must define a distribu-
tion over all demographic variables, which may be
difficult to estimate in a high-dimensional setting.

Early examples of the use of sparsity in natu-
ral language processing include maximum entropy
classification (Kazama and Tsujii, 2003), language
modeling (Goodman, 2004), and incremental pars-
ing (Riezler and Vasserman, 2004). These papers all
apply the standard lasso, obtaining sparsity for a sin-
gle output dimension. Structured sparsity has rarely
been applied to language tasks, but Duh et al. (2010)
reformulated the problem of reranking N -best lists
as multi-task learning with structured sparsity.

7 Conclusion

This paper demonstrates how regression with struc-
tured sparsity can be applied to select words and
conjunctive demographic features that reveal soci-
olinguistic associations. The resulting models are
compact and interpretable, with little cost in accu-
racy. In the future we hope to consider richer lin-
guistic models capable of identifying multi-word ex-
pressions and syntactic variation.

Acknowledgments We received helpful feedback
from Moira Burke, Scott Kiesling, Seyoung Kim, André
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Abstract

Disambiguating concepts and entities in a con-
text sensitive way is a fundamental problem
in natural language processing. The compre-
hensiveness of Wikipedia has made the on-
line encyclopedia an increasingly popular tar-
get for disambiguation. Disambiguation to
Wikipedia is similar to a traditional Word
Sense Disambiguation task, but distinct in that
the Wikipedia link structure provides addi-
tional information about which disambigua-
tions are compatible. In this work we analyze
approaches that utilize this information to ar-
rive at coherent sets of disambiguations for a
given document (which we call “global” ap-
proaches), and compare them to more tradi-
tional (local) approaches. We show that previ-
ous approaches for global disambiguation can
be improved, but even then the local disam-
biguation provides a baseline which is very
hard to beat.

1 Introduction

Wikification is the task of identifying and link-
ing expressions in text to their referent Wikipedia
pages. Recently, Wikification has been shown to
form a valuable component for numerous natural
language processing tasks including text classifica-
tion (Gabrilovich and Markovitch, 2007b; Chang et
al., 2008), measuring semantic similarity between
texts (Gabrilovich and Markovitch, 2007a), cross-
document co-reference resolution (Finin et al., 2009;
Mayfield et al., 2009), and other tasks (Kulkarni et
al., 2009).

Previous studies on Wikification differ with re-
spect to the corpora they address and the subset
of expressions they attempt to link. For exam-
ple, some studies focus on linking only named en-
tities, whereas others attempt to link all “interest-
ing” expressions, mimicking the link structure found
in Wikipedia. Regardless, all Wikification systems
are faced with a keyDisambiguation to Wikipedia
(D2W) task. In the D2W task, we’re given a text
along with explicitly identified substrings (called
mentions) to disambiguate, and the goal is to out-
put the corresponding Wikipedia page, if any, for
each mention. For example, given the input sen-
tence “I am visiting friends in<Chicago>,” we
output http://en.wikipedia.org/wiki/Chicago– the
Wikipedia page for the city of Chicago, Illinois, and
not (for example) the page for the 2002 film of the
same name.

Local D2W approaches disambiguate each men-
tion in a document separately, utilizing clues such
as the textual similarity between the document and
each candidate disambiguation’s Wikipedia page.
Recent work on D2W has tended to focus on more
sophisticatedglobal approaches to the problem, in
which all mentions in a document are disambiguated
simultaneously to arrive at acoherentset of dis-
ambiguations (Cucerzan, 2007; Milne and Witten,
2008b; Han and Zhao, 2009). For example, if a
mention of “Michael Jordan” refers to the computer
scientist rather than the basketball player, then we
would expect a mention of “Monte Carlo” in the
same document to refer to the statistical technique
rather than the location. Global approaches utilize
the Wikipedia link graph to estimate coherence.
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m1 = Taiwan m2 = China m3 = Jiangsu Province..............

t1 = Taiwan t5 =People's Republic of China t7 = Jiangsu

..............

Document text  with mentions

t2 = Chinese Taipei t3 =Republic of China t4 = China t6 = History of China

φ(m1, t1)

φ(m1, t2)

φ(m1, t3)

ψ(t1, t7) ψ(t3, t7) ψ(t5, t7)

Figure 1: Sample Disambiguation to Wikipedia problem with three mentions. The mention “Jiangsu” is unambiguous.
The correct mapping from mentions to titles is marked by heavy edges

In this paper, we analyze global and local ap-
proaches to the D2W task. Our contributions are
as follows: (1) We present a formulation of the
D2W task as an optimization problem with local and
global variants, and identify the strengths and the
weaknesses of each, (2) Using this formulation, we
present a new global D2W system, called GLOW. In
experiments on existing and novel D2W data sets,1

GLOW is shown to outperform the previous state-
of-the-art system of (Milne and Witten, 2008b), (3)
We present an error analysis and identify the key re-
maining challenge: determining when mentions re-
fer to conceptsnot captured in Wikipedia.

2 Problem Definition and Approach

We formalize our Disambiguation to Wikipedia
(D2W) task as follows. We are given a document
d with a set of mentionsM = {m1, . . . ,mN},
and our goal is to produce a mapping from the set
of mentions to the set of Wikipedia titlesW =
{t1, . . . , t|W |}. Often, mentions correspond to a
conceptwithouta Wikipedia page; we treat this case
by adding a specialnull title to the setW .

The D2W task can be visualized as finding a
many-to-one matching on a bipartite graph, with
mentions forming one partition and Wikipedia ti-
tles the other (see Figure 1). We denote the output
matching as anN -tuple Γ = (t1, . . . , tN ) whereti
is the output disambiguation for mentionmi.

1The data sets are available for download at
http://cogcomp.cs.illinois.edu/Data

2.1 Local and Global Disambiguation

A local D2W approach disambiguates each men-
tion mi separately. Specifically, letφ(mi, tj) be a
score function reflecting the likelihood that the can-
didate titletj ∈W is the correct disambiguation for
mi ∈ M . A local approach solves the following
optimization problem:

Γ∗
local

= arg max
Γ

N∑

i=1

φ(mi, ti) (1)

Local D2W approaches, exemplified by (Bunescu
and Pasca, 2006) and (Mihalcea and Csomai, 2007),
utilize φ functions that assign higher scores to titles
with content similar to that of the input document.

We expect, all else being equal, that the correct
disambiguations will form a “coherent” set of re-
lated concepts. Global approaches define a coher-
ence functionψ, and attempt to solve the following
disambiguation problem:

Γ∗ = arg max
Γ

[

N∑

i=1

φ(mi, ti) + ψ(Γ)] (2)

The global optimization problem in Eq. 2 is NP-
hard, and approximations are required (Cucerzan,
2007). The common approach is to utilize the
Wikipedia link graph to obtain an estimate pairwise
relatedness between titlesψ(ti, tj) and to efficiently
generate adisambiguation contextΓ′, a rough ap-
proximation to the optimalΓ∗. We then solve the
easier problem:

Γ∗ ≈ arg max
Γ

N∑

i=1

[φ(mi, ti) +
∑

tj∈Γ′

ψ(ti, tj)] (3)
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Eq. 3 can be solved by finding eachti and then map-
ping mi independently as in a local approach, but
still enforces some degree of coherence among the
disambiguations.

3 Related Work

Wikipedia was first explored as an information
source for named entity disambiguation and in-
formation retrieval by Bunescu and Pasca (2006).
There, disambiguation is performed using an SVM
kernel that compares the lexical context around the
ambiguous named entity to the content of the can-
didate disambiguation’s Wikipedia page. However,
since each ambiguous mention required a separate
SVM model, the experiment was on a very limited
scale. Mihalcea and Csomai applied Word Sense
Disambiguation methods to the Disambiguation to
Wikipedia task (2007). They experimented with
two methods: (a) the lexical overlap between the
Wikipedia page of the candidate disambiguations
and the context of the ambiguous mention, and (b)
training a Naive Bayes classiffier for each ambigu-
ous mention, using the hyperlink information found
in Wikipedia as ground truth. Both (Bunescu and
Pasca, 2006) and (Mihalcea and Csomai, 2007) fall
into the local framework.

Subsequent work on Wikification has stressed that
assigned disambiguations for the same document
should be related, introducing the global approach
(Cucerzan, 2007; Milne and Witten, 2008b; Han and
Zhao, 2009; Ferragina and Scaiella, 2010). The two
critical components of a global approach are the se-
mantic relatedness functionψ between two titles,
and the disambiguation contextΓ′. In (Milne and
Witten, 2008b), the semantic context is defined to
be a set of “unambiguous surface forms” in the text,
and the title relatednessψ is computed as Normal-
ized Google Distance (NGD) (Cilibrasi and Vitanyi,
2007).2 On the other hand, in (Cucerzan, 2007) the
disambiguation context is taken to be all plausible
disambiguations of the named entities in the text,
and title relatedness is based on the overlap in cat-
egories and incoming links. Both approaches have
limitations. The first approach relies on the pres-

2(Milne and Witten, 2008b) also weight each mention inΓ′

by its estimated disambiguation utility, which can be modeled
by augmentingψ on per-problem basis.

ence of unambiguous mentions in the input docu-
ment, and the second approach inevitably adds ir-
relevant titles to the disambiguation context. As we
demonstrate in our experiments, by utilizing a more
accurate disambiguation context, GLOW is able to
achieve better performance.

4 System Architecture

In this section, we present our global D2W system,
which solves the optimization problem in Eq. 3. We
refer to the system as GLOW, for Global Wikifica-
tion. We use GLOW as a test bed for evaluating local
and global approaches for D2W. GLOW combines
a powerful local modelφ with an novel method
for choosing an accurate disambiguation contextΓ′,
which as we show in our experiments allows it to
outperform the previous state of the art.

We represent the functionsφ andψ as weighted
sums of features. Specifically, we set:

φ(m, t) =
∑

i

wiφi(m, t) (4)

where each featureφi(m, t) captures some aspect
of the relatedness between the mentionm and the
Wikipedia title t. Feature functionsψi(t, t

′) are de-
fined analogously. We detail the specific feature
functions utilized in GLOW in following sections.
The coefficientswi are learned using a Support Vec-
tor Machine over bootstrapped training data from
Wikipedia, as described in Section 4.5.

At a high level, the GLOW system optimizes the
objective function in Eq. 3 in a two-stage process.
We first execute aranker to obtain the best non-null
disambiguation for each mention in the document,
and then execute alinker that decides whether the
mention should be linked to Wikipedia, or whether
instead switching the top-ranked disambiguation to
null improves the objective function. As our exper-
iments illustrate, the linking task is the more chal-
lenging of the two by a significant margin.

Figure 2 provides detailed pseudocode for GLOW.
Given a documentd and a set of mentionsM , we
start by augmenting the set of mentions with all
phrases in the document thatcould be linked to
Wikipedia, but were not included inM . Introducing
these additional mentions provides context that may
be informative for the global coherence computation
(it has no effect on local approaches). In the second
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Algorithm: Disambiguate to Wikipedia
Input: documentd, MentionsM = {m1, . . . ,mN}
Output: a disambiguationΓ = (t1, . . . , tN ).
1) LetM ′ = M∪ { Other potential mentions ind}
2) For each mentionm′

i ∈ M ′, construct a set of disam-
biguation candidatesTi = {ti1, . . . , t

i
ki
}, tij 6= null

3) Ranker: Find a solutionΓ = (t′1, . . . , t
′
|M′|), where

t′i ∈ Ti is the best non-null disambiguation ofm′
i.

4) Linker : For eachm′
i, mapt′i to null in Γ iff doing so

improves the objective function
5) ReturnΓ entries for the original mentionsM .

Figure 2: High-level pseudocode for GLOW.

step, we construct for each mentionmi a limited set
of candidate Wikipedia titlesTi thatmi may refer to.
Considering only a small subset of Wikipedia titles
as potential disambiguations is crucial for tractabil-
ity (we detail which titles are selected below). In the
third step, the ranker outputs the most appropriate
non-null disambiguationti for each mentionmi.

In the final step, the linker decides whether the
top-ranked disambiguation is correct. The disam-
biguation(mi, ti) may be incorrect for several rea-
sons: (1) mentionmi does not have a corresponding
Wikipedia page, (2)mi does have a corresponding
Wikipedia page, but it was not included inTi, or
(3) the ranker erroneously chose an incorrect disam-
biguation over the correct one.

In the below sections, we describe each step of the
GLOW algorithm, and the local and global features
utilized, in detail. Because we desire a system that
can process documents at scale, each step requires
trade-offs between accuracy and efficiency.

4.1 Disambiguation Candidates Generation

The first step in GLOW is to extract all mentions that
can refer to Wikipedia titles, and to construct a set
of disambiguation candidates for each mention. Fol-
lowing previous work, we use Wikipedia hyperlinks
to perform these steps. GLOW utilizes ananchor-
title index, computed by crawling Wikipedia, that
maps each distinct hyperlink anchor text to its tar-
get Wikipedia titles. For example, the anchor text
“Chicago” is used in Wikipedia to refer both to the
city in Illinois and to the movie. Anchor texts in the
index that appear in documentd are used to supple-
ment the mention setM in Step 1 of the GLOW algo-
rithm in Figure 2. Because checkingall substrings

Baseline Feature:P (t|m), P (t)

Local Features:φi(t,m)
cosine-sim(Text(t),Text(m)) : Naive/Reweighted
cosine-sim(Text(t),Context(m)): Naive/Reweighted
cosine-sim(Context(t),Text(m)): Naive/Reweighted
cosine-sim(Context(t),Context(m)): Naive/Reweighted
Global Features:ψi(ti, tj)
I[ti−tj ]∗PMI(InLinks(ti),InLinks(tj)) : avg/max
I[ti−tj ]∗NGD(InLinks(ti),InLinks(tj)) : avg/max
I[ti−tj ]∗PMI(OutLinks(ti),OutLinks(tj)) : avg/max
I[ti−tj ]∗NGD(OutLinks(ti),OutLinks(tj)) : avg/max
I[ti↔tj ] : avg/max
I[ti↔tj ]∗PMI(InLinks(ti),InLinks(tj)) : avg/max
I[ti↔tj ]∗NGD(InLinks(ti),InLinks(tj)) : avg/max
I[ti↔tj ]∗PMI(OutLinks(ti),OutLinks(tj)) : avg/max
I[ti↔tj ]∗NGD(OutLinks(ti),OutLinks(tj)) : avg/max

Table 1: Ranker features.I[ti−tj ] is an indicator variable
which is 1 iff ti links to tj or vise-versa.I[ti↔tj ] is 1 iff
the titles point to each other.

in the input text against the index is computation-
ally inefficient, we instead prune the search space
by applying a publicly available shallow parser and
named entity recognition system.3 We consider only
the expressions marked as named entities by the
NER tagger, the noun-phrase chunks extracted by
the shallow parser, and all sub-expressions of up to
5 tokens of the noun-phrase chunks.

To retrieve the disambiguation candidatesTi for
a given mentionmi in Step 2 of the algorithm, we
query the anchor-title index.Ti is taken to be the
set of titles most frequently linked to with anchor
textmi in Wikipedia. For computational efficiency,
we utilize only the top 20 most frequent target pages
for the anchor text; the accuracy impact of this opti-
mization is analyzed in Section 6.

From the anchor-title index, we compute two lo-
cal featuresφi(m, t). The first,P (t|m), is the frac-
tion of times the titlet is the target page for an an-
chor textm. This single feature is a very reliable
indicator of the correct disambiguation (Fader et al.,
2009), and we use it as a baseline in our experiments.
The second,P (t), gives the fraction of all Wikipedia
articles that link tot.

4.2 Local Featuresφ

In addition to the two baseline features mentioned in
the previous section, we compute a set of text-based

3Available at http://cogcomp.cs.illinois.edu/page/software.
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local featuresφ(t,m). These features capture the in-
tuition that a given Wikipedia titlet is more likely to
be referred to by mentionm appearing in document
d if the Wikipedia page fort has high textual simi-
larity to d, or if the context surrounding hyperlinks
to t are similar tom’s context ind.

For each Wikipedia titlet, we construct a top-
200 token TF-IDF summary of the Wikipedia page
t, which we denote asText(t) and a top-200 to-
ken TF-IDF summary of the context within which
t was hyperlinked to in Wikipedia, which we denote
asContext(t). We keep the IDF vector for all to-
kens in Wikipedia, and given an input mentionm in
a documentd, we extract the TF-IDF representation
of d, which we denoteText(d), and a TF-IDF rep-
resentation of a 100-token window aroundm, which
we denoteContext(m). This allows us to define
four local features described in Table 1.

We additionally computeweightedversions of
the features described above. Error analysis has
shown that in many cases the summaries of the dif-
ferent disambiguation candidates for the same sur-
face forms were very similar. For example, con-
sider the disambiguation candidates of “China’ and
their TF-IDF summaries in Figure 1. The major-
ity of the terms selected inall summaries refer to
the general issues related to China, such as“legal-
ism, reform, military, control, etc.”, while a minority
of the terms actually allow disambiguation between
the candidates. The problem stems from the fact
that the TF-IDF summaries are constructed against
the entire Wikipedia, and not against the confusion
set of disambiguation candidates ofm. Therefore,
we re-weighthe TF-IDF vectors using the TF-IDF
scheme on the disambiguation candidates as a ad-
hoc document collection, similarly to an approach
in (Joachims, 1997) for classifying documents. In
our scenario, the TF of the a token is the original
TF-IDF summary score (a real number), and the IDF
term is the sum of all the TF-IDF scores for the to-
ken within the set of disambiguation candidates for
m. This adds 4 more “reweighted local” features in
Table 1.

4.3 Global Featuresψ

Global approaches require a disambiguation context
Γ′ and a relatedness measureψ in Eq. 3. In this sec-
tion, we describe our method for generating a dis-

ambiguation context, and the set of global features
ψi(t, t

′) forming our relatedness measure.
In previous work, Cucerzan defined the disam-

biguation context as the union of disambiguation
candidates for all the named entity mentions in the
input document (2007). The disadvantage of this ap-
proach is that irrelevant titles are inevitably added to
the disambiguation context, creating noise. Milne
and Witten, on the other hand, use a set of un-
ambiguous mentions (2008b). This approach uti-
lizes only a fraction of the available mentions for
context, and relies on the presence of unambigu-
ous mentions with high disambiguation utility. In
GLOW, we utilize a simple and efficient alternative
approach: we first train a local disambiguation sys-
tem, and then use the predictions of that system as
the disambiguation context. The advantage of this
approach is that unlike (Milne and Witten, 2008b)
we use all the available mentions in the document,
and unlike (Cucerzan, 2007) we reduce the amount
of irrelevant titles in the disambiguation context by
taking only the top-ranked disambiguation per men-
tion.

Our global features are refinements of previously
proposed semantic relatedness measures between
Wikipedia titles. We are aware of two previous
methods for estimating the relatedness between two
Wikipedia concepts: (Strube and Ponzetto, 2006),
which uses category overlap, and (Milne and Wit-
ten, 2008a), which uses the incoming link structure.
Previous work experimented with two relatedness
measures: NGD, and Specificity-weighted Cosine
Similarity. Consistent with previous work, we found
NGD to be the better-performing of the two. Thus
we use only NGD along with a well-known Pon-
twise Mutual Information (PMI) relatedness mea-
sure. Given a Wikipedia title collectionW , titles
t1 and t2 with a set of incoming linksL1, andL2

respectively, PMI and NGD are defined as follows:

NGD(L1, L2) =
Log(Max(|L1|, |L2|))− Log(|L1 ∩ L2|)

Log(|W |)− Log(Min(|L1|, |L2|))

PMI(L1, L2) =
|L1 ∩ L2|/|W |

|L1|/|W ||L2|/|W |

The NGD and the PMI measures can also be com-
puted over the set ofoutgoinglinks, and we include
these as features as well. We also included a fea-
ture indicating whether the articles each link to one
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another. Lastly, rather than taking the sum of the re-
latedness scores as suggested by Eq. 3, we use two
features: the average and the maximum relatedness
to Γ′. We expect the average to be informative for
many documents. The intuition for also including
the maximum relatedness is that for longer docu-
ments that may cover many different subtopics, the
maximum may be more informative than the aver-
age.

We have experimented with other semantic fea-
tures, such as category overlap or cosine similar-
ity between the TF-IDF summaries of the titles, but
these did not improve performance in our experi-
ments. The complete set of global features used in
GLOW is given in Table 1.

4.4 Linker Features
Given the mentionm and the top-ranked disam-
biguationt, the linker attempts to decide whethert is
indeed the correct disambiguation ofm. The linker
includes the same features as the ranker, plus addi-
tional features we expect to be particularly relevant
to the task. We include the confidence of the ranker
in t with respect to second-best disambiguationt′,
intended to estimate whether the ranker may have
made a mistake. We also include several properties
of the mentionm: the entropy of the distribution
P (t|m), the percent of Wikipedia titles in whichm
appears hyperlinked versus the percent of timesm

appears as plain text, whetherm was detected by
NER as a named entity, and a Good-Turing estimate
of how likely m is to be out-of-Wikipedia concept
based on the counts inP (t|m).

4.5 Linker and Ranker Training

We train the coefficients for the ranker features us-
ing a linear Ranking Support Vector Machine, using
training data gathered from Wikipedia. Wikipedia
links are considered gold-standard links for the
training process. The methods for compiling the
Wikipedia training corpus are given in Section 5.

We train the linker as a separate linear Support
Vector Machine. Training data for the linker is ob-
tained by applying the ranker on the training set. The
mentions for which the top-ranked disambiguation
did not match the gold disambiguation are treated
as negative examples, while the mentions the ranker
got correct serve as positive examples.

Mentions/Distinct titles
data set Gold Identified Solvable
ACE 257/255 213/212 185/184

MSNBC 747/372 530/287 470/273
AQUAINT 727/727 601/601 588/588
Wikipedia 928/813 855/751 843/742

Table 2: Number of mentions and corresponding dis-
tinct titles by data set. Listed are (number of men-
tions)/(number of distinct titles) for each data set, for each
of three mention types.Gold mentions include all dis-
ambiguated mentions in the data set.Identifiedmentions
are gold mentions whose correct disambiguations exist in
GLOW’s author-title index.Solvablementions are identi-
fied mentions whose correct disambiguations are among
the candidates selected by GLOW (see Table 3).

5 Data sets and Evaluation Methodology

We evaluate GLOW on four data sets, of which
two are from previous work. The first data set,
from (Milne and Witten, 2008b), is a subset of the
AQUAINTcorpus of newswire text that is annotated
to mimic the hyperlink structure in Wikipedia. That
is, only the first mentions of “important” titles were
hyperlinked. Titles deemed uninteresting and re-
dundant mentions of the same title are not linked.
The second data set, from (Cucerzan, 2007), is taken
from MSNBCnews and focuses on disambiguating
named entities after running NER and co-reference
resolution systems on newsire text. In this case,
all mentions of all the detected named entities are
linked.

We also constructed two additional data sets. The
first is a subset of theACE co-reference data set,
which has the advantage that mentions and their
types are given, and the co-reference is resolved. We
asked annotators on Amazon’s Mechanical Turk to
link the first nominal mention of each co-reference
chain to Wikipedia, if possible. Finding the accu-
racy of a majority vote of these annotations to be
approximately 85%, we manually corrected the an-
notations to obtain ground truth for our experiments.
The second data set we constructed,Wiki, is a sam-
ple of paragraphs from Wikipedia pages. Mentions
in this data set correspond to existing hyperlinks in
the Wikipedia text. Because Wikipedia editors ex-
plicitly link mentions to Wikipedia pages, their an-
chor text tends to match the title of the linked-to-
page—as a result, in the overwhelming majority of
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cases, the disambiguation decision is as trivial as
string matching. In an attempt to generate more
challenging data, we extracted 10,000 random para-
graphs for which choosing the top disambiguation
according toP (t|m) results in at least a 10% ranker
error rate. 40 paragraphs of this data was utilized for
testing, while the remainder was used for training.

The data sets are summarized in Table 2. The ta-
ble shows the number of annotated mentions which
were hyperlinked tonon-null Wikipedia pages, and
the number of titles in the documents (without
counting repetitions). For example, the AQUAINT
data set contains 727 mentions,4 all of which refer
to distinct titles. The MSNBC data set contains 747
mentions mapped to non-null Wikipedia pages, but
some mentions within the same document refer to
the same titles. There are 372 titles in the data set,
when multiple instances of the same title within one
document are not counted.

To isolate the performance of the individual com-
ponents of GLOW, we use multiple distinct metrics
for evaluation. Ranker accuracy, which measures
the performance of the ranker alone, is computed
only over those mentions with a non-null gold dis-
ambiguation that appears in the candidate set. It is
equal to the fraction of these mentions for which the
ranker returns the correct disambiguation. Thus, a
perfect ranker should achieve a ranker accuracy of
1.0, irrespective of limitations of the candidate gen-
erator.Linker accuracyis defined as the fraction of
all mentions for which the linker outputs the correct
disambiguation (note that, when the title produced
by the ranker is incorrect, this penalizes linker accu-
racy). Lastly, we evaluate our whole system against
other baselines using a previously-employed “bag of
titles” (BOT) evaluation (Milne and Witten, 2008b).
In BOT, we compare the set of titles output for a doc-
ument with the gold set of titles for that document
(ignoring duplicates), and utilize standard precision,
recall, and F1 measures.

In BOT, the set of titles is collected from the men-
tions hyperlinked in the gold annotation. That is,
if the gold annotation is{ (China, People’s Repub-
lic of China), (Taiwan, Taiwan), (Jiangsu, Jiangsu)}

4The data set contains votes on how important the mentions
are. We believe that the results in (Milne and Witten, 2008b)
were reported on mentions which the majority of annotators
considered important. In contrast, we used all the mentions.

Generated data sets
Candidatesk ACE MSNBC AQUAINT Wiki
1 81.69 72.26 91.01 84.79
3 85.44 86.22 96.83 94.73
5 86.38 87.35 97.17 96.37
20 86.85 88.67 97.83 98.59

Table 3: Percent of “solvable” mentions as a function
of the number of generated disambiguation candidates.
Listed is the fraction of identified mentionsm whose
target disambiguationt is among the topk candidates
ranked in descending order ofP (t|m).

and the predicted anotation is:{ (China, People’s
Republic of China), (China, History of China), (Tai-
wan, null), (Jiangsu, Jiangsu), (republic, Govern-
ment)} , then the BOT for the gold annotation is:
{People’s Republic of China, Taiwan, Jiangsu} , and
the BOT for the predicted annotation is:{People’s
Republic of China, History of China, Jiangsu} . The
title Governmentis not included in the BOT for pre-
dicted annotation, because its associate mentionre-
public did not appear as a mention in the gold anno-
tation. Both the precision and the recall of the above
prediction is 0.66. We note that in the BOT evalua-
tion, following (Milne and Witten, 2008b) we con-
sider all the titles within a document, even if some
the titles were due to mentions we failed to identify.5

6 Experiments and Results

In this section, we evaluate and analyze GLOW’s
performance on the D2W task. We begin by eval-
uating the mention detection component (Step 1 of
the algorithm). The second column of Table 2 shows
how many of the “non-null” mentions and corre-
sponding titles we could successfully identify (e.g.
out of 747 mentions in the MSNBC data set, only
530 appeared in our anchor-title index). Missing en-
tities were primarily due to especially rare surface
forms, or sometimes due to idiosyncratic capitaliza-
tion in the corpus. Improving the number of iden-
tified mentions substantially is non-trivial; (Zhou et
al., 2010) managed to successfully identify only 59
more entities than we do in the MSNBC data set, us-
ing a much more powerful detection method based
on search engine query logs.

We generate disambiguation candidates for a

5We evaluate the mention identification stage in Section 6.
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Data sets
Features ACE MSNBC AQUAINT Wiki
P (t|m) 94.05 81.91 93.19 85.88

P (t|m)+Local
Naive 95.67 84.04 94.38 92.76
Reweighted 96.21 85.10 95.57 93.59
All above 95.67 84.68 95.40 93.59

P (t|m)+Global
NER 96.21 84.04 94.04 89.56
Unambiguous 94.59 84.46 95.40 89.67
Predictions 96.75 88.51 95.91 89.79

P (t|m)+Local+Global
All features 97.83 87.02 94.38 94.18

Table 4: Ranker Accuracy. Bold values indicate the
best performance in each feature group. The global ap-
proaches marginally outperform the local approaches on
ranker accuracy, while combing the approaches leads to
further marginal performance improvement.

mentionm using an anchor-title index, choosing
the 20 titles with maximalP (t|m). Table 3 eval-
uates the accuracy of this generation policy. We
report the percent of mentions for which the cor-
rect disambiguation is generated in the topk can-
didates (called “solvable” mentions). We see that
the baseline prediction of choosing the disambigua-
tion t which maximizesP (t|m) is very strong (80%
of the correct mentions have maximalP (t|m) in all
data sets except MSNBC). The fraction of solvable
mentions increases until about five candidates per
mention are generated, after which the increase is
rather slow. Thus, we believe choosing a limit of 20
candidates per mention offers an attractive trade-off
of accuracy and efficiency. The last column of Ta-
ble 2 reports the number of solvable mentions and
the corresponding number of titles with a cutoff of
20 disambiguation candidates, which we use in our
experiments.

Next, we evaluate the accuracy of the ranker. Ta-
ble 4 compares the ranker performance with base-
line, local and global features. The reweighted lo-
cal features outperform the unweighted (“Naive”)
version, and the global approach outperforms the
local approach on all data sets except Wikipedia.
As the table shows, our approach of defining the
disambiguation context to be the predicted dis-
ambiguations of a simpler local model (“Predic-
tions”) performs better than using NER entities as
in (Cucerzan, 2007), or only the unambiguous enti-

Data set Local Global Local+Global
ACE 80.1 → 82.8 80.6 → 80.6 81.5 → 85.1
MSNBC 74.9 → 76.0 77.9 → 77.9 76.5 → 76.9
AQUAINT 93.5 → 91.5 93.8 → 92.1 92.3 → 91.3
Wiki 92.2 → 92.0 88.5 → 87.2 92.8 → 92.6

Table 5: Linker performance. The notationX → Y

means that when linking all mentions, the linking accu-
racy isX , while when applying the trained linker, the
performance isY . The local approaches are better suited
for linking than the global approaches. The linking accu-
racy is very sensitive to domain changes.

System ACE MSNBC AQUAINT Wiki
Baseline:P (t|m) 69.52 72.83 82.67 81.77
GLOW Local 75.60 74.39 84.52 90.20
GLOW Global 74.73 74.58 84.37 86.62
GLOW 77.25 74.88 83.94 90.54
M&W 72.76 68.49 83.61 80.32

Table 6: End systems performance - BOT F1. The per-
formance of the full system (GLOW) is similar to that of
the local version. GLOW outperforms (Milne and Witten,
2008b) on all data sets.

ties as in (Milne and Witten, 2008b).6 Combining
the local and the global approaches typically results
in minor improvements.

While the global approaches are most effective for
ranking, the linking problem has different charac-
teristics as shown in Table 5. We can see that the
global features are not helpful in general for predict-
ing whether the top-ranked disambiguation is indeed
the correct one.

Further, although the trained linker improves ac-
curacy in some cases, the gains are marginal—and
the linker decreases performance on some data sets.
One explanation for the decrease is that the linker
is trained on Wikipedia, but is being tested on non-
Wikipedia text which has different characteristics.
However, in separate experiments we found that
training a linker on out-of-Wikipedia text only in-
creased test set performance by approximately 3
percentage points. Clearly, while ranking accuracy
is high overall, different strategies are needed to
achieve consistently high linking performance.

A few examples from the ACE data set help il-

6In NER we used only the top prediction, because using all
candidates as in (Cucerzan, 2007) proved prohibitively ineffi-
cient.
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lustrate the tradeoffs between local and global fea-
tures in GLOW. The global system mistakenly links
“<Dorothy Byrne>, a state coordinator for the
Florida Green Party, said . . . ”to the British jour-
nalist, because the journalist sense has high coher-
ence with other mentions in the newswire text. How-
ever, the local approach correctly maps the men-
tion to null because of a lack of local contextual
clues. On the other hand, in the sentence“In-
stead of Los Angeles International, for example,
consider flying into<Burbank> or John Wayne Air-
port in Orange County, Calif.”, the local ranker
links the mentionBurbankto Burbank,California,
while the global system correctly maps the entity to
Bob Hope Airport, because the three airports men-
tioned in the sentence are highly related to one an-
other.

Lastly, in Table 6 we compare the end system
BOT F1 performance. The local approach proves
a very competitive baseline which is hard to beat.
Combining the global and the local approach leads
to marginal improvements. The full GLOW sys-
tem outperforms the existing state-of-the-art system
from (Milne and Witten, 2008b), denoted as M&W,
on all data sets. We also compared our system with
the recent TAGME Wikification system (Ferragina
and Scaiella, 2010). However, TAGME is designed
for a different setting than ours: extremely short
texts, like Twitter posts. The TAGME RESTful API
was unable to process some of our documents at
once. We attempted to input test documents one sen-
tence at a time, disambiguating each sentence inde-
pendently, which resulted in poor performance (0.07
points in F1 lower than theP (t|m) baseline). This
happened mainly because the same mentions were
linked to different titles in different sentences, lead-
ing to low precision.

An important question is why M&W underper-
forms the baseline on the MSNBC and Wikipedia
data sets. In an error analysis, M&W performed
poorly on the MSNBC data not due to poor disam-
biguations, but instead because the data set contains
only named entities, which were often delimited in-
correctly by M&W. Wikipedia was challenging for
a different reason: M&W performs less well on the
short (one paragraph) texts in that set, because they
contain relatively few of the unambiguous entities
the system relies on for disambiguation.

7 Conclusions

We have formalized theDisambiguation to
Wikipedia (D2W) task as an optimization problem
with local and global variants, and analyzed the
strengths and weaknesses of each. Our experiments
revealed that previous approaches for global disam-
biguation can be improved, but even then the local
disambiguation provides a baseline which is very
hard to beat.

As our error analysis illustrates, the primary re-
maining challenge is determining when a mention
does not have a corresponding Wikipedia page.
Wikipedia’s hyperlinks offer a wealth of disam-
biguated mentions that can be leveraged to train
a D2W system. However, when compared with
mentions from general text, Wikipedia mentions
are disproportionately likely to have corresponding
Wikipedia pages. Our initial experiments suggest
that accounting for this bias requires more than sim-
ply training a D2W system on a moderate num-
ber of examples from non-Wikipedia text. Apply-
ing distinct semi-supervised and active learning ap-
proaches to the task is a primary area of future work.
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Abstract

The large combined search space of joint word
segmentation and Part-of-Speech (POS) tag-
ging makes efficient decoding very hard. As a
result, effective high order features represent-
ing rich contexts are inconvenient to use. In
this work, we propose a novel stacked sub-
word model for this task, concerning both ef-
ficiency and effectiveness. Our solution is
a two step process. First, one word-based
segmenter, one character-based segmenter and
one local character classifier are trained to pro-
duce coarse segmentation and POS informa-
tion. Second, the outputs of the three pre-
dictors are merged into sub-word sequences,
which are further bracketed and labeled with
POS tags by a fine-grained sub-word tag-
ger. The coarse-to-fine search scheme is effi-
cient, while in the sub-word tagging step rich
contextual features can be approximately de-
rived. Evaluation on the Penn Chinese Tree-
bank shows that our model yields improve-
ments over the best system reported in the lit-
erature.

1 Introduction

Word segmentation and part-of-speech (POS) tag-
ging are necessary initial steps for more advanced
Chinese language processing tasks, such as pars-
ing and semantic role labeling. Joint approaches
that resolve the two tasks simultaneously have re-
ceived much attention in recent research. Previous
work has shown that joint solutions led to accu-
racy improvements over pipelined systems by avoid-
ing segmentation error propagation and exploiting
POS information to help segmentation. A challenge
for joint approaches is the large combined search

space, which makes efficient decoding and struc-
tured learning of parameters very hard. Moreover,
the representation ability of models is limited since
using rich contextual word features makes the search
intractable. To overcome such efficiency and effec-
tiveness limitations, the approximate inference and
reranking techniques have been explored in previous
work (Zhang and Clark, 2010; Jiang et al., 2008b).

In this paper, we present an effective and effi-
cient solution for joint Chinese word segmentation
and POS tagging. Our work is motivated by several
characteristics of this problem. First of all, a major-
ity of words are easy to identify in the segmentation
problem. For example, a simple maximum match-
ing segmenter can achieve an f-score of about 90.
We will show that it is possible to improve the ef-
ficiency and accuracy by using different strategies
for different words. Second, segmenters designed
with different views have complementary strength.
We argue that the agreements and disagreements of
different solvers can be used to construct an inter-
mediate sub-word structure for joint segmentation
and tagging. Since the sub-words are large enough
in practice, the decoding for POS tagging over sub-
words is efficient. Finally, the Chinese language is
characterized by the lack of morphology that often
provides important clues for POS tagging, and the
POS tags contain much syntactic information, which
need context information within a large window for
disambiguation. For example, Huang et al. (2007)
showed the effectiveness of utilizing syntactic infor-
mation to rerank POS tagging results. As a result,
the capability to represent rich contextual features
is crucial to a POS tagger. In this work, we use
a representation-efficiency tradeoff through stacked
learning, a way of approximating rich non-local fea-
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tures.
This paper describes a novel stacked sub-word

model. Given multiple word segmentations of one
sentence, we formally define a sub-word structure
that maximizes the agreement of non-word-break
positions. Based on the sub-word structure, joint
word segmentation and POS tagging is addressed as
a two step process. In the first step, one word-based
segmenter, one character-based segmenter and one
local character classifier are used to produce coarse
segmentation and POS information. The results of
the three predictors are then merged into sub-word
sequences, which are further bracketed and labeled
with POS tags by a fine-grained sub-word tagger. If
a string is consistently segmented as a word by the
three segmenters, it will be a correct word prediction
with a very high probability. In the sub-word tag-
ging phase, the fine-grained tagger mainly considers
its POS tag prediction problem. For the words that
are not consistently predicted, the fine-grained tag-
ger will also consider their bracketing problem. The
coarse-to-fine scheme significantly improves the ef-
ficiency of decoding. Furthermore, in the sub-word
tagging step, word features in a large window can be
approximately derived from the coarse segmentation
and tagging results. To train a good sub-word tagger,
we use the stacked learning technique, which can ef-
fectively correct the training/test mismatch problem.

We conduct our experiments on the Penn Chinese
Treebank and compare our system with the state-
of-the-art systems. We present encouraging results.
Our system achieves an f-score of 98.17 for the word
segmentation task and an f-score of 94.02 for the
whole task, resulting in relative error reductions of
14.1% and 5.5% respectively over the best system
reported in the literature.

The remaining part of the paper is organized as
follows. Section 2 gives a brief introduction to the
problem and reviews the relevant previous research.
Section 3 describes the details of our method. Sec-
tion 4 presents experimental results and empirical
analyses. Section 5 concludes the paper.

2 Background

2.1 Problem Definition

Given a sequence of characters c = (c1, ..., c#c),
the task of word segmentation and POS tagging is

to predict a sequence of word and POS tag pairs
y = (〈w1, p1〉, 〈w#y, p#y〉), where wi is a word, pi

is its POS tag, and a “#” symbol denotes the number
of elements in each variable. In order to avoid error
propagation and make use of POS information for
word segmentation, the two tasks should resolved
jointly. Previous research has shown that the inte-
grated methods outperformed pipelined systems (Ng
and Low, 2004; Jiang et al., 2008a; Zhang and Clark,
2008).

2.2 Character-Based and Word-Based
Methods

Two kinds of approaches are popular for joint word
segmentation and POS tagging. The first is the
“character-based” approach, where basic process-
ing units are characters which compose words. In
this kind of approach, the task is formulated as
the classification of characters into POS tags with
boundary information. Both the IOB2 representa-
tion (Ramshaw and Marcus, 1995) and the Start/End
representation (Kudo and Matsumoto, 2001) are
popular. For example, the label B-NN indicates that
a character is located at the begging of a noun. Using
this method, POS information is allowed to inter-
act with segmentation. Note that word segmentation
can also be formulated as a sequential classification
problem to predict whether a character is located at
the beginning of, inside or at the end of a word. This
character-by-character method for segmentation was
first proposed in (Xue, 2003), and was then further
used in POS tagging in (Ng and Low, 2004). One
main disadvantage of this model is the difficulty in
incorporating the whole word information.

The second kind of solution is the “word-based”
method, where the basic predicting units are words
themselves. This kind of solver sequentially decides
whether the local sequence of characters makes up
a word as well as its possible POS tag. In partic-
ular, a word-based solver reads the input sentence
from left to right, predicts whether the current piece
of continuous characters is a word token and which
class it belongs to. Solvers may use previously pre-
dicted words and their POS information as clues to
find a new word. After one word is found and classi-
fied, solvers move on and search for the next possi-
ble word. This word-by-word method for segmenta-
tion was first proposed in (Zhang and Clark, 2007),
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and was then further used in POS tagging in (Zhang
and Clark, 2008).

In our previous work(Sun, 2010), we presented
a theoretical and empirical comparative analysis of
character-based and word-based methods for Chi-
nese word segmentation. We showed that the two
methods produced different distributions of segmen-
tation errors in a way that could be explained by
theoretical properties of the two models. A system
combination method that leverages the complemen-
tary strength of word-based and character-based seg-
mentation models was also successfully explored in
their work. Different from our previous focus, the
diversity of different models designed with different
views is utilized to construct sub-word structures in
this work. We will discuss the details in the next
section.

2.3 Stacked Learning
Stacked generalization is a meta-learning algorithm
that was first proposed in (Wolpert, 1992) and
(Breiman, 1996). The idea is to include two “levels”
of predictors. The first level includes one or more
predictors g1, ...gK : Rd → R; each receives input
x ∈ Rd and outputs a prediction gk(x). The second
level consists of a single function h : Rd+K → R
that takes as input 〈x, g1(x), ..., gK(x)〉 and outputs
a final prediction ŷ = h(x, g1(x), ..., gK(x)).

Training is done as follows. The training data S =
{(xt,yt) : t ∈ [1, T ]} is split into L equal-sized dis-
joint subsets S1, ..., SL. Then functions g1, ...,gL

(where gl = 〈gl
1, ..., g

l
K〉) are seperately trained on

S − Sl, and are used to construct the augmented
dataset Ŝ = {(〈xt, ŷ1

t , ..., ŷ
K
t 〉,yt) : ŷk

t = gl
k(xt)

and xt ∈ Sl}. Finally, each gk is trained on the origi-
nal dataset and the second level predictor h is trained
on Ŝ. The intent of the cross-validation scheme is
that yk

t is similar to the prediction produced by a
predictor which is learned on a sample that does not
include xt.

Stacked learning has been applied as a system en-
semble method in several NLP tasks, such as named
entity recognition (Wu et al., 2003) and dependency
parsing (Nivre and McDonald, 2008). This frame-
work is also explored as a solution for learning non-
local features in (Torres Martins et al., 2008). In
the machine learning research, stacked learning has
been applied to structured prediction (Cohen and

Carvalho, 2005). In this work, stacked learning is
used to acquire extended training data for sub-word
tagging.

3 Method

3.1 Architecture

In our stacked sub-word model, joint word segmen-
tation and POS tagging is decomposed into two
steps: (1) coarse-grained word segmentation and
tagging, and (2) fine-grained sub-word tagging. The
workflow is shown in Figure 1. In the first phase, one
word-based segmenter (SegW) and one character-
based segmenter (SegC) are trained to produce word
boundaries. Additionally, a local character-based
joint segmentation and tagging solver (SegTagL) is
used to provide word boundaries as well as inaccu-
rate POS information. Here, the word local means
the labels of nearby characters are not used as fea-
tures. In other words, the local character classi-
fier assumes that the tags of characters are indepen-
dent of each other. In the second phase, our system
first combines the three segmentation and tagging
results to get sub-words which maximize the agree-
ment about word boundaries. Finally, a fine-grained
sub-word tagger (SubTag) is applied to bracket sub-
words into words and also to obtain their POS tags.

Raw sentences

Character-based
segmenter SegC

Local character
classifier
SegTagL

Word-based
Segmenter SegW

Segmented
sentences

Segmented
sentences

Segmented
sentences

Merging

Sub-word
sequences

Sub-word tag-
ger SubTag

Figure 1: Workflow of the stacked sub-word model.

In our model, segmentation and POS tagging in-
teract with each other in two processes. First, al-
though SegTagL is locally trained, it resolves the
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two sub-tasks simultaneously. Therefore, in the sub-
word generating stage, segmentation and POS tag-
ging help each other. Second, in the sub-word tag-
ging stage, the bracketing and the classification of
sub-words are jointly resolved as one sequence la-
beling problem.

Our experiments on the Penn Chinese Treebank
will show that the word-based and character-based
segmenters and the local tagger on their own pro-
duce high quality word boundaries. As a result, the
oracle performance to recover words from a sub-
word sequence is very high. The quality of the fi-
nal tagger relies on the quality of the sub-word tag-
ger. If a high performance sub-word tagger can be
constructed, the whole task can be well resolved.
The statistics will also empirically show that sub-
words are significantly larger than characters and
only slightly smaller than words. As a result, the
search space of the sub-word tagging is significantly
shrunken, and exact Viterbi decoding without ap-
proximately pruning can be efficiently processed.
This property makes nearly all popular sequence la-
beling algorithms applicable.

Zhang et al. (2006) described a sub-word based
tagging model to resolve word segmentation. To
get the pieces which are larger than characters but
smaller than words, they combine a character-based
segmenter and a dictionary matching segmenter.
Our contributions include (1) providing a formal
definition of our sub-word structure that is based on
multiple segmentations and (2) proposing a stacking
method to acquire sub-words.

3.2 The Coarse-grained Solvers

We systematically described the implementation of
two state-of-the-art Chinese word segmenters in
word-based and character-based architectures, re-
spectively (Sun, 2010). Our word-based segmenter
is based on a discriminative joint model with a
first order semi-Markov structure, and the other seg-
menter is based on a first order Markov model. Ex-
act Viterbi-style search algorithms are used for de-
coding. Limited to the document length, we do not
give the description of the features. We refer readers
to read the above paper for details. For parameter
estimation, our work adopt the Passive-Aggressive
(PA) framework (Crammer et al., 2006), a family
of margin based online learning algorithms. In this

work, we introduce two simple but important refine-
ments: (1) to shuffle the sample orders in each itera-
tion and (2) to average the parameters in each itera-
tion as the final parameters.

Idiom In linguistics, idioms are usually presumed
to be figures of speech contradicting the principle
of compositionality. As a result, it is very hard to
recognize out-of-vocabulary idioms for word seg-
mentation. However, the lexicon of idioms can be
taken as a close set, which helps resolve the problem
well. We collect 12992 idioms1 from several on-
line Chinese dictionaries. For both word-based and
character-based segmentation, we first match every
string of a given sentence with idioms. Every sen-
tence is then splitted into smaller pieces which are
seperated by idioms. Statistical segmentation mod-
els are then performed on these smaller character se-
quences.

We use a local classifier to predict the POS
tag with positional information for each character.
Each character can be assigned one of two possi-
ble boundary tags: “B” for a character that begins a
word and “I” for a character that occurs in the mid-
dle of a word. We denote a candidate character to-
ken ci with a fixed window ci−2ci−1cici+1ci+2. The
following features are used:

• character uni-grams: ck (i− 2 ≤ k ≤ i + 2)

• character bi-grams: ckck+1 (i− 2 ≤ k ≤ i+1)

To resolve the classification problem, we use the lin-
ear SVM classifier LIBLINEAR2.

3.3 Merging Multiple Segmentation Results
into Sub-Word Sequences

A majority of words are easy to identify in the seg-
mentation problem. We favor the idea treating dif-
ferent words using different strategies. In this work
we try to identify simple and difficult words first and
to integrate them into a sub-word level. Inspired by
previous work, we constructed this sub-word struc-
ture by using multiple solvers designed from differ-
ent views. If a piece of continuous characters is con-
sistently segmented by multiple segmenters, it will

1This resource is publicly available at http://www.
coli.uni-saarland.de/˜wsun/idioms.txt.

2Available at http://www.csie.ntu.edu.tw/

˜cjlin/liblinear/.
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以 总 成 绩 ３ ５ ５ ． ３ ５ 分 居 领 先 地 位

Answer: [P] [JJ] [ NN ] [ CD ] [M] [VV] [ JJ ] [ NN ]
SegW: [] [] [ ] [ ] [ ] [ ] [ ] [ ]
SegC: [] [] [ ] [ ] [] [ ] [ ]
SegTagL: [P] [JJ] [ NN ] [ CD ] [NT] [CD] [NT] [VV] [ VV ] [ NN ]
Sub-words: [P] [JJ] [ NN ] [ B-CD ] [I-CD] [NT] [CD] [NT] [VV] [ VV ] [ NN ]

Figure 2: An example phrase: 以总成绩３５５．３５分居领先地位 (Being in front with a total score of 355.35
points).

not be separated in the sub-word tagging step. The
intuition is that strings which are consistently seg-
mented by the different segmenters tend to be cor-
rect predictions. In our experiment on the Penn Chi-
nese Treebank (Xue et al., 2005), the accuracy is
98.59% on the development data which is defined
in the next section. The key point for the interme-
diate sub-word structures is to maximize the agree-
ment of the three coarse-grained systems. In other
words, the goal is to make merged sub-words as
large as possible but not overlap with any predicted
word produced by the three coarse-grained solvers.
In particular, if the position between two continu-
ous characters is predicted as a word boundary by
any segmenter, this position is taken as a separation
position of the sub-word sequence. This strategy
makes sure that it is still possible to re-segment the
strings of which the boundaries are disagreed with
by the coarse-grained segmenters in the fine-grained
tagging stage.

The formal definition is as follows. Given a se-
quence of characters c = (c1, ..., c#c), let c[i : j]
denote a string that is made up of characters between
ci and cj (including ci and cj), then a partition of
the sentence can be written as c[0 : e1], c[e1 + 1 :
e2], ..., c[em : #c]. Let sk = {c[i : j]} denote the
set of all segments of a partition. Given multiple
partitions of a character sequence S = {sk}, there
is one and only one merged partition sS = {c[i : j]}
s.t.

1. ∀c[i : j] ∈ sS ,∀sk ∈ S, ∃c[s : e] ∈ sk, s ≤
i ≤ j ≤ e.

2. ∀C′ satisfies the above condition, |C′| > |C|.

The first condition makes sure that all segments in
the merged partition can be only embedded in but do
not overlap with any segment of any partition from

S. The second condition promises that segments of
the merged partition achieve maximum length.

Figure 2 is an example to illustrate the proce-
dure of our method. The lines SegW, SegC and
SegTagL are the predictions of the three coarse-
grained solvers. For the three words at the begin-
ning and the two words at the end, the three predic-
tors agree with each other. And these five words are
kept as sub-words. For the character sequence “３
５５．３５分居”, the predictions are very differ-
ent. Because there are no word break predictions
among the first three characters “３５５”, it is as
a whole taken as one sub-word. For the other five
characters, either the left position or the right po-
sition is segmented as a word break by some pre-
dictor, so the merging processor seperates them and
takes each one as a single sub-word. The last line
shows the merged sub-word sequence. The coarse-
grained POS tags with positional information are de-
rived from the labels provided by SegTagL.

3.4 The Fine-grained Sub-Word Tagger

Bracketing sub-words into words is formulated as
a IOB-style sequential classification problem. Each
sub-word may be assigned with one POS tag as well
as two possible boundary tags: “B” for the begin-
ning position and “I” for the middle position. A
tagger is trained to classify sub-word by using the
features derived from its contexts.

The sub-word level allows our system to utilize
features in a large context, which is very important
for POS tagging of the morphologically poor lan-
guage. Features are formed making use of sub-word
contents, their IOB-style inaccurate POS tags. In
the following description, “C” refers to the content
of the sub-word, while “T” refers to the IOB-style
POS tags. For convenience, we denote a sub-word
with its context ...si−2si−1sisi+1si+2..., where si is
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C(si−1)=“成绩”; T(si−1)=“NN”
C(si)=“３５５”; T(si)=“B-CD”
C(si+1)=“．”; T(si+1)=“I-CD”
C(si−1)C(si)=“成绩 ３５５”
T(si−1)T(si)=“NN B-CD”
C(si)C(si+1)=“３５５ ．”
T(si)T(si+1)=“B-CD I-CD”
C(si−1)C(si+1)=“成绩 ．”
T(si−1)T(si+1)=“B-NN I-CD”
Prefix(1)=“３”; Prefix(2)=“３５”; Prefix(3)=“３５５”
Suffix(1)=“５”; Suffix(2)=“５５”; Suffix(3)=“３５５”

Table 1: An example of features used in the sub-word
tagging.

the current token. We denote lC , lT as the sizes of
the window.

• Uni-gram features: C(sk) (−lC ≤ k ≤ lC),
T(sk) (−lT ≤ k ≤ lT )

• Bi-gram features: C(sk)C(sk+1) (−lC ≤ k ≤
lC − 1), T(sk)T(sk+1) (−lT ≤ k ≤ lT − 1)

• C(si−1)C(si+1) (if lC ≥ 1), T(si−1)T(si+1) (if
lT ≥ 1)

• T(si−2)T(si+1) (if lT ≥ 2)

• In order to better handle unknown words, we
also extract morphological features: character
n-gram prefixes and suffixes for n up to 3.
These features have been shown useful in pre-
vious research (Huang et al., 2007).

Take the sub-word “３５５” in Figure 2 for ex-
ample, when lC and lT are both set to 1, all features
used are listed in Table 1.

In the following experiments, we will vary win-
dow sizes lC and lT to find out the contribution of
context information for the disambiguation. A first
order Max-Margin Markov Networks model is used
to resolve the sequence tagging problem. We use the
SVM-HMM3 implementation for the experiments in
this work. We use the basic linear model without
applying any kernel function.

3Available at http://www.cs.cornell.edu/
People/tj/svm_light/svm_hmm.html.

Algorithm 1: The stacked learning procedure
for the sub-word tagger.

input : Data S = {(ct,yt), t = 1, 2, ..., n}
Split S into L partitions {S1, ...SL}
for l = 1, ..., L do

Train SegW
l, SegC

l and SegTagL
l using

S − Sl.
Predict Sl using SegW

l, SegC
l and

SegTagL
l.

Merge the predictions to get sub-words
training sample S′l .

end
Train the sub-word tagger SubTag using S′.

3.5 Stacked Learning for the Sub-Word Tagger
The three coarse-grained solvers SegW, SegC and
SegTagL are directly trained on the original train-
ing data. When these three predictors are used to
produce the training data, the performance is per-
fect. However, this does not hold when these mod-
els are applied to the test data. If we directly apply
SegW, SegC and SegTagL to extend the training data
to generate sub-word samples, the extended training
data for the sub-word tagger will be very different
from the data in the run time, resulting in poor per-
formance.

One way to correct the training/test mismatch is
to use the stacking method, where a K-fold cross-
validation on the original data is performed to con-
struct the training data for sub-word tagging. Algo-
rithm 1 illustrates the learning procedure. First, the
training data S = {(ct,yt)} is split into L equal-
sized disjoint subsets S1, ..., SL. For each subset Sl,
the complementary set S − Sl is used to train three
coarse solvers SegW

l, SegC
l and SegTagL

l, which
process the Sl and provide inaccurate predictions.
Then the inaccurate predictions are merged into sub-
word sequences and Sl is extended to S′l . Finally,
the sub-word tagger is trained on the whole extended
data set S′.

4 Experiments

4.1 Setting
Previous studies on joint Chinese word segmenta-
tion and POS tagging have used the Penn Chinese
Treebank (CTB) in experiments. We follow this set-

1390



ting in this paper. We use CTB 5.0 as our main
corpus and define the training, development and test
sets according to (Jiang et al., 2008a; Jiang et al.,
2008b; Kruengkrai et al., 2009; Zhang and Clark,
2010). Table 2 shows the statistics of our experi-
mental settings.

Data set CTB files # of sent. # of words
Training 1-270 18,089 493,939

400-931
1001-1151

Devel. 301-325 350 6821
Test 271-300 348 8008

Table 2: Training, development and test data on CTB 5.0

Three metrics are used for evaluation: precision
(P), recall (R) and balanced f-score (F) defined by
2PR/(P+R). Precision is the relative amount of cor-
rect words in the system output. Recall is the rela-
tive amount of correct words compared to the gold
standard annotations. For segmentation, a token is
considered to be correct if its boundaries match the
boundaries of a word in the gold standard. For the
whole task, both the boundaries and the POS tag
have to be correctly identified.

4.2 Performance of the Coarse-grained Solvers

Table 3 shows the performance on the development
data set of the three coarse-grained solvers. In this
paper, we use 20 iterations to train SegW and SegC

for all experiments. Even only locally trained, the
character classifier SegTagL still significantly out-
performs the two state-of-the-art segmenters SegW

and SegC. This good performance indicates that the
POS information is very important for word segmen-
tation.

Devel. Task P(%) R(%) F
SegW Seg 94.55 94.84 94.69
SegC Seg 95.10 94.38 94.73
SegTagL Seg 95.67 95.98 95.83

Seg&Tag 87.54 91.29 89.38

Table 3: Performance of the coarse-grained solvers on the
development data.

4.3 Statistics of Sub-Words

Since the base predictors to generate coarse infor-
mation are two word segmenters and a local charac-
ter classifier, the coarse decoding is efficient. If the
length of sub-words is too short, i.e. the decoding
path for sub-word sequences are too long, the decod-
ing of the fine-grained stage is still hard. Although
we cannot give a theoretical average length of sub-
words, we can still show the empirical one. The av-
erage length of sub-words on the development set is
1.64, while the average length of words is 1.69. The
number of all IOB-style POS tags is 59 (when using
5-fold cross-validation to generate stacked training
samples). The number of all POS tags is 35. Empir-
ically, the decoding over sub-words is 1.69

1.64×(59
35)n+1

times as slow as the decoding over words, where n
is the order of the markov model. When a first order
markov model is used, this number is 2.93. These
statistics empirically suggest that the decoding over
sub-word sequence can be efficient.

On the other hand, the sub-word sequences are
not perfect in the sense that they do not promise
to recover all words because of the errors made in
the first step. Similarly, we can only show the em-
pirical upper bound of the sub-word tagging. The
oracle performance of the final POS tagging on the
development data set is shown in Table 4. The up-
per bound indicates that the coarse search procedure
does not lose too much.

Task P(%) R(%) F
Seg&Tag 99.50% 99.09% 99.29

Table 4: Upper bound of the sub-word tagging on the
development data.

One main disadvantage of character-based ap-
proach is the difficulty to incorporate word features.
Since the sub-words are on average close to words,
sub-word features are good approximations of word
features.

4.4 Rich Contextual Features Are Useful

Table 5 shows the effect that features within differ-
ent window size has on the sub-word tagging task.
In this table, the symbol “C” means sub-word con-
tent features while the symbol “T” means IOB-style
POS tag features. The number indicates the length
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Devel. P(%) R(%) F
C:±0 T:±0 92.52 92.83 92.67
C:±1 T:±0 92.63 93.27 92.95
C:±1 T:±1 92.62 93.05 92.83
C:±2 T:±0 93.17 93.86 93.51
C:±2 T:±1 93.27 93.64 93.45
C:±2 T:±2 93.08 93.61 93.34
C:±3 T:±0 93.12 93.86 93.49
C:±3 T:±1 93.34 93.96 93.65
C:±3 T:±2 93.34 93.96 93.65

Table 5: Performance of the stacked sub-word model
(K = 5) with features in different window sizes.

of the window. For example, “C:±1” means that the
tagger uses one preceding sub-word and one suc-
ceeding sub-word as features. From this table, we
can clearly see the impact of features derived from
neighboring sub-words. There is a significant in-
crease between “C:±2” and “C:±1” models. This
confirms our motivation that longer history and fu-
ture features are crucial to the Chinese POS tagging
problem. It is the main advantage of our model that
making rich contextual features applicable. In all
previous solutions, only features within a short his-
tory can be used due to the efficiency limitation.

The performance is further slightly improved
when the window size is increased to 3. Using the
labeled bracketing f-score, the evaluation shows that
the “C:±3 T:±1” model performs the same as the
“C:±3 T:±2” model. However, the sub-word clas-
sification accuracy of the “C:±3 T:±1” model is
higher, so in the following experiments and the fi-
nal results reported on the test data set, we choose
this setting.

This table also suggests that the IOB-style POS
information of sub-words does not contribute. We
think there are two main reasons: (1) The POS infor-
mation provided by the local classifier is inaccurate;
(2) The structured learning of the sub-word tagger
can use real predicted sub-word labels during its de-
coding time, since this learning algorithm does in-
ference during the training time. It is still an open
question whether more accurate POS information in
rich contexts can help this task. If the answer is YES,
how can we efficiently incorporate these features?

4.5 Stacked Learning Is Useful

Table 6 compares the performance of “C:±3 T:±1”
models trained with no stacking as well as differ-
ent folds of cross-validation. We can see that al-
though it is still possible to improve the segmenta-
tion and POS tagging performance compared to the
local character classifier, the whole task just benefits
only a little from the sub-word tagging procedure if
the stacking technique is not applied. The stacking
technique can significantly improve the system per-
formance, both for segmentation and POS tagging.
This experiment confirms the theoretical motivation
of using stacked learning: simulating the test-time
setting when a sub-word tagger is applied to a new
instance. There is not much difference between the
5-fold and the 10-fold cross-validation.

Devel. Task P(%) R(%) F
No stacking Seg 95.75 96.48 96.12

Seg&Tag 91.42 92.13 91.77
K = 5 Seg 96.42 97.04 96.73

Seg&Tag 93.34 93.96 93.65
K = 10 Seg 96.67 97.11 96.89

Seg&Tag 93.50 94.06 93.78

Table 6: Performance on the development data. No stack-
ing and different folds of cross-validation are separately
applied.

4.6 Final Results

Table 7 summarizes the performance of our final
system on the test data and other systems reported
in a majority of previous work. The final results
of our system are achieved by using 10-fold cross-
validation “C:±3 T:±1” models. The left most col-
umn indicates the reference of previous systems that
represent state-of-the-art results. The comparison of
the accuracy between our stacked sub-word system
and the state-of-the-art systems in the literature in-
dicates that our method is competitive with the best
systems. Our system obtains the highest f-score per-
formance on both segmentation and the whole task,
resulting in error reductions of 14.1% and 5.5% re-
spectively.
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Test Seg Seg&Tag
(Jiang et al., 2008a) 97.85 93.41
(Jiang et al., 2008b) 97.74 93.37
(Kruengkrai et al., 2009) 97.87 93.67
(Zhang and Clark, 2010) 97.78 93.67
Our system 98.17 94.02

Table 7: F-score performance on the test data.

5 Conclusion and Future Work

This paper has described a stacked sub-word model
for joint Chinese word segmentation and POS tag-
ging. We defined a sub-word structure which maxi-
mizes the agreement of multiple segmentations pro-
vided by different segmenters. We showed that this
sub-word structure could explore the complemen-
tary strength of different systems designed with dif-
ferent views. Moreover, the POS tagging could be
efficiently and effectively resolved over sub-word
sequences. To train a good sub-word tagger, we in-
troduced a stacked learning procedure. Experiments
showed that our approach was superior to the exist-
ing approaches reported in the literature.

Machine learning and statistical approaches en-
counter difficulties when the input/output data have
a structured and relational form. Research in em-
pirical Natural Language Processing has been tack-
ling these complexities since the early work in the
field. Recent work in machine learning has pro-
vided several paradigms to globally represent and
process such data: linear models for structured pre-
diction, graphical models, constrained conditional
models, and reranking, among others. A general
expressivity-efficiency trade off is observed. Al-
though the stacked sub-word model is an ad hoc so-
lution for a particular problem, namely joint word
segmentation and POS tagging, the idea to em-
ploy system ensemble and stacked learning in gen-
eral provides an alternative for structured problems.
Multiple “cheap” coarse systems are used to provide
diverse outputs, which may be inaccurate. These
outputs are further merged into an intermediate rep-
resentation, which allows an extractive system to use
rich contexts to predict the final results. A natu-
ral avenue for future work is the extension of our
method to other NLP tasks.
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Abstract

Translating compounds is an important prob-
lem in machine translation. Since many com-
pounds have not been observed during train-
ing, they pose a challenge for translation sys-
tems. Previous decompounding methods have
often been restricted to a small set of lan-
guages as they cannot deal with more complex
compound forming processes. We present a
novel and unsupervised method to learn the
compound parts and morphological operations
needed to split compounds into their com-
pound parts. The method uses a bilingual
corpus to learn the morphological operations
required to split a compound into its parts.
Furthermore, monolingual corpora are used to
learn and filter the set of compound part can-
didates. We evaluate our method within a ma-
chine translation task and show significant im-
provements for various languages to show the
versatility of the approach.

1 Introduction

A compound is a lexeme that consists of more than
one stem. Informally, a compound is a combina-
tion of two or more words that function as a single
unit of meaning. Some compounds are written as
space-separated words, which are called open com-
pounds (e.g. hard drive), while others are written
as single words, which are called closed compounds
(e.g. wallpaper). In this paper, we shall focus only
on closed compounds because open compounds do
not require further splitting.
The objective of compound splitting is to split a

compound into its corresponding sequence of con-
stituents. If we look at how compounds are created
from lexemes in the first place, we find that for some
languages, compounds are formed by concatenating

existing words, while in other languages compound-
ing additionally involves certain morphological op-
erations. These morphological operations can be-
come very complex as we illustrate in the following
case studies.

1.1 Case Studies
Below, we look at splitting compounds from 3 differ-
ent languages. The examples introduce in part the
notation used for the decision rule outlined in Sec-
tion 3.1.

1.1.1 English Compound Splitting
The word flowerpot can appear as a closed or open
compound in English texts. To automatically split
the closed form we have to try out every split point
and choose the split with minimal costs according to
a cost function. Let's assume that we already know
that flowerpot must be split into two parts. Then we
have to position two split points that mark the end of
each part (one is always reserved for the last charac-
ter position). The number of split points is denoted
by K (i.e. K = 2), while the position of split points
is denoted by n1 and n2. Since flowerpot consists of
9 characters, we have 8 possibilities to position split
point n1 within the characters c1, . . . , c8. The final
split point corresponds with the last character, that is,
n2 = 9. Trying out all possible single splits results
in the following candidates:

flowerpot→ f + lowerpot
flowerpot→ fl + owerpot

...
flowerpot→ flower + pot

...
flowerpot→ flowerpo + t
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If we associate each compound part candidate with
a cost that reflects how frequent this part occurs in a
large collection of English texts, we expect that the
correct split flower + pot will have the lowest cost.

1.1.2 German Compound Splitting
The previous example covered a casewhere the com-
pound is constructed by directly concatenating the
compound parts. While this works well for En-
glish, other languages require additional morpholog-
ical operations. To demonstrate, we look at the Ger-
man compound Verkehrszeichen (traffic sign) which
consists of the two nouns Verkehr (traffic) and Zei-
chen (sign). Let's assume that we want to split this
word into 3 parts, that is, K = 3. Then, we get the
following candidates.

Verkehrszeichen→ V + e + rkehrszeichen
Verkehrszeichen→ V + er + kehrszeichen

...
Verkehrszeichen→ Verkehr + s + zeichen

...
Verkehrszeichen→ Verkehrszeich + e + n

Using the same procedure as described before, we
can lookup the compound parts in a dictionary or de-
termine their frequency from large text collections.
This yields the optimal split points n1 = 7, n2 =
8, n3 = 15. The interesting part here is the addi-
tional s morpheme, which is called a linking mor-
pheme, because it combines the two compound parts
to form the compound Verkehrszeichen. If we have
a list of all possible linking morphemes, we can
hypothesize them between two ordinary compound
parts.

1.1.3 Greek Compound Splitting
The previous example required the insertion of a
linking morpheme between two compound parts.
We shall now look at a more complicated mor-
phological operation. The Greek compound
χαρτόκουτο (cardboard box) consists of the two
parts χαρτί (paper) and κουτί (box). Here, the
problem is that the parts χαρτό and κουτο are not
valid words in Greek. To lookup the correct words,
we must substitute the suffix of the compound part
candidates with some other morphemes. If we allow

the compound part candidates to be transformed by
some morphological operation, we can lookup the
transformed compound parts in a dictionary or de-
termine their frequencies in some large collection of
Greek texts. Let's assume that we need only one split
point. Then this yields the following compound part
candidates:

χαρτόκουτο → χ + αρτόκουτο
χαρτόκουτο → χ + αρτίκουτο g2 : ό / ί
χαρτόκουτο → χ + αρτόκουτί g2 : ο / ί

...
χαρτόκουτο → χαρτί + κουτί g1 : ό / ί ,

g2 : ο / ί...
χαρτόκουτο → χαρτίκουτ + ο g1 : ό / ί
χαρτόκουτο → χαρτίκουτ + ί g2 : ο / ί

Here, gk : s/t denotes the kth compound part which
is obtained by replacing string s with string t in the
original string, resulting in the transformed part gk.

1.2 Problems and Objectives
Our goal is to design a language-independent com-
pound splitter that is useful for machine translation.
The previous examples addressed the importance of
a cost function that favors valid compound parts ver-
sus invalid ones. In addition, the examples have
shown that, depending on the language, the morpho-
logical operations can become very complex. For
most Germanic languages like Danish, German, or
Swedish, the list of possible linking morphemes is
rather small and can be provided manually. How-
ever, in general, these lists can become very large,
and language experts who could provide such lists
might not be at our disposal. Because it seems in-
feasible to list the morphological operations explic-
itly, we want to find and extract those operations
automatically in an unsupervised way and provide
them as an additional knowledge source to the de-
compounding algorithm.
Another problem is how to evaluate the quality

of the compound splitter. One way is to compile
for every language a large collection of compounds
together with their valid splits and to measure the
proportion of correctly split compounds. Unfortu-
nately, such lists do not exist for many languages.
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While the training algorithm for our compound split-
ter shall be unsupervised, the evaluation data needs
to be verified by human experts. Since we are in-
terested in improving machine translation and to cir-
cumvent the problem of explicitly annotating com-
pounds, we evaluate the compound splitter within a
machine translation task. By decompounding train-
ing and test data of a machine translation system, we
expect an increase in the number of matching phrase
table entries, resulting in better translation quality
measured in BLEU score (Papineni et al., 2002).
If BLEU score is sensitive enough to measure the
quality improvements obtained from decompound-
ing, there is no need to generate a separate gold stan-
dard for compounds.
Finally, we do not want to split non-compounds

and named entities because we expect them to be
translated non-compositionally. For example, the
German wordDeutschland (Germany) could be split
into two parts Deutsch (German) + Land (coun-
try). Although this is a valid split, named entities
should be kept as single units. An example for a
non-compound is the German participle vereinbart
(agreed) which could be wrongly split into the parts
Verein (club) + Bart (beard). To avoid overly eager
splitting, we will compile a list of non-compounds in
an unsupervised way that serves as an exception list
for the compound splitter. To summarize, we aim to
solve the following problems:

• Define a cost function that favors valid com-
pound parts and rejects invalid ones.

• Learn morphological operations, which is im-
portant for languages that have complex com-
pound forming processes.

• Apply compound splitting to machine transla-
tion to aid in translation of compounds that have
not been seen in the bilingual training data.

• Avoid splitting non-compounds and named en-
tities as this may result in wrong translations.

2 Related work
Previous work concerning decompounding can be
divided into two categories: monolingual and bilin-
gual approaches.
Brown (2002) describes a corpus-driven approach

for splitting compounds in a German-English trans-
lation task derived from a medical domain. A large
proportion of the tokens in both texts are cognates

with a Latin or Greek etymological origin. While the
English text keeps the cognates as separate tokens,
they are combined into compounds in the German
text. To split these compounds, the author compares
both the German and the English cognates on a char-
acter level to find reasonable split points. The algo-
rithm described by the author consists of a sequence
of if-then-else conditions that are applied on the two
cognates to find the split points. Furthermore, since
the method relies on finding similar character se-
quences between both the source and the target to-
kens, the approach is restricted to cognates and can-
not be applied to split more complex compounds.
Koehn and Knight (2003) present a frequency-

based approach to compound splitting for German.
The compound parts and their frequencies are es-
timated from a monolingual corpus. As an exten-
sion to the frequency approach, the authors describe
a bilingual approach where they use a dictionary ex-
tracted from parallel data to find better split options.
The authors allow only two linking morphemes be-
tween compound parts and a few letters that can be
dropped. In contrast to our approach, those opera-
tions are not learned automatically, but must be pro-
vided explicitly.
Garera and Yarowsky (2008) propose an approach

to translate compounds without the need for bilin-
gual training texts. The compound splitting pro-
cedure mainly follows the approach from (Brown,
2002) and (Koehn and Knight, 2003), so the em-
phasis is put on finding correct translations for com-
pounds. To accomplish this, the authors use cross-
language compound evidence obtained from bilin-
gual dictionaries. In addition, the authors describe a
simple way to learn glue characters by allowing the
deletion of up to two middle and two end charac-
ters.1 More complex morphological operations are
not taken into account.
Alfonseca et al. (2008b) describe a state-of-the-

art German compound splitter that is particularly ro-
bust with respect to noise and spelling errors. The
compound splitter is trained on monolingual data.
Besides applying frequency and probability-based
methods, the authors also take the mutual informa-
tion of compound parts into account. In addition, the

1However, the glue characters found by this procedure seem
to be biased for at least German and Albanian. A very frequent
glue morpheme like -es- is not listed, while glue morphemes
like -k- and -h- rank very high, although they are invalid glue
morphemes for German. Albanian shows similar problems.
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authors look for compound parts that occur in dif-
ferent anchor texts pointing to the same document.
All these signals are combined and the weights are
trained using a support vector machine classifier. Al-
fonseca et al. (2008a) apply this compound splitter
on various other Germanic languages.
Dyer (2009) applies a maximum entropy model

of compound splitting to generate segmentation lat-
tices that serve as input to a translation system.
To train the model, reference segmentations are re-
quired. Here, we produce only single best segmen-
tations, but otherwise do not rely on reference seg-
mentations.

3 Compound Splitting Algorithm

In this section, we describe the underlying optimiza-
tion problem and the algorithm used to split a token
into its compound parts. Starting from Bayes' de-
cision rule, we develop the Bellman equation and
formulate a dynamic programming-based algorithm
that takes a word as input and outputs the constituent
compound parts. We discuss the procedure used to
extract compound parts from monolingual texts and
to learn themorphological operations using bilingual
corpora.

3.1 Decision Rule for Compound Splitting
Given a token w = c1, . . . , cN = cN

1 consisting of a
sequence of N characters ci, the objective function
is to find the optimal number K̂ and sequence of split
points n̂K̂

0 such that the subwords are the constituents
of the token, where2 n0 := 0 and nK := N :

w = cN
1 → (K̂, n̂K̂

0 ) =

= argmax
K,nK

0

{
Pr(cN

1 , K, nK
0 )

}
(1)

= argmax
K,nK

0

{
Pr(K) · Pr(cN

1 , nK
0 |K)

}
u argmax

K,nK
0

{
p(K) ·

K∏
k=1

p(cnk
nk−1+1, nk−1|K)·

·p(nk|nk−1,K)} (2)

with p(n0) = p(nK |·) ≡ 1. Equation 2 requires that
token w can be fully decomposed into a sequence

2For algorithmic reasons, we use the start position 0 to rep-
resent a fictitious start symbol before the first character of the
word.

of lexemes, the compound parts. Thus, determin-
ing the optimal segmentation is sufficient for finding
the constituents. While this may work for some lan-
guages, the subwords are not valid words in general
as discussed in Section 1.1.3. Therefore, we allow
the lexemes to be the result of a transformation pro-
cess, where the transformed lexemes are denoted by
gK
1 . This leads to the following refined decision rule:

w = cN
1 → (K̂, n̂K̂

0 , ĝK̂
1 ) =

= argmax
K,nK

0 ,gK
1

{
Pr(cN

1 ,K, nK
0 , gK

1 )
}

(3)

= argmax
K,nK

0 ,gK
1

{
Pr(K) · Pr(cN

1 , nK
0 , gK

1 |K)
}

(4)

u argmax
K,nK

0 ,gK
1

{
p(K) ·

K∏
k=1

p(cnk
nk−1+1, nk−1, gk|K)︸ ︷︷ ︸

compound part probability

·

· p(nk|nk−1,K)
}

(5)

The compound part probability is a zero-order
model. If we penalize each split with a constant split
penalty ξ, and make the probability independent of
the number of splits K, we arrive at the following
decision rule:

w = cN
1 → (K̂, n̂K̂

1 , ĝK̂
1 )

= argmax
K,nK

0 ,gK
1

{
ξK ·

K∏
k=1

p(cnk
nk−1+1, nk−1, gk)

}
(6)

3.2 Dynamic Programming
We use dynamic programming to find the optimal
split sequence. Each split infers certain costs that
are determined by a cost function. The total costs of
a decomposed word can be computed from the in-
dividual costs of the component parts. For the dy-
namic programming approach, we define the follow-
ing auxiliary function Q with nk = j:

Q(cj
1) = max

nk
0 ,gk

1

{
ξk ·

k∏
κ=1

p(cnκ
nκ−1+1, nκ−1, gκ)

}
that is, Q(cj

1) is equal to the minimal costs (maxi-
mum probability) that we assign to the prefix string
cj
1 where we have used k split points at positions nk

1 .
This yields the following recursive equation:

Q(cj
1) = max

nk,gk

{
ξ · Q(c

nk−1

1 )·

· p(cnk
nk−1+1, nk−1, gk)

}
(7)
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Algorithm 1 Compound splitting
Input: input word w = cN

1

Output: compound parts
Q(0) = 0
Q(1) = · · · = Q(N) = ∞
for i = 0, . . . , N − 1 do
for j = i + 1, . . . , N do
split-costs = Q(i) + cost(cj

i+1, i, gj) +
split-penalty
if split-costs < Q(j) then
Q(j) = split-costs
B(j) = (i, gj)

end if
end for

end for

with backpointer

B(j) = argmax
nk,gk

{
ξ · Q(c

nk−1

1 )·

· p(cnk
nk−1+1, nk−1, gk)

}
(8)

Using logarithms in Equations 7 and 8, we can inter-
pret the quantities as additive costs rather than proba-
bilities. This yields Algorithm 1, which is quadratic
in the length of the input string. By enforcing that
each compound part does not exceed a predefined
constant length `, we can change the second for loop
as follows:

for j = i + 1, . . . ,min(i + `,N) do
With this change, Algorithm 1 becomes linear in the
length of the input word, O(|w|).

4 Cost Function and Knowledge Sources

The performance of Algorithm 1 depends on
the cost function cost(·), that is, the probability
p(cnk

nk−1+1, nk−1, gk). This cost function incorpo-
rates knowledge about morpheme transformations,
morpheme positionswithin a compound part, and the
compound parts themselves.

4.1 Learning Morphological Operations using
Phrase Tables

Let s and t be strings of the (source) language al-
phabet A. A morphological operation s/t is a pair
of strings s, t ∈ A∗, where s is replaced by t. With
the usual definition of the Kleene operator ∗, s and
t can be empty, denoted by ε. An example for such

a pair is ε/es, which models the linking morpheme
es in the German compound Bundesagentur (federal
agency):

Bundesagentur→ Bund + es + Agentur .

Note that by replacing either s or t with ε, we can
model insertions or deletions of morphemes. The
explicit dependence on position nk−1 in Equation 6
allows us to determine if we are at the beginning,
in the middle, or at the end of a token. Thus, we
can distinguish between start, middle, or end mor-
phemes and hypothesize them during search.3 Al-
though not explicitly listed in Algorithm 1, we dis-
allow sequences of linking morphemes. This can
be achieved by setting the costs to infinity for those
morpheme hypotheses, which directly succeed an-
other morpheme hypothesis.
To learn the morphological operations involved

in compounding, we determine the differences be-
tween a compound and its compound parts. This can
be done by computing the Levenshtein distance be-
tween the compound and its compound parts, with
the allowable edit operations being insertion, dele-
tion, or substitution of one or more characters. If we
store the current and previous characters, edit opera-
tion and the location (prefix, infix or suffix) at each
position during calculation of the Levenshtein dis-
tance then we can obtain the morphological opera-
tions required for compounding. Applying the in-
verse operations, that is, replacing t with s yields the
operation required for decompounding.

4.1.1 Finding Compounds and their Parts
To learn the morphological operations, we need
compounds together with their compound parts. The
basic idea of finding compound candidates and their
compound parts in a bilingual setting are related to
the ideas presented in (Garera and Yarowsky, 2008).
Here, we use phrase tables rather than dictionaries.
Although phrase tablesmight containmore noise, we
believe that overall phrase tables cover more phe-
nomena of translations thanwhat can be found in dic-
tionaries. The procedure is as follows. We are given
a phrase table that provides translations for phrases
from a source language l into English and from En-
glish into l. Under the assumption that English does
not contain many closed compounds, we can search

3We jointly optimize over K and the split points nk, so we
know that cnK

nK−1 is a suffix of w.
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the phrase table for those single-token source words
f in language l, which translate into multi-token En-
glish phrases e1, . . . , en for n > 1. This results
in a list of (f ; e1, . . . , en) pairs, which are poten-
tial compound candidates together with their English
translations. If for each pair, we take each token ei

from the English (multi-token) phrase and lookup
the corresponding translation for language l to get
gi, we should find entries that have at least some
partial match with the original source word f , if f
is a true compound. Because the translation phrase
table was generated automatically during the train-
ing of a multi-language translation system, there is
no guarantee that the original translations are cor-
rect. Thus, the bilingual extraction procedure is
subject to introduce a certain amount of noise. To
mitigate this, thresholds such as minimum edit dis-
tance between the potential compound and its parts,
minimum co-occurrence frequencies for the selected
bilingual phrase pairs and minimum source and tar-
get word lengths are used to reduce the noise at the
expense of finding fewer compounds. Those entries
that obey these constraints are output as triples of
form:

(f ; e1, . . . , en; g1, . . . , gn) (9)

where

• f is likely to be a compound,

• e1, . . . , en is the English translation, and

• g1, . . . , gn are the compound parts of f .

The following example for German illustrates the
process. Suppose that the most probable translation
forÜberweisungsbetrag is transfer amount using the
phrase table. We then look up the translation back to
German for each translated token: transfer translates
toÜberweisung and amount translates toBetrag. We
then calculate the distance between all permutations
of the parts and the original compound and choose
the one with the lowest distance and highest transla-
tion probability: Überweisung Betrag.

4.2 Monolingual Extraction of Compound
Parts

The most important knowledge source required for
Algorithm 1 is a word-frequency list of compound
parts that is used to compute the split costs. The
procedure described in Section 4.1.1 is useful for

learning morphological operations, but it is not suffi-
cient to extract an exhaustive list of compound parts.
Such lists can be extracted frommonolingual data for
which we use language model (LM) word frequency
lists in combination with some filter steps. The ex-
traction process is subdivided into 2 passes, one over
a high-quality news LM to extract the parts and the
other over a web LM to filter the parts.

4.2.1 Phase 1: Bootstrapping pass
In the first pass, we generate word frequency lists de-
rived from news articles for multiple languages. The
motivation for using news articles rather than arbi-
trary web texts is that news articles are in general
less noisy and contain fewer spelling mistakes. The
language-dependent word frequency lists are filtered
according to a sequence of filter steps. These filter
steps include discarding all words that contain digits
or punctuations other than hyphen, minimum occur-
rence frequency, and a minimum length which we
set to 4. The output is a table that contains prelim-
inary compound parts together with their respective
counts for each language.

4.2.2 Phase 2: Filtering pass
In the second pass, the compound part vocabulary
is further reduced and filtered. We generate a LM
vocabulary based on arbitrary web texts for each lan-
guage and build a compound splitter based on the vo-
cabulary list that was generated in phase 1. We now
try to split every word of the web LM vocabulary
based on the compound splitter model from phase
1. For the compound parts that occur in the com-
pound splitter output, we determine how often each
compound part was used and output only those com-
pound parts whose frequency exceed a predefined
threshold n.

4.3 Example
Suppose we have the following word frequencies
output from pass 1:

floor 10k poll 4k
flow 9k pot 5k
flower 15k potter 20k

In pass 2, we observe the word flowerpot. With the
above list, the only compound parts used are flower
and pot. If we did not split any other words and
threshold at n = 1, our final list would consist of
flower and pot. This filtering pass has the advantage
of outputting only those compound part candidates
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which were actually used to split words from web
texts. The thresholding also further reduces the risk
of introducing noise. Another advantage is that since
the set of parts output in the first pass may contain a
high number of compounds, the filter is able to re-
move a large number of these compounds by exam-
ining relative frequencies. In our experiments, we
have assumed that compound part frequencies are
higher than the compound frequency and so remove
words from the part list that can themselves be split
and have a relatively high frequency. Finally, after
removing the low frequency compound parts, we ob-
tain the final compound splitter vocabulary.

4.4 Generating Exception Lists

To avoid eager splitting of non-compounds and
named entities, we use a variant of the procedure de-
scribed in Section 4.1.1. By emitting all those source
words that translate with high probability into single-
token English words, we obtain a list of words that
should not be split.4

4.5 Final Cost Function

The final cost function is defined by the following
components which are combined log-linearly.

• The split penalty ξ penalizes each compound
part to avoid eager splitting.

• The cost for each compound part gk is com-
puted as − logC(gk), where C(gk) is the un-
igram count for gk obtained from the news LM
word frequency list. Since we use a zero-order
model, we can ignore the normalization and
work with unigram counts rather than unigram
probabilities.

• Because Algorithm 1 iterates over the charac-
ters of the input token w, we can infer from the
boundaries (i, j) if we are at the start, in the
middle, or at the end of the token. Applying
a morphological operation adds costs 1 to the
overall costs.

Although the cost function is language dependent,
we use the same split penalty weight ξ = 20 for all
languages except for German, where the split penalty
weight is set to 13.5.

5 Results

To show the language independence of the approach
within a machine translation task, we translate from
languages belonging to different language families
into English. The publicly available Europarl corpus
is not suitable for demonstrating the utility of com-
pound splitting because there are few unseen com-
pounds in the test section of the Europarl corpus.
The WMT shared translation task has a broader do-
main compared to Europarl but covers only a few
languages. Hence, we present results for German-
English using the WMT-07 data and cover other lan-
guages using non-public corporawhich contain news
as well as open-domain web texts. Table 1 lists the
various corpus statistics. The source languages are
grouped according to their language family.
For learning the morphological operations, we al-

lowed the substitution of at most 2 consecutive char-
acters. Furthermore, we only allowed at most one
morphological substitution to avoid introducing too
much noise. The found morphological operations
were sorted according to their frequencies. Those
which occurred less than 100 times were discarded.
Examples of extracted morphological operations are
given in Table 2. Because the extraction procedure
described in Section 4.1 is not purely restricted to the
case of decompounding, we found that many mor-
phological operations emitted by this procedure re-
flect morphological variations that are not directly
linked to compounding, but caused by inflections.
To generate the language-dependent lists of com-

pound parts, we used language model vocabulary
lists5 generated from news texts for different lan-
guages as seeds for the first pass. These lists were
filtered by discarding all entries that either con-
tained digits, punctuations other than hyphens, or se-
quences of the same characters. In addition, the in-
frequent entries were discarded as well to further re-
duce noise. For the second pass, we used the lists
generated in the first pass together with the learned
morphological operations to construct a preliminary
compound splitter. We then generated vocabulary
lists for monolingual web texts and applied the pre-
liminary compound splitter onto this list. The used

4Because we will translate only into English, this is not an
issue for the introductory example flowerpot.

5The vocabulary lists also contain the word frequencies. We
use the term vocabulary list synonymously for a word frequency
list.
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Family Src Language #Tokens Train src/trg #Tokens Dev src/trg #Tokens Tst src/trg
Germanic Danish 196M 201M 43, 475 44, 479 72, 275 74, 504

German 43M 45M 23, 151 22, 646 45, 077 43, 777
Norwegian 251M 255M 42, 096 43, 824 70, 257 73, 556
Swedish 201M 213M 42, 365 44, 559 70, 666 74, 547

Hellenic Greek 153M 148M 47, 576 44, 658 79, 501 74, 776
Uralic Estonian 199M 244M 34, 987 44, 658 57, 916 74, 765

Finnish 205M 246M 32, 119 44, 658 53, 365 74, 771

Table 1: Corpus statistics for various language pairs. The target language is always English. The source languages are
grouped according to their language family.

Language morpholog. operations
Danish -/ε, s/ε
German -/ε, s/ε, es/ε, n/ε, e/ε, en/ε
Norwegian -/ε, s/ε, e/ε
Swedish -/ε, s/ε
Greek ε/α, ε/ς, ε/η, ο/ί, ο/ί, ο/ν
Estonian -/ε, e/ε, se/ε
Finnish ε/n, n/ε, ε/en

Table 2: Examples of morphological operations that were
extracted from bilingual corpora.

compound parts were collected and sorted according
to their frequencies. Those which were used at least
2 times were kept in the final compound parts lists.
Table 3 reports the number of compound parts kept
after each pass. For example, the Finnish news vo-
cabulary list initially contained 1.7M entries. After
removing non-alpha and infrequent words in the first
filter step, we obtained 190K entries. Using the pre-
liminary compound splitter in the second filter step
resulted in 73K compound part entries.
The finally obtained compound splitter was in-

tegrated into the preprocessing pipeline of a state-
of-the-art statistical phrase-based machine transla-
tion system that works similar to the Moses de-
coder (Koehn et al., 2007). By applying the com-
pound splitter during both training and decoding we
ensured that source language tokens were split in
the same way. Table 4 presents results for vari-
ous language-pairs with and without decompound-
ing. Both the Germanic and the Uralic languages
show significant BLEU score improvements of 1.3
BLEU points on average. The confidence inter-
vals were computed using the bootstrap resampling
normal approximation method described in (Noreen,
1989). While the compounding process for Ger-
manic languages is rather simple and requires only a

few linking morphemes, compounds used in Uralic
languages have a richer morphology. In contrast to
the Germanic and Uralic languages, we did not ob-
serve improvements for Greek. To investigate this
lack of performance, we turned off transliteration
and kept unknown source words in their original
script. We analyzed the number of remaining source
characters in the baseline system and the system us-
ing compound splitting by counting the number of
Greek characters in the translation output. The num-
ber of remaining Greek characters in the translation
output was reduced from 6, 715 in the baseline sys-
tem to 3, 624 in the systemwhich used decompound-
ing. In addition, a few other metrics like the number
of source words that consisted of more than 15 char-
acters decreased as well. Because we do not know
how many compounds are actually contained in the
Greek source sentences6 and because the frequency
of using compounds might vary across languages,
we cannot expect the same performance gains across
languages belonging to different language families.
An interesting observation is, however, that if one
language from a language family shows performance
gains, then there are performance gains for all the
languages in that family. We also investigated the ef-
fect of not using any morphological operations. Dis-
allowing all morphological operations accounts for
a loss of 0.1 - 0.2 BLEU points across translation
systems and increases the compound parts vocabu-
lary lists by up to 20%, which means that most of the
gains can be achieved with simple concatenation.
The exception lists were generated according to

the procedure described in Section 4.4. Since we
aimed for precision rather than recall when con-
structing these lists, we inserted only those source

6Quite a few of the remaining Greek characters belong to
rare named entities.
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Language initial vocab size #parts after 1st pass #parts after 2nd pass
Danish 918, 708 132, 247 49, 592
German 7, 908, 927 247, 606 45, 059
Norwegian 1, 417, 129 237, 099 62, 107
Swedish 1, 907, 632 284, 660 82, 120
Greek 877, 313 136, 436 33, 130
Estonian 742, 185 81, 132 36, 629
Finnish 1, 704, 415 190, 507 73, 568

Table 3: Number of remaining compound parts for various languages after the first and second filter step.

System BLEU[%] w/o splitting BLEU[%] w splitting ∆ CI 95%
Danish 42.55 44.39 1.84 (± 0.65)
German WMT-07 25.76 26.60 0.84 (± 0.70)
Norwegian 42.77 44.58 1.81 (± 0.64)
Swedish 36.28 38.04 1.76 (± 0.62)
Greek 31.85 31.91 0.06 (± 0.61)
Estonian 20.52 21.20 0.68 (± 0.50)
Finnish 25.24 26.64 1.40 (± 0.57)

Table 4: BLEU score results for various languages translated into English with and without compound splitting.

Language Split source translation
German no Die EU ist nicht einfach ein Freundschaftsclub. The EU is not just a Freundschaftsclub.

yes Die EU ist nicht einfach ein Freundschaft Club The EU is not simply a friendship club.
Greek no Τι είναι παλμοκωδική διαμόρφωση; What παλμοκωδική configuration?

yes Τι είναι παλμο κωδικη διαμόρφωση; What is pulse code modulation?
Finnish no Lisävuodevaatteet ja pyyheliinat ovat kaapissa. Lisävuodevaatteet and towels are in the closet.

yes Lisä Vuode Vaatteet ja pyyheliinat ovat kaapissa. Extra bed linen and towels are in the closet.

Table 5: Examples of translations into English with and without compound splitting.

words whose co-occurrence count with a unigram
translation was at least 1, 000 and whose translation
probability was larger than 0.1. Furthermore, we re-
quired that at least 70%of all target phrase entries for
a given source word had to be unigrams. All decom-
pounding results reported in Table 4 were generated
using these exception lists, which prevented wrong
splits caused by otherwise overly eager splitting.

6 Conclusion and Outlook

We have presented a language-independent method
for decompounding that improves translations for
compounds that otherwise rarely occur in the bilin-
gual training data. We learned a set of morpholog-
ical operations from a translation phrase table and
determined suitable compound part candidates from
monolingual data in a two pass process. This al-

lowed us to learn morphemes and operations for lan-
guages where these lists are not available. In addi-
tion, we have used the bilingual information stored
in the phrase table to avoid splitting non-compounds
as well as frequent named entities. All knowledge
sources were combined in a cost function that was
applied in a compound splitter based on dynamic
programming. Finally, we have shown this improves
translation performance on languages from different
language families.

The weights were not optimized in a systematic
way but set manually to their respective values. In
the future, the weights of the cost function should be
learned automatically by optimizing an appropriate
error function. Instead of using gold data, the devel-
opment data for optimizing the error function could
be collected without supervision using the methods
proposed in this paper.
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Abstract

Lots of Chinese characters are very produc-
tive in that they can form many structured
words either as prefixes or as suffixes. Pre-
vious research in Chinese word segmentation
mainly focused on identifying only the word
boundaries without considering the rich inter-
nal structures of many words. In this paper we
argue that this is unsatisfying in many ways,
both practically and theoretically. Instead, we
propose that word structures should be recov-
ered in morphological analysis. An elegant
approach for doing this is given and the result
is shown to be promising enough for encour-
aging further effort in this direction. Our prob-
ability model is trained with the Penn Chinese
Treebank and actually is able to parse both
word and phrase structures in a unified way.

1 Why Parse Word Structures?

Research in Chinese word segmentation has pro-
gressed tremendously in recent years, with state of
the art performing at around 97% in precision and
recall (Xue, 2003; Gao et al., 2005; Zhang and
Clark, 2007; Li and Sun, 2009). However, virtually
all these systems focus exclusively on recognizing
the word boundaries, giving no consideration to the
internal structures of many words. Though it has
been the standard practice for many years, we argue
that this paradigm is inadequate both in theory and
in practice, for at least the following four reasons.

The first reason is that if we confine our defi-
nition of word segmentation to the identification of
word boundaries, then people tend to have divergent

opinions as to whether a linguistic unit is a word or
not (Sproat et al., 1996). This has led to many dif-
ferent annotation standards for Chinese word seg-
mentation. Even worse, this could cause inconsis-
tency in the same corpus. For instance, 䉂擌奒
‘vice president’ is considered to be one word in the
Penn Chinese Treebank (Xue et al., 2005), but is
split into two words by the Peking University cor-
pus in the SIGHAN Bakeoffs (Sproat and Emerson,
2003). Meanwhile, 䉂䀓惼 ‘vice director’ and 䉂
䚲䡮 ‘deputy manager’ are both segmented into two
words in the same Penn Chinese Treebank. In fact,
all these words are composed of the prefix䉂 ‘vice’
and a root word. Thus the structure of䉂擌奒 ‘vice
president’ can be represented with the tree in Fig-
ure 1. Without a doubt, there is complete agree-

NN
ll,,

JJf

䉂

NNf

擌奒

Figure 1: Example of a word with internal structure.

ment on the correctness of this structure among na-
tive Chinese speakers. So if instead of annotating
only word boundaries, we annotate the structures of
every word, 1 then the annotation tends to be more

1Here it is necessary to add a note on terminology used in
this paper. Since there is no universally accepted definition
of the “word” concept in linguistics and especially in Chinese,
whenever we use the term “word” we might mean a linguistic
unit such as 䉂擌奒 ‘vice president’ whose structure is shown
as the tree in Figure 1, or we might mean a smaller unit such as
擌奒 ‘president’ which is a substructure of that tree. Hopefully,
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consistent and there could be less duplication of ef-
forts in developing the expensive annotated corpus.

The second reason is applications have different
requirements for granularity of words. Take the per-
sonal name 撱嗤吼 ‘Zhou Shuren’ as an example.
It’s considered to be one word in the Penn Chinese
Treebank, but is segmented into a surname and a
given name in the Peking University corpus. For
some applications such as information extraction,
the former segmentation is adequate, while for oth-
ers like machine translation, the later finer-grained
output is more preferable. If the analyzer can pro-
duce a structure as shown in Figure 4(a), then ev-
ery application can extract what it needs from this
tree. A solution with tree output like this is more el-
egant than approaches which try to meet the needs
of different applications in post-processing (Gao et
al., 2004).

The third reason is that traditional word segmen-
tation has problems in handling many phenomena
in Chinese. For example, the telescopic compound
㦌撥怂惆 ‘universities, middle schools and primary
schools’ is in fact composed of three coordinating el-
ements㦌惆 ‘university’,撥惆 ‘middle school’ and
怂惆 ‘primary school’. Regarding it as one flat word
loses this important information. Another example
is separable words like 扩扙 ‘swim’. With a lin-
ear segmentation, the meaning of ‘swimming’ as in
扩堑扙 ‘after swimming’ cannot be properly rep-
resented, since扩扙 ‘swim’ will be segmented into
discontinuous units. These language usages lie at the
boundary between syntax and morphology, and are
not uncommon in Chinese. They can be adequately
represented with trees (Figure 2).

(a) NN
H
HH

�
��

JJ
HHH

�
��

JJf

㦌

JJf

撥

JJf

怂

NNf

惆

(b) VV
H
HH

�
��

VV
ZZ��

VVf

扩

VVf

堑

NNf

扙

Figure 2: Example of telescopic compound (a) and sepa-
rable word (b).

The last reason why we should care about word

the context will always make it clear what is being referred to
with the term “word”.

structures is related to head driven statistical parsers
(Collins, 2003). To illustrate this, note that in the
Penn Chinese Treebank, the word 戽䊂䠽吼 ‘En-
glish People’ does not occur at all. Hence con-
stituents headed by such words could cause some
difficulty for head driven models in which out-of-
vocabulary words need to be treated specially both
when they are generated and when they are condi-
tioned upon. But this word is in turn headed by its
suffix 吼 ‘people’, and there are 2,233 such words
in Penn Chinese Treebank. If we annotate the struc-
ture of every compound containing this suffix (e.g.
Figure 3), such data sparsity simply goes away.

NN
b
b

"
"

NRf

戽䊂䠽

NNf

吼

Figure 3: Structure of the out-of-vocabulary word 戽䊂
䠽吼 ‘English People’.

Had there been only a few words with inter-
nal structures, current Chinese word segmentation
paradigm would be sufficient. We could simply re-
cover word structures in post-processing. But this is
far from the truth. In Chinese there is a large number
of such words. We just name a few classes of these
words and give one example for each class (a dot is
used to separate roots from affixes):

personal name: 㡿増·揽 ‘Nagao Makoto’
location name: 凝挕·撲 ‘New York State’
noun with a suffix: 䆩䡡·勬 ‘classifier’
noun with a prefix: 敏·䧥䧥 ‘mother-to-be’
verb with a suffix: 敧䃄·䑺 ‘automatize’
verb with a prefix: 䆓·噙 ‘waterproof’
adjective with a suffix: 䉅䏜·怮 ‘composite’
adjective with a prefix: 䆚·搔喪 ‘informal’
pronoun with a prefix: 䊈·墠 ‘everybody’
time expression: 憘䛊䛊壊·兣 ‘the year 1995’
ordinal number: 䀱·喛憘 ‘eleventh’
retroflex suffixation: 䑳䃹·䄎 ‘flower’

This list is not meant to be complete, but we can get
a feel of how extensive the words with non-trivial
structures can be. With so many productive suf-
fixes and prefixes, analyzing word structures in post-
processing is difficult, because a character may or
may not act as an affix depending on the context.
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For example, the character 吼 ‘people’ in 撇嗤吼
‘the one who plants’ is a suffix, but in the personal
name撱嗤吼 ‘Zhou Shuren’ it isn’t. The structures
of these two words are shown in Figure 4.

(a) NR
ZZ��

NFf

撱

NGf

嗤吼

(b) NN
ZZ��

VVf

撇嗤

NNf

吼

Figure 4: Two words that differ only in one character,
but have different internal structures. The character 吼
‘people’ is part of a personal name in tree (a), but is a
suffix in (b).

A second reason why generally we cannot re-
cover word structures in post-processing is that some
words have very complex structures. For example,
the tree of 壃搕䈿擌懂揶 ‘anarchist’ is shown in
Figure 5. Parsing this structure correctly without a
principled method is difficult and messy, if not im-
possible.

NN
aaa
!!!

NN
HHH

���
VV
ZZ��

VVf

壃

NNf

搕䈿

NNf

擌懂

NNf

揶

Figure 5: An example word which has very complex
structures.

Finally, it must be mentioned that we cannot store
all word structures in a dictionary, as the word for-
mation process is very dynamic and productive in
nature. Take䌬 ‘hall’ as an example. Standard Chi-
nese dictionaries usually contain 埣嗖䌬 ‘library’,
but not many other words such as 䎰愒䌬 ‘aquar-
ium’ generated by this same character. This is un-
derstandable since the character 䌬 ‘hall’ is so pro-
ductive that it is impossible for a dictionary to list
every word with this character as a suffix. The same
thing happens for natural language processing sys-
tems. Thus it is necessary to have a dynamic mech-
anism for parsing word structures.

In this paper, we propose a new paradigm for
Chinese word segmentation in which not only word
boundaries are identified but the internal structures
of words are recovered (Section 3). To achieve this,
we design a joint morphological and syntactic pars-
ing model of Chinese (Section 4). Our generative
story describes the complete process from sentence
and word structures to the surface string of char-
acters in a top-down fashion. With this probabil-
ity model, we give an algorithm to find the parse
tree of a raw sentence with the highest probabil-
ity (Section 5). The output of our parser incorpo-
rates word structures naturally. Evaluation shows
that the model can learn much of the regularity of
word structures, and also achieves reasonable ac-
curacy in parsing higher level constituent structures
(Section 6).

2 Related Work

The necessity of parsing word structures has been
noticed by Zhao (2009), who presented a character-
level dependency scheme as an alternative to the lin-
ear representation of words. Although our work is
based on the same notion, there are two key dif-
ferences. The first one is that part-of-speech tags
and constituent labels are fundamental for our pars-
ing model, while Zhao focused on unlabeled depen-
dencies between characters in a word, and part-of-
speech information was not utilized. Secondly, we
distinguish explicitly the generation of flat words
such as䑵喏䃮 ‘Washington’ and words with inter-
nal structures. Our parsing algorithm also has to be
adapted accordingly. Such distinction was not made
in Zhao’s parsing model and algorithm.

Many researchers have also noticed the awkward-
ness and insufficiency of current boundary-only Chi-
nese word segmentation paradigm, so they tried to
customize the output to meet the requirements of
various applications (Wu, 2003; Gao et al., 2004).
In a related research, Jiang et al. (2009) presented a
strategy to transfer annotated corpora between dif-
ferent segmentation standards in the hope of saving
some expensive human labor. We believe the best
solution to the problem of divergent standards and
requirements is to annotate and analyze word struc-
tures. Then applications can make use of these struc-
tures according to their own convenience.
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Since the distinction between morphology and
syntax in Chinese is somewhat blurred, our model
for word structure parsing is integrated with con-
stituent parsing. There has been many efforts to in-
tegrate Chinese word segmentation, part-of-speech
tagging and parsing (Wu and Zixin, 1998; Zhou and
Su, 2003; Luo, 2003; Fung et al., 2004). However,
in these research all words were considered to be
flat, and thus word structures were not parsed. This
is a crucial difference with our work. Specifically,
consider the word 碾碜扨 ‘olive oil’. Our parser
output tree Figure 6(a), while Luo (2003) output tree
(b), giving no hint to the structure of this word since
the result is the same with a real flat word 䧢哫膝
‘Los Angeles’(c).

(a) NN
ZZ��

NNf

碾碜

NNf

扨

(b) NN

NNf

碾碜扨

(c) NR

NRf

䧢哫膝

Figure 6: Difference between our output (a) of parsing
the word 碾碜扨 ‘olive oil’ and the output (b) of Luo
(2003). In (c) we have a true flat word, namely the loca-
tion name䧢哫膝 ‘Los Angeles’.

The benefits of joint modeling has been noticed
by many. For example, Li et al. (2010) reported that
a joint syntactic and semantic model improved the
accuracy of both tasks, while Ng and Low (2004)
showed it’s beneficial to integrate word segmenta-
tion and part-of-speech tagging into one model. The
later result is confirmed by many others (Zhang and
Clark, 2008; Jiang et al., 2008; Kruengkrai et al.,
2009). Goldberg and Tsarfaty (2008) showed that
a single model for morphological segmentation and
syntactic parsing of Hebrew yielded an error reduc-
tion of 12% over the best pipelined models. This is
because an integrated approach can effectively take
into account more information from different levels
of analysis.

Parsing of Chinese word structures can be re-
duced to the usual constituent parsing, for which
there has been great progress in the past several
years. Our generative model for unified word and
phrase structure parsing is a direct adaptation of the
model presented by Collins (2003). Many other ap-
proaches of constituent parsing also use this kind

of head-driven generative models (Charniak, 1997;
Bikel and Chiang, 2000) .

3 The New Paradigm

Given a raw Chinese sentence like 䤕撓䏓喴敯
䋳㢧喓, a traditional word segmentation system
would output some result like 䤕撓䏓 喴 敯䋳㢧
喓(‘Lin Zhihao’, ‘is’, ‘chief engineer’). In our new
paradigm, the output should at least be a linear se-
quence of trees representing the structures of each
word as in Figure 7.

NR
Q
Q

�
�

NFf

䤕

NGf

撓䏓

VV

VVf

喴

NN
H
HH

�
��

JJ

JJf

敯

NN
ZZ��

NNf

䋳㢧

NNf

喓

Figure 7: Proposed output for the new Chinese word seg-
mentation paradigm.

Note that in the proposed output, all words are an-
notated with their part-of-speech tags. This is nec-
essary since part-of-speech plays an important role
in the generation of compound words. For example,
揶 ‘person’ usually combines with a verb to form a
compound noun such as唗䕏揶 ‘designer’.

In this paper, we will actually design an integrated
morphological and syntactical parser trained with
a treebank. Therefore, the real output of our sys-
tem looks like Figure 8. It’s clear that besides all

S
PPPPP
�����

NP

NR
ZZ��

NFf

䤕

NGf

撓䏓

VP
aaa

!!!
VV

VVf

喴

NN
HHH

���
JJ

JJf

敯

NN
ZZ��

NNf

䋳㢧

NNf

喓

Figure 8: The actual output of our parser trained with a
fully annotated treebank.

the information of the proposed output for the new
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paradigm, our model’s output also includes higher-
level syntactic parsing results.

3.1 Training Data

We employ a statistical model to parse phrase and
word structures as illustrated in Figure 8. The cur-
rently available treebank for us is the Penn Chinese
Treebank (CTB) 5.0 (Xue et al., 2005). Because our
model belongs to the family of head-driven statisti-
cal parsing models (Collins, 2003), we use the head-
finding rules described by Sun and Jurafsky (2004).

Unfortunately, this treebank or any other tree-
banks for that matter, does not contain annotations
of word structures. Therefore, we must annotate
these structures by ourselves. The good news is that
the annotation is not too complicated. First, we ex-
tract all words in the treebank and check each of
them manually. Words with non-trivial structures
are thus annotated. Finally, we install these small
trees of words into the original treebank. Whether a
word has structures or not is mostly context indepen-
dent, so we only have to annotate each word once.

There are two noteworthy issues in this process.
Firstly, as we’ll see in Section 4, flat words and
non-flat words will be modeled differently, thus it’s
important to adapt the part-of-speech tags to facili-
tate this modeling strategy. For example, the tag for
nouns is NN as in 憞䠮䞎 ‘Iraq’ and 卣敯埚 ‘for-
mer president’. After annotation, the former is flat,
but the later has a structure (Figure 9). So we change
the POS tag for flat nouns to NNf, then during bot-
tom up parsing, whenever a new constituent ending
with ‘f’ is found, we can assign it a probability in a
way different from a structured word or phrase.

Secondly, we should record the head position of
each word tree in accordance with the requirements
of head driven parsing models. As an example, the
right tree in Figure 9 has the context free rule “NN
→ JJf NNf”, the head of which should be the right-
most NNf. Therefore, in卣敯埚 ‘former president’
the head is敯埚 ‘president’.

In passing, the readers should note the fact that
in Figure 9, we have to add a parent labeled NN to
the flat word 憞䠮䞎 ‘Iraq’ so as not to change the
context-free rules contained inherently in the origi-
nal treebank.

(a) NN

NNf

憞䠮䞎

(b) NN
ll,,

JJf

卣

NNf

敯埚

Figure 9: Example word structure annotation. We add an
‘f’ to the POS tags of words with no further structures.

4 The Model

Given an observed raw sentences S, our generative
model tells a story about how this surface sequence
of Chinese characters is generated with a linguisti-
cally plausible morphological and syntactical pro-
cess, thereby defining a joint probability Pr(T, S)
where T is a parse tree carrying word structures as
well as phrase structures. With this model, the pars-
ing problem is to search for the tree T ∗ such that

T ∗ = arg max
T

Pr(T, S) (1)

The generation of S is defined in a top down fash-
ion, which can be roughly summarized as follows.
First, the lexicalized constituent structures are gen-
erated, then the lexicalized structure of each word
is generated. Finally, flat words with no structures
are generated. As soon as this is done, we get a tree
whose leaves are Chinese characters and can be con-
catenated to get the surface character sequence S.

4.1 Generation of Constituent Structures

Each node in the constituent tree corresponds to a
lexicalized context free rule

P → Ln Ln−1 · · ·L1HR1R2 · · ·Rm (2)

where P , Li, Ri and H are lexicalized nonterminals
and H is the head. To generate this constituent, first
P is generated, then the head child H is generated
conditioned on P , and finally each Li and Rj are
generated conditioned on P and H and a distance
metric. This breakdown of lexicalized PCFG rules
is essentially the Model 2 defined by Collins (1999).
We refer the readers to Collins’ thesis for further de-
tails.
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4.2 Generation of Words with Internal
Structures

Words with rich internal structures can be described
using a context-free grammar formalism as

word → root (3)

word → word suffix (4)

word → prefix word (5)

Here the root is any word without interesting internal
structures, and the prefixes and suffixes are not lim-
ited to single characters. For example,擌懂 ‘ism’ as
in她㦓擌懂 ‘modernism’ is a well known and very
productive suffix. Also, we can see that rules (4) and
(5) are recursive and hence can handle words with
very complex structures.

By (3)–(5), the generation of word structures is
exactly the same as that of ordinary phrase struc-
tures. Hence the probabilities of these words can be
defined in the same way as higher level constituents
in (2). Note that in our case, each word with struc-
tures is naturally lexicalized, since in the annotation
process we have been careful to record the head po-
sition of each complex word.

As an example, consider a word w = R(r)S(s)
where R is the root part-of-speech headed by the
word r, and S is the suffix part-of-speech headed
by s. If the head of this word is its suffix, then we
can define the probability of w by

Pr(w) = Pr(S, s) · Pr(R, r|S, s) (6)

This is equivalent to saying that to generate w, we
first generate its head S(s), then conditioned on this
head, other components of this word are generated.
In actual parsing, because a word always occurs in
some contexts, the above probability should also be
conditioned on these contexts, such as its parent and
the parent’s head word.

4.3 Generation of Flat Words
We say a word is flat if it contains only one mor-
pheme such as憞䠮䞎 ‘Iraq’, or if it is a compound
like 䝭䅵 ‘develop’ which does not have a produc-
tive component we are currently interested in. De-
pending on whether a flat word is known or not,
their generative probabilities are computed also dif-
ferently. Generation of flat words seen in training is

trivial and deterministic since every phrase and word
structure rules are lexicalized.

However, the generation of unknown flat words
is a different story. During training, words that oc-
cur less than 6 times are substituted with the symbol
UNKNOWN. In testing, unknown words are gener-
ated after the generation of symbol UNKNOWN, and
we define their probability by a first-order Markov
model. That is, given a flat word w = c1c2 · · · cn
not seen in training, we define its probability condi-
tioned with the part-of-speech p as

Pr(w|p) =
n+1∏
i=1

Pr(ci|ci−1, p) (7)

where c0 is taken to be a START symbol indicating
the left boundary of a word and cn+1 is the STOP

symbol to indicate the right boundary. Note that the
generation of w is only conditioned on its part-of-
speech p, ignoring the larger constituent or word in
which w occurs.

We use a back-off strategy to smooth the proba-
bilities in (7):

P̃r(ci|ci−1, p) = λ1 · P̂r(ci|ci−1, p)

+ λ2 · P̂r(ci|ci−1)

+λ3 · P̂r(ci) (8)

where λ1 + λ2 + λ3 = 1 to ensure the conditional
probability is well formed. These λs will be esti-
mated with held-out data. The probabilities on the
right side of (8) can be estimated with simple counts:

P̂r(ci|ci−1, p) =
COUNT(ci−1ci, p)

COUNT(ci−1, p)
(9)

The other probabilities can be estimated in the same
way.

4.4 Summary of the Generative Story
We make a brief summary of our generative story for
the integrated morphological and syntactic parsing
model. For a sentence S and its parse tree T , if we
denote the set of lexicalized phrase structures in T
by C, the set of lexicalized word structures by W ,
and the set of unknown flat words by F , then the
joint probability Pr(T, S) according to our model is

Pr(T, S) =
∏
c∈C

Pr(c)
∏

w∈W
Pr(w)

∏
f∈F

Pr(f) (10)
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In practice, the logarithm of this probability can be
calculated instead to avoid numerical difficulties.

5 The Parsing Algorithm

To find the parse tree with highest probability we
use a chart parser adapted from Collins (1999). Two
key changes must be made to the search process,
though. Firstly, because we are proposing a new
paradigm for Chinese word segmentation, the input
to the parser must be raw sentences by definition.
Hence to use the bottom-up parser, we need a lex-
icon of all characters together with what roles they
can play in a flat word. We can get this lexicon from
the treebank. For example, from the word撥愊/NNf
‘center’, we can extract a role bNNf for character撥
‘middle’ and a role eNNf for character 愊 ‘center’.
The role bNNf means the beginning of the flat la-
bel NNf, while eNNf stands for the end of the label
NNf. This scheme was first proposed by Luo (2003)
in his character-based Chinese parser, and we find it
quite adequate for our purpose here.

Secondly, in the bottom-up parser for head driven
models, whenever a new edge is found, we must as-
sign it a probability and a head word. If the newly
discovered constituent is a flat word (its label ends
with ‘f’), then we set its head word to be the con-
catenation of all its child characters, i.e. the word
itself. If it is an unknown word, we use (7) to assign
the probability, otherwise its probability is set to be
1. On the other hand, if the new edge is a phrase or
word with internal structures, the probability is set
according to (2), while the head word is found with
the appropriate head rules. In this bottom-up way,
the probability for a complete parse tree is known
as soon as it is completed. This probability includes
both word generation probabilities and constituent
probabilities.

6 Evaluation

For several reasons, it is a little tricky to evaluate the
accuracy of our model for integrated morphological
and syntactic parsing. First and foremost, we cur-
rently know of no other same effort in parsing the
structures of Chinese words, and we have to anno-
tate word structures by ourselves. Hence there is no
baseline performance to compare with. Secondly,
simply reporting the accuracy of labeled precision

and recall is not very informative because our parser
takes raw sentences as input, and its output includes
a lot of easy cases like word segmentation and part-
of-speech tagging results.

Despite these difficulties, we note that higher-
level constituent parsing results are still somewhat
comparable with previous performance in parsing
Penn Chinese Treebank, because constituent parsing
does not involve word structures directly. Having
said that, it must be pointed out that the comparison
is meaningful only in a limited sense, as in previous
literatures on Chinese parsing, the input is always
word segmented or even part-of-speech tagged. That
is, the bracketing in our case is around characters
instead of words. Another observation is we can
still evaluate Chinese word segmentation and part-
of-speech tagging accuracy, by reading off the cor-
responding result from parse trees. Again because
we split the words with internal structures into their
components, comparison with other systems should
be viewed with that in mind.

Based on these discussions, we divide the labels
of all constituents into three categories:

Phrase labels are the labels in Peen Chinese Tree-
bank for nonterminal phrase structures, includ-
ing NP, VP, PP, etc.

POS labels represent part-of-speech tags such as
NN, VV, DEG, etc.

Flat labels are generated in our annotation for
words with no interesting structures. Recall
that they always end with an ‘f’ such as NNf,
VVf and DEGf, etc.

With this classification, we report our parser’s ac-
curacy for phrase labels, which is approximately
the accuracy of constituent parsing of Penn Chinese
Treebank. We report our parser’s word segmenta-
tion accuracy based on the flat labels. This accu-
racy is in fact the joint accuracy of segmentation
and part-of-speech tagging. Most importantly, we
can report our parser’s accuracy in recovering word
structures based on POS labels and flat labels, since
word structures may contain only these two kinds of
labels.

With the standard split of CTB 5.0 data into train-
ing, development and test sets (Zhang and Clark,
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2009), the result are summarized in Table 1. For all
label categories, the PARSEEVAL measures (Abney
et al., 1991) are used in computing the labeled pre-
cision and recall.

Types LP LR F1

Phrase 79.3 80.1 79.7
Flat 93.2 93.8 93.5
Flat* 97.1 97.6 97.3

POS & Flat 92.7 93.2 92.9

Table 1: Labeled precision and recall for the three types
of labels. The line labeled ‘Flat*’ is for unlabeled met-
rics of flat words, which is effectively the ordinary word
segmentation accuracy.

Though not directly comparable, we can make
some remarks to the accuracy of our model. For
constituent parsing, the best result on CTB 5.0 is
reported to be 78% F1 measure for unlimited sen-
tences with automatically assigned POS tags (Zhang
and Clark, 2009). Our result for phrase labels is
close to this accuracy. Besides, the result for flat
labels compares favorably with the state of the art
accuracy of about 93% F1 for joint word segmen-
tation and part-of-speech tagging (Jiang et al., 2008;
Kruengkrai et al., 2009). For ordinary word segmen-
tation, the best result is reported to be around 97%
F1 on CTB 5.0 (Kruengkrai et al., 2009), while our
parser performs at 97.3%, though we should remem-
ber that the result concerns flat words only. Finally,
we see the performance of word structure recovery
is almost as good as the recognition of flat words.
This means that parsing word structures accurately
is possible with a generative model.

It is interesting to see how well the parser does
in recognizing the structure of words that were not
seen during training. For this, we sampled 100
such words including those with prefixes or suffixes
and personal names. We found that for 82 of these
words, our parser can correctly recognize their struc-
tures. This means our model has learnt something
that generalizes well to unseen words.

In error analysis, we found that the parser tends
to over generalize for prefix and suffix characters.
For example,㦌斊䕛 ‘great writer’ is a noun phrase
consisting of an adjective㦌 ‘great’ and a noun斊䕛
‘writer’, as shown in Figure 10(a), but our parser in-

correctly analyzed it into a root㦌斊 ‘masterpiece’
and a suffix 䕛 ‘expert’, as in Figure 10(b). This

(a) NP
ll,,

JJ

JJf

㦌

NN

NNf

斊䕛

(b) NN
ZZ��

NNf

㦌斊

NNf

䕛

Figure 10: Example of parser error. Tree (a) is correct,
and (b) is the wrong result by our parser.

is because the character 䕛 ‘expert’ is a very pro-
ductive suffix, as in 䑺惆䕛 ‘chemist’ and 堉䘂䕛
‘diplomat’. This observation is illuminating because
most errors of our parser follow this pattern. Cur-
rently we don’t have any non-ad hoc way of prevent-
ing such kind of over generalization.

7 Conclusion and Discussion

In this paper we proposed a new paradigm for Chi-
nese word segmentation in which not only flat words
were identified but words with structures were also
parsed. We gave good reasons why this should be
done, and we presented an effective method show-
ing how this could be done. With the progress in
statistical parsing technology and the development
of large scale treebanks, the time has now come for
this paradigm shift to happen. We believe such a
new paradigm for word segmentation is linguisti-
cally justified and pragmatically beneficial to real
world applications. We showed that word struc-
tures can be recovered with high precision, though
there’s still much room for improvement, especially
for higher level constituent parsing.

Our model is generative, but discriminative mod-
els such as maximum entropy technique (Berger
et al., 1996) can be used in parsing word struc-
tures too. Many parsers using these techniques
have been proved to be quite successful (Luo, 2003;
Fung et al., 2004; Wang et al., 2006). Another
possible direction is to combine generative models
with discriminative reranking to enhance the accu-
racy (Collins and Koo, 2005; Charniak and Johnson,
2005).

Finally, we must note that the use of flat labels
such as “NNf” is less than ideal. The most impor-
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tant reason these labels are used is we want to com-
pare the performance of our parser with previous re-
sults in constituent parsing, part-of-speech tagging
and word segmentation, as we did in Section 6. The
problem with this approach is that word structures
and phrase structures are then not treated in a truly
unified way, and besides the 33 part-of-speech tags
originally contained in Penn Chinese Treebank, an-
other 33 tags ending with ‘f’ are introduced. We
leave this problem open for now and plan to address
it in future work.
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Abstract

There are several tasks where is preferable not
responding than responding incorrectly. This
idea is not new, but despite several previous at-
tempts there isn’t a commonly accepted mea-
sure to assess non-response. We study here an
extension of accuracy measure with this fea-
ture and a very easy to understand interpreta-
tion. The measure proposed (c@1) has a good
balance of discrimination power, stability and
sensitivity properties. We show also how this
measure is able to reward systems that main-
tain the same number of correct answers and
at the same time decrease the number of in-
correct ones, by leaving some questions unan-
swered. This measure is well suited for tasks
such as Reading Comprehension tests, where
multiple choices per question are given, but
only one is correct.

1 Introduction

There is some tendency to consider that an incorrect
result is simply the absence of a correct one. This is
particularly true in the evaluation of Information Re-
trieval systems where, in fact, the absence of results
sometimes is the worse output.

However, there are scenarios where we should
consider the possibility of not responding, because
this behavior has more value than responding incor-
rectly. For example, during the process of introduc-
ing new features in a search engine it is important
to preserve users’ confidence in the system. Thus,
a system must decide whether it should give or not
a result in the new fashion or keep on with the old
kind of output. A similar example is the decision

about showing or not ads related to the query. Show-
ing wrong ads harms the business model more than
showing nothing. A third example more related to
Natural Language Processing is the Machine Read-
ing evaluation through reading comprehension tests.
In this case, where multiple choices for a question
are offered, choosing a wrong option should be pun-
ished against leaving the question unanswered.

In the latter case, the use of utility functions is
a very common option. However, utility functions
give arbitrary value to not responding and ignore
the system’s behavior showed when it responds (see
Section 2). To avoid this, we present c@1 measure
(Section 2.2), as an extension of accuracy (the pro-
portion of correctly answered questions). In Sec-
tion 3 we show that no other extension produces a
sensible measure. In Section 4 we evaluate c@1 in
terms of stability, discrimination power and sensibil-
ity, and some real examples of its behavior are given
in the context of Question Answering. Related work
is discussed in Section 5.

2 Looking for the Value of Not Responding

Lets take the scenario of Reading Comprehension
tests to argue about the development of the measure.
Our scenario assumes the following:

• There are several questions.

• Each question has several options.

• One option is correct (and only one).

The first step is to consider the possibility of not
responding. If the system responds, then the assess-
ment will be one of two: correct or wrong. But if
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the system doesn’t respond there is no assessment.
Since every question has a correct answer, non re-
sponse is not correct but it is not incorrect either.
This is represented in contingency Table 1, where:

• nac: number of questions for which the answer
is correct

• naw: number of questions for which the answer
is incorrect

• nu: number of questions not answered

• n: number of questions (n = nac + naw + nu)

Correct (C) Incorrect (¬C)
Answered (A) nac naw

Unanswered (¬A) nu

Table 1: Contingency table for our scenario

Let’s start studying a simple utility function able
to establish the preference order we want:

• -1 if question receives an incorrect response

• 0 if question is left unanswered

• 1 if question receives a correct response

Let U(i) be the utility function that returns one of
the above values for a given question i. Thus, if we
want to consider n questions in the evaluation, the
measure would be:

UF =
1

n

n∑
i=1

U(i) =
nac − naw

n
(1)

The rationale of this utility function is intuitive:
not answering adds no value and wrong answers add
negative values. Positive values of UF indicate more
correct answers than incorrect ones, while negative
values indicate the opposite. However, the utility
function is giving an arbitrary value to the prefer-
ences (-1, 0, 1).

Now we want to interpret in some way the value
that Formula (1) assigns to unanswered questions.
For this purpose, we need to transform Formula (1)
into a more meaningful measure with a parameter
for the number of unanswered questions (nu). A

monotonic transformation of (1) permit us to pre-
serve the ranking produced by the measure. Let
f(x)=0.5x+0.5 be the monotonic function to be used
for the transformation. Applying this function to
Formula (1) results in Formula (2):

0.5
nac − naw

n
+ 0.5 =

0.5

n
[nac − naw + n] =

=
0.5

n
[nac − naw + nac + naw + nu]

=
0.5

n
[2nac + nu] =

nac

n
+ 0.5

nu

n
(2)

Measure (2) provides the same ranking of sys-
tems than measure (1). The first summand of For-
mula (2) corresponds to accuracy, while the second
is adding an arbitrary constant weight of 0.5 to the
proportion of unanswered questions. In other words,
unanswered questions are receiving the same value
as if half of them had been answered correctly.

This does not seem correct given that not answer-
ing is being rewarded in the same proportion to all
the systems, without taking into account the per-
formance they have shown with the answered ques-
tions. We need to propose a more sensible estima-
tion for the weight of unanswered questions.

2.1 A rationale for the Value of Unanswered
Questions

According to the utility function suggested, unan-
swered questions would have value as if half of them
had been answered correctly. Why half and not other
value? Even more, Why a constant value? Let’s gen-
eralize this idea and estate more clearly our hypoth-
esis:

Unanswered questions have the same value as if a
proportion of them would have been answered cor-
rectly.

We can express this idea according to contingency
Table 1 in the following way:

P (C) = P (C ∩A) + P (C ∩ ¬A) =

= P (C ∩A) + P (C/¬A) ∗ P (¬A)
(3)

P (C ∩ A) can be estimated by nac/n, P (¬A)
can be estimated by nu/n, and we have to estimate
P (C/¬A). Our hypothesis is saying that P (C/¬A)
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is different from 0. The utility measure (2) corre-
sponds to P(C) in Formula (3) where P (C/¬A) re-
ceives a constant value of 0.5. It is assuming arbi-
trarily that P (C/¬A) = P (C/A).

Following this, our measure must consist of two
parts: The overall accuracy and a better estimation
of correctness over the unanswered questions.

2.2 The Measure Proposed: c@1
From the answered questions we have already ob-
served the proportion of questions that received a
correct answer (P (C ∩A) = nac/n). We can use this
observation as our estimation for P (C/¬A) instead
of the arbitrary value of 0.5.

Thus, the measure we propose is c@1 (correct-
ness at one) and is formally represented as follows:

c@1 =
nac

n
+

nac

n

nu

n
=

1

n
(nac +

nac

n
nu) (4)

The most important features of c@1 are:

1. A system that answers all the questions will re-
ceive a score equal to the traditional accuracy
measure: nu=0 and therefore c@1=nac/n.

2. Unanswered questions will add value to c@1
as if they were answered with the accuracy al-
ready shown.

3. A system that does not return any answer would
receive a score equal to 0 due to nac=0 in both
summands.

According to the reasoning above, we can inter-
pret c@1 in terms of probability as P (C) where
P (C/¬A) has been estimated with P (C ∩ A). In
the following section we will show that there is no
other estimation for P (C/¬A) able to provide a rea-
sonable evaluation measure.

3 Other Estimations for P (C/¬A)

In this section we study whether other estimations
of P (C/¬A) can provide a sensible measure for QA
when unanswered questions are taken into account.
They are:

1. P (C/¬A) ≡ 0

2. P (C/¬A) ≡ 1

3. P (C/¬A) ≡ P (¬C/¬A) ≡ 0.5

4. P (C/¬A) ≡ P (C/A)

5. P (C/¬A) ≡ P (¬C/A)

3.1 P (C/¬A) ≡ 0

This estimation considers the absence of response as
incorrect response and we have the traditional accu-
racy (nac/n).

Obviously, this is against our purposes.

3.2 P (C/¬A) ≡ 1

This estimation considers all unanswered questions
as correctly answered. This option is not reasonable
and is given for completeness: systems giving no
answer would get maximum score.

3.3 P (C/¬A) ≡ P (¬C/¬A) ≡ 0.5

It could be argued that since we cannot have obser-
vations of correctness for unanswered questions, we
should assume equiprobability between P (C/¬A)
and P (¬C/¬A). In this case, P(C) corresponds
to the expression (2) already discussed. As previ-
ously explained, in this case we are giving an arbi-
trary constant value to unanswered questions inde-
pendently of the system’s performance shown with
answered ones. This seems unfair. We should be
aiming at rewarding those systems not responding
instead of giving wrong answers, not reward the sole
fact that the system is not responding.

3.4 P (C/¬A) ≡ P (C/A)

An alternative is to estimate the probability of cor-
rectness for the unanswered questions as the pre-
cision observed over the answered ones: P(C/A)=
nac/(nac+ naw). In this case, our measure would be
like the one shown in Formula (5):

P (C) = P (C ∩A) + P (C/¬A) ∗ P (¬A) =

= P (C/A) ∗ P (A) + P (C/A) ∗ P (¬A) =

= P (C/A) =
nac

nac + naw

(5)

The resulting measure is again the observed pre-
cision over the answered ones. This is not a sensible
measure, as it would reward a cheating system that
decides to leave all questions unanswered except one
for which it is sure to have a correct answer.
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Furthermore, from the idea that P (C/¬A) is
equal to P (C/A) the underlying assumption is that
systems choose to answer or not to answer ran-
domly, whereas we want to reward the systems that
choose not responding because they are able to de-
cide that their candidate options are wrong or be-
cause they are unable to decide which candidate is
correct.

3.5 P (C/¬A) ≡ P (¬C/A)

The last option to be considered explores the idea
that systems fail not responding in the same propor-
tion that they fail when they give an answer (i.e. pro-
portion of incorrect answers).

Estimating P (C/¬A) as naw / (nac+ naw), the
measure would be:

P (C) = P (C ∩A) + P (C/¬A) ∗ P (¬A) =

= P (C ∩A) ∗ P (¬C/A) ∗ P (¬A) =

=
nac

n
+

naw

nac + naw
∗ nu

n

(6)

This measure is very easy to cheat. It is possible
to obtain almost a perfect score just by answering in-
correctly only one question and leaving unanswered
the rest of the questions.

4 Evaluation of c@1

When a new measure is proposed, it is important
to study the reliability of the results obtained us-
ing that measure. For this purpose, we have cho-
sen the method described by Buckley and Voorhees
(2000) for assessing the stability and discrimination
power, as well as the method described by Voorhees
and Buckley (2002) for examining the sensitivity of
our measure. These methods have been used for
studying IR metrics (showing similar results with
the methods based on statistics (Sakai, 2006)), as
well as for evaluating the reliability of other QA
measures different to the ones studied here (Sakai,
2007a; Voorhees, 2002; Voorhees, 2003).

We have compared the results over c@1 with the
ones obtained using both accuracy and the utility
function (UF) defined in Formula (1). This compari-
son is useful to show how confident can a researcher
be with the results obtained using each evaluation
measure.

In the following subsections we will first show the
data used for our study. Then, the experiments about
stability and sensitivity will be described.

4.1 Data sets
We used the test collections and runs from the Ques-
tion Answering track at the Cross Language Evalu-
ation Forum 2009 (CLEF) (Peñas et al., 2010). The
collection has a set of 500 questions with their an-
swers. The 44 runs in different languages contain
the human assessments for the answers given by ac-
tual participants. Systems could chose not to answer
a question. In this case, they had the chance to sub-
mit their best candidate in order to assess the perfor-
mance of their validation module (the one that de-
cides whether to give or not the answer).

This data collection allows us to compare c@1
and accuracy over the same runs.

4.2 Stability vs. Discrimination Power
The more stable a measure is, the lower the probabil-
ity of errors associated with the conclusion “system
A is better than system B” is. Measures with a high
error must be used more carefully performing more
experiments than in the case of using a measure with
lower error.

In order to study the stability of c@1 and to com-
pare it with accuracy we used the method described
by Buckley and Voorhees (2000). This method al-
lows also to study the number of times systems are
deemed to be equivalent with respect to a certain
measure, which reflects the discrimination power of
that measure. The less discriminative the measure
is, the more ties between systems there will be. This
means that longer difference in scores will be needed
for concluding which system is better (Buckley and
Voorhees, 2000).

The method works as follows: let S denote a set
of runs. Let x and y denote a pair of runs from S.
Let Q denote the entire evaluation collection. Let f
represents the fuzziness value, which is the percent
difference between scores such that if the difference
is smaller than f then the two scores are deemed to
be equivalent. We apply the algorithm of Figure 1
to obtain the information needed for computing the
error rate (Formula (7)). Stability is inverse to this
value, the lower the error rate is, the more stable
the measure is. The same algorithm gives us the
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proportion of ties (Formula (8)), which we use for
measuring discrimination power, that is the lower
the proportion of ties is, the more discriminative the
measure is.

for each pair of runs x,y ϵ S
for each trial from 1 to 100
Qi = select at random subcol of size c from Q;
margin = f * max (M(x,Qi),M(y,Qi));
if(|M(x,Qi) - M(y,Qi)| < |margin|)
EQM (x,y)++;

else if(|M(x,Qi) > M(y,Qi)|)
GTM (x,y)++;

else
GTM (y,x)++;

Figure 1: Algorithm for computing EQM (x,y),
GTM (x,y) and GTM (y,x) in the stability method

We assume that for each measure the correct de-
cision about whether run x is better than run y hap-
pens when there are more cases where the value of
x is better than the value of y. Then, the number of
times y is better than x is considered as the number
of times the test is misleading, while the number of
times the values of x and y are equivalent is consid-
ered the number of ties.

On the other hand, it is clear that larger fuzziness
values decrease the error rate but also decrease the
discrimination power of a measure. Since a fixed
fuzziness value might imply different trade-offs for
different metrics, we decided to vary the fuzziness
value from 0.01 to 0.10 (following the work by Sakai
(2007b)) and to draw for each measure a proportion-
of-ties / error-rate curve. Figure 2 shows these
curves for the c@1, accuracy and UF measures. In
the Figure we can see how there is a consistent de-
crease of the error rate of all measures when the
proportion of ties increases (this corresponds to the
increase in the fuzziness value). Figure 2 shows
that the curves of accuracy and c@1 are quite simi-
lar (slightly better behavior of c@1) , which means
that they have a similar stability and discrimination
power.

The results suggest that the three measures are
quite stable, having c@1 and accuracy a lower er-
ror rate than UF when the proportion of ties grows.
These curves are similar to the ones obtained for

Figure 2: Error-rate / Proportion of ties curves for accu-
racy, c@1 and UF with c = 250

other QA evaluation measures (Sakai, 2007a).

4.3 Sensitivity

The swap-rate (Voorhees and Buckley, 2002) repre-
sents the chance of obtaining a discrepancy between
two question sets (of the same size) as to whether
a system is better than another given a certain dif-
ference bin. Looking at the swap-rates of all the
difference performance bins, the performance dif-
ference required in order to conclude that a run is
better than another for a given confidence value can
be estimated. For example, if we want to know the
required difference for concluding that system A is
better than system B with a confidence of 95%, then
we select the difference that represents the first bin
where the swap-rate is lower or equal than 0.05.

The sensitivity of the measure is the number of
times among all the comparisons in the experi-
ment where this performance difference is obtained
(Sakai, 2007b). That is, the more comparisons ac-
complish the estimated performance difference, the
more sensitive is the measure. The more sensitive
the measure, the more useful it is for system dis-
crimination.

The swap method works as follows: let S denote
a set of runs, let x and y denote a pair of runs from S.
Let Q denote the entire evaluation collection. And
let d denote a performance difference between two
runs. Then, we first define 21 performance differ-
ence bins: the first bin represents performance dif-
ferences between systems such that 0 ≤ d < 0.01;
the second bin represents differences such that 0.01
≤ d < 0.02; and the limits for the remaining bins in-
crease by increments of 0.01, with the last bin con-
taining all the differences equal or higher than 0.2.
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Error rateM =

∑
x,yϵS min(GTM (x, y), GTM (y, x))∑

x,yϵS(GTM (x, y) + GTM (y, x) + EQM (x, y))
(7)

Prop T iesM =

∑
x,yϵS EQM (x, y)∑

x,yϵS(GTM (x, y) + GTM (y, x) + EQM (x, y))
(8)

Let BIN(d) denote a mapping from a difference d to
one of the 21 bins where it belongs. Thus, algorithm
in Figure 3 is applied for calculating the swap-rate
of each bin.

for each pair of runs x,y ϵ S
for each trial from 1 to 100

select Qi , Q
′
i ⊂ Q, where

Qi ∩ Q
′
i == ϕ and |Qi| == |Q′

i| == c;
dM (Qi) = M(x,Qi)−M(y, Qi);
dM (Q

′
i) = M(x,Q

′
i)−M(y, Q

′
i);

counter(BIN(|dM (Qi)|))++;
if(dM (Qi) * dM (Q

′
i) < 0)

swap counter(BIN(|dM (Qi)|))++;
for each bin b

swap rate(b) = swap counter(b)/counter(b);

Figure 3: Algorithm for computing swap-rates

(i) (ii) (iii) (iv)
UF 0.17 0.48 35.12% 59.30%

c@1 0.09 0.77 11.69% 58.40%
accuracy 0.09 0.68 13.24% 55.00%

Table 2: Results obtained applying the swap method to
accuracy, c@1 and UF at 95% of confidence, with c =
250: (i) Absolute difference required; (ii) Highest value
obtained; (iii) Relative difference required ((i)/(ii)); (iv)
percentage of comparisons that accomplish the required
difference (sensitivity)

Given that Qi and Q
′
i must be disjoint, their size

can only be up to half of the size of the original col-
lection. Thus, we use the value c=250 for our exper-
iment1. Table 2 shows the results obtained by apply-
ing the swap method to accuracy, c@1 and UF, with
c = 250, swap-rate ≤ 5, and sensitivity given a con-
fidence of 95% (Column (iv)). The range of values

1We use the same size for experiments in Section 4.2 for
homogeneity reasons.

are similar to the ones obtained for other measures
according to (Sakai, 2007a).

According to Column (i), a higher absolute dif-
ference is required for concluding that a system is
better than another using UF. However, the relative
difference is similar to the one required by c@1.
Thus, similar percentage of comparisons using c@1
and UF accomplish the required difference (Column
(iv)). These results show that their sensitivity values
are similar, and higher than the value for accuracy.

4.4 Qualitative evaluation

In addition to the theoretical study, we undertook a
study to interpret the results obtained by real sys-
tems in a real scenario. The aim is to compare the
results of the proposed c@1 measure with accuracy
in order to compare their behavior. For this purpose
we inspected the real systems runs in the data set.

System c@1 accuracy (i) (ii) (iii)
icia091ro 0.58 0.47 237 156 107
uaic092ro 0.47 0.47 236 264 0
loga092de 0.44 0.37 187 230 83
base092de 0.38 0.38 189 311 0

Table 3: Example of system results in QA@CLEF 2009.
(i) number of questions correctly answered; (ii) number
of questions incorrectly answered; (iii) number of unan-
swered questions.

Table 3 shows a couple of examples where two
systems have answered correctly a similar num-
ber of questions. For example, this is the case of
icia091ro and uaic092ro that, therefore, obtain al-
most the same accuracy value. However, icia091ro
has returned less incorrect answers by not respond-
ing some questions. This is the kind of behavior we
want to measure and reward. Table 3 shows how
accuracy is sensitive only to the number of correct
answers whereas c@1 is able to distinguish when
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systems keep the number of correct answers but re-
duce the number of incorrect ones by not respond-
ing to some. The same reasoning is applicable to
loga092de compared to base092de for German.

5 Related Work

The decision of leaving a query without response is
related to the system ability to measure accurately its
self-confidence about the correctness of their candi-
date answers. Although there have been one attempt
to make the self-confidence score explicit and use
it (Herrera et al., 2005), rankings are, usually, the
implicit way to evaluate this self-confidence. Mean
Reciprocal Rank (MRR) has traditionally been used
to evaluate Question Answering systems when sev-
eral answers per question were allowed and given
in order (Fukumoto et al., 2002; Voorhees and Tice,
1999). However, as it occurs with Accuracy (propor-
tion of questions correctly answered), the risk of giv-
ing a wrong answer is always preferred better than
not responding.

The QA track at TREC 2001 was the first eval-
uation campaign in which systems were allowed
to leave a question unanswered (Voorhees, 2001).
The main evaluation measure was MRR, but perfor-
mance was also measured by means of the percent-
age of answered questions and the portion of them
that were correctly answered. However, no combi-
nation of these two values into a unique measure was
proposed.

TREC 2002 discarded the idea of including unan-
swered questions in the evaluation. Only one answer
by question was allowed and all answers had to be
ranked according to the system’s self-confidence in
the correctness of the answer. Systems were evalu-
ated by means of Confidence Weighted Score (CWS),
rewarding those systems able to provide more cor-
rect answers at the top of the ranking (Voorhees,
2002). The formulation of CWS is the following:

CWS =
1

n

n∑
i=1

C(i)

i
(9)

Where n is the number of questions, and C(i) is
the number of correct answers up to the position i in
the ranking. Formally:

C(i) =
i∑

j=1

I(j) (10)

where I(j) is a function that returns 1 if answer j
is correct and 0 if it is not. The formulation of CWS
is inspired by the Average Precision (AP) over the
ranking for one question:

AP =
1

R

∑
r

I(r)
C(r)

r
(11)

where R is the number of known relevant results
for a topic, and r is a position in the ranking. Since
only one answer per question is requested, R equals
to n (the number of questions) in CWS. However,
in AP formula the summands belong to the posi-
tions of the ranking where there is a relevant result
(product of I(r)), whereas in CWS every position of
the ranking add value to the measure regardless of
whether there is a relevant result or not in that po-
sition. Therefore, CWS gives much more value to
some questions over others: questions whose an-
swers are at the top of the ranking are giving almost
the complete value to CWS, whereas those questions
whose answers are at the bottom of the ranking are
almost not counting in the evaluation.

Although CWS was aimed at promoting the de-
velopment of better self-confidence scores, it was
discussed as a measure for evaluating QA systems
performance. CWS was discarded in the following
campaigns of TREC in favor of accuracy (Voorhees,
2003). Subsequently, accuracy was adopted by the
QA track at the Cross-Language Evaluation Forum
from the beginning (Magnini et al., 2005).

There was an attempt to consider explicitly sys-
tems confidence self-score (Herrera et al., 2005): the
use of the Pearson’s correlation coefficient and the
proposal of measures K and K1 (see Formula 12).
These measures are based in a utility function that
returns -1 if the answer is incorrect and 1 if it is
correct. This positive or negative value is weighted
with the normalized confidence self-score given by
the system to each answer. K is a variation of K1
for being used in evaluations where more than an
answer per question is allowed.

If the self-score is 0, then the answer is ignored
and thus, this measure is permitting to leave a ques-
tion unanswered. A system that always returns a
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K1 =

∑
iϵ{correctanswers}

self score(i)−
∑

iϵ{incorrectanswers}

self score(i)

n
ϵ [−1, 1] (12)

self-score equals to 0 (no answer) obtains a K1 value
of 0. However, the final value of K1 is difficult to
interpret: a positive value does not indicate neces-
sarily more correct answers than incorrect ones, but
that the sum of scores of correct answers is higher
than the sum resulting from the scores of incorrect
answers. This could explain the little success of this
measure for evaluating QA systems in favor, again,
of accuracy measure.

Accuracy is the simplest and most intuitive evalu-
ation measure. At the same time is able to reward
those systems showing good performance. How-
ever, together with MRR belongs to the set of mea-
sures that pushes in favor of giving always a re-
sponse, even wrong, since there is no punishment for
it. Thus, the development of better validation tech-
nologies (systems able to decide whether the can-
didate answers are correct or not) is not promoted,
despite new QA architectures require them.

In effect, most QA systems during TREC and
CLEF campaigns had an upper bound of accuracy
around 60%. An explanation for this was the effect
of error propagation in the most extended pipeline
architecture: Passage Retrieval, Answer Extraction,
Answer Ranking. Even with performances higher
than 80% in each step, the overall performance
drops dramatically just because of the product of
partial performances. Thus, a way to break the
pipeline architecture is the development of a mod-
ule able to decide whether the QA system must con-
tinue or not its searching for new candidate answers:
the Answer Validation module. This idea is behind
the architecture of IBM’s Watson (DeepQA project)
that successfully participated at Jeopardy (Ferrucci
et al., 2010).

In 2006, the first Answer Validation Exercise
(AVE) proposed an evaluation task to advance the
state of the art in Answer Validation technologies
(Peñas et al., 2007). The starting point was the re-
formulation of Answer Validation as a Recognizing
Textual Entailment problem, under the assumption

that hypotheses can be automatically generated by
combining the question with the candidate answer
(Peñas et al., 2008a). Thus, validation was seen as a
binary classification problem whose evaluation must
deal with unbalanced collections (different propor-
tion of positive and negative examples, correct and
incorrect answers). For this reason, AVE 2006 used
F-measure based on precision and recall for correct
answers selection (Peñas et al., 2007). Other op-
tion is an evaluation based on the analysis of Re-
ceiver Operating Characteristic (ROC) space, some-
times preferred for classification tasks with unbal-
anced collections. A comparison of both approaches
for Answer Validation evaluation is provided in (Ro-
drigo et al., 2011).

AVE 2007 changed its evaluation methodology
with two objectives: the first one was to bring sys-
tems based on Textual Entailment to the Automatic
Hypothesis Generation problem which is not part it-
self of the Recognising Textual Entailment (RTE)
task but an Answer Validation need. The second
one was an attempt to quantify the gain in QA per-
formance when more sophisticated validation mod-
ules are introduced (Peñas et al., 2008b). With this
aim, several measures were proposed to assess: the
correct selection of candidate answers, the correct
rejection of wrong answer and finally estimate the
potential gain (in terms of accuracy) that Answer
Validation modules can provide to QA (Rodrigo et
al., 2008). The idea was to give value to the cor-
rectly rejected answers as if they could be correctly
answered with the accuracy shown selecting the cor-
rect answers. This extension of accuracy in the An-
swer Validation scenario inspired the initial develop-
ment of c@1 considering non-response.

6 Conclusions

The central idea of this work is that not respond-
ing has more value than responding incorrectly. This
idea is not new, but despite several attempts in TREC
and CLEF there wasn’t a commonly accepted mea-
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sure to assess non-response. We have studied here
an extension of accuracy measure with this feature,
and with a very easy to understand rationale: Unan-
swered questions have the same value as if a pro-
portion of them had been answered correctly, and
the value they add is related to the performance (ac-
curacy) observed over the answered questions. We
have shown that no other estimation of this value
produce a sensible measure.

We have shown also that the proposed measure
c@1 has a good balance of discrimination power,
stability and sensitivity properties. Finally, we have
shown how this measure rewards systems able to
maintain the same number of correct answers and at
the same time reduce the number of incorrect ones,
by leaving some questions unanswered.

Among other tasks, measure c@1 is well suited
for evaluating Reading Comprehension tests, where
multiple choices per question are given, but only one
is correct. Non-response must be assessed if we
want to measure effective reading and not just the
ability to rank options. This is clearly not enough
for the development of reading technologies.
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Abstract

In this paper we address the problem of ques-
tion recommendation from large archives of
community question answering data by ex-
ploiting the users’ information needs. Our
experimental results indicate that questions
based on the same or similar information need
can provide excellent question recommenda-
tion. We show that translation model can be
effectively utilized to predict the information
need given only the user’s query question. Ex-
periments show that the proposed information
need prediction approach can improve the per-
formance of question recommendation.

1 Introduction

There has recently been a rapid growth in the num-
ber of community question answering (CQA) ser-
vices such as Yahoo! Answers1, Askville2 and
WikiAnswer3 where people answer questions post-
ed by other users. These CQA services have built up
very large archives of questions and their answers.
They provide a valuable resource for question an-
swering research. Table 1 is an example from Ya-
hoo! Answers web site. In the CQA archives, the
title part is the user’s query question, and the user’s
information need is usually expressed as natural lan-
guage statements mixed with questions expressing
their interests in the question body part.

In order to avoid the lag time involved with wait-
ing for a personal response and to enable high quali-

1http://answers.yahoo.com
2http://askville.amazon.com
3http://wiki.answers.com

ty answers from the archives to be retrieved, we need
to search CQA archives of previous questions that
are closely associated with answers. If a question
is found to be interesting to the user, then a previ-
ous answer can be provided with very little delay.
Question search and question recommendation are
proposed to facilitate finding highly relevant or po-
tentially interesting questions. Given a user’s ques-
tion as the query, question search tries to return
the most semantically similar questions from the
question archives. As the complement of question
search, we define question recommendation as rec-
ommending questions whose information need is the
same or similar to the user’s original question. For
example, the question “What aspects of my com-
puter do I need to upgrade ...” with the informa-
tion need “... making a skate movie, my computer
freezes, ...” and the question “What is the most cost
effective way to expend memory space ...” with in-
formation need “... in need of more space for mu-
sic and pictures ...” are both good recommendation
questions for the user in Table 1. So the recommend-
ed questions are not necessarily identical or similar
to the query question.

In this paper, we discuss methods for question
recommendation based on using the similarity be-
tween information need in the archive. We also
propose two models to predict the information need
based on the query question even if there’s no infor-
mation need expressed in the body of the question.
We show that with the proposed models it is possi-
ble to recommend questions that have the same or
similar information need.

The remainder of the paper is structured as fol-
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Q Title If I want a faster computer
should I buy more memory or s-
torage space? ...

Q Body I edit pictures and videos so I
need them to work quickly. Any
advice?

Answer ... If you are running out of s-
pace on your hard drive, then
... to boost your computer speed
usually requires more RAM ...

Table 1: Yahoo! Answers question example

lows. In section 2, we briefly describe the related
work on question search and recommendation. Sec-
tion 3 addresses in detail how we measure the sim-
ilarity between short texts. Section 4 describes two
models for information need prediction that we use
for the experiment. Section 5 tests the performance
of the proposed models for the task of question rec-
ommendation. Section 7 is the conclusion of this
paper.

2 Related Work

2.1 Question Search

Burke et al. (1997) combined a lexical metric and a
simple semantic knowledge-based (WordNet) simi-
larity method to retrieve semantically similar ques-
tions from frequently asked question (FAQ) data.
Jeon et al. (2005a) retrieved semantically similar
questions from Korean CQA data by calculating the
similarity between their answers. The assumption
behind their research is that questions with very sim-
ilar answers tend to be semantically similar. Jeon
et al. (2005b) also discussed methods for grouping
similar questions based on using the similarity be-
tween answers in the archive. These grouped ques-
tion pairs were further used as training data to es-
timate probabilities for a translation-based question
retrieval model. Wang et al. (2009) proposed a tree
kernel framework to find similar questions in the C-
QA archive based on syntactic tree structures. Wang
et al. (2010) mined lexical and syntactic features to
detect question sentences in CQA data.

2.2 Question Recommendation

Wu et al. (2008) presented an incremental auto-
matic question recommendation framework based
on probabilistic latent semantic analysis. Question
recommendation in their work considered both the
users’ interests and feedback. Duan et al. (2008)
made use of a tree-cut model to represent question-
s as graphs of topic terms. Questions were recom-
mended based on this topic graph. The recommend-
ed questions can provide different aspects around the
topic of the query question.

The above question search and recommendation
research provide different ways to retrieve question-
s from large archives of question answering data.
However, none of them considers the similarity or
diversity between questions by exploring their infor-
mation needs.

3 Short Text Similarity Measures

In question retrieval systems accurate similarity
measures between documents are crucial. Most tra-
ditional techniques for measuring the similarity be-
tween two documents mainly focus on comparing
word co-occurrences. The methods employing this
strategy for documents can usually achieve good re-
sults, because they may share more common words
than short text snippets. However the state-of-the-
art techniques usually fail to achieve desired results
due to short questions and information need texts.

In order to measure the similarity between short
texts, we make use of three kinds of text similari-
ty measures: TFIDF based, Knowledge based and
Latent Dirichlet Allocation (LDA) based similarity
measures in this paper. We will compare their per-
formance for the task of question recommendation
in the experiment section.

3.1 TFIDF

Baeza-Yates and Ribeiro-Neto (1999) provides a T-
FIDF method to calculate the similarity between two
texts. Each document is represented by a term vec-
tor using TFIDF score. The similarity between two
text Di and Dj is the cosine similarity in the vector
space model:

cos(Di, Dj) =
DT
i Dj

‖Di‖‖Dj‖
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This method is used in most information retrieval
systems as it is both efficient and effective. Howev-
er if the query text contains only one or two words
this method will be biased to shorter answer texts
(Jeon et al., 2005a). We also found that in CQA data
short contents in the question body cannot provide
any information about the users’ information needs.
Based on the above two reasons, in the test data sets
we do not include the questions whose information
need parts contain only a few noninformative words
.

3.2 Knowledge-based Measure
Mihalcea et al. (2006) proposed several knowledge-
based methods for measuring the semantic level sim-
ilarity of texts to solve the lexical chasm problem be-
tween short texts. These knowledge-based similarity
measures were derived from word semantic similar-
ity by making use of WordNet. The evaluation on a
paraphrase recognition task showed that knowledge-
based measures outperform the simpler lexical level
approach.

We follow the definition in (Mihalcea et al., 2006)
to derive a text-to-text similarity metric mcs for two
given texts Di and Dj :

mcs(Di, Dj) =

∑
w∈Di

maxSim(w,Dj) ∗ idf(w)∑
w∈Di

idf(w)

+

∑
w∈Dj

maxSim(w,Di) ∗ idf(w)∑
w∈Dj

idf(w)

For each word w in Di, maxSim(w,Dj) com-
putes the maximum semantic similarity between w
and any word in Dj . In this paper we choose lin
(Lin, 1998) and jcn (Jiang and Conrath, 1997) to
compute the word-to-word semantic similarity.

We only choose nouns and verbs for calculating
mcs. Additionally, when w is a noun we restrict
the words in document Di (and Dj) to just nouns.
Similarly, when w is a verb, we restrict the words in
document Di (and Dj) to just verbs.

3.3 Probabilistic Topic Model
Celikyilmaz et al. (2010) presented probabilistic
topic model based methods to measure the similar-
ity between question and candidate answers. The
candidate answers were ranked based on the hidden

topics discovered by Latent Dirichlet Allocation (L-
DA) methods.

In contrast to the TFIDF method which measures
“common words”, short texts are not compared to
each other directly in probabilistic topic models. In-
stead, the texts are compared using some “third-
party” topics that relate to them. A passage D in the
retrieved documents (document collection) is repre-
sented as a mixture of fixed topics, with topic z get-
ting weight θ(D)

z in passage D and each topic is a
distribution over a finite vocabulary of words, with
word w having a probability φ(z)

w in topic z. Gibbs
Sampling can be used to estimate the corresponding
expected posterior probabilities P (z|D) = θ̂

(D)
z and

P (w|z) = φ̂
(z)
w (Griffiths and Steyvers, 2004).

In this paper we use two LDA based similarity
measures in (Celikyilmaz et al., 2010) to measure
the similarity between short information need texts.
The first LDA similarity method uses KL divergence
to measure the similarity between two documents
under each given topic:

simLDA1(Di, Dj) =
1

K

K∑
k=1

10W (D
(z=k)
i ,D

(z=k)
j )

W (D
(z=k)
i , D

(z=k)
j ) =

−KL(D
(z=k)
i ‖

D
(z=k)
i +D

(z=k)
j

2
)

−KL(D
(z=k)
j ‖

D
(z=k)
i +D

(z=k)
j

2
)

W (D
(z=k)
i , D

(z=k)
j ) calculates the similarity be-

tween two documents under topic z = k using KL
divergence measure. D(z=k)

i is the probability distri-
bution of words in document Di given a fixed topic
z.

The second LDA similarity measure from (Grif-
fiths and Steyvers, 2004) treats each document as a
probability distribution of topics:

simLDA2(Di, Dj) = 10W (θ̂(Di),θ̂(Dj))

where θ̂(Di) is document Di’s probability distribu-
tion of topics as defined earlier.
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4 Information Need Prediction using
Statistical Machine Translation Model

There are two reasons that we need to predict in-
formation need. It is often the case that the query
question does not have a question body part. So we
need a model to predict the information need part
based on the query question in order to recommend
questions based on the similarity of their informa-
tion needs. Another reason is that information need
prediction plays a crucial part not only in Question
Answering but also in information retrieval (Liu et
al., 2008). In this paper we propose an information
need prediction method based on a statistical ma-
chine translation model.

4.1 Statistical Machine Translation Model

(f(s), e(s)), s = 1,...,S is a parallel corpus. In a
sentence pair (f, e), source language String, f =
f1f2...fJ has J words, and e = e1e2...eI has I word-
s. And alignment a = a1a2...aJ represents the map-
ping information from source language words to tar-
get words.

Statistical machine translation models estimate
Pr(f|e), the translation probability from source lan-
guage string e to target language string f (Och et al.,
2003):

Pr(f|e) =
∑

a
Pr(f, a|e)

EM-algorithm is usually used to train the align-
ment models to estimate lexicon parameters p(f |e).

In E-step, the counts for one sentence pair (f ,e)
are:

c(f |e; f, e) =
∑

a
Pr(a|f, e)

∑
i,j

δ(f, fj)δ(e, eaj )

Pr(a|f, e) = Pr(f, a|e)/Pr(a|e)

In the M-step, lexicon parameters become:

p(f |e) ∝
∑
s

c(f |e; f(s), e(s))

Different alignment models such as IBM-1 to
IBM-5 (Brown et al., 1993) and HMM model (Och
and Ney, 2000) provide different decompositions of

Pr(f ,a|e). For different alignment models differ-
ent approaches were proposed to estimate the cor-
responding alignments and parameters. The detail-
s can be found in (Och et al., 2003; Brown et al.,
1993).

4.2 Information Need Prediction
After estimating the statistical translation probabili-
ties, we treat the information need prediction as the
process of ranking words by p(w|Q), the probability
of generating word w from question Q:

P (w|Q) = λ
∑
t∈Q

Ptr(w|t)P (t|Q)+(1−λ)P (w|C)

The word-to-word translation probability
Ptr(w|t) is the probability of word w is translated
from a word t in question Q using the translation
model. The above formula uses linear interpolation
smoothing of the document model with the back-
ground language model P (t|C). λ is the smoothing
parameter. P (t|Q) and P (t|C) are estimated using
the maximum likelihood estimator.

One important consideration is that statistical ma-
chine translation models first estimate Pr(f|e) and
then calculate Pr(e|f) using Bayes’ theorem to min-
imize ordering errors (Brown et al., 1993):

Pr(e|f) =
Pr(f|e)Pr(e)

Pr(f)

But in this paper, we skip this step as we found out
the order of words in information need part is not
an important factor. In our collected CQA archive,
question title and information need pairs can be con-
sidered as a type of parallel corpus, which is used
for estimating word-to-word translation probabili-
ties. More specifically, we estimated the IBM-4
model by GIZA++4 with the question part as the
source language and information need part as the tar-
get language.

5 Experiments and Results

5.1 Text Preprocessing
The questions posted on community QA sites often
contain spelling or grammar errors. These errors in-

4http://fjoch.com/GIZA++.html
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Test c Test t
Methods MRR Precision@5 Precision@10 MRR Precision@5 Precision@10
TFIDF 84.2% 67.1% 61.9% 92.8% 74.8% 63.3%

Knowledge1 82.2% 65.0% 65.6% 78.1% 67.0% 69.6%
Knowledge2 76.7% 54.9% 59.3% 61.6% 53.3% 58.2%

LDA1 92.5% 68.8% 64.7% 91.8% 75.4% 69.8%
LDA2 61.5% 55.3% 60.2% 52.1% 57.4% 54.5%

Table 2: Question recommendation results without information need prediction

Test c Test t
Methods MRR Precision@5 Precision@10 MRR Precision@5 Precision@10
TFIDF 86.2% 70.8% 64.3% 95.1% 77.8% 69.3%

Knowledge1 82.2% 65.0% 66.6% 76.7% 68.0% 68.7%
Knowledge2 76.7% 54.9% 60.2% 61.6% 53.3% 58.2%

LDA1 95.8% 72.4% 68.2% 96.2% 79.5% 69.2%
LDA2 61.5% 55.3% 58.9% 68.1% 58.3% 53.9%

Table 3: Question recommendation results with information need predicted by translation model

fluence the calculation of similarity and the perfor-
mance of information retrieval (Zhao et al., 2007;
Bunescu and Huang, 2010). In this paper, we use
an open source software afterthedeadline5 to auto-
matically correct the spelling errors in the question
and information need texts first. We also made use
of Web 1T 5-gram6 to implement an N-Gram based
method (Cheng et al., 2008) to further filter out the
false positive corrections and re-rank correction sug-
gestions (Mudge, 2010). The texts are tagged by
Brill’s Part-of-Speech Tagger7 as the rule-based tag-
ger is more robust than the state-of-art statistical tag-
gers for raw web contents. This tagging informa-
tion is only used for WordNet similarity calculation.
Stop word removal and lemmatization are applied
to the all the raw texts before feeding into machine
translation model training, the LDA model estimat-
ing and similarity calculation.

5.2 Construction of Training and Testing Sets

We made use of the questions crawled from Yahoo!
Answers for the estimating models and evaluation.
More specifically, we obtained 2 million questions
under two categories at Yahoo! Answers: ‘travel’

5http://afterthedeadline.com
6http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?cata

logId=LDC2006T13
7http://www.umiacs.umd.edu/ jimmylin/resources.html

(1 million), and ‘computers&internet’ (1 million).
Depending on whether the best answers have been
chosen by the asker, questions from Yahoo! answers
can be divided into ‘resolved’ and ‘unresolved’ cat-
egories. From each of the above two categories, we
randomly selected 200 resolved questions to con-
struct two testing data sets: ‘Test t’ (‘travel’), and
‘Test c’ (‘computers&internet’). In order to mea-
sure the information need similarity in our experi-
ment we selected only those questions whose infor-
mation needs part contained at least 3 informative
words after stop word removal. The rest of the ques-
tions ‘Train t’ and ‘Train c’ under the two categories
are left for estimating the LDA topic models and the
translation models. We will show how we obtain
these models later.

5.3 Experimental Setup

For each question (query question) in ‘Test t’ or
‘Test c’, we used the words in the question title part
as the main search query and the other words in the
information need part as search query expansion to
retrieve candidate recommended questions from Ya-
hoo! Answers website. We obtained an average of
154 resolved questions under ‘travel’ or ‘computer-
s&internet’ category, and three assessors were in-
volved in the manual judgments.

Given a question returned by a recommendation
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method, two assessors are asked to label it with
‘good’ or ‘bad’. The third assessor will judge the
conflicts. The assessors are also asked to read the in-
formation need and answer parts. If a recommended
question is considered to express the same or similar
information need, the assessor will label it ‘good’;
otherwise, the assessor will label it as ‘bad’.

Three measures for evaluating the recommenda-
tion performance are utilized. They are Mean Re-
ciprocal Rank (MRR), top five prediction accura-
cy (precision@5) and top ten prediction accuracies
(precision@10) (Voorhees and Tice, 2004; Cao et
al., 2008). In MRR the reciprocal rank of a query
question is the multiplicative inverse of the rank of
the first ‘good’ recommended question. The top five
prediction accuracy for a query question is the num-
ber of ‘good’ recommended questions out of the top
five ranked questions and the top ten accuracy is cal-
culated out of the top ten ranked questions.

5.4 Similarity Measure
The first experiment conducted question recommen-
dation based on their information need parts. Dif-
ferent text similarity methods described in section
3 were used to measure the similarity between the
information need texts. In TFIDF similarity mea-
sure (TFIDF), the idf values for each word were
computed from frequency counts over the entire
Aquaint corpus8. For calculating the word-to-word
knowledge-based similarity, a WordNet::Similarity
Java implementation9 of the similarity measures lin
(Knowledge2) and jcn (Knowledge1) is used in this
paper. For calculating topic model based similarity,
we estimated two LDA models from ’Train t’ and
’Train c’ using GibbsLDA++10. We treated each
question including the question title and the infor-
mation need part as a single document of a sequence
of words. These documents were preprocessed be-
fore being fed into LDA model. 1800 iterations for
Gibbs sampling 200 topics parameters were set for
each LDA model estimation.

The results in table 2 show that TFIDF and LDA1
methods perform better for recommending questions
than the others. After further analysis of the ques-
tions recommended by both methods, we discov-

8http://ldc.upenn.edu/Catalog/docs/LDC2002T31
9http://cogs.susx.ac.uk/users/drh21/

10http://gibbslda.sourceforge.net

Q1: If I want a faster computer should I buy
more memory or storage space?

InfoN If I want a faster computer should I buy
more memory or storage space? What-
s the difference? I edit pictures and
videos so I need them to work quickly.
...

RQ1 Would buying 1gb memory upgrade
make my computer faster?

InfoN I have an inspiron B130. It has 512mb
memory now. I would add another 1gb
into 2nd slot ...

RQ2 whats the difference between memory
and hard drive space on a computer and
why is.....?

InfoN see I am starting edit videos on my com-
puter but i am running out of space. why
is so expensive to buy memory but not
external drives? ...

Q2: Where should my family go for spring
break?

InfoN ... family wants to go somewhere for
a couple days during spring break ...
prefers a warmer climate and we live in
IL, so it shouldn’t be SUPER far away.
... a family road trip. ...

RQ1 Whats a cheap travel destination for
spring break?

InfoN I live in houston texas and i’m trying to
find i inexpensive place to go for spring
break with my family.My parents don’t
want to spend a lot of money due to the
economy crisis, ... a fun road trip...

RQ2 Alright you creative deal-seekers, I need
some help in planning a spring break
trip for my family

InfoN Spring break starts March 13th and goes
until the 21st ... Someplace WARM!!!
Family-oriented hotel/resort ... North
American Continent (Mexico, America,
Jamaica, Bahamas, etc.) Cost= Around
$5,000 ...

Table 4: Question recommendation results by LDA mea-
suring the similarity between information needs
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ered that the ordering of the recommended questions
from TFIDF and LDA1 are quite different. TFIDF
similarity method prefers texts with more common
words, while the LDA1 method can find the rela-
tion between the non-common words between short
texts based on a series of third-party topics. The L-
DA1 method outperforms the TFIDF method in two
ways: (1) the top recommended questions’ informa-
tion needs share less common words with the query
question’s; (2) the top recommended questions span
wider topics. The questions highly recommended by
LDA1 can suggest more useful topics to the user.

Knowledge-based methods are also shown to per-
form worse than TFIDF and LDA1. We found that
some words were mis-tagged so that they were not
included in the word-to-word similarity calculation.
Another reason for the worse performance is that the
words out of the WordNet dictionary were also not
included in the similarity calculation.

The Mean Reciprocal Rank score for TFIDF and
LDA1 are more than 80%. That is to say, we are able
to recommend questions to the users by measuring
their information needs. The first two recommended
questions for Q1 and Q2 using LDA1 method are
shown in table 4. InfoN is the information need part
associated with each question.

In the preprocessing step, some words were suc-
cessfully corrected such as “What should I do this
saturday? ... and staying in a hotell ...” and “my
faimly is traveling to florda ...”. However, there are
still a small number of texts such as “How come my
Gforce visualization doesn’t work?” and “Do i need
an Id to travel from new york to maimi?” failed to
be corrected. So in the future, a better method is
expected to correct these failure cases.

5.5 Information Need Prediction
There are some retrieved questions whose informa-
tion need parts are empty or become empty or al-
most empty (one or two words left) after the prepro-
cessing step. The average number of such retrieved
questions for each query question is 10 in our exper-
iment. The similarity ranking scores of these ques-
tions are quite low or zero in the previous experi-
ment. In this experiment, we will apply information
need prediction to the questions whose information
needs are missing in order to find out whether we
improve the recommendation task.

The question and information need pairs in both
‘Train t’ and ‘Train c’ training sets were used to
train two IBM-4 translation models by GIZA++
toolkit. These pairs were also preprocessed before
training. And the pairs whose information need part
become empty after preprocessing were disregard-
ed.

During the experiment, we found that some of the
generated words in the information need parts are
themselves. This is caused by the self translation
problem in translation model: the highest transla-
tion score for a word is usually given to itself if
the target and source languages are the same (Xue
et al., 2008). This has always been a tough ques-
tion: not using self-translated words can reduce re-
trieval performance as the information need parts
need the terms to represent the semantic meanings;
using self-translated words does not take advantage
of the translation approach. To tackle this problem,
we control the number of the words predicted by the
translation model to be exactly twice the number of
words in the corresponding preprocessed question.

The predicted information need words for the re-
trieved questions are shown in Table 5. In Q1, the in-
formation need behind question “recommend web-
site for custom built computer parts” may imply
that the users need to know some information about
building computer parts such as “ram” and “moth-
erboard” for a different purpose such as “gaming”.
While in Q2, the user may want to compare comput-
ers in different brands such as “dell” and “mac” or
consider the “price” factor for “purchasing a laptop
for a college student”.

We also did a small scale comparison between the
generated information needs against the real ques-
tions whose information need parts are not empty.
Q3 and Q4 in Table 5 are two examples. The orig-
inal information need for Q3 is “looking for beauti-
ful beaches and other things to do such as museum-
s, zoos, shopping, and great seafood” in CQA. The
generated content for Q3 contains words in wider
topics such as ‘wedding’, ‘surf ’ and the price infor-
mation (‘cheap’). This reflects that there are some
other users asking similar questions with the same
or other interests.

From the results in Table 3, we can see that the
performance of most similarity methods were im-
proved by making use of information need predic-
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tion. Different similarity measures received differ-
ent degrees of improvement. LDA1 obtained the
highest improvement followed by the TFIDF based
method. These two approaches are more sensitive to
the contents generated by a translation model.

However we found out that in some cases the L-
DA1 model failed to give higher scores to good rec-
ommendation questions. For example, Q5, Q6, and
Q7 in table 5 were retrieved as recommendation can-
didates for the query question in Table 1. All of the
three questions were good recommendation candi-
dates, but only Q6 ranked fifth while Q5 and Q7
were out of the top 30 by LDA1 method. Moreover,
in a small number of cases bad recommendation
questions received higher scores and jeopardized the
performance. For example, for query question “How
can you add subtitles to videos?” with information
need “... add subtitles to a music video ... got off
youtube ...download for this ...”, a retrieved ques-
tion “How would i add a music file to a video clip.
...” was highly recommended by TFIDF approach
as predicted information need contained ‘youtube’,
‘video’, ‘music’, ‘download ’, ... .

The MRR score received an improvement from
92.5% to 95.8% in the ‘Test c’ and from 91.8% to
96.2% in ‘Test t’. This means that the top one ques-
tion recommended by our methods can be quite well
catering to the users’ information needs. The top
five precision and the top ten precision scores us-
ing TFIDF and LDA1 methods also received dif-
ferent degrees of improvement. Thus, we can im-
prove the performance of question recommendation
by predicting information needs.

6 Conclusions

In this paper we addressed the problem of recom-
mending questions from large archives of commu-
nity question answering data based on users’ infor-
mation needs. We also utilized a translation mod-
el and a LDA topic model to predict the informa-
tion need only given the user’s query question. D-
ifferent information need similarity measures were
compared to prove that it is possible to satisfy user’s
information need by recommending questions from
large archives of community QA. The Latent Dirich-
let allocation based approach was proved to perfor-
m better on measuring the similarity between short

Q1: Please recommend A good website for
Custom Built Computer parts?

InfoN custom, site, ram, recommend, price,
motherboard, gaming, ...

Q2: What is the best laptop for a college stu-
dent?

InfoN know, brand, laptop, college, buy, price,
dell, mac, ...

Q3: What is the best Florida beach for a honey-
moon?

InfoN Florida, beach, honeymoon, wedding, surf,
cheap, fun, ...

Q4: Are there any good clubs in Manchester
InfoN club, bar, Manchester, music, age, fun,

drink, dance, ...
Q5: If i buy a video card for my computer will

that make it faster?
InfoN nvidia, video, ati, youtube, card, buy, win-

dow, slow, computer, graphics, geforce,
faster, ...

Q6: If I buy a bigger hard drive for my laptop,
will it make my computer run faster or just
increase the memory?

InfoN laptop, ram, run, buy, bigger, memory,
computer, increase, gb, hard, drive, faster,
...

Q7: Is there a way I can make my computer
work faster rather than just increasing the
ram or harware space?

InfoN space, speed, ram, hardware, main, gig, s-
low, computer, increase, work, gb, faster,
...

Table 5: Information need prediction examples using
IBM-4 translation model
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texts in the semantic level than traditional method-
s. Experiments showed that the proposed transla-
tion based language model for question information
need prediction further enhanced the performance of
question recommendation methods.
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Abstract

We describe a new approach to disambiguat-
ing semantic frames evoked by lexical predi-
cates previously unseen in a lexicon or anno-
tated data. Our approach makes use of large
amounts of unlabeled data in a graph-based
semi-supervised learning framework. We con-
struct a large graph where vertices correspond
to potential predicates and use label propa-
gation to learn possible semantic frames for
new ones. The label-propagated graph is used
within a frame-semantic parser and, for un-
known predicates, results in over 15% abso-
lute improvement in frame identification ac-
curacy and over 13% absolute improvement
in full frame-semantic parsing F1 score on a
blind test set, over a state-of-the-art supervised
baseline.

1 Introduction

Frame-semantic parsing aims to extract a shallow se-
mantic structure from text, as shown in Figure 1.
The FrameNet lexicon (Fillmore et al., 2003) is
a rich linguistic resource containing expert knowl-
edge about lexical and predicate-argument seman-
tics. The lexicon suggests an analysis based on the
theory of frame semantics (Fillmore, 1982). Recent
approaches to frame-semantic parsing have broadly
focused on the use of two statistical classifiers cor-
responding to the aforementioned subtasks: the first
one to identify the most suitable semantic frame for
a marked lexical predicate (target, henceforth) in a
sentence, and the second for performing semantic
role labeling (SRL) given the frame.

The FrameNet lexicon, its exemplar sentences
containing instantiations of semantic frames, and
full-text annotations provide supervision for learn-
ing frame-semantic parsers. Yet these annotations
lack coverage, including only 9,300 annotated tar-
get types. Recent papers have tried to address the
coverage problem. Johansson and Nugues (2007)
used WordNet (Fellbaum, 1998) to expand the list of
targets that can evoke frames and trained classifiers
to identify the best-suited frame for the newly cre-
ated targets. In past work, we described an approach
where latent variables were used in a probabilistic
model to predict frames for unseen targets (Das et
al., 2010a).1 Relatedly, for the argument identifica-
tion subtask, Matsubayashi et al. (2009) proposed
a technique for generalization of semantic roles to
overcome data sparseness. Unseen targets continue
to present a major obstacle to domain-general se-
mantic analysis.

In this paper, we address the problem of idenfi-
fying the semantic frames for targets unseen either
in FrameNet (including the exemplar sentences) or
the collection of full-text annotations released along
with the lexicon. Using a standard model for the ar-
gument identification stage (Das et al., 2010a), our
proposed method improves overall frame-semantic
parsing, especially for unseen targets. To better han-
dle these unseen targets, we adopt a graph-based
semi-supervised learning stategy (§4). We construct
a large graph over potential targets, most of which

1Notwithstanding state-of-the-art results, that approach was
only able to identify the correct frame for 1.9% of unseen tar-
gets in the test data available at that time. That system achieves
about 23% on the test set used in this paper.

1435



bell.n
ring.v

there be.v
enough.a

LU

NOISE_MAKERS

SUFFICIENCY

Frame

EXISTENCE

CAUSE_TO_MAKE_NOISE

.bells

 
 

N_m

more than six of the eight

Sound_maker
Enabled_situation

ringtoringers

Item

enough

Entity

Agent

n'tarestillthereBut

Figure 1: An example sentence from the PropBank section of the full-text annotations released as part of FrameNet
1.5. Each row under the sentence correponds to a semantic frame and its set of corresponding arguments. Thick lines
indicate targets that evoke frames; thin solid/dotted lines with labels indicate arguments. N m under “bells” is short
for the Noise maker role of the NOISE MAKERS frame.

are drawn from unannotated data, and a fraction
of which come from seen FrameNet annotations.
Next, we perform label propagation on the graph,
which is initialized by frame distributions over the
seen targets. The resulting smoothed graph con-
sists of posterior distributions over semantic frames
for each target in the graph, thus increasing cover-
age. These distributions are then evaluated within
a frame-semantic parser (§5). Considering unseen
targets in test data (although few because the test
data is also drawn from the training domain), sig-
nificant absolute improvements of 15.7% and 13.7%
are observed for frame identification and full frame-
semantic parsing, respectively, indicating improved
coverage for hitherto unobserved predicates (§6).

2 Background

Before going into the details of our model, we pro-
vide some background on two topics relevant to
this paper: frame-semantic parsing and graph-based
learning applied to natural language tasks.

2.1 Frame-semantic Parsing

Gildea and Jurafsky (2002) pioneered SRL, and
since then there has been much applied research
on predicate-argument semantics. Early work on
frame-semantic role labeling made use of the ex-
emplar sentences in the FrameNet corpus, each of
which is annotated for a single frame and its argu-
ments (Thompson et al., 2003; Fleischman et al.,
2003; Shi and Mihalcea, 2004; Erk and Padó, 2006,
inter alia). Most of this work was done on an older,
smaller version of FrameNet. Recently, since the re-
lease of full-text annotations in SemEval’07 (Baker
et al., 2007), there has been work on identifying
multiple frames and their corresponding sets of ar-

guments in a sentence. The LTH system of Jo-
hansson and Nugues (2007) performed the best in
the SemEval’07 shared task on frame-semantic pars-
ing. Our probabilistic frame-semantic parser out-
performs LTH on that task and dataset (Das et al.,
2010a). The current paper builds on those proba-
bilistic models to improve coverage on unseen pred-
icates.2

Expert resources have limited coverage, and
FrameNet is no exception. Automatic induction of
semantic resources has been a major effort in re-
cent years (Snow et al., 2006; Ponzetto and Strube,
2007, inter alia). In the domain of frame semantics,
previous work has sought to extend the coverage
of FrameNet by exploiting resources like VerbNet,
WordNet, or Wikipedia (Shi and Mihalcea, 2005;
Giuglea and Moschitti, 2006; Pennacchiotti et al.,
2008; Tonelli and Giuliano, 2009), and projecting
entries and annotations within and across languages
(Boas, 2002; Fung and Chen, 2004; Padó and La-
pata, 2005). Although these approaches have in-
creased coverage to various degrees, they rely on
other lexicons and resources created by experts.
Fürstenau and Lapata (2009) proposed the use of un-
labeled data to improve coverage, but their work was
limited to verbs. Bejan (2009) used self-training to
improve frame identification and reported improve-
ments, but did not explicitly model unknown tar-
gets. In contrast, we use statistics gathered from
large volumes of unlabeled data to improve the cov-
erage of a frame-semantic parser on several syntactic
categories, in a novel framework that makes use of
graph-based semi-supervised learning.

2SEMAFOR, the system presented by Das et al. (2010a) is
publicly available at http://www.ark.cs.cmu.edu/
SEMAFOR and has been extended in this work.
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2.2 Graph-based Semi-Supervised Learning

In graph-based semi-supervised learning, one con-
structs a graph whose vertices are labeled and unla-
beled examples. Weighted edges in the graph, con-
necting pairs of examples/vertices, encode the de-
gree to which they are expected to have the same
label (Zhu et al., 2003). Variants of label propaga-
tion are used to transfer labels from the labeled to the
unlabeled examples. There are several instances of
the use of graph-based methods for natural language
tasks. Most relevant to our work an approach to
word-sense disambiguation due to Niu et al. (2005).
Their formulation was transductive, so that the test
data was part of the constructed graph, and they did
not consider predicate-argument analysis. In con-
trast, we make use of the smoothed graph during in-
ference in a probabilistic setting, in turn using it for
the full frame-semantic parsing task. Recently, Sub-
ramanya et al. (2010) proposed the use of a graph
over substructures of an underlying sequence model,
and used a smoothed graph for domain adaptation of
part-of-speech taggers. Subramanya et al.’s model
was extended by Das and Petrov (2011) to induce
part-of-speech dictionaries for unsupervised learn-
ing of taggers. Our semi-supervised learning setting
is similar to these two lines of work and, like them,
we use the graph to arrive at better final structures, in
an inductive setting (i.e., where a parametric model
is learned and then separately applied to test data,
following most NLP research).

3 Approach Overview

Our overall approach to handling unobserved targets
consists of four distinct stages. Before going into the
details of each stage individually, we provide their
overview here:

Graph Construction: A graph consisting of ver-
tices corresponding to targets is constructed us-
ing a combination of frame similarity (for ob-
served targets) and distributional similarity as
edge weights. This stage also determines a
fixed set of nearest neighbors for each vertex
in the graph.

Label Propagation: The observed targets (a small
subset of the vertices) are initialized with
empirical frame distributions extracted from

FrameNet annotations. Label propagation re-
sults in a distribution of frames for each vertex
in the graph.

Supervised Learning: Frame identification and ar-
gument identification models are trained fol-
lowing Das et al. (2010a). The graph is used
to define the set of candidate frames for unseen
targets.

Parsing: The frame identification model of
Das et al. disambiguated among only those
frames associated with a seen target in the
annotated data. For an unseen target, all frames
in the FrameNet lexicon were considered (a
large number). The current work replaces that
strategy, considering only the top M frames in
the distribution produced by label propagation.
This strategy results in large improvements
in frame identification for the unseen targets
and makes inference much faster. Argument
identification is done exactly like Das et al.
(2010a).

4 Semi-Supervised Learning

We perform semi-supervised learning by construct-
ing a graph of vertices representing a large number
of targets, and learn frame distributions for those
which were not observed in FrameNet annotations.

4.1 Graph Construction

We construct a graph with targets as vertices. For
us, each target corresponds to a lemmatized word
or phrase appended with a coarse POS tag, and it
resembles the lexical units in the FrameNet lexicon.
For example, two targets corresponding to the same
lemma would look like boast.N and boast.V. Here,
the first target is a noun, while the second is a verb.
An example multiword target is chemical weapon.N.

We use two resources for graph construction.
First, we take all the words and phrases present in
the dependency-based thesaurus constructed using
syntactic cooccurrence statistics (Lin, 1998).3 To
construct this resource, a corpus containing 64 mil-
lion words was parsed with a fast dependency parser
(Lin, 1993; Lin, 1994), and syntactic contexts were
used to find similar lexical items for a given word
3This resource is available at http://webdocs.cs.
ualberta.ca/˜lindek/Downloads/sim.tgz
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difference.N

similarity.N

discrepancy.N

resemble.V

disparity.N
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divergence.N
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unemployment.N employment.N

unemployment 
rate.N
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SIMILARITY
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SIMILARITY

SIMILARITY

SIMILARITY

Figure 2: Excerpt from a graph
over targets. Green targets are
observed in the FrameNet data.
Above/below them are shown the
most frequently observed frame
that these targets evoke. The black
targets are unobserved and label
propagation produces a distribution
over most likely frames that they
could evoke.

or phrase. Lin separately treated nouns, verbs and
adjectives/adverbs and the thesaurus contains three
parts for each of these categories. For each item in
the thesaurus, 200 nearest neighbors are listed with a
symmetric similarity score between 0 and 1. We pro-
cessed this thesaurus in two ways: first, we lower-
cased and lemmatized each word/phrase and merged
entries which shared the same lemma; second, we
separated the adjectives and adverbs into two lists
from Lin’s original list by scanning a POS-tagged
version of the Gigaword corpus (Graff, 2003) and
categorizing each item into an adjective or an ad-
verb depending on which category the item associ-
ated with more often in the data. The second step
was necessary because FrameNet treats adjectives
and adverbs separately. At the end of this processing
step, we were left with 61,702 units—approximately
six times more than the targets found in FrameNet
annotations—each labeled with one of 4 coarse tags.
We considered only the top 20 most similar targets
for each target, and noted Lin’s similarity between
two targets t and u, which we call simDL(t, u).

The second component of graph construction
comes from FrameNet itself. We scanned the exem-
plar sentences in FrameNet 1.54 and the training sec-
tion of the full-text annotations that we use to train
the probabilistic frame parser (see §6.1), and gath-
ered a distribution over frames for each target. For
a pair of targets t and u, we measured the Euclidean
distance5 between their frame distributions. This
distance was next converted to a similarity score,
namely, simFN (t, u) between 0 and 1 by subtract-
ing each one from the maximum distance found in

4http://framenet.icsi.berkeley.edu
5This could have been replaced by an entropic distance metric
like KL- or JS-divergence, but we leave that exploration to fu-
ture work.

the whole data, followed by normalization. Like
simDL(t, u), this score is symmetric. This resulted
in 9,263 targets, and again for each, we considered
the 20 most similar targets. Finally, the overall sim-
ilarity between two given targets t and u was com-
puted as:

sim(t, u) = α · simFN (t, u) + (1−α) · simDL(t, u)

Note that this score is symmetric because its two
components are symmetric. The intuition behind
taking a linear combination of the two types of sim-
ilarity functions is as follows. We hope that distri-
butionally similar targets would have the same se-
mantic frames because ideally, lexical units evoking
the same set of frames appear in similar syntactic
contexts. We would also like to involve the anno-
tated data in graph construction so that it can elim-
inate some noise in the automatically constructed
thesaurus.6 Let K(t) denote the K most similar tar-
gets to target t, under the score sim. We link vertices
t and u in the graph with edge weight wtu, defined
as:

wtu =

{
sim(t, u) if t ∈ K(u) or u ∈ K(t)

0 otherwise
(1)

The hyperparameters α and K are tuned by cross-
validation (§6.3).

4.2 Label Propagation
First, we softly label those vertices of the con-
structed graph for which frame distributions are
available from the FrameNet data (the same distri-
butions that are used to compute simFN ). Thus, ini-
tially, a small fraction of the vertices in the graph
6In future work, one might consider learning a similarity metric
from the annotated data, so as to exactly suit the frame identi-
fication task.
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have soft frame labels on them. Figure 2 shows an
excerpt from a constructed graph. For simplicity,
only the most probable frames under the empirical
distribution for the observed targets are shown; we
actually label each vertex with the full empirical dis-
tribution over frames for the corresponding observed
target in the data. The dotted lines demarcate parts
of the graph that associate with different frames. La-
bel propagation helps propagate the initial soft labels
throughout the graph. To this end, we use a vari-
ant of the quadratic cost criterion of Bengio et al.
(2006), also used by Subramanya et al. (2010) and
Das and Petrov (2011).7

Let V denote the set of all vertices in the graph,
Vl ⊂ V be the set of known targets and F denote the
set of all frames. Let N (t) denote the set of neigh-
bors of vertex t ∈ V . Let q = {q1, q2, . . . , q|V |}
be the set of frame distributions, one per vertex. For
each known target t ∈ Vl, we have an initial frame
distribution rt. For every edge in the graph, weights
are defined as in Eq. 1. We find q by solving:

arg minq

∑
t∈Vl
‖rt − qt‖2

+ µ
∑

t∈V,u∈N (t)wtu‖qt − qu‖2

+ ν
∑

t∈V ‖qt − 1
|F|‖

2

s.t. ∀t ∈ V,
∑

f∈F qt(f) = 1

∀t ∈ V, f ∈ F , qt(f) ≥ 0
(2)

We use a squared loss to penalize various pairs of
distributions over frames: ‖a−b‖2 =

∑
f∈F (a(f)−

b(f))2. The first term in Eq. 2 requires that, for
known targets, we stay close to the initial frame dis-
tributions. The second term is the graph smooth-
ness regularizer, which encourages the distributions
of similar nodes (large wtu) to be similar. The fi-
nal term is a regularizer encouraging all distributions
to be uniform to the extent allowed by the first two
terms. (If an unlabeled vertex does not have a path
to any labeled vertex, this term ensures that its con-
verged marginal will be uniform over all frames.) µ
and ν are hyperparameters whose choice we discuss
in §6.3.

Note that Eq. 2 is convex in q. While it is possible
to derive a closed form solution for this objective
7Instead of a quadratic cost, an entropic distance measure could
have been used, e.g., KL-divergence, considered by Subra-
manya and Bilmes (2009). We do not explore that direction
in the current paper.

function, it would require the inversion of a |V |×|V |
matrix. Hence, like Subramanya et al. (2010), we
employ an iterative method with updates defined as:

γt(f) ← rt(f)1{t ∈ Vl} (3)

+ µ
∑

u∈N (t)

wtuq(m−1)
u (f) +

ν

|F|

κt ← 1{t ∈ Vl}+ ν + µ
∑

u∈N (t)

wtu (4)

q
(m)
t (f) ← γt(f)/κt (5)

Here, 1{·} is an indicator function. The iterative
procedure starts with a uniform distribution for each
q

(0)
t . For all our experiments, we run 10 iterations

of the updates. The final distribution of frames for a
target t is denoted by q∗t .

5 Learning and Inference for
Frame-Semantic Parsing

In this section, we briefly review learning and infer-
ence techniques used in the frame-semantic parser,
which are largely similar to Das et al. (2010a), ex-
cept the handling of unknown targets. Note that in
all our experiments, we assume that the targets are
marked in a given sentence of which we want to ex-
tract a frame-semantic analysis. Therefore, unlike
the systems presented in SemEval’07, we do not de-
fine a target identification module.

5.1 Frame Identification
For a given sentence x with frame-evoking targets
t, let ti denote the ith target (a word sequence). We
seek a list f = 〈f1, . . . , fm〉 of frames, one per tar-
get. LetL be the set of targets found in the FrameNet
annotations. Let Lf ⊆ L be the subset of these tar-
gets annotated as evoking a particular frame f .

The set of candidate frames Fi for ti is defined to
include every frame f such that ti ∈ Lf . If ti 6∈ L
(in other words, ti is unseen), then Das et al. (2010a)
considered all frames F in FrameNet as candidates.
Instead, in our work, we check whether ti ∈ V ,
where V are the vertices of the constructed graph,
and set:

Fi = {f : f ∈M -best frames under q∗ti} (6)

The integer M is set using cross-validation (§6.3).
If ti 6∈ V , then all frames F are considered as Fi.
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The frame prediction rule uses a probabilistic model
over frames for a target:

fi ← arg maxf∈Fi

∑
`∈Lf

p(f, ` | ti,x) (7)

Note that a latent variable ` ∈ Lf is used, which
is marginalized out. Broadly, lexical semantic re-
lationships between the “prototype” variable ` (be-
longing to the set of seen targets for a frame f ) and
the target ti are used as features for frame identifi-
cation, but since ` is unobserved, it is summed out
both during inference and training. A conditional
log-linear model is used to model this probability:
for f ∈ Fi and ` ∈ Lf , pθ(f, ` | ti,x) =

expθ>g(f, `, ti,x)∑
f ′∈Fi

∑
`′∈Lf ′ expθ>g(f ′, `′, ti,x)

(8)

where θ are the model weights, and g is a vector-
valued feature function. This discriminative formu-
lation is very flexible, allowing for a variety of (pos-
sibly overlapping) features; e.g., a feature might re-
late a frame f to a prototype `, represent a lexical-
semantic relationship between ` and ti, or encode
part of the syntax of the sentence (Das et al., 2010b).

Given some training data, which is of the form〈
〈x(j), t(j), f (j),A(j)〉

〉N
j=1

(where N is the number
of sentences in the data and A is the set of argu-
ment in a sentence), we discriminatively train the
frame identification model by maximizing the fol-
lowing log-likelihood:8

max
θ

N∑
j=1

mj∑
i=1

log
∑

`∈L
f
(j)
i

pθ(f
(j)
i , ` | t(j)i ,x(j)) (9)

This non-convex objective function is locally op-
timized using a distributed implementation of L-
BFGS (Liu and Nocedal, 1989).9

5.2 Argument Identification

Given a sentence x = 〈x1, . . . , xn〉, the set of tar-
gets t = 〈t1, . . . , tm〉, and a list of evoked frames

8We found no benefit from using an L2 regularizer.
9While training, in the partition function of the log-linear
model, all framesF in FrameNet are summed up for a target ti

instead of only Fi (as in Eq. 8), to learn interactions between
the latent variables and different sentential contexts.

f = 〈f1, . . . , fm〉 corresponding to each target, ar-
gument identification or SRL is the task of choos-
ing which of each fi’s roles are filled, and by which
parts of x. We directly adopt the model of Das et
al. (2010a) for the argument identification stage and
briefly describe it here.

Let Rfi
= {r1, . . . , r|Rfi

|} denote frame fi’s
roles observed in FrameNet annotations. A set S of
spans that are candidates for filling any role r ∈ Rfi

are identified in the sentence. In principle, S could
contain any subsequence of x, but we consider only
the set of contiguous spans that (a) contain a sin-
gle word or (b) comprise a valid subtree of a word
and all its descendants in a dependency parse. The
empty span is also included in S, since some roles
are not explicitly filled. During training, if an argu-
ment is not a valid subtree of the dependency parse
(this happens due to parse errors), we add its span
to S. Let Ai denote the mapping of roles in Rfi

to
spans in S. The model makes a prediction for each
Ai(rk) (for all roles rk ∈ Rfi

):

Ai(rk)← arg maxs∈S p(s | rk, fi, ti,x) (10)

A conditional log-linear model over spans for each
role of each evoked frame is defined as:

pψ(Ai(rk) = s | fi, ti,x) = (11)

expψ>h(s, rk, fi, ti,x)∑
s′∈S expψ>h(s′, rk, fi, ti,x)

This model is trained by optimizing:

max
ψ

N∑
j=1

mj∑
i=1

|R
f
(j)
i

|∑
k=1

log pψ(A(j)
i (rk) | f

(j)
i , t

(j)
i ,x(j))

This objective function is convex, and we globally
optimize it using the distributed implementation of
L-BFGS. We regularize by including − 1

10‖ψ‖
2
2 in

the objective (the strength is not tuned). Naı̈ve pre-
diction of roles using Equation 10 may result in
overlap among arguments filling different roles of a
frame, since the argument identification model fills
each role independently of the others. We want
to enforce the constraint that two roles of a sin-
gle frame cannot be filled by overlapping spans.
Hence, illegal overlap is disallowed using a 10,000-
hypothesis beam search.

1440



UNKNOWN TARGETS ALL TARGETS

Model Exact
Match

Partial
Match

Exact
Match

Partial
Match

SEMAFOR 23.08 46.62 82.97 90.51
Self-training 18.88 42.67 82.45 90.19

LinGraph 36.36 59.47 83.40 90.93
FullGraph 39.86 62.35∗ 83.51 91.02∗

Table 1: Frame identification results in percentage accu-
racy on 4,458 test targets. Bold scores indicate significant
improvements relative to SEMAFOR and (∗) denotes sig-
nificant improvements over LinGraph (p < 0.05).

6 Experiments and Results

Before presenting our experiments and results, we
will describe the datasets used in our experiments,
and the various baseline models considered.

6.1 Data

We make use of the FrameNet 1.5 lexicon released
in 2010. This lexicon is a superset of previous ver-
sions of FrameNet. It contains 154,607 exemplar
sentences with one marked target and frame-role an-
notations. 78 documents with full-text annotations
with multiple frames per sentence were also released
(a superset of the SemEval’07 dataset). We ran-
domly selected 55 of these documents for training
and treated the 23 remaining ones as our test set.
After scanning the exemplar sentences and the train-
ing data, we arrived at a set of 877 frames, 1,068
roles,10 and 9,263 targets. Our training split of
the full-text annotations contained 3,256 sentences
with 19,582 frame annotatations with correspond-
ing roles, while the test set contained 2,420 sen-
tences with 4,458 annotations (the test set contained
fewer annotated targets per sentence). We also di-
vide the 55 training documents into 5 parts for cross-
validation (see §6.3). The raw sentences in all the
training and test documents were preprocessed us-
ing MXPOST (Ratnaparkhi, 1996) and the MST de-
pendency parser (McDonald et al., 2005) following
Das et al. (2010a). In this work we assume the
frame-evoking targets have been correctly identified
in training and test data.

10Note that the number of listed roles in the lexicon is nearly
9,000, but their number in actual annotations is a lot fewer.

6.2 Baselines
We compare our model with three baselines. The
first baseline is the purely supervised model of Das
et al. (2010a) trained on the training split of 55
documents. Note that this is the strongest baseline
available for this task;11 we refer to this model as
“SEMAFOR.”

The second baseline is a semi-supervised self-
trained system, where we used SEMAFOR to label
70,000 sentences from the Gigaword corpus with
frame-semantic parses. For finding targets in a raw
sentence, we used a relaxed target identification
scheme, where we marked every target seen in the
lexicon and all other words which were not prepo-
sitions, particles, proper nouns, foreign words and
Wh-words as potential frame evoking units. This
was done so as to find unseen targets and get frame
annotations with SEMAFOR on them. We appended
these automatic annotations to the training data, re-
sulting in 711,401 frame annotations, more than 36
times the supervised data. These data were next used
to train a frame identification model (§5.1).12 This
setup is very similar to Bejan (2009) who used self-
training to improve frame identification. We refer to
this model as “Self-training.”

The third baseline uses a graph constructed only
with Lin’s thesaurus, without using supervised data.
In other words, we followed the same scheme as in
§4.1 but with the hyperparameter α = 0. Next, la-
bel propagation was run on this graph (and hyper-
parameters tuned using cross validation). The poste-
rior distribution of frames over targets was next used
for frame identification (Eq. 6-7), with SEMAFOR
as the trained model. This model, which is very sim-
ilar to our full model, is referred to as “LinGraph.”

“FullGraph” refers to our full system.

6.3 Experimental Setup
We used five-fold cross-validation to tune the hy-
perparameters α, K, µ, and M in our model. The
11We do not compare our model with other systems, e.g. the

ones submitted to SemEval’07 shared task, because SE-
MAFOR outperforms them significantly (Das et al., 2010a)
on the previous version of the data. Moreover, we trained our
models on the new FrameNet 1.5 data, and training code for
the SemEval’07 systems was not readily available.

12Note that we only self-train the frame identification model and
not the argument identification model, which is fixed through-
out.
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UNKNOWN TARGETS ALL TARGETS

Model Exact Match Partial Match Exact Match Partial Match
P R F1 P R F1 P R F1 P R F1

SEMAFOR 19.59 16.48 17.90 33.03 27.80 30.19 66.15 61.64 63.82 70.68 65.86 68.18
Self-training 15.44 13.00 14.11 29.08 24.47 26.58 65.78 61.30 63.46 70.39 65.59 67.90
LinGraph 29.74 24.88 27.09 44.08 36.88 40.16 66.43 61.89 64.08 70.97 66.13 68.46
FullGraph 35.27∗ 28.84∗ 31.74∗ 48.81∗ 39.91∗ 43.92∗ 66.59∗ 62.01∗ 64.22∗ 71.11∗ 66.22∗ 68.58∗

Table 2: Full frame-semantic parsing precision, recall and F1 score on 2,420 test sentences. Bold scores indicate
significant improvements relative to SEMAFOR and (∗) denotes significant improvements over LinGraph (p < 0.05).

uniform regularization hyperparameter ν for graph
construction was set to 10−6 and not tuned. For
each cross-validation split, four folds were used to
train a frame identification model, construct a graph,
run label propagation and then the model was tested
on the fifth fold. This was done for all hyperpa-
rameter settings, which were α ∈ {0.2, 0.5, 0.8},
K ∈ {5, 10, 15, 20}, µ ∈ {0.01, 0.1, 0.3, 0.5, 1.0}
and M ∈ {2, 3, 5, 10}. The joint setting which per-
formed the best across five-folds was α = 0.2,K =
10, µ = 1.0,M = 2. Similar tuning was also done
for the baseline LinGraph, where α was set to 0,
and rest of the hyperparameters were tuned (the se-
lected hyperparameters were K = 10, µ = 0.1 and
M = 2). With the chosen set of hyperparameters,
the test set was used to measure final performance.

The standard evaluation script from the Se-
mEval’07 task calculates precision, recall, and F1-
score for frames and arguments; it also provides a
score that gives partial credit for hypothesizing a
frame related to the correct one in the FrameNet lex-
icon. We present precision, recall, and F1-measure
microaveraged across the test documents, report
labels-only matching scores (spans must match ex-
actly), and do not use named entity labels. This eval-
uation scheme follows Das et al. (2010a). Statistical
significance is measured using a reimplementation
of Dan Bikel’s parsing evaluation comparator.13

6.4 Results

Tables 1 and 2 present results for frame identifica-
tion and full frame-semantic parsing respectively.
They also separately tabulate the results achieved
for unknown targets. Our full model, denoted by
“FullGraph,” outperforms all the baselines for both
tasks. Note that the Self-training model even falls

13http://www.cis.upenn.edu/˜dbikel/
software.html#comparator

short of the supervised baseline SEMAFOR, unlike
what was observed by Bejan (2009) for the frame
identification task. The model using a graph con-
structed solely from the thesaurus (LinGraph) out-
performs both the supervised and the self-training
baselines for all tasks, but falls short of the graph
constructed using the similarity metric that is a lin-
ear combination of distributional similarity and su-
pervised frame similarity. This indicates that a graph
constructed with some knowledge of the supervised
data is more powerful.

For unknown targets, the gains of our approach
are impressive: 15.7% absolute accuracy improve-
ment over SEMAFOR for frame identification, and
13.7% absolute F1 improvement over SEMAFOR
for full frame-semantic parsing (both significant).
When all the test targets are considered, the gains
are still significant, resulting in 5.4% relative error
reduction over SEMAFOR for frame identification,
and 1.3% relative error reduction over SEMAFOR
for full-frame semantic parsing.

Although these improvements may seem modest,
this is because only 3.2% of the test set targets are
unseen in training. We expect that further gains
would be realized in different text domains, where
FrameNet coverage is presumably weaker than in
news data. A semi-supervised strategy like ours is
attractive in such a setting, and future work might
explore such an application.

Our approach also makes decoding much faster.
For the unknown component of the test set, SE-
MAFOR takes a total 111 seconds to find the best
set of frames, while the FullGraph model takes only
19 seconds to do so, thus bringing disambiguation
time down by a factor of nearly 6. This is be-
cause our model now disambiguates between only
M = 2 frames instead of the full set of 877 frames
in FrameNet. For the full test set too, the speedup
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t = discrepancy.N t = contribution.N t = print.V t = mislead.V
f q∗t (f) f q∗t (f) f q∗t (f) f q∗t (f)
∗SIMILARITY 0.076 ∗GIVING 0.167 ∗TEXT CREATION 0.081 EXPERIENCER OBJ 0.152
NATURAL FEATURES 0.066 MONEY 0.046 SENDING 0.054 ∗PREVARICATION 0.130
PREVARICATION 0.012 COMMITMENT 0.046 DISPERSAL 0.054 MANIPULATE INTO DOING 0.046
QUARRELING 0.007 ASSISTANCE 0.040 READING 0.042 COMPLIANCE 0.041
DUPLICATION 0.007 EARNINGS AND LOSSES 0.024 STATEMENT 0.028 EVIDENCE 0.038

Table 3: Top 5 frames according to the graph posterior distribution q∗t (f) for four targets: discrepancy.N, contri-
bution.N, print.V and mislead.V. None of these targets were present in the supervised FrameNet data. ∗ marks the
correct frame, according to the test data. EXPERIENCER OBJ is described in FrameNet as “Some phenomenon (the
Stimulus) provokes a particular emotion in an Experiencer.”

is noticeable, as SEMAFOR takes 131 seconds for
frame identification, while the FullGraph model only
takes 39 seconds.

6.5 Discussion

The following is an example from our test set show-
ing SEMAFOR’s output (for one target):

REASON
Discrepancies

discrepancy.N
between North Korean de-

clarations and IAEA inspection findingsAction
indicate that North Korea might have re-
processed enough plutonium for one or
two nuclear weapons.

Note that the model identifies an incorrect frame
REASON for the target discrepancy.N, in turn identi-
fying the wrong semantic role Action for the under-
lined argument. On the other hand, the FullGraph
model exactly identifies the right semantic frame,
SIMILARITY, as well as the correct role, Entities. This
improvement can be easily explained. The excerpt
from our constructed graph in Figure 2 shows the
same target discrepancy.N in black, conveying that
it did not belong to the supervised data. However,
it is connected to the target difference.N drawn from
annotated data, which evokes the frame SIMILARITY.
Thus, after label propagation, we expect the frame
SIMILARITY to receive high probability for the target
discrepancy.N.

Table 3 shows the top 5 frames that are assigned
the highest posterior probabilities in the distribu-
tion q∗t for four hand-selected test targets absent in
supervised data, including discrepancy.N. For all
of them, the FullGraph model identifies the correct
frames for all four words in the test data by rank-
ing these frames in the top M = 2. LinGraph

also gets all four correct, Self-training only gets
print.V/TEXT CREATION, and SEMAFOR gets none.

Across unknown targets, on average the M = 2
most common frames in the posterior distribution
q∗t found by FullGraph have q(∗)

t (f) = 7
877 , or

seven times the average across all frames. This sug-
gests that the graph propagation method is confi-
dent only in predicting the top few frames out of
the whole possible set. Moreover, the automatically
selected number of frames to extract per unknown
target, M = 2, suggests that only a few meaningful
frames were assigned to unknown predicates. This
matches the nature of FrameNet data, where the av-
erage frame ambiguity for a target type is 1.20.

7 Conclusion

We have presented a semi-supervised strategy to
improve the coverage of a frame-semantic pars-
ing model. We showed that graph-based label
propagation and resulting smoothed frame distri-
butions over unseen targets significantly improved
the coverage of a state-of-the-art semantic frame
disambiguation model to previously unseen pred-
icates, also improving the quality of full frame-
semantic parses. The improved parser is available at
http://www.ark.cs.cmu.edu/SEMAFOR.
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Abstract

We propose a non-parametric Bayesian model
for unsupervised semantic parsing. Follow-
ing Poon and Domingos (2009), we consider
a semantic parsing setting where the goal is to
(1) decompose the syntactic dependency tree
of a sentence into fragments, (2) assign each
of these fragments to a cluster of semanti-
cally equivalent syntactic structures, and (3)
predict predicate-argument relations between
the fragments. We use hierarchical Pitman-
Yor processes to model statistical dependen-
cies between meaning representations of pred-
icates and those of their arguments, as well
as the clusters of their syntactic realizations.
We develop a modification of the Metropolis-
Hastings split-merge sampler, resulting in an
efficient inference algorithm for the model.
The method is experimentally evaluated by us-
ing the induced semantic representation for
the question answering task in the biomedical
domain.

1 Introduction

Statistical approaches to semantic parsing have re-
cently received considerable attention. While some
methods focus on predicting a complete formal rep-
resentation of meaning (Zettlemoyer and Collins,
2005; Ge and Mooney, 2005; Mooney, 2007), others
consider more shallow forms of representation (Car-
reras and Màrquez, 2005; Liang et al., 2009). How-
ever, most of this research has concentrated on su-
pervised methods requiring large amounts of labeled
data. Such annotated resources are scarce, expensive
to create and even the largest of them tend to have

low coverage (Palmer and Sporleder, 2010), moti-
vating the need for unsupervised or semi-supervised
techniques.

Conversely, research in the closely related task
of relation extraction has focused on unsupervised
or minimally supervised methods (see, for example,
(Lin and Pantel, 2001; Yates and Etzioni, 2009)).
These approaches cluster semantically equivalent
verbalizations of relations, often relying on syn-
tactic fragments as features for relation extraction
and clustering (Lin and Pantel, 2001; Banko et al.,
2007). The success of these methods suggests that
semantic parsing can also be tackled as clustering
of syntactic realizations of predicate-argument rela-
tions. While a similar direction has been previously
explored in (Swier and Stevenson, 2004; Abend et
al., 2009; Lang and Lapata, 2010), the recent work
of (Poon and Domingos, 2009) takes it one step
further by not only predicting predicate-argument
structure of a sentence but also assigning sentence
fragments to clusters of semantically similar expres-
sions. For example, for a pair of sentences on Fig-
ure 1, in addition to inducing predicate-argument
structure, they aim to assign expressions “Steelers”
and “the Pittsburgh team” to the same semantic
class Steelers, and group expressions “defeated”
and “secured the victory over”. Such semantic rep-
resentation can be useful for entailment or question
answering tasks, as an entailment model can ab-
stract away from specifics of syntactic and lexical
realization relying instead on the induced semantic
representation. For example, the two sentences in
Figure 1 have identical semantic representation, and
therefore can be hypothesized to be equivalent.
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Ravens��defeated��Steelers

WinPrize

dobjsubj

Ravens Steelers

Winner Opponent

Ravens�secured�the�victory�over�the�Pittsburgh�team

Steelers

WinPrize

subj dobj

pp_over

Ravens

Winner
Opponent

nmod

Figure 1: An example of two different syntactic trees with a common semantic representation WinPrize(Ravens,
Steelers).

From the statistical modeling point of view, joint
learning of predicate-argument structure and dis-
covery of semantic clusters of expressions can also
be beneficial, because it results in a more compact
model of selectional preference, less prone to the
data-sparsity problem (Zapirain et al., 2010). In this
respect our model is similar to recent LDA-based
models of selectional preference (Ritter et al., 2010;
Séaghdha, 2010), and can even be regarded as their
recursive and non-parametric extension.

In this paper, we adopt the above definition of un-
supervised semantic parsing and propose a Bayesian
non-parametric approach which uses hierarchical
Pitman-Yor (PY) processes (Pitman, 2002) to model
statistical dependencies between predicate and ar-
gument clusters, as well as distributions over syn-
tactic and lexical realizations of each cluster. Our
non-parametric model automatically discovers gran-
ularity of clustering appropriate for the dataset, un-
like the parametric method of (Poon and Domingos,
2009) which have to perform model selection and
use heuristics to penalize more complex models of
semantics. Additional benefits generally expected
from Bayesian modeling include the ability to en-
code prior linguistic knowledge in the form of hy-
perpriors and the potential for more reliable model-
ing of smaller datasets. More detailed discussion of
relation between the Markov Logic Network (MLN)
approach of (Poon and Domingos, 2009) and our
non-parametric method is presented in Section 3.

Hierarchical Pitman-Yor processes (or their spe-
cial case, hierarchical Dirichlet processes) have pre-
viously been used in NLP, for example, in the con-
text of syntactic parsing (Liang et al., 2007; John-
son et al., 2007). However, in all these cases the
effective size of the state space (i.e., the number
of sub-symbols in the infinite PCFG (Liang et al.,
2007), or the number of adapted productions in the
adaptor grammar (Johnson et al., 2007)) was not
very large. In our case, the state space size equals

the total number of distinct semantic clusters, and,
thus, is expected to be exceedingly large even for
moderate datasets: for example, the MLN model in-
duces 18,543 distinct clusters from 18,471 sentences
of the GENIA corpus (Poon and Domingos, 2009).
This suggests that standard inference methods for hi-
erarchical PY processes, such as Gibbs sampling,
Metropolis-Hastings (MH) sampling with uniform
proposals, or the structured mean-field algorithm,
are unlikely to result in efficient inference: for ex-
ample in standard Gibbs sampling all thousands of
alternatives should be considered at each sampling
move. Instead, we use a split-merge MH sampling
algorithm, which is a standard and efficient infer-
ence tool for non-hierarchical PY processes (Jain
and Neal, 2000; Dahl, 2003) but has not previously
been used in hierarchical setting. We extend the
sampler to include composition-decomposition of
syntactic fragments in order to cluster fragments of
variables size, as in the example Figure 1, and also
include the argument role-syntax alignment move
which attempts to improve mapping between seman-
tic roles and syntactic paths for some fixed predicate.

Evaluating unsupervised models is a challenging
task. We evaluate our model both qualitatively, ex-
amining the revealed clustering of syntactic struc-
tures, and quantitatively, on a question answering
task. In both cases, we follow (Poon and Domingos,
2009) in using the corpus of biomedical abstracts.
Our model achieves favorable results significantly
outperforming the baselines, including state-of-the-
art methods for relation extraction, and achieves
scores comparable to those of the MLN model.

The rest of the paper is structured as follows. Sec-
tion 2 begins with a definition of the semantic pars-
ing task. Sections 3 and 4 give background on the
MLN model and the Pitman-Yor processes, respec-
tively. In Sections 5 and 6, we describe our model
and the inference method. Section 7 provides both
qualitative and quantitative evaluation. Finally, ad-
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ditional related work is presented in Section 8.

2 Semantic Parsing

In this section, we briefly define the unsupervised
semantic parsing task and underlying aspects and as-
sumptions relevant to our model.

Unlike (Poon and Domingos, 2009), we do not
use the lambda calculus formalism to define our task
but rather treat it as an instance of frame-semantic
parsing, or a specific type of semantic role label-
ing (Gildea and Jurafsky, 2002). The reason for this
is two-fold: first, the frame semantics view is more
standard in computational linguistics, sufficient to
describe induced semantic representation and conve-
nient to relate our method to the previous work. Sec-
ond, lambda calculus is a considerably more power-
ful formalism than the predicate-argument structure
used in frame semantics, normally supporting quan-
tification and logical connectors (for example, nega-
tion and disjunction), neither of which is modeled
by our model or in (Poon and Domingos, 2009).

In frame semantics, the meaning of a predicate
is conveyed by a frame, a structure of related con-
cepts that describes a situation, its participants and
properties (Fillmore et al., 2003). Each frame is
characterized by a set of semantic roles (frame el-
ements) corresponding to the arguments of the pred-
icate. It is evoked by a frame evoking element (a
predicate). The same frame can be evoked by differ-
ent but semantically similar predicates: for exam-
ple, both verbs “buy” and “purchase” evoke frame
Commerce buy in FrameNet (Fillmore et al., 2003).

The aim of the semantic role labeling task is to
identify all of the frames evoked in a sentence and
label their semantic role fillers. We extend this task
and treat semantic parsing as recursive prediction of
predicate-argument structure and clustering of argu-
ment fillers. Thus, parsing a sentence into this rep-
resentation involves (1) decomposing the sentence
into lexical items (one or more words), (2) assigning
a cluster label (a semantic frame or a cluster of ar-
gument fillers) to every lexical item, and (3) predict-
ing argument-predicate relations between the lexical
items. This process is illustrated in Figure 1. For
the leftmost example, the sentence is decomposed
into three lexical items: “Ravens”, “defeated”
and “Steelers”, and they are assigned to clusters

Ravens, WinPrize and Steelers, respectively.
Then Ravens and Steelers are selected as a
Winner and an Opponent in the WinPrize frame.
In this work, we define a joint model for the label-
ing and argument identification stages. Similarly to
core semantic roles in FrameNet, semantic roles are
treated as frame-specific in our model, as our model
does not try to discover any correspondences be-
tween roles in different frames.

As you can see from the above description, frames
(which groups predicates with similar meaning such
as the WinPrize frame in our example) and clus-
ters of argument fillers (Ravens and Steelers) are
treated in our definition in a similar way. For con-
venience, we will refer to both types of clusters as
semantic classes.1

This definition of semantic parsing is closely re-
lated to a realistic relation extraction setting, as both
clustering of syntactic forms of relations (or extrac-
tion patterns) and clustering of argument fillers for
these relations is crucial for automatic construction
of knowledge bases (Yates and Etzioni, 2009).

In this paper, we make three assumptions. First,
we assume that each lexical item corresponds to a
subtree of the syntactic dependency graph of the
sentence. This assumption is similar to the ad-
jacency assumption in (Zettlemoyer and Collins,
2005), though ours may be more appropriate for lan-
guages with free or semi-free word order, where syn-
tactic structures are inherently non-projective. Sec-
ond, we assume that the semantic arguments are lo-
cal in the dependency tree; that is, one lexical item
can be a semantic argument of another one only if
they are connected by an arc in the dependency tree.
This is a slight simplification of the semantic role
labeling problem but one often made. Thus, the ar-
gument identification and labeling stages consist of
labeling each syntactic arc with a semantic role la-
bel. In comparison, the MLN model does not explic-
itly assume contiguity of lexical items and does not
make this directionality assumption but their clus-
tering algorithm uses initialization and clusterization
moves such that the resulting model also obeys both
of these constraints. Third, as in (Poon and Domin-
gos, 2009), we do not model polysemy as we assume

1Semantic classes correspond to lambda-form clusters in
(Poon and Domingos, 2009) terminology.
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that each syntactic fragment corresponds to a single
semantic class. This is not a model assumption and
is only used at inference as it reduces mixing time of
the Markov chain. It is not likely to be restrictive for
the biomedical domain studied in our experiments.

As in some of the recent work on learning se-
mantic representations (Eisenstein et al., 2009; Poon
and Domingos, 2009), we assume that dependency
structures are provided for every sentence. This as-
sumption allows us to construct models of seman-
tics not Markovian within a sequence of words (see
for an example a model described in (Liang et al.,
2009)), but rather Markovian within a dependency
tree. Though we include generation of the syntac-
tic structure in our model, we would not expect that
this syntactic component would result in an accurate
syntactic model, even if trained in a supervised way,
as the chosen independence assumptions are over-
simplistic. In this way, we can use a simple gener-
ative story and build on top of the recent success in
syntactic parsing.

3 Relation to the MLN Approach

The work of (Poon and Domingos, 2009) models
joint probability of the dependency tree and its latent
semantic representation using Markov Logic Net-
works (MLNs) (Richardson and Domingos, 2006),
selecting parameters (weights of first-order clauses)
to maximize the probability of the observed depen-
dency structures. For each sentence, the MLN in-
duces a Markov network, an undirected graphical
model with nodes corresponding to ground atoms
and cliques corresponding to ground clauses.

The MLN is a powerful formalism and allows for
modeling complex interaction between features of
the input (syntactic trees) and latent output (seman-
tic representation), however, unsupervised learn-
ing of semantics with general MLNs can be pro-
hibitively expensive. The reason for this is that
MLNs are undirected models and when learned to
maximize likelihood of syntactically annotated sen-
tences, they would require marginalization over se-
mantic representation but also over the entire space
of syntactic structures and lexical units. Given the
complexity of the semantic parsing task and the need
to tackle large datasets, even approximate methods
are likely to be infeasible. In order to overcome

this problem, (Poon and Domingos, 2009) group pa-
rameters and impose local normalization constraints
within each group. Given these normalization con-
straints, and additional structural constraints satis-
fied by the model, namely that the clauses should
be engineered in such a way that they induce tree-
structured graphs for every sentence, the parameters
can be estimated by a variant of the EM algorithm.

The class of such restricted MLNs is equivalent
to the class of directed graphical models over the
same set of random variables corresponding to frag-
ments of syntactic and semantic structure. Given
that the above constraints do not directly fit into the
MLN methodology, we believe that it is more nat-
ural to regard their model as a directed model with
an underlying generative story specifying how the
semantic structure is generated and how the syntac-
tic parse is drawn for this semantic structure. This
view would facilitate understanding what kind of
features can easily be integrated into the model, sim-
plify application of non-parametric Bayesian tech-
niques and expedite the use of inference techniques
designed specifically for directed models. Our ap-
proach makes one step in this direction by proposing
a non-parametric version of such generative model.

4 Hierarchical Pitman-Yor Processes

The central component of our non-parametric
Bayesian model are Pitman-Yor (PY) processes,
which are a generalization of the Dirichlet processes
(DPs) (Ferguson, 1973). We use PY processes to
model distributions of semantic classes appearing as
an argument of other semantic classes. We also use
them to model distributions of syntactic realizations
for each semantic class and distributions of syntactic
dependency arcs for argument types. In this section
we present relevant background on PY processes.
For a more detailed consideration we refer the reader
to (Teh et al., 2006).

The Pitman-Yor process over a set S, denoted
PY (α, β,H), is a stochastic process whose samples
G0 constitute probability measures on partitions of
S. In practice, we do not need to draw measures,
as they can be analytically marginalized out. The
conditional distribution of xj+1 given the previous
j draws, with G0 marginalized out, follows (Black-
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well and MacQueen, 1973)

xj+1|x1, . . . xj ∼
K∑
k=1

jk − β
j+α

δφk
+
Kβ + α

j+α
H. (1)

where φ1, . . . , φK are K values assigned to
x1, x2, . . . , xj . The number of times φk was as-
signed is denoted jk, so that j =

∑K
k=1 jk. The

parameter β < 1 controls how heavy the tail of the
distribution is: when it approaches 1, a new value is
assigned to every draw, when β = 0 the PY process
reduces to DP. The expected value of K scales as
O(αnβ) with the number of draws n, while it scales
only logarithmically for DP processes. PY processes
are expected to be more appropriate for many NLP
problems, as they model power-law type distribu-
tions common for natural language (Teh, 2006).

Hierarchical Dirichlet Processes (HDP) or hierar-
chical PY processes are used if the goal is to draw
several related probability measures for the same
set S. For example, they can be used to generate
transition distributions of a Markov model, HDP-
HMM (Teh et al., 2006; Beal et al., 2002). For
such a HMM, the top-level state proportions are
drawn from the top-level stick breaking construction
γ ∼ GEM(α, β), and then the individual transi-
tion distributions for every state z = 1, 2, . . . φz are
drawn from PY (γ, α′, β′). The parameters α′ and
β′ control how similar the individual transition dis-
tributions φz are to the top-level state proportions γ,
or, equivalently, how similar the transition distribu-
tions are to each other.

5 A Model for Semantic Parsing

Our model of semantics associates with each seman-
tic class a set of distributions which govern the gen-
eration of corresponding syntactic realizations2 and
the selection of semantic classes for its arguments.
Each sentence is generated starting from the root of
its dependency tree, recursively drawing a seman-
tic class, its syntactic realization, arguments and se-
mantic classes for the arguments. Below we de-
scribe the model by first defining the set of the model
parameters and then explaining the generation of in-

2Syntactic realizations are syntactic tree fragments, and
therefore they correspond both to syntactic and lexical varia-
tions.

dividual sentences. The generative story is formally
presented in Figure 2.

We associate with each semantic class c, c =
1, 2, . . . , a distribution of its syntactic realizations
φc. For example, for the frame WinPrize illus-
trated in Figure 1 this distribution would concen-
trate at syntactic fragments corresponding to lexical
items “defeated”, “secured the victory” and “won”.
The distribution is drawn from DP (w(C), H(C)),
where H(C) is a base measure over syntactic sub-
trees. We use a simple generative process to define
the probability of a subtree, the underlying model is
similar to the base measures used in the Bayesian
tree-substitution grammars (Cohn et al., 2009). We
start by generating a word w uniformly from the
treebank distribution, then we decide on the num-
ber of dependents of w using the geometric distribu-
tion Geom(q(C)). For every dependent we generate
a dependency relation r and a lexical form w′ from
P (r|w)P (w′|r), where probabilities P are based on
add-0.1 smoothed treebank counts. The process is
continued recursively. The smaller the parameter
q(C), the lower is the probability assigned to larger
sub-trees.

Parameters ψc,t and ψ+
c,t, t = 1, . . . , T , de-

fine a distribution over vectors (m1,m2, . . . ,mT )
where mt is the number of times an argument of
type t appears for a given semantic frame occur-
rence3. For the frame WinPrize these parameters
would enforce that there exists exactly one Winner
and exactly one Opponent for each occurrence of
WinPrize. The parameter ψc,t defines the probabil-
ity of having at least one argument of type t. If 0 is
drawn from ψc,t then mt = 0, otherwise the number
of additional arguments of type t (mt − 1) is drawn
from the geometric distribution Geom(ψ+

c,t). This
generative story is flexible enough to accommodate
both argument types which appear at most once per
semantic class occurrence (e.g., agents), and argu-
ment types which frequently appear multiple times
per semantic class occurrence (e.g., arguments cor-
responding to descriptors).

Parameters φc,t, t = 1, . . . , T , define the dis-

3For simplicity, we assume that each semantic class has T
associated argument types, note that this is not a restrictive as-
sumption as some of the argument types can remain unused,
and T can be selected to be sufficiently large to accommodate
all important arguments.
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Parameters:

γ ∼ GEM(α0, β0) [top-level proportions of classes]
θroot ∼ PY (αroot, βroot, γ) [distrib of sem classes at root]
for each sem class c = 1, 2, . . . :
φc ∼ DP (w(C), H(C)) [distribs of synt realizations]
for each arg type t = 1, 2, . . . T :
ψc,t ∼ Beta(η0, η1) [first argument generation]
ψ+

c,t ∼ Beta(η+
0 , η

+
1 ) [geom distr for more args]

φc,t ∼ DP (w(A), H(A)) [distribs of synt paths]
θc,t ∼ PY (α, β, γ) [distrib of arg fillers]

Data Generation:

for each sentence:
croot ∼ θroot [choose sem class for root]
GenSemClass(croot)

GenSemClass(c):
s ∼ φc [draw synt realization]
for each arg type t = 1, . . . , T :

if [n ∼ ψc,t] = 1: [at least one arg appears]
GenArgument(c, t) [draw one arg]
while [n ∼ ψ+

c,t] = 1: [continue generation]
GenArgument(c, t) [draw more args]

GenArgument(c, t):
ac,t ∼ φc,t [draw synt relation]
c′c,t ∼ θc,t [draw sem class for arg]
GenSemClass(c′c,t) [recurse]

Figure 2: The generative story for the Bayesian model for
unsupervised semantic parsing.

tributions over syntactic paths for the argument
type t. In our example, for argument type
Opponent, this distribution would associate most
of the probability mass with relations pp over, dobj
and pp against. These distributions are drawn from
DP (w(A), H(A)). In this paper we only consider
paths consisting of a single relation, therefore the
base probability distributionH(A) is just normalized
frequencies of dependency relations in the treebank.

The crucial part of the model are the selection-
preference parameters θc,t, the distributions of se-
mantic classes c′ for each argument type t of class
c. For arguments Winner and Opponent of the
frame WinPrize these distributions would assign
most of the probability mass to semantic classes de-
noting teams or players. Distributions θc,t are drawn
from a hierarchical PY process: first, top-level pro-
portions of classes γ are drawn fromGEM(α0, β0),
and then the individual distributions θc,t over c′ are
chosen from PY (α, β, γ).

For each sentence, we first generate a class corre-

sponding to the root of the dependency tree from the
root-specific distribution of semantic classes θroot.
Then we recursively generate classes for the entire
sentence. For a class c, we generate the syntactic
realization s and for each of the T types, decide
how many arguments of that type to generate (see
GenSemClass in Figure 2). Then we generate each
of the arguments (see GenArgument) by first gen-
erating a syntactic arc ac,t, choosing a class as its
filler c′

c,t and, finally, recursing.

6 Inference

In our model, latent states, modeled with hierarchi-
cal PY processes, correspond to distinct semantic
classes and, therefore, their number is expected to
be very large for any reasonable model of semantics.
As a result, many standard inference techniques,
such as Gibbs sampling, or the structured mean-field
method are unlikely to result in tractable inference.
One of the standard and most efficient samplers for
non-hierarchical PY processes are split-merge MH
samplers (Jain and Neal, 2000; Dahl, 2003). In this
section we explain how split-merge samplers can be
applied to our model.

6.1 Split and Merge Moves

On each move, split-merge samplers decide either
to merge two states into one (in our case, merge two
semantic classes), or split one state into two. These
moves can be computed efficiently for our model of
semantics. Note that for any reasonable model of
semantics only a small subset of the entire set of se-
mantic classes can be used as an argument for some
fixed semantic class due to selectional preferences
exhibited by predicates. For instance, only teams or
players can fill arguments of the frame WinPrize

in our running example. As a result, only a small
number of terms in the joint distribution has to be
evaluated on every move we may consider.

When estimating the model, we start with assign-
ing each distinct word (or, more precisely, a tuple
of a word’s stem and its part-of-speech tag) to an
individual semantic class. Then, we would iterate
by selecting a random pair of class occurrences, and
decide, at random, whether we attempt to perform a
split-merge move or a compose-decompose move.
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6.2 Compose and Decompose Moves

The compose-decompose operations modify syntac-
tic fragments assigned to semantic classes, com-
posing two neighboring dependency sub-trees or
decomposing a dependency sub-tree. If the two
randomly-selected syntactic fragments s and s′ cor-
respond to different classes, c and c′, we attempt
to compose them into ŝ and create a new semantic
class ĉ. All occurrences of ŝ are assigned to this new
class ĉ. For example, if two randomly-selected oc-
currences have syntactic realizations “secure” and
“victory” they can be composed to obtain the syn-

tactic fragment “secure
dobj−−→ victory”. This frag-

ment will be assigned to a new semantic class which
can later be merged with other classes, such as the
ones containing syntactic realizations “defeat” or
“win”.

Conversely, if both randomly-selected syntactic
fragments are already composed in the correspond-
ing class, we attempt to split them.

6.3 Role-Syntax Alignment Move

Merge, compose and decompose moves require re-
computation of mapping between argument types
(semantic roles) and syntactic fragments. Comput-
ing the best statistical mapping is infeasible and
proposing a random mapping will result in many
attempted moves being rejected. Instead we use
a greedy randomized search method called Gibbs
scan (Dahl, 2003). Though it is a part of the above 3
moves, this alignment move is also used on its own
to induce semantic arguments for classes (frames)
with a single syntactic realization.

The Gibbs scan procedure is also used during the
split move to select one of the newly introduced
classes for each considered syntactic fragment.

6.4 Informed Proposals

Since the number of classes is very large, selecting
examples at random would result in a relatively low
proportion of moves getting accepted, and, conse-
quently, in a slow-mixing Markov chain. Instead of
selecting both class occurrences uniformly, we se-
lect the first occurrence from a uniform distribution
and then use a simple but effective proposal distri-
bution for selecting the second class occurrence.

Let us denote the class corresponding to the first

occurrence as c1 and its syntactic realization as s1
with a head word w1. We begin by selecting uni-
formly randomly whether to attempt a compose-
decompose or a split-merge move.

If we chose a compose-decompose move, we look
for words (children) which can be attached below
the syntactic fragment s1. We use the normalized
counts of these words conditioned on the parent s1 to
select the second word w2. We then select a random
occurrence of w2; if it is a part of syntactic realiza-
tion of c1 then a decompose move is attempted. Oth-
erwise, we try to compose the corresponding clus-
ters together.

If we selected a split-merge move, we use a dis-
tribution based on the cosine similarity of lexical
contexts of the words. The context is represented
as a vector of counts of all pairs of the form (head
word, dependency type) and (dependent, depen-
dency type). So, instead of selecting a word occur-
rence uniformly, each occurrence of every word w2

is weighted by its similarity to w1, where the simi-
larity is based on the cosine distance.

As the moves are dependent only on syntactic rep-
resentations, all the proposal distributions can be
computed once at the initialization stage.4

7 Empirical Evaluation

We induced a semantic representation over a collec-
tion of texts and evaluated it by answering questions
about the knowledge contained in the corpus. We
used the GENIA corpus (Kim et al., 2003), a dataset
of 1999 biomedical abstracts, and a set of questions
produced by (Poon and Domingos, 2009). A exam-
ple question is shown in Figure 3.

All model hyperpriors were set to maximize the
posterior, except for w(A) and w(C), which were set
to 1.e−10 and 1.e−35, respectively. Inference was
run for around 300,000 sampling iterations until the
percentage of accepted split-merge moves became
lower than 0.05%.

Let us examine some of the induced semantic
classes (Table 1) before turning to the question an-
swering task. Almost all of the clustered syntactic

4In order to minimize memory usage, we used frequency
cut-off of 10. For split-merge moves, we select words based
on the cosine distance if the distance is below 0.95 and sample
the remaining words uniformly. This also reduces the required
memory usage.
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Class Variations
1 motif, sequence, regulatory element, response ele-

ment, element, dna sequence
2 donor, individual, subject
3 important, essential, critical
4 dose, concentration
5 activation, transcriptional activation, transactiva-

tion
6 b cell, t lymphocyte, thymocyte, b lymphocyte, t

cell, t-cell line, human lymphocyte, t-lymphocyte
7 indicate, reveal, document, suggest, demonstrate
8 augment, abolish, inhibit, convert, cause, abrogate,

modulate, block, decrease, reduce, diminish, sup-
press, up-regulate, impair, reverse, enhance

9 confirm, assess, examine, study, evaluate, test, re-
solve, determine, investigate

10 nf-kappab, nf-kappa b, nfkappab, nf-kb
11 antiserum, antibody, monoclonal antibody, ab, an-

tisera, mab
12 tnfalpha, tnf-alpha, il-6, tnf

Table 1: Examples of the induced semantic classes.

realizations have a clear semantic connection. Clus-
ter 6, for example, clusters lymphocytes with the ex-
ception of thymocyte, a type of cell which gener-
ates T cells. Cluster 8 contains verbs roughly corre-
sponding to Cause change of position on a

scale frame in FrameNet. Verbs in class 9 are used
in the context of providing support for a finding or
an action, and many of them are listed as evoking
elements for the Evidence frame in FrameNet.

Argument types of the induced classes also show
a tendency to correspond to semantic roles. For ex-
ample, an argument type of class 2 is modeled as
a distribution over two argument parts, prep of and
prep from. The corresponding arguments define the
origin of the cells (transgenic mouse, smoker, volun-
teer, donor, . . . ).

We now turn to the QA task and compare our
model (USP-BAYES) with the results of baselines
considered in (Poon and Domingos, 2009). The first
set of baselines looks for answers by attempting to
match a verb and its argument in the question with
the input text. The first version (KW) simply re-
turns the rest of the sentence on the other side of the
verb, while the second (KW-SYN) uses syntactic in-
formation to extract the subject or the object of the
verb.

Other baselines are based on state-of-the-art re-
lation extraction systems. When the extracted rela-
tion and one of the arguments match those in a given

Total Correct Accuracy
KW 150 67 45%
KW-SYN 87 67 77%
TR-EXACT 29 23 79%
TR-SUB 152 81 53%
RS-EXACT 53 24 45%
RS-SUB 196 81 41%
DIRT 159 94 59%
USP-MLN 334 295 88%
USP-BAYES 325 259 80%

Table 2: Performance on the QA task.

question, the second argument is returned as an an-
swer. The systems include TextRunner (TR) (Banko
et al., 2007), RESOLVER (RS) (Yates and Etzioni,
2009) and DIRT (Lin and Pantel, 2001). The EX-
ACT versions of the methods return answers when
they match the question argument exactly, and the
SUB versions produce answers containing the ques-
tion argument as a substring.

Similarly to the MLN system (USP-MLN), we
generate answers as follows. We use our trained
model to parse a question, i.e. recursively decom-
pose it into lexical items and assign them to seman-
tic classes induced at training. Using this semantic
representation, we look for the type of an argument
missing in the question, which, if found, is reported
as an answer. It is clear that overly coarse clusters
of argument fillers or clustering of semantically re-
lated but not equivalent relations can hurt precision
for this evaluation method.

Each system is evaluated by counting the answers
it generates, and computing the accuracy of those
answers.5 Table 2 summarizes the results. First,
both USP models significantly outperform all other
baselines: even though the accuracy of KW-SYN
and TR-EXACT are comparable with our accuracy,
the number of correct answers returned by USP-
Bayes is 4 and 11 times smaller than those of KW-
SYN and TR-EXACT, respectively. While we are
not beating the MLN baseline, the difference is not
significant. The effective number of questions is rel-
atively small (less than 80 different questions are an-
swered by any of the models). More than 50% of
USP-BAYES mistakes were due to wrong interpre-
tation of only 5 different questions. From another
point of view, most of the mistakes are explained

5The true recall is not known, as computing it would require
exhaustive annotation of the entire corpus.
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Question: What does cyclosporin A suppress?
Answer: expression of EGR-2
Sentence: As with EGR-3 , expression of EGR-2 was blocked
by cyclosporin A .

Question: What inhibits tnf-alpha?
Answer: IL -10
Sentence: Our previous studies in human monocytes have
demonstrated that interleukin ( IL ) -10 inhibits lipopolysac-
charide ( LPS ) -stimulated production of inflammatory cy-
tokines , IL-1 beta , IL-6 , IL-8 , and tumor necrosis factor (
TNF ) -alpha by blocking gene transcription .

Figure 3: An example of questions, answers by our model
and the corresponding sentences from the dataset.

by overly coarse clustering corresponding to just 3
classes, namely, 30%, 25% and 20% of errors are
due to the clusters 6, 8 and 12 (Figure 1), respec-
tively. Though all these clusters have clear semantic
interpretation (white blood cells, predicates corre-
sponding to changes and cykotines associated with
cancer progression, respectively), they appear to be
too coarse for the QA method we use in our exper-
iments. Though it is likely that tuning and differ-
ent heuristics may result in better scores, we chose
not to perform excessive tuning, as the evaluation
dataset is fairly small.

8 Related Work

There is a growing body of work on statistical learn-
ing for different versions of the semantic parsing
problem (e.g., (Gildea and Jurafsky, 2002; Zettle-
moyer and Collins, 2005; Ge and Mooney, 2005;
Mooney, 2007)), however, most of these methods
rely on human annotation, or some weaker forms of
supervision (Kate and Mooney, 2007; Liang et al.,
2009; Titov and Kozhevnikov, 2010; Clarke et al.,
2010) and very little research has considered the un-
supervised setting.

In addition to the MLN model (Poon and Domin-
gos, 2009), another unsupervised method has been
proposed in (Goldwasser et al., 2011). In that work,
the task is to predict a logical formula, and the only
supervision used is a lexicon providing a small num-
ber of examples for every logical symbol. A form of
self-training is then used to bootstrap the model.

Unsupervised semantic role labeling with a gen-
erative model has also been considered (Grenager
and Manning, 2006), however, they do not attempt
to discover frames and deal only with isolated pred-

icates. Another generative model for SRL has been
proposed in (Thompson et al., 2003), but the param-
eters were estimated from fully annotated data.

The unsupervised setting has also been consid-
ering for the related problem of learning narrative
schemas (Chambers and Jurafsky, 2009). However,
their approach is quite different from our Bayesian
model as it relies on similarity functions.

Though in this work we focus solely on the un-
supervised setting, there has been some success-
ful work on semi-supervised semantic-role label-
ing, including the Framenet version of the prob-
lem (Fürstenau and Lapata, 2009). Their method
exploits graph alignments between labeled and un-
labeled examples, and, therefore, crucially relies on
the availability of labeled examples.

9 Conclusions and Future Work

In this work, we introduced a non-parametric
Bayesian model for the semantic parsing problem
based on the hierarchical Pitman-Yor process. The
model defines a generative story for recursive gener-
ation of lexical items, syntactic and semantic struc-
tures. We extend the split-merge MH sampling algo-
rithm to include composition-decomposition moves,
and exploit the properties of our task to make it effi-
cient in the hierarchical setting we consider.

We plan to explore at least two directions in our
future work. First, we would like to relax some of
unrealistic assumptions made in our model: for ex-
ample, proper modeling of alterations requires joint
generation of syntactic realizations for predicate-
argument relations (Grenager and Manning, 2006;
Lang and Lapata, 2010), similarly, proper model-
ing of nominalization implies support of arguments
not immediately local in the syntactic structure. The
second general direction is the use of the unsuper-
vised methods we propose to expand the coverage of
existing semantic resources, which typically require
substantial human effort to produce.
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Abstract

This paper presents an unsupervised method
for deriving inference axioms by composing
semantic relations. The method is indepen-
dent of any particular relation inventory. It
relies on describing semantic relations using
primitives and manipulating these primitives
according to an algebra. The method was
tested using a set of eight semantic relations
yielding 78 inference axioms which were eval-
uated over PropBank.

1 Introduction

Capturing the meaning of text is a long term goal
within the NLP community. Whereas during the last
decade the field has seen syntactic parsers mature
and achieve high performance, the progress in se-
mantics has been more modest. Previous research
has mostly focused on relations between particular
kind of arguments, e.g., semantic roles, noun com-
pounds. Notwithstanding their significance, they
target a fairly narrow text semantics compared to the
broad semantics encoded in text.

Consider the sentence in Figure 1. Semantic role
labelers exclusively detect the relations indicated
with solid arrows, which correspond to the sentence
syntactic dependencies. On top of those roles, there
are at least three more relations (discontinuous ar-
rows) that encode semantics other than the verb-
argument relations.

In this paper, we venture beyond semantic rela-
tion extraction from text and investigate techniques
to compose them. We explore the idea of inferring

S

NP VP

A man . . .

AGT

V PP NP VP

cameAGT before the . . .
LOC

LOC

yesterday

TMP
TMP

to talk . . .

PRP

Figure 1: Semantic representation ofA man from the
Bush administration came before the House Agricultural
Committee yesterday to talk about . . .(wsj 0134, 0).

a new relation linking the ends of a chain of rela-
tions. This scheme, informally used previously for
combiningHYPERNYM with other relations, has not
been studied for arbitrary pairs of relations.

For example, it seems adequate to state the fol-
lowing: if x is PART-OF y andy is HYPERNYM of z,
thenx is PART-OF z. An inference using this rule can
be obtained instantiatingx, y andz with engine, car
andconvertible. Going a step further, we consider
nonobvious inferences involvingAGENT, PURPOSE

and other semantic relations.
The novelties of this paper are twofold. First,

an extended definition for semantic relations is pro-
posed, including (1) semantic restrictions for their
domains and ranges, and (2) semantic primitives.

Second, an algorithm for obtaining inference ax-
ioms is described. Axioms take as their premises
chains of two relations and output a new relation
linking the ends of the chain. This adds an extra
layer of semantics on top of previously extracted re-
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Primitive Description Inv. Ref.
1: Composable Relation can be meaningfully composed with other relationsdue to their fun-

damental characteristics
id. [3]

2: Functional x is in a specific spatial or temporal position with respect toy in order for the
connection to exist

id. [1]

3: Homeomerous x must be the same kind of thing asy id. [1]
4: Separable x can be temporally or spatially separated fromy; they can exist independentlyid. [1]
5: Temporal x temporally precedesy op. [2]
6: Connected x is physically or temporally connected toy; connection might be indirect. id. [3]
7: Intrinsic Relation is an attribute of the essence/stufflike nature ofx andy id. [3]
8: Volitional Relation requires volition between the arguments id. -
9: Universal Relation is always true betweenx andy id. -

10: Fully Implicational The existence ofx implies the existence ofy op. -
11: Weakly Implicational The existence ofx sometimes implies the existence ofy op. -

Table 1: List of semantic primitives. In the fourth column, [1] stands for (Winston et al., 1987), [2] for (Cohen and
Losielle, 1988) and [3] for (Huhns and Stephens, 1989).

lations. The conclusion of an axiom is identified us-
ing an algebra for composing semantic primitives.

We name this framework Composition of Seman-
tic Relations (CSR). The extended definition, set of
primitives, algebra to compose primitives and CSR
algorithm are independent of any particular set of
relations. We first presented CSR and used it over
PropBank in (Blanco and Moldovan, 2011). In this
paper, we extend that work using a different set of
primitives and relations. Seventy eight inference ax-
ioms are obtained and an empirical evaluation shows
that inferred relations have high accuracies.

2 Semantic Relations

Semantic relations are underlying relations between
concepts. In general, they are defined by a textual
definition accompanied by a few examples. For ex-
ample, Chklovski and Pantel (2004) loosely define
ENABLEMENT as a relation that holds between two
verbs V1 and V2 when the pair can be glossed as
V1 is accomplished by V2 and gives two examples:
assess::reviewandaccomplish::complete.

We find this widespread kind of definition weak
and prone to confusion. Following (Helbig, 2005),
we propose an extended definition for semantic re-
lations, including semantic restrictions for its argu-
ments. For example,AGENT(x, y) holds between an
animate concrete object x and asituation y.

Moreover, we propose to characterize relations by
semantic primitives. Primitives indicate whether a
property holds between the arguments of a relation,

e.g., the primitivetemporal indicates if the first ar-
gument must happen before the second.

Besides having a better understanding of each re-
lation, this extended definition allows us to identify
possible and not possible combinations of relations,
as well as to automatically determine the conclusion
of composing a possible combination.

Formally, for a relationR(x, y), the extended def-
initions specifies: (a) DOMAIN (R) and RANGE(R)
(i.e., semantic restrictions forx andy); and (b)PR

(i.e., values for the primitives). The inverse relation
R−1 can be obtained by switching domain and range,
and definingPR−1 as depicted in Table 1.

2.1 Semantic Primitives

Semantic primitives capture deep characteristics of
relations. They are independently determinable for
each relation and specify a property between an el-
ement of the domain and an element of the range of
the relation being described (Huhns and Stephens,
1989). Primitives are fundamental, they cannot be
explained using other primitives.

For each primitive, each relation takes a value
from the setV = {+,−, 0}. ‘+’ indicates that the
primitive holds, ‘−’ that it does not hold, and ‘0’
that it does not apply. Since a cause must precede its
effect, we haveP temporal

CAUSE = +.
Primitives complement the definition of a relation

and completely characterize it. Coupled with do-
main and range restrictions, primitives allow us to
automatically manipulate and reason over relations.
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1:Composable
R2

R1 − 0 +

− × 0 ×
0 0 0 0
+ × 0 +

2:Functional
R2

R1 − 0 +

− − 0 +
0 0 0 0
+ + 0 +

3:Homeomerous
R2

R1 − 0 +

− − − −
0 − 0 0
+ − 0 +

4:Separable
R2

R1 − 0 +

− − − −
0 − 0 +
+ − + +

5:Temporal
R2

R1 − 0 +

− − − ×
0 − 0 +
+ × + +

6:Connected
R2

R1 − 0 +

− − − +
0 − 0 +
+ + + +

7:Intrinsic
R2

R1 − 0 +

− − 0 −
0 0 0 0
+ − 0 +

8:Volitional
R2

R1 − 0 +

− − 0 +
0 0 0 +
+ + + +

9:Universal
R2

R1 − 0 +

− − 0 −
0 0 0 0
+ − 0 +

10:F. Impl.
R2

R1 − 0 +

− − 0 ×
0 0 0 0
+ × 0 +

11:W. Impl.
R2

R1 − 0 +

− − − ×
0 − 0 +
+ × + +

Table 2: Algebra for composing semantic primitives.

The set of primitives used in this paper (Table
1) is heavily based on previous work in Knowledge
Bases (Huhns and Stephens, 1989), but we consid-
ered some new primitives. The new primitives are
justified by the fact that we aim at composing rela-
tions capturing the semantics from natural language.
Whatever the set of relations, it will describe the
characteristics of events (who / what / where / when
/ why / how) and connections between them (e.g.,
CAUSE, CORRELATION). Time, space and volition
also play an important role. The third column in
Table 1 indicates the value of the primitive for the
inverse relation:id. means it takes the same;op. the
opposite. The opposite of− is +, the opposite of+
is−, and the opposite of0 is 0.

2.1.1 An Algebra for Composing Semantic
Primitives

The key to automatically obtain inference axioms is
the ability to know the result of composing primi-
tives. GivenP i

R1
andP i

R2
, i.e., the values of theith

primitive for R1 and R2, we define an algebra for
P i

R1
◦ P i

R2
, i.e., the result of composing them. Ta-

ble 2 depicts the algebra for all primitives. An ‘×’
means that the composition is prohibited.

Consider, for example, the Intrinsic primitive: if
both relations areintrinsic (+), the composition is
intrinsic (+); else if intrinsic does not apply to ei-
ther relation (0), the primitive does not apply to the
composition either (0); else the composition is not
intrinsic (−).

3 Inference Axioms

Semantic relations are composed using inference ax-
ioms. An axiom is defined by using the composi-

R1 ◦ R2 R1
−1 ◦ R2

x
R1

R3

y

R2

z

x

R3

y

R2

R1

z

R2 ◦ R1 R2 ◦ R1
−1

x

R2

R3

y
R1

z

x
R3

R2

y z
R1

Table 3: The four unique possible axioms taking as
premisesR1 andR2. Conclusions are indicated byR3 and
are not guaranteed to be the same for the four axioms.

tion operator ‘◦’; it combines two relations called
premisesand yields aconclusion. We denote an ax-
iom asR1(x, y) ◦ R2(y, z) → R3(x, z), whereR1 and
R2 are the premises andR3 the conclusion. In or-
der to instantiate an axiom, the premises must form
a chain by having argumenty in common.

In general, forn relations there are
(

n
2

)

pairs. For
each pair, taking into account inverse relations, there
are 16 possible combinations. Applying property
Ri ◦Rj = (Rj

−1 ◦Ri
−1)−1, only 10 are unique: (a) 4

combineR1, R2 and their inverses (Table 3); (b) 3
combineR1 and R1

−1; and (c) 3 combineR2 and
R2
−1. The most interesting axioms fall into category

(a) and there are
(

n

2

)

× 4 + 3n = 2× n(n− 1) + 3n =

2n2 + n potential axioms in this category.

Depending onn, the number of potential axioms
to consider can be significantly large. Forn = 20,
there are 820 axioms to explore and forn = 30,
1,830. Manual examination of those potential ax-
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Relation R Domain Range P 1

R P 2

R P 3

R P 4

R P 5

R P 6

R P 7

R P 8

R P 9

R P 10

R P 11

R

a: CAU CAUSE si si + + - + + - + 0 - + +
b: INT INTENT si aco + + - + - - - + - 0 -
c: PRP PURPOSE si, ao si, co, ao + - - + - - - - - 0 -
d: AGT AGENT aco si + + - + 0 - - + - 0 0
e: MNR MANNER st, ao, ql si + - - + 0 - - + - 0 0
f : AT-L AT-LOCATION o, si loc + + - 0 0 + - 0 - 0 0
g: AT-T AT-TIME o, si tmp + + - 0 0 + - 0 - 0 0
h: SYN SYNONYMY ent ent + - + 0 0 0 + 0 + 0 0

Table 4: Extended definition for the set of relations.

ioms would be time-consuming and prone to errors.
We avoid this by using the extended definition and
the algebra for composing primitives.

3.1 Necessary Conditions for Composing
Semantic Relations

There are two necessary conditions for composing
R1 andR2:
• They have to be compatible. A pair of relations

is compatible if it is possible, from a theoretical
point of view, to compose them.
Formally, R1 and R2 are compatible iff
RANGE(R1) ∩ DOMAIN (R2) 6= ∅.

• A third relation R3 must match as con-
clusion, i.e., ∃R3 such that DOMAIN (R3) ∩
DOMAIN (R1) 6= ∅ and RANGE(R3) ∩
RANGE(R2) 6= ∅. Furthermore, PR3

must
be consistent withPR1

◦ PR2
.

3.2 CSR: An Algorithm for Composing
Semantic Relations

Consider any set of relationsR defined using the ex-
tended definition. One can obtain inference axioms
using the following algorithm:

For (R1, R2) ∈ R×R:
For (Ri, Rj) ∈ [(R1, R2), (R1

−1, R2), (R2, R1), (R2, R1
−1)]:

1. Domain and range compatibility
If RANGE(Ri) ∩ DOMAIN(Rj) = ∅, break

2. Conclusion match
Repeat for R3 ∈ possible conc(R, Ri, Rj):

(a) If DOMAIN (R3) ∩ DOMAIN (Ri) = ∅ or
RANGE(R3) ∩ RANGE(Rj) = ∅, break

(b) If consistent(PR3
, PRi

◦ PRj
),

axioms += Ri(x, y) ◦ Rj(y, z) → R3(x, z)

GivenR, R−1 can be automatically obtained (Sec-
tion 2). Possible conc(R, Ri, Rj) returns the setR

unlessRi (Rj) is universal (P 9 = +), in which case
it returnsRj (Ri). Consistent(PR1

, PR2
) is a simple

procedure that compares the values assigned to each
primitive; two values are consistent unless they have
different opposite values or any of them is ‘×’ (i.e.,
the composition is prohibited).

3.3 An Example: Agent and Purpose

We present an example of applying the CSR algo-
rithm by inspecting the potential axiomAGENT(x,
y) ◦ PURPOSE−1(y, z) → R3(x, z), wherex is the
agent ofy, and actiony has as its purposez. A state-
ment instantiating the premises is[Mary] x [came]y
to [talk]z about the issue. Knowing AGENT(Mary,
came) and PURPOSE−1(came, talk), our goal is to
identify the linksR3(Mary, talk), if any.

We use the relations as defined in Table 4. First,
we note that bothAGENT andPURPOSE−1 are com-
patible (Step 1). Second, we must identify the pos-
sible conclusionsR3 that fit as conclusions (Step 2).

GivenPAGENT andPPURPOSE−1, we obtainPAGENT◦
PPURPOSE−1 using the algebra:

PAGENT = {+,+,−,+, 0,−,−,+,−,0, 0}
PPURPOSE−1 = {+,−,−,+,+,−,−,−,−,0,+}

PAGENT ◦ PPURPOSE−1 = {+,+,−,+,+,−,−,+,−,0,+}

Out of all relations (Section 4),AGENT and IN-
TENT−1 fit the conclusion match. First, their do-
mains and ranges are compatible with the composi-
tion (Step 2a). Second, bothPAGENT andPINTENT−1

are consistent withPAGENT ◦ PPURPOSE−1 (Step 2b).
Thus, we obtain the following axioms:AGENT(x, y)
◦ PURPOSE−1(y, z) → AGENT(x, z) andAGENT(x,
y) ◦ PURPOSE−1(y, z) → INTENT−1(x, z).

Instantiating the axioms over[Mary] x [came]y to
[talk] z about the issueyields AGENT(Mary, talk)
and INTENT−1(Mary, talk). Namely, the axioms
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R2 R2 R2

R1 a b c d e f g h R1 a b c d e f g h R1 a−1 b−1 c−1 d−1 e−1 f−1 g−1 h−1

a a : : - f g a a−1 : b b - f g a−1 a : : d−1 - a
b - f g b b−1 b−1 : : b−1,d−1 f g b−1 b : : b
c : b c - e f g c c−1 b−1 : : e f g c−1 c : : : b,d−1 e−1 c
d d - d d f g d d−1 - f g d−1 d d b−1,d - b,d d
e - b e e f g e e−1 - b,d e−1 e,e−1 f g e−1 e - e b−1,d−1 e,e−1 e
f f f−1 f−1 f−1 f−1 f−1 f−1 - - f−1 f - f
g g g−1 g−1 g−1 g−1 g−1 g−1 - - g−1 g - g
h a b c d e f g h h−1 a b c d e f g h,h−1 h a−1 b−1 c−1 d−1 e−1 f−1 g−1 h,h−1

Table 5: Inference axioms automatically obtained using therelations from Table 4. A letter indicates an axiomR1 ◦ R2

→ R3 by indicatingR3. An empty cell indicates thatR1 andR2 do not have compatible domains and ranges; ‘:’ that
the composition is prohibited; and ‘-’ that a relationR3 such thatPR3

is consistent withPR1
◦ PR2

could not be found.

yield Mary is the agent of talking, andshe has the in-
tention of talking. These two relations are valid but
most probably ignored by a role labeler sinceMary
is not an argument oftalk.

4 Case Study

In this Section, we apply the CSR algorithm over a
set of eight well-known relations. It is out of the
scope of this paper to explain in detail the semantics
of each relation or their detection. Our goal is to
obtain inference axioms and, taking for granted that
annotation is available, evaluate their accuracy.

The only requirement for the CSR algorithm is to
define semantic relations using the extended defini-
tion (Table 4). To define domains and ranges, we
use the ontology in Section 4.2. Values for the prim-
itives are assigned manually. The meaning of each
relations is as follows:
• CAU(x, y) encodes a relation between twositua-

tions, where the existence ofy is due to the pre-
vious existence ofx, e.g.,He [got]y a bad grade
because he [didn’t submit]x the project.

• INT(x, y) links ananimate concrete object and the
situations he wants to become true, e.g.,[Mary] y

would like to [grow]x bonsais.
• PRP(x, y) holds between a concepty and its main

goal x. Purposes can be defined forsituations,
e.g., [pruning]y allows new [growth]x; concrete

objects, e.g.,the [garage]y is used for [storage]x ;
or abstract objects, e.g., [language]y is used to
[communicate]x .

• AGT(x, y) links a situation y and its intentional
doerx, e.g., [Mary] x [went]y to Paris. x is re-
stricted toanimate concrete objects.

• MNR(x, y) holds between the mode, way, style or

fashionx in which asituation y happened.x can
be astate, e.g.,[walking]y [holding]x hands; ab-

stract objects, e.g.,[die]y [with pain]x; or qualities,
e.g. [fast]x [delivery]y .

• AT-L(x, y) defines the spatial contexty of anob-

ject or situation x, e.g.,He [went]x [to Cancun]y,
[The car]x is [in the garage]y.

• AT-T(x, y) links an object or situation x, with
its temporal informationy, e.g., He [went]x
[yesterday]y , [20th century]y [sculptures]x .

• SYN(x, y) can be defined between any twoentities

and holds when both arguments are semantically
equivalent, e.g.,SYN(dozen, twelve).

4.1 Inference Axioms Automatically Obtained

After applying the CSR algorithm over the relations
in Table 4, we obtain 78 unique inference axioms
(Table 5). Each sub table must be indexed with
the first and second premises as row and column re-
spectively. The table on the left summarizes axioms
R1 ◦ R2 → R3 andR2 ◦ R1 → R3, the one in the mid-
dle axiomR1

−1 ◦ R2 → R3 and the one on the right
axiomR2 ◦ R1

−1 → R3.
The CSR algorithm identifies several correct ax-

ioms and accurately marks as prohibited several
combinations that would lead to wrong inferences:
• For CAUSE, the inherent transitivity is detected

(a◦ a→ a). Also, no relation is inferred between
two different effects of the same cause (a−1 ◦ a
→ :) and between two causes of the same effect
(a◦ a−1 → :).

• The location and temporal information of con-
cept y is inherited by its cause, intention, pur-
pose, agent and manner (sub table on the left,f
andg columns).
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• As expected, axioms involvingSYNONYMY as
one of their premises yield the other premise as
their conclusion (all sub tables).

• The AGENT of y is inherited by its causes, pur-
poses and manners (d row, sub table on the right).
In all examples below,AGT(x, y) holds, and
we infer AGT(x, z) after composing it withR2:
(1) [He]x [went]y after [reading]z a good review,
R2: CAU−1(y, z); (2) [They]x [went]y to [talk]z

about it, R2: PRP−1(y, z); and (3)[They]x [were
walking]y [holding]z hands, R2: MNR−1(y, z)
An AGENT for a situationy is also inherited by
its effects, and the situations that havey as their
manner or purpose (d row, sub table on the left).

• A concept intends the effects of its intentions
and purposes (b−1 ◦ a → b−1, c−1 ◦ a →
b−1). For example,[I] x printed the document to
[read]y and [learn]z the contents; INT−1(I, read)
◦ CAU(read, learn) → INT−1(I, learn).

It is important to note that domain and range re-
strictions are not sufficient to identify inference ax-
ioms; they only filter out pairs of not compatible re-
lations. The algebra to compose primitives is used
to detect prohibited combinations of relations based
on semantic grounds and identify the conclusion of
composing them. Without primitives, the cells in Ta-
ble 5 would be either empty (marking the pair as not
compatible) or would simply indicate that the pair
has compatible domain and range (without identify-
ing the conclusion).

Table 5 summarizes 136 unique pairs of premises
(recall Ri ◦ Rj = (Rj

−1 ◦ Ri
−1)−1). Domain and

range restrictions mark 39 (28.7%) as not compati-
ble. The algebra labels 12 pairs as prohibited (8.8%,
[12.4% of the compatible pairs]) and is unable to
find a conclusion 14 times (10.3%, [14.4%]). Fi-
nally, conclusions are found for 71 pairs (52.2%,
[73.2%]). Since more than one conclusion might be
detected for the same pair of premises, 78 inference
axioms are ultimately identified.

4.2 Ontology

In order to define domains and ranges, we use a sim-
plified version of the ontology presented in (Helbig,
2005). We find enough to contemplate only seven
base classes:ev, st, co, aco, ao, loc and tmp. Entities

(ent) refer to any concept and are divided intositua-

tions (si), objects (o) anddescriptors (des).

• Situations are anything that happens at a time and
place and are divided intoevents (ev) andstates

(st). Events imply a change in the status of other
entities (e.g.,grow, conference); states do not
(e.g.,be standing, account for 10%).

• Objects can be eitherconcrete (co, palpable, tan-
gible, e.g.,table, keyboard) or abstract (ao, intan-
gible, product of human reasoning, e.g.,disease,
weight). Concrete objects can be further classi-
fied asanimate (aco) if they have life, vigor or
spirit (e.g.John, cat).

• Descriptors state properties about thelocal (loc,
e.g., by the table, in the box) or temporal (tmp,
e.g.,yesterday, last month) context of an entity.

This simplified ontology does not aim at defining
domains and ranges for any relation set; it is a sim-
plification to fit the eight relations we work with.

5 Evaluation

An evaluation was performed to estimate the valid-
ity of the 78 axioms. Because the number of axioms
is large we have focused on a subset of them (Table
6). The 31 axioms havingSYN as premise are intu-
itively correct: since synonymous concepts are in-
terchangeable, given veracious annotation they per-
form valid inferences.

We use PropBank annotation (Palmer et al., 2005)
to instantiate the premises of each axiom. First,
all instantiations of axiomPRP◦ MNR−1 → MNR−1

were manually checked. This axiom yields 237 new
MANNER, 189 of which are valid (Accuracy 0.80).

Second, we evaluated axioms 1–7 (Table 6).
Since PropBank is a large corpus, we restricted this
phase to the first 1,000 sentences in which there is an
instantiation of any axiom. These sentences contain
1,412 instantiations and are found in the first 31,450
sentences of PropBank.

Table 6 depicts the total number of instantiations
for each axiom and its accuracy (columns 3 and 4).
Accuracies range from 0.40 to 0.90, showing that the
plausibility of an axiom depends on the axiom. The
average accuracy for axioms involvingCAU is 0.54
and for axioms involvingPRPis 0.87.

Axiom CAU ◦ AGT−1 → AGT−1 adds 201 rela-
tions, which corresponds to 0.89% in relative terms.
Its accuracy is low, 0.40. Other axioms are less pro-
ductive but have a greater relative impact and accu-
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no heuristic with heuristic
No. Axiom No. Inst. Acc. Produc. No. Inst. Acc. Produc.
1 CAU ◦ AGT−1 → AGT−1 201 0.40 0.89% 75 0.67 0.33%
2 CAU ◦ AT-L → AT-L 17 0.82 0.84% 15 0.93 0.74%
3 CAU ◦ AT-T → AT-T 72 0.85 1.25% 69 0.87 1.20%
1–3 CAU ◦ R2 → R3 290 0.54 0.96% 159 0.78 0.52%
4 PRP ◦ AGT−1 → AGT−1 375 0.89 1.66% 347 0.94 1.54%
5 PRP ◦ AT-L → AT-L 49 0.90 2.42% 48 0.92 2.37%
6 PRP ◦ AT-T → AT-T 138 0.84 2.40% 129 0.88 2.25%
7 PRP ◦ MNR−1 → MNR−1 71 0.82 3.21% 70 0.83 3.16%
4–7 PRP ◦ R2 → R3 633 0.87 1.95% 594 0.91 1.83%
1–7 All 923 0.77 2.84% 753 0.88 2.32%

Table 6: Axioms used for evaluation, number of instances, accuracy and productivity (i.e., percentage of relations
added on top the ones already present). Results are reportedwith and without the heuristic.

. . . space officials

AGT

AGT

in Tokyo in July for an exhibit

CAU

AT-T

AT-L

stopped by . . .

AT-L

AT-T

Figure 2: Basic (solid arrows) and inferred relations (discontinuous) fromA half-dozen Soviet space officials, in Tokyo
in July for an exhibit, stopped by to see their counterparts at the National . . .(wsj 0405, 1).

racy. For example, axiomPRP◦ MNR−1 → MNR−1,
only yields 71 newMNR, and yet it is adding 3.21%
in relative terms with an accuracy of 0.82.

Overall, applying the seven axioms adds 923 re-
lations on top of the ones already present (2.84% in
relative terms) with an accuracy of 0.77. Figure 2
shows examples of inferences using axioms 1–3.

5.1 Error Analysis

Because of the low accuracy of axiom 1, an error
analysis was performed. We found that unlike other
axioms, this axiom often yield a relation type that
is already present in the semantic representation.
Specifically, it often yieldsR(x, z) whenR(x’ , z) is
already known. We use the following heuristic in
order to improve accuracy:do not instantiate an ax-
iom R1(x, y) ◦ R2(y, z) → R3(x, z) if a relation of the
form R3(x’ , z) is already known.

This simple heuristic has increased the accuracy
of the inferences at the cost of lowering their pro-
ductivity. The last three columns in Table 6 show
results when using the heuristic.

6 Comparison with Previous Work

There have been many proposals to detect seman-
tic relations from text without composition. Re-
searches have targeted particular relations (e.g.,
CAUSE (Chang and Choi, 2006; Bethard and Mar-
tin, 2008)), relations within noun phrases (Nulty,
2007), named entities (Hirano et al., 2007) or clauses
(Szpakowicz et al., 1995). Competitions include
(Litkowski, 2004; Carreras and Màrquez, 2005;
Girju et al., 2007; Hendrickx et al., 2009).

Two recent efforts (Ruppenhofer et al., 2009; Ger-
ber and Chai, 2010) are similar to CSR in their goal
(i.e., extract meaning ignored by current semantic
parsers), but completely differ in their means. Their
merit relies on annotating and extracting semantic
connections not originally contemplated (e.g., be-
tween concepts from two different sentences) us-
ing an already known and fixed relation set. Unlike
CSR, they are dependent on the relation inventory,
require annotation and do not reason or manipulate
relations. In contrast to all the above references and
the state of the art, the proposed framework obtains
axioms that take as input semantic relations pro-
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duced by others and output more relations: it adds
an extra layer of semantics previously ignored.

Previous research has exploited the idea of using
semantic primitives to define and classify seman-
tic relations under the names ofrelation elements,
deep structure, aspectsandprimitives. The first at-
tempt on describing semantic relations using prim-
itives was made by Chaffin and Herrmann (1987);
they differentiate 31 relations using 30relation el-
ementsclustered into five groups (intensional force,
dimension, agreement, propositional and part-whole
inclusion). Winston et al. (1987) introduce 3rela-
tion elements(functional, homeomerous and sepa-
rable) to distinguish six subtypes ofPART-WHOLE.
Cohen and Losielle (1988) use the notion ofdeep
structurein contrast to thesurface relationand uti-
lizes twoaspects(hierarchical and temporal). Huhns
and Stephens (1989) consider a set of 10primitives.

In theoretical linguistics, Wierzbicka (1996) in-
troduced the notion of semantic primes to perform
linguistic analysis. Dowty (2006) studies composi-
tionality and identifies entailments associated with
certain predicates and arguments (Dowty, 2001).

There has not been much work on composing
relations in the field of computational linguistics.
The termcompositional semanticsis used in con-
junction with the principle of compositionality, i.e.,
the meaning of a complex expression is determined
from the meanings of its parts, and the way in which
those parts are combined. These approaches are
usually formal and use a potentially infinite set of
predicates to represent semantics. Ge and Mooney
(2009) extracts semantic representations using syn-
tactic structures while Copestake et al. (2001) devel-
ops algebras for semantic construction within gram-
mars. Logic approaches include (Lakoff, 1970;
Sánchez Valencia, 1991; MacCartney and Manning,
2009). Composition of Semantic Relations is com-
plimentary to Compositional Semantics.

Previous research has manually extracted plau-
sible inference axioms for WordNet relations
(Harabagiu and Moldovan, 1998) and transformed
chains of relations into theoretical axioms (Helbig,
2005). The CSR algorithm proposed here automati-
cally obtains inference axioms.

Composing relations has been proposed before
within knowledge bases. Cohen and Losielle (1988)
combines a set of nine fairly specific relations (e.g.,

FOCUS-OF, PRODUCT-OF, SETTING-OF). The key
to determine plausibility is thetransitivity charac-
teristic of the aspects: two relations shall not com-
bine if they have contradictory values for any aspect.
The first algebra to compose semantic primitives
was proposed by Huhns and Stephens (1989). Their
relations are not linguistically motivated and ten of
them map to some sort ofPART-WHOLE (e.g.PIECE-
OF, SUBREGION-OF). Unlike (Cohen and Losielle,
1988; Huhns and Stephens, 1989), we use typical
relations that encode the semantics of natural lan-
guage, propose a method to automatically obtain the
inverse of a relation and empirically test the validity
of the axioms obtained.

7 Conclusions

Going beyond current research, in this paper we
investigate the composition of semantic relations.
The proposed CSR algorithm obtains inference ax-
ioms that take as their input semantic relations and
output a relation previously ignored. Regardless of
the set of relations and annotation scheme, an ad-
ditional layer of semantics is created on top of the
already existing relations.

An extended definition for semantic relations is
proposed, including restrictions on their domains
and ranges as well as values for semantic primitives.
Primitives indicate if a certain property holds be-
tween the arguments of a relation. An algebra for
composing semantic primitives is defined, allowing
to automatically determine the primitives values for
the composition of any two relations.

The CSR algorithm makes use of the extended
definition and algebra to discover inference axioms
in an unsupervised manner. Its usefulness is shown
using a set of eight common relations, obtaining 78
axioms. Empirical evaluation shows the axioms add
2.32% of relations in relative terms with an overall
accuracy of 0.88, more than what state-of-the-art se-
mantic parsers achieve.

The framework presented is completely indepen-
dent of any particular set of relations. Even though
different sets may call for different ontologies and
primitives, we believe the model is generally appli-
cable; the only requirement is to use the extended
definition. This is a novel way of retrieving seman-
tic relations in the field of computational linguistics.
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Abstract

Learning by Reading (LbR) aims at enabling
machines to acquire knowledge from and rea-
son about textual input. This requires knowl-
edge about the domain structure (such as en-
tities, classes, and actions) in order to do in-
ference. We present a method to infer this im-
plicit knowledge from unlabeled text. Unlike
previous approaches, we use automatically ex-
tracted classes with a probability distribution
over entities to allow for context-sensitive la-
beling. From a corpus of 1.4m sentences, we
learn about 250k simple propositions about
American football in the form of predicate-
argument structures like “quarterbacks throw
passes to receivers”. Using several statisti-
cal measures, we show that our model is able
to generalize and explain the data statistically
significantly better than various baseline ap-
proaches. Human subjects judged up to 96.6%
of the resulting propositions to be sensible.
The classes and probabilistic model can be
used in textual enrichment to improve the per-
formance of LbR end-to-end systems.

1 Introduction

The goal of Learning by Reading (LbR) is to enable
a computer to learn about a new domain and then
to reason about it in order to perform such tasks as
question answering, threat assessment, and explana-
tion (Strassel et al., 2010). This requires joint efforts
from Information Extraction, Knowledge Represen-
tation, and logical inference. All these steps depend
on the system having access to basic, often unstated,
foundational knowledge about the domain.

Most documents, however, do not explicitly men-
tion this information in the text, but assume basic
background knowledge about the domain, such as
positions (“quarterback”), titles (“winner”), or ac-
tions (“throw”) for sports game reports. Without
this knowledge, the text will not make sense to the
reader, despite being well-formed English. Luckily,
the information is often implicitly contained in the
document or can be inferred from similar texts.

Our system automatically acquires domain-
specific knowledge (classes and actions) from large
amounts of unlabeled data, and trains a probabilis-
tic model to determine and apply the most infor-
mative classes (quarterback, etc.) at appropriate
levels of generality for unseen data. E.g., from
sentences such as “Steve Young threw a pass to
Michael Holt”, “Quarterback Steve Young finished
strong”, and “Michael Holt, the receiver, left early”
we can learn the classes quarterback and receiver,
and the proposition “quarterbacks throw passes to
receivers”.

We will thus assume that the implicit knowl-
edge comes in two forms: actions in the form of
predicate-argument structures, and classes as part of
the source data. Our task is to identify and extract
both. Since LbR systems must quickly adapt and
scale well to new domains, we need to be able to
work with large amounts of data and minimal super-
vision. Our approach produces simple propositions
about the domain (see Figure 1 for examples of ac-
tual propositions learned by our system).

American football was the first official evaluation
domain in the DARPA-sponsored Machine Reading
program, and provides the background for a number
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of LbR systems (Mulkar-Mehta et al., 2010). Sports
is particularly amenable, since it usually follows a
finite, explicit set of rules. Due to its popularity,
results are easy to evaluate with lay subjects, and
game reports, databases, etc. provide a large amount
of data. The same need for basic knowledge appears
in all domains, though. In music, musicians play in-
struments, in electronics, components constitute cir-
cuits, circuits use electricity, etc.

Teams beat teams
Teams play teams
Quarterbacks throw passes
Teams win games
Teams defeat teams
Receivers catch passes
Quarterbacks complete passes
Quarterbacks throw passes to receivers
Teams play games
Teams lose games

Figure 1: The ten most frequent propositions discovered
by our system for the American football domain

Our approach differs from verb-argument identi-
fication or Named Entity (NE) tagging in several re-
spects. While previous work on verb-argument se-
lection (Pardo et al., 2006; Fan et al., 2010) uses
fixed sets of classes, we cannot know a priori how
many and which classes we will encounter. We
therefore provide a way to derive the appropriate
classes automatically and include a probability dis-
tribution for each of them. Our approach is thus
less restricted and can learn context-dependent, fine-
grained, domain-specific propositions. While a NE-
tagged corpus could produce a general proposition
like “PERSON throws to PERSON”, our method
enables us to distinguish the arguments and learn
“quarterback throws to receiver” for American foot-
ball and “outfielder throws to third base” for base-
ball. While in NE tagging each word has only one
correct tag in a given context, we have hierarchical
classes: an entity can be correctly labeled as a player
or a quarterback (and possibly many more classes),
depending on the context. By taking context into
account, we are also able to label each sentence in-
dividually and account for unseen entities without
using external resources.

Our contributions are:

• we use unsupervised learning to train a model
that makes use of automatically extracted
classes to uncover implicit knowledge in the
form of predicate-argument propositions

• we evaluate the explanatory power, generaliza-
tion capability, and sensibility of the proposi-
tions using both statistical measures and human
judges, and compare them to several baselines

• we provide a model and a set of propositions
that can be used to improve the performance
of end-to-end LbR systems via textual enrich-
ment.

2 Methods

INPUT:
Steve Young threw a pass to Michael Holt

1. PARSE INPUT:

2. JOIN NAMES, EXTRACT PREDICATES:
NVN: Steve_Young throw pass 

NVNPN: Steve_Young throw pass to Michael_Holt

3. DECODE TO INFER PROPOSITIONS:
QUARTERBACK throw pass

QUARTERBACK throw pass to RECEIVER

Steve/NNP

Young/NNP

throw/VBD

pass/NN

a/DT

to/TO

Michael/NNP

Holt/NNP

nsubj

dobj

prep

nn

nn

pobjdet

Steve_Young    threw      a         pass       to    Michael_Holt

s1 s2 x1 s3 s4 s5

p1 p2 p3 p4 p5

quarterback      throw                pass          to         receiver

Figure 2: Illustrated example of different processing steps

Our running example will be “Steve Young threw
a pass to Michael Holt”. This is an instance of the
underlying proposition “quarterbacks throw passes
to receivers”, which is not explicitly stated in the
data. A proposition is thus a more general state-
ment about the domain than the sentences it de-
rives. It contains domain-specific classes (quarter-
back, receiver), as well as lexical items (“throw”,
“pass”). In order to reproduce the proposition,
given the input sentences, our system has to not
only identify the classes, but also learn when to
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abstract away from the lexical form to the ap-
propriate class and when to keep it (cf. Figure
2, step 3). To facilitate extraction, we focus on
propositions with the following predicate-argument
structures: NOUN-VERB-NOUN (e.g., “quarter-
backs throw passes”), or NOUN-VERB-NOUN-
PREPOSITION-NOUN (e.g., “quarterbacks throw
passes to receivers”. There is nothing, though, that
prevents the use of other types of structures as well.
We do not restrict the verbs we consider (Pardo et
al., 2006; Ritter et al., 2010)), which extracts a high
number of hapax structures.

Given a sentence, we want to find the most likely
class for each word and thereby derive the most
likely proposition. Similar to Pardo et al. (2006), we
assume the observed data was produced by a process
that generates the proposition and then transforms
the classes into a sentence, possibly adding addi-
tional words. We model this as a Hidden Markov
Model (HMM) with bigram transitions (see Section
2.3) and use the EM algorithm (Dempster et al.,
1977) to train it on the observed data, with smooth-
ing to prevent overfitting.

2.1 Data

We use a corpus of about 33k texts on Ameri-
can football, extracted from the New York Times
(Sandhaus, 2008). To identify the articles, we rely
on the provided “football” keyword classifier. The
resulting corpus comprises 1, 359, 709 sentences
from game reports, background stories, and opin-
ion pieces. In a first step, we parse all documents
with the Stanford dependency parser (De Marneffe
et al., 2006) (see Figure 2, step 1). The output
is lemmatized (collapsing “throws”, “threw”, etc.,
into “throw”), and marked for various dependen-
cies (nsubj, amod, etc.). This enables us to ex-
tract the predicate argument structure, like subject-
verb-object, or additional prepositional phrases (see
Figure 2, step 2). These structures help to sim-
plify the model by discarding additional words like
modifiers, determiners, etc., which are not essen-
tial to the proposition. The same approach is used
by (Brody, 2007). We also concatenate multi-
word names (identified by sequences of NNPs) with
an underscore to form a single token (“Steve/NNP
Young/NNP”→ “Steve Young”).

2.2 Deriving Classes

To derive the classes used for entities, we do not re-
strict ourselves to a fixed set, but derive a domain-
specific set directly from the data. This step is per-
formed simultaneously with the corpus generation
described above. We utilize three syntactic construc-
tions to identify classes, namely nominal modifiers,
copula verbs, and appositions, see below. This is
similar in nature to Hearst’s lexico-syntactic patterns
(Hearst, 1992) and other approaches that derive IS-
A relations from text. While we find it straightfor-
ward to collect classes for entities in this way, we
did not find similar patterns for verbs. Given a suit-
able mechanism, however, these could be incorpo-
rated into our framework as well.

Nominal modifier are common nouns (labeled
NN) that precede proper nouns (labeled NNP), as in
“quarterback/NN Steve/NNP Young/NNP”, where
“quarterback” is the nominal modifier of “Steve
Young”. Similar information can be gained from ap-
positions (e.g., “Steve Young, the quarterback of his
team, said...”), and copula verbs (“Steve Young is
the quarterback of the 49ers”). We extract those co-
occurrences and store the proper nouns as entities
and the common nouns as their possible classes. For
each pair of class and entity, we collect counts over
the corpus to derive probability distributions.

Entities for which we do not find any of the above
patterns in our corpus are marked “UNK”. These
entities are instantiated with the 20 most frequent
classes. All other (non-entity) words (including
verbs) have only their identity as class (i.e., “pass”
remains “pass”).

The average number of classes per entity is 6.87.
The total number of distinct classes for entities is
63, 942. This is a huge number to model in our state
space.1 Instead of manually choosing a subset of the
classes we extracted, we defer the task of finding the
best set to the model.

We note, however, that the distribution of classes
for each entity is highly skewed. Due to the unsuper-
vised nature of the extraction process, many of the
extracted classes are hapaxes and/or random noise.
Most entities have only a small number of applicable
classes (a football player usually has one main posi-

1NE taggers usually use a set of only a few dozen classes at
most.
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tion, and a few additional roles, such as star, team-
mate, etc.). We handle this by limiting the number of
classes considered to 3 per entity. This constraint re-
duces the total number of distinct classes to 26, 165,
and the average number of classes per entity to 2.53.
The reduction makes for a more tractable model size
without losing too much information. The class al-
phabet is still several magnitudes larger than that for
NE or POS tagging. Alternatively, one could use ex-
ternal resources such as Wikipedia, Yago (Suchanek
et al., 2007), or WordNet++ (Ponzetto and Navigli,
2010) to select the most appropriate classes for each
entity. This is likely to have a positive effect on the
quality of the applicable classes and merits further
research. Here, we focus on the possibilities of a
self-contained system without recurrence to outside
resources.

The number of classes we consider for each entity
also influences the number of possible propositions:
if we consider exactly one class per entity, there will
be little overlap between sentences, and thus no gen-
eralization possible—the model will produce many
distinct propositions. If, on the other hand, we used
only one class for all entities, there will be similar-
ities between many sentences—the model will pro-
duce very few distinct propositions.

2.3 Probabilistic Model

INPUT:
Steve Young threw a pass to Michael Holt

PARSE:

INSTANCES:
Steve_Young throw pass 
Steve_Young throw pass to Michael_Holt

PROPOSITIONS:
Quarterback throw pass
Quarterback throw pass to receiver

Steve

Young

throw

pass

a

to

Michael

Holt

nsubj

dobj

prep

nn

nn

pobjdet

Steve_Young    threw      a         pass       to    Michael_Holt

s1 s2 x1 s3 s4 s5

p1 p2 p3 p4 p5

quarterback      throw                pass          to         receiver

Figure 3: Graphical model for the running example

We use a generative noisy-channel model to cap-
ture the joint probability of input sentences and their
underlying proposition. Our generative story of how
a sentence s (with words s1, ..., sn) was generated
assumes that a proposition p is generated as a se-
quence of classes p1, ..., pn, with transition proba-
bilities P (pi|pi−1). Each class pi generates a word
si with probability P (si|pi). We allow additional
words x in the sentence which do not depend on any
class in the proposition and are thus generated inde-

pendently with P (x) (cf. model in Figure 3).
Since we observe the co-occurrence counts of

classes and entities in the data, we can fix the emis-
sion parameter P (s|p) in our HMM. Further, we do
not want to generate sentences from propositions, so
we can omit the step that adds the additional words
x in our model. The removal of these words is re-
flected by the preprocessing step that extracts the
structure (cf. Section 2.1).

Our model is thus defined as

P (s,p) =P (p1) ·
n∏

i=1

(
P (pi|pi−1) · P (si|pi)

)
(1)

where si, pi denote the ith word of sentence s and
proposition p, respectively.

3 Evaluation

We want to evaluate how well our model predicts
the data, and how sensible the resulting propositions
are. We define a good model as one that generalizes
well and produces semantically useful propositions.

We encounter two problems. First, since we de-
rive the classes in a data-driven way, we have no
gold standard data available for comparison. Sec-
ond, there is no accepted evaluation measure for this
kind of task. Ultimately, we would like to evaluate
our model externally, such as measuring its impact
on performance of a LbR system. In the absence
thereof, we resort to several complementary mea-
sures, as well as performing an annotation task. We
derive evaluation criteria as follows. A model gener-
alizes well if it can cover (‘explain’) all the sentences
in the corpus with a few propositions. This requires
a measure of generality. However, while a proposi-
tion such as “PERSON does THING”, has excellent
generality, it possesses no discriminating power. We
also need the propositions to partition the sentences
into clusters of semantic similarity, to support effec-
tive inference. This requires a measure of distribu-
tion. Maximal distribution, achieved by assigning
every sentence to a different proposition, however,
is not useful either. We need to find an appropri-
ate level of generality within which the sentences
are clustered into propositions for the best overall
groupings to support inference.

To assess the learned model, we apply the mea-
sures of generalization, entropy, and perplexity (see
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Sections 3.2, 3.3, and 3.4). These measures can be
used to compare different systems. We do not at-
tempt to weight or combine the different measures,
but present each in its own right.

Further, to assess label accuracy, we use Ama-
zon’s Mechanical Turk annotators to judge the sen-
sibility of the propositions produced by each sys-
tem (Section 3.5). We reason that if our system
learned to infer the correct classes, then the resulting
propositions should constitute true, general state-
ments about that domain, and thus be judged as sen-
sible.2 This approach allows the effective annotation
of sufficient amounts of data for an evaluation (first
described for NLP in (Snow et al., 2008)).

3.1 Evaluation Data
With the trained model, we use Viterbi decoding to
extract the best class sequence for each example in
the data. This translates the original corpus sen-
tences into propositions. See steps 2 and 3 in Figure
2.

We create two baseline systems from the same
corpus, one which uses the most frequent class
(MFC) for each entity, and another one which uses
a class picked at random from the applicable classes
of each entity.

Ultimately, we are interested in labeling unseen
data from the same domain with the correct class,
so we evaluate separately on the full corpus and
the subset of sentences that contain unknown enti-
ties (i.e., entities for which no class information was
available in the corpus, cf. Section 2.2).

For the latter case, we select all examples con-
taining at least one unknown entity (labeled UNK),
resulting in a subset of 41, 897 sentences, and repeat
the evaluation steps described above. Here, we have
to consider a much larger set of possible classes per
entity (the 20 overall most frequent classes). The
MFC baseline for these cases is the most frequent
of the 20 classes for UNK tokens, while the random
baseline chooses randomly from that set.

3.2 Generalization
Generalization measures how widely applicable the
produced propositions are. A completely lexical ap-

2Unfortunately, if judged insensible, we can not infer
whether our model used the wrong class despite better options,
or whether we simply have not learned the correct label.
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0.12 0.09

0.25

0.66

Generalization

random

MFC

model

Figure 4: Generalization of models on the data sets

proach, at one extreme, would turn each sentence
into a separate proposition, thus achieving a gener-
alization of 0%. At the other extreme, a model that
produces only one proposition would generalize ex-
tremely well (but would fail to explain the data in
any meaningful way). Both are of course not desir-
able.

We define generalization as

g = 1− |propositions|
|sentences|

(2)

The results in Figure 4 show that our model is
capable of abstracting away from the lexical form,
achieving a generalization rate of 25% for the full
data set. The baseline approaches do significantly
worse, since they are unable to detect similarities
between lexically different examples, and thus cre-
ate more propositions. Using a two-tailed t-test, the
difference between our model and each baseline is
statistically significant at p < .001.

Generalization on the unknown entity data set is
even higher (65.84%). The difference between the
model and the baselines is again statistically signif-
icant at p < .001. MFC always chooses the same
class for UNK, regardless of context, and performs
much worse. The random baseline chooses between
20 classes per entity instead of 3, and is thus even
less general.

3.3 Normalized Entropy
Entropy is used in information theory to measure
how predictable data is. 0 means the data is com-
pletely predictable. The higher the entropy of our
propositions, the less well they explain the data. We
are looking for models with low entropy. The ex-
treme case of only one proposition has 0 entropy:
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Figure 5: Entropy of models on the data sets

we know exactly which sentences are produced by
the proposition.

Entropy is directly influenced by the number of
propositions used by a system.3 In order to compare
different models, we thus define normalized entropy
as

HN =
−

n∑
i=0

Pi · logPi

log n
(3)

where Pi is the coverage of the proposition, or the
percentage of sentences explained by it, and n is the
number of distinct propositions.

The entropy of our model on the full data set is
relatively high with 0.89, see Figure 5. The best
entropy we can hope to achieve given the number
of propositions and sentences is actually 0.80 (by
concentrating the maximum probability mass in one
proposition). The model thus does not perform as
badly as the number might suggest. The entropy of
our model on unseen data is better, with 0.50 (best
possible: 0.41). This might be due to the fact that
we considered more classes for UNK than for regu-
lar entities.

3.4 Perplexity

Since we assume that propositions are valid sen-
tences in our domain, good propositions should have
a higher probability than bad propositions in a lan-
guage model. We can compute this using perplex-

3Note that how many classes we consider per entity influ-
ences how many propositions are produced (cf. Section 2.2),
and thus indirectly puts a bound on entropy.
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Figure 6: Perplexity of models on the data sets

ity:4

perplexity(data) = 2
− log P (data)

n (4)

where P (data) is the product of the proposition
probabilities, and n is the number of propositions.
We use the uni-, bi-, and trigram counts of the
GoogleGrams corpus (Brants and Franz, 2006) with
simple interpolation to compute the probability of
each proposition.

The results in Figure 6 indicate that the proposi-
tions found by the model are preferable to the ones
found by the baselines. As would be expected, the
sensibility judgements for MFC and model5 (Tables
1 and 2, Section 3.5) are perfectly anti-correlated
(correlation coefficient −1) with the perplexity for
these systems in each data set. However, due to the
small sample size, this should be interpreted cau-
tiously.

3.5 Sensibility and Label Accuracy
In unsupervised training, the model with the best
data likelihood does not necessarily produce the best
label accuracy. We evaluate label accuracy by pre-
senting subjects with the propositions we obtained
from the Viterbi decoding of the corpus, and ask
them to rate their sensibility. We compare the dif-
ferent systems by computing sensibility as the per-
centage of propositions judged sensible for each sys-
tem. Since the underlying probability distributions
are quite different, we weight the sensibility judge-
ment for each proposition by the likelihood of that
proposition. We report results for both aggregate

4Perplexity also quantifies the uncertainty of the resulting
propositions, where 0 perplexity means no uncertainty.

5We did not collect sensibility judgements for the random
baseline.
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accuracy

Page 1

System

90.16 92.13 69.35 70.57 88.84 90.37

94.28 96.55 70.93 70.45 93.06 95.16

100 most frequent random combined

Data set agg maj agg maj agg maj

full
baseline

model

Table 1: Percentage of propositions derived from labeling the full data set that were judged sensible
accuracy

Page 1

System

51.92 51.51 32.39 28.21 50.39 49.66

66.00 69.57 48.14 41.74 64.83 67.76

100 most frequent random combined

Data set agg maj agg maj agg maj

unknown
baseline

model

Table 2: Percentage of propositions derived from labeling unknown entities that were judged sensible

sensibility (using the total number of individual an-
swers), and majority sensibility, where each propo-
sition is scored according to the majority of annota-
tors’ decisions.

The model and baseline propositions for the full
data set are both judged highly sensible, achieving
accuracies of 96.6% and 92.1% (cf. Table 1). While
our model did slightly better, the differences are not
statistically significant when using a two-tailed test.
The propositions produced by the model from un-
known entities are less sensible (67.8%), albeit still
significantly above chance level, and the baseline
propositions for the same data set (p < 0.01). Only
49.7% propositions of the baseline were judged sen-
sible (cf. Table 2).

3.5.1 Annotation Task
Our model finds 250, 169 distinct propositions,

the MFC baseline 293, 028. We thus have to restrict
ourselves to a subset in order to judge their sensi-
bility. For each system, we sample the 100 most
frequent propositions and 100 random propositions
found for both the full data set and the unknown enti-
ties6 and have 10 annotators rate each proposition as
sensible or insensible. To identify and omit bad an-
notators (‘spammers’), we use the method described
in Section 3.5.2, and measure inter-annotator agree-
ment as described in Section 3.5.3. The details of
this evaluation are given below, the results can be
found in Tables 1 and 2.

The 200 propositions from each of the four sys-

6We omit the random baseline here due to size issues, and
because it is not likely to produce any informative comparison.

tems (model and baseline on both full and unknown
data set), contain 696 distinct propositions. We
break these up into 70 batches (Amazon Turk an-
notation HIT pages) of ten propositions each. For
each proposition, we request 10 annotators. Overall,
148 different annotators participated in our annota-
tion. The annotators are asked to state whether each
proposition represents a sensible statement about
American Football or not. A proposition like “Quar-
terbacks can throw passes to receivers” should make
sense, while “Coaches can intercept teams” does
not. To ensure that annotators judge sensibility and
not grammaticality, we format each proposition the
same way, namely pluralizing the nouns and adding
“can” before the verb. In addition, annotators can
state whether a proposition sounds odd, seems un-
grammatical, is a valid sentence, but against the
rules (e.g., “Coaches can hit players”) or whether
they do not understand it.

3.5.2 Spammers

Some (albeit few) annotators on Mechanical Turk
try to complete tasks as quickly as possible with-
out paying attention to the actual requirements, in-
troducing noise into the data. We have to identify
these spammers before the evaluation. One way is
to include tests. Annotators that fail these tests will
be excluded. We use a repetition (first and last ques-
tion are the same), and a truism (annotators answer-
ing ”no” either do not know about football or just
answered randomly). Alternatively, we can assume
that good annotators, who are the majority, will ex-
hibit similar behavior to one another, while spam-

1472



mers exhibit a deviant answer pattern. To identify
those outliers, we compare each annotator’s agree-
ment to the others and exclude those whose agree-
ment falls more than one standard deviation below
the average overall agreement.

We find that both methods produce similar results.
The first method requires more careful planning, and
the resulting set of annotators still has to be checked
for outliers. The second method has the advantage
that it requires no additional questions. It includes
the risk, though, that one selects a set of bad annota-
tors solely because they agree with one another.

3.5.3 Agreement
agreement

Page 1

0.88 0.76 0.82

! 0.45 0.50 0.48

0.66 0.53 0.58

measure
100 most 
frequent

random combined

agreement

G-index

Table 3: Agreement measures for different samples

We use inter-annotator agreement to quantify the
reliability of the judgments. Apart from the simple
agreement measure, which records how often an-
notators choose the same value for an item, there
are several statistics that qualify this measure by ad-
justing for other factors. One frequently used mea-
sure, Cohen’s κ, has the disadvantage that if there
is prevalence of one answer, κ will be low (or even
negative), despite high agreement (Feinstein and Ci-
cchetti, 1990). This phenomenon, known as the κ
paradox, is a result of the formula’s adjustment for
chance agreement. As shown by Gwet (2008), the
true level of actual chance agreement is realistically
not as high as computed, resulting in the counterin-
tuitive results. We include it for comparative rea-
sons. Another statistic, the G-index (Holley and
Guilford, 1964), avoids the paradox. It assumes that
expected agreement is a function of the number of
choices rather than chance. It uses the same general
formula as κ,

(Pa − Pe)
(1− Pe)

(5)

where Pa is the actual raw agreement measured, and
Pe is the expected agreement. The difference with
κ is that Pe for the G-index is defined as Pe = 1/q,

where q is the number of available categories, in-
stead of expected chance agreement. Under most
conditions, G and κ are equivalent, but in the case
of high raw agreement and few categories, G gives a
more accurate estimation of the agreement. We thus
report raw agreement, κ, and G-index.

Despite early spammer detection, there are still
outliers in the final data, which have to be accounted
for when calculating agreement. We take the same
approach as in the statistical spammer detection and
delete outliers that are more than one standard devi-
ation below the rest of the annotators’ average.

The raw agreement for both samples combined is
0.82, G = 0.58, and κ = 0.48. The numbers show
that there is reasonably high agreement on the label
accuracy.

4 Related Research

The approach we describe is similar in nature to un-
supervised verb argument selection/selectional pref-
erences and semantic role labeling, yet goes be-
yond it in several ways. For semantic role label-
ing (Gildea and Jurafsky, 2002; Fleischman et al.,
2003), classes have been derived from FrameNet
(Baker et al., 1998). For verb argument detec-
tion, classes are either semi-manually derived from
a repository like WordNet, or from NE taggers
(Pardo et al., 2006; Fan et al., 2010). This allows
for domain-independent systems, but limits the ap-
proach to a fixed set of oftentimes rather inappropri-
ate classes. In contrast, we derive the level of gran-
ularity directly from the data.

Pre-tagging the data with NE classes before train-
ing comes at a cost. It lumps entities together which
can have very different classes (i.e., all people be-
come labeled as PERSON), effectively allowing only
one class per entity. Etzioni et al. (2005) resolve the
problem with a web-based approach that learns hi-
erarchies of the NE classes in an unsupervised man-
ner. We do not enforce a taxonomy, but include sta-
tistical knowledge about the distribution of possible
classes over each entity by incorporating a prior dis-
tribution P (class, entity). This enables us to gen-
eralize from the lexical form without restricting our-
selves to one class per entity, which helps to bet-
ter fit the data. In addition, we can distinguish sev-
eral classes for each entity, depending on the context
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(e.g., winner vs. quarterback). Ritter et al. (2010)
also use an unsupervised model to derive selectional
predicates from unlabeled text. They do not assign
classes altogether, but group similar predicates and
arguments into unlabeled clusters using LDA. Brody
(2007) uses a very similar methodology to establish
relations between clauses and sentences, by cluster-
ing simplified propositions.

Peñas and Hovy (2010) employ syntactic patterns
to derive classes from unlabeled data in the context
of LbR. They consider a wider range of syntactic
structures, but do not include a probabilistic model
to label new data.

5 Conclusion

We use an unsupervised model to infer domain-
specific classes from a corpus of 1.4m unlabeled
sentences, and applied them to learn 250k propo-
sitions about American football. Unlike previous
approaches, we use automatically extracted classes
with a probability distribution over entities to al-
low for context-sensitive selection of appropriate
classes.

We evaluate both the model qualities and sensibil-
ity of the resulting propositions. Several measures
show that the model has good explanatory power and
generalizes well, significantly outperforming two
baseline approaches, especially where the possible
classes of an entity can only be inferred from the
context.

Human subjects on Amazon’s Mechanical Turk
judged up to 96.6% of the propositions for the full
data set, and 67.8% for data containing unseen enti-
ties as sensible. Inter-annotator agreement was rea-
sonably high (agreement = 0.82, G = 0.58, κ =
0.48).

The probabilistic model and the extracted propo-
sitions can be used to enrich texts and support post-
parsing inference for question answering. We are
currently applying our method to other domains.
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Abstract

In this paper, we present a unified model for
the automatic induction of word senses from
text, and the subsequent disambiguation of
particular word instances using the automati-
cally extracted sense inventory. The induction
step and the disambiguation step are based on
the same principle: words and contexts are
mapped to a limited number of topical dimen-
sions in a latent semantic word space. The in-
tuition is that a particular sense is associated
with a particular topic, so that different senses
can be discriminated through their association
with particular topical dimensions; in a similar
vein, a particular instance of a word can be dis-
ambiguated by determining its most important
topical dimensions. The model is evaluated on
the SEMEVAL-2010 word sense induction and
disambiguation task, on which it reaches state-
of-the-art results.

1 Introduction

Word sense induction (WSI) is the task of automati-
cally identifying the senses of words in texts, with-
out the need for handcrafted resources or manually
annotated data. The manual construction of a sense
inventory is a tedious and time-consuming job, and
the result is highly dependent on the annotators and
the domain at hand. By applying an automatic proce-
dure, we are able to only extract the senses that are
objectively present in a particular corpus, and it al-
lows for the sense inventory to be straightforwardly
adapted to a new domain.

Word sense disambiguation (WSD), on the other
hand, is the closely related task of assigning a sense

label to a particular instance of a word in context,
using an existing sense inventory. The bulk of WSD

algorithms up till now use pre-defined sense inven-
tories (such as WordNet) that often contain fine-
grained sense distinctions, which poses serious prob-
lems for computational semantic processing (Ide
and Wilks, 2007). Moreover, most WSD algorithms
take a supervised approach, which requires a signifi-
cant amount of manually annotated training data.

The model presented here induces the senses of
words in a fully unsupervised way, and subsequently
uses the induced sense inventory for the unsuper-
vised disambiguation of particular occurrences of
words. The induction step and the disambiguation
step are based on the same principle: words and
contexts are mapped to a limited number of topical
dimensions in a latent semantic word space. The
key idea is that the model combines tight, synonym-
like similarity (based on dependency relations) with
broad, topical similarity (based on a large ‘bag of
words’ context window). The intuition in this is that
the dependency features can be disambiguated by
the topical dimensions identified by the broad con-
textual features; in a similar vein, a particular in-
stance of a word can be disambiguated by determin-
ing its most important topical dimensions (based on
the instance’s context words).

The paper is organized as follows. Section 2
presents some previous research on distributional
similarity and word sense induction. Section 3 gives
an overview of our method for word sense induction
and disambiguation. Section 4 provides a quantita-
tive evaluation and comparison to other algorithms
in the framework of the SEMEVAL-2010 word sense
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induction and disambiguation (WSI/WSD) task. The
last section draws conclusions, and lays out a num-
ber of future research directions.

2 Previous Work

2.1 Distributional similarity

According to the distributional hypothesis of mean-
ing (Harris, 1954), words that occur in similar con-
texts tend to be semantically similar. In the spirit
of this by now well-known adage, numerous algo-
rithms have sprouted up that try to capture the se-
mantics of words by looking at their distribution in
texts, and comparing those distributions in a vector
space model.

One of the best known models in this respect is
latent semantic analysis — LSA (Landauer and Du-
mais, 1997; Landauer et al., 1998). In LSA, a term-
document matrix is created, that contains the fre-
quency of each word in a particular document. This
matrix is then decomposed into three other matrices
with a mathematical factorization technique called
singular value decomposition (SVD). The most im-
portant dimensions that come out of the SVD are said
to represent latent semantic dimensions, according
to which nouns and documents can be represented
more efficiently. Our model also applies a factoriza-
tion technique (albeit a different one) in order to find
a reduced semantic space.

Context is a determining factor in the nature of
the semantic similarity that is induced. A broad con-
text window (e.g. a paragraph or document) yields
broad, topical similarity, whereas a small context
yields tight, synonym-like similarity. This has lead
a number of researchers to use the dependency rela-
tions that a particular word takes part in as contex-
tual features. One of the most important approaches
is Lin (1998). An overview of dependency-based
semantic space models is given in Padó and Lapata
(2007).

2.2 Word sense induction

The following paragraphs provide a succinct
overview of word sense induction research. A thor-
ough survey on word sense disambiguation (includ-
ing unsupervised induction algorithms) is presented
in Navigli (2009).

Algorithms for word sense induction can roughly

be divided into local and global ones. Local WSI

algorithms extract the different senses of a word on
a per-word basis, i.e. the different senses for each
word are determined separately. They can be further
subdivided into context-clustering algorithms and
graph-based algorithms. In the context-clustering
approach, context vectors are created for the differ-
ent instances of a particular word, and those con-
texts are grouped into a number of clusters, repre-
senting the different senses of the word. The con-
text vectors may be represented as first or second-
order co-occurrences (i.e. the contexts of the target
word are similar if the words they in turn co-occur
with are similar). The first one to propose this idea
of context-group discrimination was Schütze (1998),
and many researchers followed a similar approach
to sense induction (Purandare and Pedersen, 2004).
In the graph-based approach, on the other hand, a
co-occurrence graph is created, in which nodes rep-
resent words, and edges connect words that appear
in the same context (dependency relation or context
window). The senses of a word may then be discov-
ered using graph clustering techniques (Widdows
and Dorow, 2002), or algorithms such as HyperLex
(Véronis, 2004) or Pagerank (Agirre et al., 2006). Fi-
nally, Bordag (2006) recently proposed an approach
that uses word triplets to perform word sense induc-
tion. The underlying idea is the ‘one sense per col-
location’ assumption, and co-occurrence triplets are
clustered based on the words they have in common.

Global algorithms take an approach in which the
different senses of a particular word are determined
by comparing them to, and demarcating them from,
the senses of other words in a full-blown word space
model. The best known global approach is the one
by Pantel and Lin (2002). They present a global
clustering algorithm – coined clustering by commit-
tee (CBC) – that automatically discovers word senses
from text. The key idea is to first discover a set of
tight, unambiguous clusters, to which possibly am-
biguous words can be assigned. Once a word has
been assigned to a cluster, the features associated
with that particular cluster are stripped off the word’s
vector. This way, less frequent senses of the word
may be discovered.

Van de Cruys (2008) proposes a model for sense
induction based on latent semantic dimensions. Us-
ing an extension of non-negative matrix factoriza-
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tion, the model induces a latent semantic space
according to which both dependency features and
broad contextual features are classified. Using the
latent space, the model is able to discriminate be-
tween different word senses. The model presented
below is an extension of this approach: whereas the
model described in Van de Cruys (2008) is only able
to perform word sense induction, our model is ca-
pable of performing both word sense induction and
disambiguation.

3 Methodology

3.1 Non-negative Matrix Factorization

Our model uses non-negative matrix factorization –
NMF (Lee and Seung, 2000) in order to find latent
dimensions. There are a number of reasons to prefer
NMF over the better known singular value decompo-
sition used in LSA. First of all, NMF allows us to min-
imize the Kullback-Leibler divergence as an objec-
tive function, whereas SVD minimizes the Euclidean
distance. The Kullback-Leibler divergence is better
suited for language phenomena. Minimizing the Eu-
clidean distance requires normally distributed data,
and language phenomena are typically not normally
distributed. Secondly, the non-negative nature of the
factorization ensures that only additive and no sub-
tractive relations are allowed. This proves partic-
ularly useful for the extraction of semantic dimen-
sions, so that the NMF model is able to extract much
more clear-cut dimensions than an SVD model. And
thirdly, the non-negative property allows the result-
ing model to be interpreted probabilistically, which
is not straightforward with an SVD factorization.

The key idea is that a non-negative matrix A is
factorized into two other non-negative matrices, W
and H

Ai×j ≈Wi×kHk×j (1)

where k is much smaller than i, j so that both in-
stances and features are expressed in terms of a few
components. Non-negative matrix factorization en-
forces the constraint that all three matrices must be
non-negative, so all elements must be greater than or
equal to zero.

Using the minimization of the Kullback-Leibler
divergence as an objective function, we want to

find the matrices W and H for which the Kullback-
Leibler divergence between A and WH (the multipli-
cation of W and H) is the smallest. This factoriza-
tion is carried out through the iterative application
of update rules. Matrices W and H are randomly
initialized, and the rules in 2 and 3 are iteratively ap-
plied – alternating between them. In each iteration,
each vector is adequately normalized, so that all di-
mension values sum to 1.

Haµ ← Haµ

∑
iWia

Aiµ

(WH)iµ∑
k Wka

(2)

Wia ←Wia

∑
µHaµ

Aiµ

(WH)iµ∑
v Hav

(3)

3.2 Word sense induction
Using an extension of non-negative matrix factoriza-
tion, we are able to jointly induce latent factors for
three different modes: words, their window-based
(‘bag of words’) context words, and their depen-
dency relations. Three matrices are constructed that
capture the pairwise co-occurrence frequencies for
the different modes. The first matrix contains co-
occurrence frequencies of words cross-classified by
dependency relations, the second matrix contains
co-occurrence frequencies of words cross-classified
by words that appear in the noun’s context window,
and the third matrix contains co-occurrence frequen-
cies of dependency relations cross-classified by co-
occurring context words. NMF is then applied to the
three matrices and the separate factorizations are in-
terleaved (i.e. the results of the former factorization
are used to initialize the factorization of the next ma-
trix). A graphical representation of the interleaved
factorization algorithm is given in figure 1.

The procedure of the algorithm goes as follows.
First, matrices W, H, G, and F are randomly initial-
ized. We then start our first iteration, and compute
the update of matrix W (using equation 3). Matrix
W is then copied to matrix V, and the update of
matrix G is computed (using equation 2). The trans-
pose of matrix G is again copied to matrix U, and
the update of F is computed (again using equation 2).
As a last step, matrix F is copied to matrix H, and
we restart the iteration loop until a stopping criterion
(e.g. a maximum number of iterations, or no more
significant change in objective function; we used the
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Figure 1: A graphical representation of the interleaved
NMF algorithm

former one) is reached.1 When the factorization is
finished, the three different modes (words, window-
based context words and dependency relations) are
all represented according to a limited number of la-
tent factors.

Next, the factorization that is thus created is used
for word sense induction. The intuition is that a par-
ticular, dominant dimension of an ambiguous word
is ‘switched off’, in order to reveal other possible
senses of the word. Formally, we proceed as follows.
Matrix H indicates the importance of each depen-
dency relation given a topical dimension. With this
knowledge, the dependency relations that are respon-
sible for a certain dimension can be subtracted from
the original noun vector. This is done by scaling
down each feature of the original vector according
to the load of the feature on the subtracted dimen-
sion, using equation 4.

t = v(u1 − hk) (4)

Equation 4 multiplies each dependency feature of
the original noun vector v with a scaling factor, ac-
cording to the load of the feature on the subtracted
dimension (hk – the vector of matrix H that corre-
sponds to the dimension we want to subtract). u1 is
a vector of ones with the same length as hk. The re-
sult is vector t, in which the dependency features rel-

1Note that this is not the only possibly way of interleaving
the different factorizations, but in our experiments we found that
different constellations lead to similar results.

evant to the particular topical dimension have been
scaled down.

In order to determine which dimension(s) are re-
sponsible for a particular sense of the word, the
method is embedded in a clustering approach. First,
a specific word is assigned to its predominant sense
(i.e. the most similar cluster). Next, the dominant
semantic dimension(s) for this cluster are subtracted
from the word vector, and the resulting vector is
fed to the clustering algorithm again, to see if other
word senses emerge. The dominant semantic dimen-
sion(s) can be identified by folding vector c – repre-
senting the cluster centroid – into the factorization
(equation 5). This yields a probability vector b over
latent factors for the particular centroid.

b = cHT (5)

A simple k-means algorithm is used to com-
pute the initial clustering, using the non-factorized
dependency-based feature vectors (matrix A). k-
means yields a hard clustering, in which each noun
is assigned to exactly one (dominant) cluster. In the
second step, we determine for each noun whether
it can be assigned to other, less dominant clusters.
First, the salient dimension(s) of the centroid to
which the noun is assigned are determined. The cen-
troid of the cluster is computed by averaging the fre-
quencies of all cluster elements except for the tar-
get word we want to reassign. After subtracting the
salient dimensions from the noun vector, we check
whether the vector is reassigned to another cluster
centroid. If this is the case, (another instance of) the
noun is assigned to the cluster, and the second step
is repeated. If there is no reassignment, we continue
with the next word. The target element is removed
from the centroid to make sure that only the dimen-
sions associated with the sense of the cluster are sub-
tracted. When the algorithm is finished, each noun
is assigned to a number of clusters, representing its
different senses.

We use two different methods for selecting the fi-
nal number of candidate senses. The first method,
NMFcon , takes a conservative approach, and only
selects candidate senses if – after the subtraction of
salient dimensions – another sense is found that is
more similar2 to the adapted noun vector than the

2We use the cosine measure for our similarity calculations.
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dominant sense. The second method, NMFlib , is
more liberal, and also selects the next best cluster
centroid as candidate sense until a certain similarity
threshold φ is reached.3

3.3 Word sense disambiguation

The sense inventory that results from the induction
step can now be used for the disambiguation of in-
dividual instances as follows. For each instance of
the target noun, we extract its context words, i.e. the
words that co-occur in the same paragraph, and rep-
resent them as a probability vector f . Using matrix
G from our factorization model (which represents
context words by semantic dimensions), this vector
can be folded into the semantic space, thus represent-
ing a probability vector over latent factors for the
particular instance of the target noun (equation 6).

d = fGT (6)

Likewise, the candidate senses of the noun (repre-
sented as centroids) can be folded into our seman-
tic space using matrix H (equation 5). This yields
a probability distribution over the semantic dimen-
sions for each centroid. As a last step, we com-
pute the Kullback-Leibler divergence between the
context vector and the candidate centroids, and se-
lect the candidate centroid that yields the lowest di-
vergence as the correct sense. The disambiguation
process is represented graphically in figure 2.

3.4 Example

Let us clarify the process with an example for the
noun chip. The sense induction algorithm finds the
following candidate senses:4

1. cache, CPU, memory, microprocessor, proces-
sor, RAM, register

2. bread, cake, chocolate, cookie, recipe, sand-
wich

3. accessory, equipment, goods, item, machinery,
material, product, supplies

3Experimentally (examining the cluster output), we set φ =
0.2

4Note that we do not use the word sense to hint at a lexico-
graphic meaning distinction; rather, sense in this case should be
regarded as a more coarse-grained and topic-related entity.
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Figure 2: Graphical representation of the disambiguation
process

Each candidate sense is associated with a centroid
(the average frequency vector of the cluster’s mem-
bers), that is folded into the semantic space, which
yields a ‘semantic fingerprint’, i.e. a distribution
over the semantic dimensions. For the first sense,
the ‘computer’ dimension will be the most impor-
tant. Likewise, for the second and the third sense the
‘food’ dimension and the ‘manufacturing’ dimension
will be the most important.5

Let us now take a particular instance of the noun
chip, such as the one in (1).

(1) An N.V. Philips unit has created a com-
puter system that processes video images
3,000 times faster than conventional systems.
Using reduced instruction - set comput-
ing, or RISC, chips made by Intergraph of
Huntsville, Ala., the system splits the im-
age it ‘sees’ into 20 digital representations,
each processed by one chip.

Looking at the context of the particular instance of
chip, a context vector is created which represents
the semantic content words that appear in the same
paragraph (the extracted content words are printed
in boldface). This context vector is again folded
into the semantic space, yielding a distribution over
the semantic dimensions. By selecting the lowest

5In the majority of cases, the induced dimensions indeed
contain such clear-cut semantics, so that the dimensions can be
rightfully labeled as above.
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Kullback-Leibler divergence between the semantic
probability distribution of the target instance and the
semantic probability distributions of the candidate
senses, the algorithm is able to assign the ‘computer’
sense of the target noun chip.

4 Evaluation

4.1 Dataset

Our word sense induction and disambiguation
model is trained and tested on the dataset of the
SEMEVAL-2010 WSI/WSD task (Manandhar et al.,
2010). The SEMEVAL-2010 WSI/WSD task is based
on a dataset of 100 target words, 50 nouns and 50
verbs. For each target word, a training set is pro-
vided from which the senses of the word have to
be induced without using any other resources. The
training set for a target word consists of a set of
target word instances in context (sentences or para-
graphs). The complete training set contains 879,807
instances, viz. 716,945 noun and 162,862 verb in-
stances.

The senses induced during training are used for
disambiguation in the testing phase. In this phase,
the system is provided with a test set that consists
of unseen instances of the target words. The test
set contains 8,915 instances in total, of which 5,285
nouns and 3,630 verbs. The instances in the test
set are tagged with OntoNotes senses (Hovy et al.,
2006). The system needs to disambiguate these in-
stances using the senses acquired during training.

4.2 Implementational details

The SEMEVAL training set has been part of speech
tagged and lemmatized with the Stanford Part-Of-
Speech Tagger (Toutanova and Manning, 2000;
Toutanova et al., 2003) and parsed with Malt-
Parser (Nivre et al., 2006), trained on sections 2-
21 of the Wall Street Journal section of the Penn
Treebank extended with about 4000 questions from
the QuestionBank6 in order to extract dependency
triples. The SEMEVAL test set has only been tagged
and lemmatized, as our disambiguation model does
not use dependency triples as features (contrary to
the induction model).

6http://maltparser.org/mco/english_
parser/engmalt.html

We constructed two different models – one for
nouns and one for verbs. For each model, the matri-
ces needed for our interleaved NMF factorization are
extracted from the corpus. The noun model was built
using 5K nouns, 80K dependency relations, and 2K

context words (excluding stop words) with highest
frequency in the training set, which yields matrices
of 5K nouns × 80K dependency relations, 5K nouns
× 2K context words, and 80K dependency relations
× 2K context words. The model for verbs was con-
structed analogously, using 3K verbs, and the same
number of dependency relations and context words.
For our initial k-means clustering, we set k = 600
for nouns, and k = 400 for verbs. For the under-
lying interleaved NMF model, we used 50 iterations,
and factored the model to 50 dimensions.

4.3 Evaluation measures
The results of the systems participating in the
SEMEVAL-2010 WSI/WSD task are evaluated both
in a supervised and in an unsupervised manner.

The supervised evaluation in the SEMEVAL-2010
WSI/WSD task follows the scheme of the SEMEVAL-
2007 WSI task (Agirre and Soroa, 2007), with some
modifications. One part of the test set is used as a
mapping corpus, which maps the automatically in-
duced clusters to gold standard senses; the other part
acts as an evaluation corpus. The mapping between
clusters and gold standard senses is used to tag the
evaluation corpus with gold standard tags. The sys-
tems are then evaluated as in a standard WSD task,
using recall.

In the unsupervised evaluation, the induced
senses are evaluated as clusters of instances which
are compared to the sets of instances tagged with
the gold standard senses (corresponding to classes).
Two partitions are thus created over the test set of
a target word: a set of automatically generated clus-
ters and a set of gold standard classes. A number of
these instances will be members of both one gold
standard class and one cluster. Consequently, the
quality of the proposed clustering solution is evalu-
ated by comparing the two groupings and measuring
their similarity.

Two evaluation metrics are used during the unsu-
pervised evaluation in order to estimate the quality
of the clustering solutions, the V-Measure (Rosen-
berg and Hirschberg, 2007) and the paired F-
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Score (Artiles et al., 2009). V-Measure assesses the
quality of a clustering by measuring its homogeneity
(h) and its completeness (c). Homogeneity refers to
the degree that each cluster consists of data points
primarily belonging to a single gold standard class,
while completeness refers to the degree that each
gold standard class consists of data points primarily
assigned to a single cluster. V-Measure is the har-
monic mean of h and c.

VM =
2 · h · c
h+ c

(7)

In the paired F-Score (Artiles et al., 2009) eval-
uation, the clustering problem is transformed into a
classification problem (Manandhar et al., 2010). A
set of instance pairs is generated from the automati-
cally induced clusters, which comprises pairs of the
instances found in each cluster. Similarly, a set of in-
stance pairs is created from the gold standard classes,
containing pairs of the instances found in each class.
Precision is then defined as the number of common
instance pairs between the two sets to the total num-
ber of pairs in the clustering solution (cf. formula 8).
Recall is defined as the number of common instance
pairs between the two sets to the total number of
pairs in the gold standard (cf. formula 9). Preci-
sion and recall are finally combined to produce the
harmonic mean (cf. formula 10).

P =
|F (K) ∩ F (S)|
|F (K)|

(8)

R =
|F (K) ∩ F (S)|
|F (S)|

(9)

FS =
2 · P ·R
P +R

(10)

The obtained results are also compared to two
baselines. The most frequent sense (MFS) baseline
groups all testing instances of a target word into one
cluster. The Random baseline randomly assigns an
instance to one of the clusters.7 This baseline is exe-
cuted five times and the results are averaged.

7The number of clusters in Random was chosen to be
roughly equal to the average number of senses in the gold stan-
dard.

4.4 Results

4.4.1 Unsupervised evaluation
In table 1, we present the performance of a number
of algorithms on the V-measure. We compare our
V-measure scores with the scores of the best-ranked
systems in the SEMEVAL 2010 WSI/WSD task, both
for the complete data set and for nouns and verbs
separately. The fourth column shows the average
number of clusters induced in the test set by each
algorithm. The MFS baseline has a V-Measure equal
to 0, since by definition its completeness is 1 and its
homogeneity is 0.

NMFcon – our model that takes a conservative ap-
proach in the induction of candidate senses – does
not beat the random baseline. NMFlib – our model
that is more liberal in inducing senses – reaches bet-
ter results. With 11.8%, it scores similar to other
algorithms that induce a similar average number of
clusters, such as Duluth-WSI (Pedersen, 2010).

Pedersen (2010) has shown that the V-Measure
tends to favour systems producing a higher number
of clusters than the number of gold standard senses.
This is reflected in the scores of our models as well.

VM (%) all noun verb #cl

Hermit 16.2 16.7 15.6 10.78
UoY 15.7 20.6 8.5 11.54
KSU KDD 15.7 18.0 12.4 17.50
NMFlib 11.8 13.5 9.4 4.80
Duluth-WSI 9.0 11.4 5.7 4.15
Random 4.4 4.2 4.6 4.00
NMFcon 3.9 3.9 3.9 1.58
MFS 0.0 0.0 0.0 1.00

Table 1: Unsupervised V-measure evaluation on SE-
MEVAL test set

Motivated by the large divergences in the sys-
tem rankings on the different metrics used in the
SEMEVAL-2010 WSI/WSD task, Pedersen evaluated
the metrics themselves. His evaluation relied on
the assumption that a good measure should assign
low scores to random baselines. Pedersen showed
that the V-Measure continued to improve as random-
ness increased. We agree with Pedersen’s conclu-
sion that the V-Measure results should be interpreted
with caution, but we still report the results in order
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to perform a global comparison, on all metrics, of
our system’s performance to the systems that partic-
ipated to the SEMEVAL task.

Contrary to V-Measure, paired F-score is a fairly
reliable measure and the only one that managed to
identify and expose random baselines in the above
mentioned metric evaluation. This means that the
random systems used for testing were ranked low
when a high number of random senses was used.

In table 2, the paired F-Score of a number of al-
gorithms is given. The paired F-Score penalizes sys-
tems when they produce a higher number of clusters
(low recall) or a lower number of clusters (low pre-
cision) than the gold standard number of senses. We
again compare our results with the scores of the best-
ranked systems in the SEMEVAL-2010 WSI/WSD

TASK.

FS (%) all noun verb #cl

MFS 63.5 57.0 72.7 1.00
Duluth-WSI-SVD-Gap 63.3 57.0 72.4 1.02
NMFcon 60.2 54.6 68.4 1.58
NMFlib 45.3 42.2 49.8 5.42
Duluth-WSI 41.1 37.1 46.7 4.15
Random 31.9 30.4 34.1 4.00

Table 2: Unsupervised paired F-score evaluation on SE-
MEVAL testset

NMFcon reaches a score of 60.2%, which is again
similar to other algorithms that induce the same av-
erage number of clusters. NMFlib scores 45.3%, in-
dicating that the algorithm is able to retain a rea-
sonable F-Score while at the same time inducing a
significant number of clusters. This especially be-
comes clear when comparing its score to the other
algorithms.

4.4.2 Supervised evaluation
In the supervised evaluation, the automatically in-
duced clusters are mapped to gold standard senses,
using the mapping corpus (i.e. one part of the test
set). The obtained mapping is used to tag the evalu-
ation corpus (i.e. the other part of the test set) with
gold standard tags, which means that the methods
are evaluated in a standard WSD task.

Table 3 shows the recall of our algorithms in the
supervised evaluation, again compared to other algo-

rithms evaluated in the SEMEVAL-2010 WSI/WSD

task.

SR (%) all noun verb #S

NMFlib 62.6 57.3 70.2 1.82
UoY 62.4 59.4 66.8 1.51
Duluth-WSI 60.5 54.7 68.9 1.66
NMFcon 60.3 54.5 68.8 1.21
MFS 58.7 53.2 66.6 1.00
Random 57.3 51.5 65.7 1.53

Table 3: Supervised recall for SEMEVAL testset, 80%
mapping, 20% evaluation

NMFlib gets 62.6%, which makes it the best scor-
ing algorithm on the supervised evaluation. NMFcon

reaches 60.3%, which again indicates that it is in the
same ballpark as other algorithms that induce a sim-
ilar average number of senses.

Some doubts have been cast on the representative-
ness of the supervised recall results as well. Accord-
ing to Pedersen (2010), the supervised learning al-
gorithm that underlies this evaluation method tends
to converge to the Most Frequent Sense (MFS) base-
line, because the number of senses that the classi-
fier assigns to the test instances is rather low. We
think these shortcomings indicate the need for the
development of new evaluation metrics, capable of
providing a more accurate evaluation of the perfor-
mance of WSI systems. Nevertheless, these metrics
still constitute a useful testbed for comparing the per-
formance of different systems.

5 Conclusion and future work

In this paper, we presented a model based on latent
semantics that is able to perform word sense induc-
tion as well as disambiguation. Using latent topi-
cal dimensions, the model is able to discriminate be-
tween different senses of a word, and subsequently
disambiguate particular instances of a word. The
evaluation results indicate that our model reaches
state-of-the-art performance compared to other sys-
tems that participated in the SEMEVAL-2010 word
sense induction and disambiguation task. Moreover,
our global approach is able to reach similar perfor-
mance on an evaluation set that is tuned to fit the
needs of local approaches. The evaluation set con-

1483



tains an enormous amount of contexts for only a
small number of target words, favouring methods
that induce senses on a per-word basis. A global
approach like ours is likely to induce a more bal-
anced sense inventory using an unbiased corpus, and
is likely to outperform local methods when such an
unbiased corpus is used as input. We therefore think
that the global, unified approach to word sense in-
duction and disambiguation presented here provides
a genuine and powerful solution to the problem at
hand.

We conclude with some issues for future work.
First of all, we would like to evaluate the approach
presented here using a more balanced and unbiased
corpus, and compare its performance on such a cor-
pus to local approaches. Secondly, we would also
like to include grammatical dependency information
in the disambiguation step of the algorithm. For now,
the disambiguation step only uses a word’s context
words; enriching the feature set with dependency in-
formation is likely to improve the performance of
the disambiguation.
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Sebastian Padó and Mirella Lapata. 2007. Dependency-
based construction of semantic space models. Compu-
tational Linguistics, 33(2):161–199.

Patrick Pantel and Dekang Lin. 2002. Discovering word
senses from text. In ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining,
pages 613–619, Edmonton, Alberta, Canada.

Ted Pedersen. 2010. Duluth-WSI: SenseClusters Ap-
plied to the Sense Induction Task of SemEval-2. In
Proceedings of the fifth International Workshop on Se-
mantic Evaluations (SemEval-2010), pages 363–366,
Uppsala, Sweden.

Amruta Purandare and Ted Pedersen. 2004. Word
Sense Discrimination by Clustering Contexts in Vec-
tor and Similarity Spaces. In Proceedings of the Con-
ference on Computational Natural Language Learning
(CoNLL), pages 41–48, Boston, MA.

Andrew Rosenberg and Julia Hirschberg. 2007. V-
measure: A conditional entropy-based external clus-
ter evaluation measure. In Proceedings of the Joint
2007 Conference on Empirical Methods in Natural
Language Processing and Computational Natural Lan-
guage Learning (EMNLP-CoNLL), pages 410–420,
Prague, Czech Republic.

Hinrich Schütze. 1998. Automatic Word Sense Discrim-
ination. Computational Linguistics, 24(1):97–123.

Kristina Toutanova and Christopher D. Manning. 2000.
Enriching the Knowledge Sources Used in a Maxi-
mum Entropy Part-of-Speech Tagger. In Proceedings
of the Joint SIGDAT Conference on Empirical Meth-
ods in Natural Language Processing and Very Large
Corpora (EMNLP/VLC-2000), pages 63–70.

Kristina Toutanova, Dan Klein, Christopher Manning,
and Yoram Singer. 2003. Feature-Rich Part-of-
Speech Tagging with a Cyclic Dependency Network.
In Proceedings of the Human Language Technology
/ North American Association of Computational Lin-
guistics conference (HLT-NAACL-03, pages 252–259,
Edmonton, Canada.

Tim Van de Cruys. 2008. Using Three Way Data for
Word Sense Discrimination. In Proceedings of the
22nd International Conference on Computational Lin-
guistics (COLING-08), pages 929–936, Manchester,
UK.
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Abstract

Current approaches for semantic parsing take
a supervised approach requiring a consider-
able amount of training data which is expen-
sive and difficult to obtain. This supervision
bottleneck is one of the major difficulties in
scaling up semantic parsing.

We argue that a semantic parser can be trained
effectively without annotated data, and in-
troduce an unsupervised learning algorithm.
The algorithm takes a self training approach
driven by confidence estimation. Evaluated
over Geoquery, a standard dataset for this
task, our system achieved 66% accuracy, com-
pared to 80% of its fully supervised counter-
part, demonstrating the promise of unsuper-
vised approaches for this task.

1 Introduction

Semantic parsing, the ability to transform Natural
Language (NL) input into a formal Meaning Repre-
sentation (MR), is one of the longest standing goals
of natural language processing. The importance of
the problem stems from both theoretical and practi-
cal reasons, as the ability to convert NL into a formal
MR has countless applications.

The term semantic parsing has been used ambigu-
ously to refer to several semantic tasks (e.g., se-
mantic role labeling). We follow the most common
definition of this task: finding a mapping between
NL input and its interpretation expressed in a well-
defined formal MR language. Unlike shallow se-
mantic analysis tasks, the output of a semantic parser
is complete and unambiguous to the extent it can be
understood or even executed by a computer system.

Current approaches for this task take a data driven
approach (Zettlemoyer and Collins, 2007; Wong and
Mooney, 2007), in which the learning algorithm is
given a set of NL sentences as input and their cor-
responding MR, and learns a statistical semantic
parser — a set of parameterized rules mapping lex-
ical items and syntactic patterns to their MR. Given
a sentence, these rules are applied recursively to de-
rive the most probable interpretation.

Since semantic interpretation is limited to the syn-
tactic patterns observed in the training data, in or-
der to work well these approaches require consider-
able amounts of annotated data. Unfortunately an-
notating sentences with their MR is a time consum-
ing task which requires specialized domain knowl-
edge and therefore minimizing the supervision ef-
fort is one of the key challenges in scaling semantic
parsers.

In this work we present the first unsupervised
approach for this task. Our model compensates
for the lack of training data by employing a self
training protocol based on identifying high confi-
dence self labeled examples and using them to re-
train the model. We base our approach on a sim-
ple observation: semantic parsing is a difficult struc-
tured prediction task, which requires learning a com-
plex model, however identifying good predictions
can be done with a far simpler model capturing re-
peating patterns in the predicted data. We present
several simple, yet highly effective confidence mea-
sures capturing such patterns, and show how to use
them to train a semantic parser without manually an-
notated sentences.

Our basic premise, that predictions with high con-
fidence score are of high quality, is further used to
improve the performance of the unsupervised train-
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ing procedure. Our learning algorithm takes an EM-
like iterative approach, in which the predictions of
the previous stage are used to bias the model. While
this basic scheme was successfully applied to many
unsupervised tasks, it is known to converge to a
sub optimal point. We show that by using confi-
dence estimation as a proxy for the model’s pre-
diction quality, the learning algorithm can identify
a better model compared to the default convergence
criterion.

We evaluate our learning approach and model
on the well studied Geoquery domain (Zelle and
Mooney, 1996; Tang and Mooney, 2001), consist-
ing of natural language questions and their prolog
interpretations used to query a database consisting
of U.S. geographical information. Our experimental
results show that using our approach we are able to
train a good semantic parser without annotated data,
and that using a confidence score to identify good
models results in a significant performance improve-
ment.

2 Semantic Parsing

We formulate semantic parsing as a structured pre-
diction problem, mapping a NL input sentence (de-
noted x), to its highest ranking MR (denoted z). In
order to correctly parametrize and weight the pos-
sible outputs, the decision relies on an intermediate
representation: an alignment between textual frag-
ments and their meaning representation (denoted y).
Fig. 1 describes a concrete example of this termi-
nology. In our experiments the input sentences x
are natural language queries about U.S. geography
taken from the Geoquery dataset. The meaning rep-
resentation z is a formal language database query,
this output representation language is described in
Sec. 2.1.

The prediction function, mapping a sentence to its
corresponding MR, is formalized as follows:

ẑ = Fw(x) = arg max
y∈Y,z∈Z

wTΦ(x,y, z) (1)

Where Φ is a feature function defined over an input
sentence x, alignment y and output z. The weight
vector w contains the model’s parameters, whose
values are determined by the learning process.

We refer to the arg max above as the inference
problem. Given an input sentence, solving this in-

How many states does the Colorado river run through? 

count( state( traverse( river( const(colorado))))

x 

z 

y 

Figure 1: Example of an input sentence (x), meaning rep-
resentation (z) and the alignment between the two (y) for
the Geoquery domain

ference problem based on Φ and w is what com-
promises our semantic parser. In practice the pars-
ing decision is decomposed into smaller decisions
(Sec. 2.2). Sec. 4 provides more details about the
feature representation and inference procedure used.

Current approaches obtain w using annotated
data, typically consisting of (x, z) pairs. In Sec. 3 we
describe our unsupervised learning procedure, that is
how to obtain w without annotated data.

2.1 Target Meaning Representation

The output of the semantic parser is a logical for-
mula, grounding the semantics of the input sen-
tence in the domain language (i.e., the Geoquery
domain). We use a subset of first order logic con-
sisting of typed constants (corresponding to specific
states, etc.) and functions, which capture relations
between domains entities and properties of entities
(e.g., population : E → N ). The seman-
tics of the input sentence is constructed via func-
tional composition, done by the substitution oper-
ator. For example, given the function next to(x)
and the expression const(texas), substitution
replaces the occurrence of the free variable x
with the expression, resulting in a new formula:
next to(const(texas)). For further details
we refer the reader to (Zelle and Mooney, 1996).

2.2 Semantic Parsing Decisions

The inference problem described in Eq. 1 selects the
top ranking output formula. In practice this decision
is decomposed into smaller decisions, capturing lo-
cal mapping of input tokens to logical fragments and
their composition into larger fragments. These deci-
sions are further decomposed into a feature repre-
sentation, described in Sec. 4.

The first type of decisions are encoded directly by
the alignment (y) between the input tokens and their
corresponding predicates. We refer to these as first
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order decisions. The pairs connected by the align-
ment (y) in Fig. 1 are examples of such decisions.

The final output structure z is constructed by
composing individual predicates into a complete
formula. For example, consider the formula pre-
sented in Fig. 1: river( const(colorado))
is a composition of two predicates river and
const(colorado). We refer to the composition
of two predicates, associated with their respective
input tokens, as second order decisions.

In order to formulate these decisions, we intro-
duce the following notation. c is a constituent in the
input sentence x and D is the set of all function and
constant symbols in the domain. The alignment y is
a set of mappings between constituents and symbols
in the domain y = {(c, s)} where s ∈ D.

We denote by si the i-th output predicate compo-
sition in z, by si−1(si) the composition of the (i−1)-
th predicate on the i-th predicate and by y(si) the in-
put word corresponding to that predicate according
to the alignment y.

3 Unsupervised Semantic Parsing

Our learning framework takes a self training ap-
proach in which the learner is iteratively trained over
its own predictions. Successful application of this
approach depends heavily on two important factors
- how to select high quality examples to train the
model on, and how to define the learning objective
so that learning can halt once a good model is found.

Both of these questions are trivially answered
when working in a supervised setting: by using the
labeled data for training the model, and defining the
learning objective with respect to the annotated data
(for example, loss-minimization in the supervised
version of our system).

In this work we suggest to address both of the
above concerns by approximating the quality of
the model’s predictions using a confidence measure
computed over the statistics of the self generated
predictions. Output structures which fall close to the
center of mass of these statistics will receive a high
confidence score.

The first issue is addressed by using examples as-
signed a high confidence score to train the model,
acting as labeled examples.

We also note that since the confidence score pro-

vides a good indication for the model’s prediction
performance, it can be used to approximate the over-
all model performance, by observing the model’s to-
tal confidence score over all its predictions. This
allows us to set a performance driven goal for our
learning process - return the model maximizing the
confidence score over all predictions. We describe
the details of integrating the confidence score into
the learning framework in Sec. 3.1.

Although using the model’s prediction score (i.e.,
wTΦ(x,y, z)) as an indication of correctness is a
natural choice, we argue and show empirically, that
unsupervised learning driven by confidence estima-
tion results in a better performing model. This
empirical behavior also has theoretical justification:
training the model using examples selected accord-
ing to the model’s parameters (i.e., the top rank-
ing structures) may not generalize much further be-
yond the existing model, as the training examples
will simply reinforce the existing model. The statis-
tics used for confidence estimation are different than
those used by the model to create the output struc-
tures, and can therefore capture additional informa-
tion unobserved by the prediction model. This as-
sumption is based on the well established idea of
multi-view learning, applied successfully to many
NL applications (Blum and Mitchell, 1998; Collins
and Singer, 1999). According to this idea if two
models use different views of the data, each of them
can enhance the learning process of the other.

The success of our learning procedure hinges
on finding good confidence measures, whose confi-
dence prediction correlates well with the true quality
of the prediction. The ability of unsupervised confi-
dence estimation to provide high quality confidence
predictions can be explained by the observation that
prominent prediction patterns are more likely to be
correct. If a non-random model produces a predic-
tion pattern multiple times it is likely to be an in-
dication of an underlying phenomenon in the data,
and therefore more likely to be correct. Our specific
choice of confidence measures is guided by the intu-
ition that unlike structure prediction (i.e., solving the
inference problem) which requires taking statistics
over complex and intricate patterns, identifying high
quality predictions can be done using much simpler
patterns that are significantly easier to capture.

In the reminder of this section we describe our
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Algorithm 1 Unsupervised Confidence driven
Learning
Input: Sentences {xl}Nl=1,

initial weight vector w
1: define Confidence : X × Y × Z → R,
i = 0, Si = ∅

2: repeat
3: for l = 1, . . . , N do
4: ŷ, ẑ = arg maxy,z wTΦ(xl,y, z)

5: Si = Si ∪ {xl, ŷ, ẑ}
6: end for
7: Confidence = compute confidence statistics
8: Sconfi = select from Si using Confidence

9: wi ← Learn(∪iSconfi )
10: i = i+ 1
11: until Sconfi has no new unique examples
12: best = arg maxi(

∑
s∈Si

Confidence(s))/|S|
13: return wbest

learning approach. We begin by introducing the
overall learning framework (Sec. 3.1), we then ex-
plain the rational behind confidence estimation over
self-generated data and introduce the confidence
measures used in our experiments (Sec. 3.2). We
conclude with a description of the specific learning
algorithms used for updating the model (Sec. 3.3).

3.1 Unsupervised Confidence-Driven Learning
Our learning framework works in an EM-like

manner, iterating between two stages: making pre-
dictions based on its current set of parameters and
then retraining the model using a subset of the pre-
dictions, assigned high confidence. The learning
process “discovers” new high confidence training
examples to add to its training set over multiple it-
erations, and converges when the model no longer
adds new training examples.

While this is a natural convergence criterion, it
provides no performance guarantees, and in practice
it is very likely that the quality of the model (i.e., its
performance) fluctuates during the learning process.
We follow the observation that confidence estima-
tion can be used to approximate the performance of
the entire model and return the model with the high-
est overall prediction confidence.

We describe this algorithmic framework in detail
in Alg. 1. Our algorithm takes as input a set of

natural language sentences and a set of parameters
used for making the initial predictions1. The algo-
rithm then iterates between the two stages - predict-
ing the output structure for each sentence (line 4),
and updating the set of parameters (line 9). The
specific learning algorithms used are discussed in
Sec. 3.3. The training examples required for learn-
ing are obtained by selecting high confidence exam-
ples - the algorithm first takes statistics over the cur-
rent predicted set of output structures (line 7), and
then based on these statistics computes a confidence
score for each structure, selecting the top ranked
ones as positive training examples, and if needed,
the bottom ones as negative examples (line 8). The
set of top confidence examples (for either correct or
incorrect prediction), at iteration i of the algorithm,
is denoted Sconfi . The exact nature of the confidence
computation is discussed in Sec. 3.2.

The algorithm iterates between these two stages,
at each iteration it adds more self-annotated exam-
ples to its training set, learning therefore converges
when no new examples are added (line 11). The al-
gorithm keeps track of the models it trained at each
stage throughout this process, and returns the one
with the highest averaged overall confidence score
(lines 12-13). At each stage, the overall confidence
score is computed by averaging over all the confi-
dence scores of the predictions made at that stage.

3.2 Unsupervised Confidence Estimation

Confidence estimation is calculated over a batch of
input (x) - output (z) pairs. Each pair decomposes
into smaller first order and second order decisions
(defined Sec. 2.2). Confidence estimation is done by
computing the statistics of these decisions, over the
entire set of predicted structures. In the rest of this
section we introduce the confidence measures used
by our system.

Translation Model The first approach essentially
constructs a simplified translation model, capturing
word-to-predicate mapping patterns. This can be
considered as an abstraction of the prediction model:
we collapse the intricate feature representation into

1Since we commit to the max-score output prediction, rather
than summing over all possibilities, we require a reasonable ini-
tialization point. We initialized the weight vector using simple,
straight-forward heuristics described in Sec. 5.
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high level decisions and take statistics over these de-
cisions. Since it takes statistics over considerably
less variables than the actual prediction model, we
expect this model to make reliable confidence pre-
dictions. We consider two variations of this ap-
proach, the first constructs a unigram model over the
first order decisions and the second a bigram model
over the second order decisions. Formally, given a
set of predicted structures we define the following
confidence scores:

Unigram Score:

p(z|x) =

|z|∏
i=1

p(si|y(si))

Bigram Score:

p(z|x) =

|z|∏
i=1

p(si−1(si)|y(si−1), y(si))

Structural Proportion Unlike the first approach
which decomposes the predicted structure into in-
dividual decisions, this approach approximates the
model’s performance by observing global properties
of the structure. We take statistics over the propor-
tion between the number of predicates in z and the
number of words in x.

Given a set of structure predictions S, we com-
pute this proportion for each structure (denoted as
Prop(x, z)) and calculate the average proportion
over the entire set (denoted as AvProp(S)). The
confidence score assigned to a given structure (x,y)
is simply the difference between its proportion and
the averaged proportion, or formally

PropScore(S, (x, z)) = AvProp(S)−Prop(x, z)
This measure captures the global complexity of the
predicted structure and penalizes structures which
are too complex (high negative values) or too sim-
plistic (high positive values).

Combined The two approaches defined above
capture different views of the data, a natural question
is then - can these two measures be combined to pro-
vide a more powerful estimation? We suggest a third
approach which combines the first two approaches.
It first uses the score produced by the latter approach
to filter out unlikely candidates, and then ranks the
remaining ones with the former approach and selects
those with the highest rank.

3.3 Learning Algorithms

Given a set of self generated structures, the param-
eter vector can be updated (line 9 in Alg. 1). We
consider two learning algorithm for this purpose.

The first is a binary learning algorithm, which
considers learning as a classification problem, that
is finding a set of weights w that can best sepa-
rate correct from incorrect structures. The algo-
rithm decomposes each predicted formula and its
corresponding input sentence into a feature vector
Φ(x,y, z) normalized by the size of the input sen-
tence |x|, and assigns a binary label to this vector2.
The learning process is defined over both positive
and negative training examples. To accommodate
that we modify line 8 in Alg. 1, and use the con-
fidence score to select the top ranking examples as
positive examples, and the bottom ranking examples
as negative examples. We use a linear kernel SVM
with squared-hinge loss as the underlying learning
algorithm.

The second is a structured learning algorithm
which considers learning as a ranking problem, i.e.,
finding a set of weights w such that the “gold struc-
ture” will be ranked on top, preferably by a large
margin to allow generalization.The structured learn-
ing algorithm can directly use the top ranking pre-
dictions of the model (line 8 in Alg. 1) as training
data. In this case the underlying algorithm is a struc-
tural SVM with squared-hinge loss, using hamming
distance as the distance function. We use the cutting-
plane method to efficiently optimize the learning
process’ objective function.

4 Model

Semantic parsing as formulated in Eq. 1 is an in-
ference procedure selecting the top ranked output
logical formula. We follow the inference approach
in (Roth and Yih, 2007; Clarke et al., 2010) and
formalize this process as an Integer Linear Program
(ILP). Due to space consideration we provide a brief
description, and refer the reader to that paper for
more details.

2Without normalization longer sentences would have more
influence on binary learning problem. Normalization is there-
fore required to ensure that each sentence contributes equally to
the binary learning problem regardless of its length.
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4.1 Inference

The inference decision (Eq. 1) is decomposed into
smaller decisions, capturing mapping of input to-
kens to logical fragments (first order) and their com-
position into larger fragments (second order). We
encode a first-order decision as αcs, a binary vari-
able indicating that constituent c is aligned with the
logical symbol s. A second-order decision βcs,dt, is
encoded as a binary variable indicating that the sym-
bol t (associated with constituent d) is an argument
of a function s (associated with constituent c). We
frame the inference problem over these decisions:

Fw(x) = arg max
α,β

∑
c∈x

∑
s∈D

αcs ·wTΦ1(x, c, s)

+
∑
c,d∈x

∑
s,t∈D

βcs,dt ·wTΦ2(x, c, s, d, t) (2)

We restrict the possible assignments to the deci-
sion variables, forcing the resulting output formula
to be syntactically legal, for example by restricting
active β-variables to be type consistent, and force
the resulting functional composition to be acyclic.
We take advantage of the flexible ILP framework,
and encode these restrictions as global constraints
over Eq. 2. We refer the reader to (Clarke et al.,
2010) for a full description of the constraints used.

4.2 Features

The inference problem defined in Eq. (2) uses two
feature functions: Φ1 and Φ2.

First-order decision features Φ1 Determining if
a logical symbol is aligned with a specific con-
stituent depends mostly on lexical information.
Following previous work (e.g., (Zettlemoyer and
Collins, 2005)) we create a small lexicon, mapping
logical symbols to surface forms.3 Existing ap-
proaches rely on annotated data to extend the lexi-
con. Instead we rely on external knowledge (Miller
et al., 1990) and add features which measure the lex-
ical similarity between a constituent and a logical
symbol’s surface forms (as defined by the lexicon).

3The lexicon contains on average 1.42 words per function
and 1.07 words per constant.

Model Description
INITIAL MODEL Manually set weights (Sec. 5.1)
PRED. SCORE normalized prediction (Sec. 5.1)
ALL EXAMPLES All top structures (Sec. 5.1)
UNIGRAM Unigram score (Sec. 3.2)
BIGRAM Bigram score (Sec. 3.2)
PROPORTION Words-predicate prop (Sec. 3.2)
COMBINED Combined estimators (Sec. 3.2)
RESPONSE BASED Supervised (binary) (Sec. 5.1)
SUPERVISED Fully Supervised (Sec. 5.1)

Table 1: Compared systems and naming conventions.

Second-order decision features Φ2 Second order
decisions rely on syntactic information. We use
the dependency tree of the input sentence. Given
a second-order decision βcs,dt, the dependency fea-
ture takes the normalized distance between the head
words in the constituents c and d. In addition, a set
of features indicate which logical symbols are usu-
ally composed together, without considering their
alignment to the text.

5 Experiments

In this section we describe our experimental evalua-
tion. We compare several confidence measures and
analyze their properties. Tab. 1 defines the naming
conventions used throughout this section to refer to
the different models we evaluated. We begin by de-
scribing our experimental setup and then proceed to
describe the experiments and their results. For the
sake of clarity we focus on the best performing mod-
els (COMBINED using BIGRAM and PROPORTION)
first and discuss other models later in the section.

5.1 Experimental Settings

In all our experiments we used the Geoquery
dataset (Zelle and Mooney, 1996), consisting of U.S.
geography NL questions and their corresponding
Prolog logical MR. We used the data split described
in (Clarke et al., 2010), consisting of 250 queries for
evaluation purposes. We compared our system to
several supervised models, which were trained us-
ing a disjoint set of queries. Our learning system
had access only to the NL questions, and the log-
ical forms were only used to evaluate the system’s
performance. We report the proportion of correct
structures (accuracy). Note that this evaluation cor-
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responds to the 0/1 loss over the predicted structures.

Initialization Our learning framework requires an
initial weight vector as input. We use a straight for-
ward heuristic and provide uniform positive weights
to three features. This approach is similar in spirit
to previous works (Clarke et al., 2010; Zettlemoyer
and Collins, 2007). We refer to this system as INI-
TIAL MODEL throughout this section.

Competing Systems We compared our system to
several other systems:

(1) PRED. SCORE: An unsupervised frame-
work using the model’s internal prediction score
(wTΦ(x,y, z)) for confidence estimation.

(2) ALL EXAMPLES: Treating all predicted struc-
tures as correct, i.e., at each iteration the model is
trained over all the predictions it made. The re-
ported score was obtained by selecting the model at
the training iteration with the highest overall confi-
dence score (see line 12 in Alg. 1).

(3) RESPONSE BASED: A natural upper bound to
our framework is the approach used in (Clarke et al.,
2010). While our approach is based on assessing
the correctness os the model’s predictions according
to unsupervised confidence estimation, their frame-
work is provided with external supervision for these
decisions, indicating if the predicted structures are
correct.

(4) SUPERVISED: A fully supervised framework
trained over 250 (x, z) pairs using structured SVM.

5.2 Results

Our experiments aim to clarify three key points:

(1) Can a semantic parser indeed be trained with-
out any form of external supervision? this is our
key question, as this is the first attempt to approach
this task with an unsupervised learning protocol.4 In
order to answer it, we report the overall performance
of our system in Tab. 2.

The manually constructed model INITIALMODEL

achieves a performance of 0.22. We can expect
learning to improve on this baseline. We com-
pare three self-trained systems, ALL EXAMPLES,
PREDICTIONSCORE and COMBINED, which differ

4While unsupervised learning for various semantic tasks has
been widely discussed, this is the first attempt to tackle this task.
We refer the reader to Sec. 6 for further discussion of this point.

in their sample selection strategy, but all use con-
fidence estimation for selecting the final seman-
tic parsing model. The ALL EXAMPLES approach
achieves an accuracy score of 0.656. PREDICTION-
SCORE only achieves a performance of 0.164 us-
ing the binary learning algorithm and 0.348 us-
ing the structured learning algorithm. Finally, our
confidence-driven technique COMBINED achieved a
score of 0.536 for the binary case and 0.664 for the
structured case, the best performing models in both
cases. As expected, the supervised systems RE-
SPONSE BASED and SUPERVISED achieve the best
performance.

These results show that training the model with
training examples selected carefully will improve
learning - as the best performance is achieved with
perfect knowledge of the predictions correctness
(RESPONSE BASED). Interestingly the difference
between the structured version of our system and
that of RESPONSE BASED is only 0.07, suggesting
that we can recover the binary feedback signal with
high precision. The low performance of the PRE-
DICTIONSCORE model is also not surprising, and it
demonstrates one of the key principles in confidence
estimation - the score should be comparable across
predictions done over different inputs, and not the
same input, as done in PREDICTIONSCORE model.

(2) How does confidence driven sample selection
contribute to the learning process? Comparing
the systems driven by confidence sample-selection
to the ALL EXAMPLES approach uncovers an inter-
esting tradeoff between training with more (noisy)
data and selectively training the system with higher
quality examples. We argue that carefully select-
ing high quality training examples will result in bet-
ter performance. The empirical results indeed sup-
port our argument, as the best performing model
(RESPONSE BASED) is achieved by sample selec-
tion with perfect knowledge of prediction correct-
ness. The confidence-based sample selection system
(COMBINED) is the best performing system out of
all the self-trained systems. Nonetheless, the ALL

EXAMPLES strategy performs well when compared
to COMBINED, justifying a closer look at that aspect
of our system.

We argue that different confidence measures cap-
ture different properties of the data, and hypothe-
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size that combining their scores will improve the re-
sulting model. In Tab. 3 we compare the results of
the COMBINED measure to the results of its individ-
ual components - PROPORTION and BIGRAM. We
compare these results both when using the binary
and structured learning algorithms. Results show
that using the COMBINED measure leads to an im-
proved performance, better than any of the individ-
ual measures, suggesting that it can effectively ex-
ploit the properties of each confidence measure. Fur-
thermore, COMBINED is the only sample selection
strategy that outperforms ALL EXAMPLES.

(3) Can confidence measures serve as a good
proxy for the model’s performance? In the unsu-
pervised settings we study the learning process may
not converge to an optimal model. We argue that
by selecting the model that maximizes the averaged
confidence score, a better model can be found. We
validate this claim empirically in Tab. 4. We com-
pare the performance of the model selected using
the confidence score to the performance of the fi-
nal model considered by the learning algorithm (see
Sec. 3.1 for details). We also compare it to the best
model achieved in any of the learning iterations.

Since these experiments required running the
learning algorithm many times, we focused on the
binary learning algorithm as it converges consider-
ably faster. In order to focus the evaluation on the
effects of learning, we ignore the initial model gen-
erated manually (INITIAL MODEL) in these exper-
iments. In order to compare models performance
across the different iterations fairly, a uniform scale,
such as UNIGRAM and BIGRAM, is required. In the
case of the COMBINED measure we used the BI-
GRAM measure for performance estimation, since it
is one of its underlying components. In the PRED.
SCORE and PROPORTION models we used both their
confidence prediction, and the simple UNIGRAM

confidence score to evaluate model performance (the
latter appear in parentheses in Tab. 4).

Results show that the over overall confidence
score serves as a reliable proxy for the model perfor-
mance - using UNIGRAM and BIGRAM the frame-
work can select the best performing model, far better
than the performance of the default model to which
the system converged.

Algorithm Supervision Acc.
INITIAL MODEL — 0.222
SELF-TRAIN: (Structured)

PRED. SCORE — 0.348
ALL EXAMPLES — 0.656
COMBINED — 0.664

SELF-TRAIN: (Binary)
PRED. SCORE — 0.164
COMBINED — 0.536

RESPONSE BASED
BINARY 250 (binary) 0.692
STRUCTURED 250 (binary) 0.732

SUPERVISED
STRUCTURED 250 (struct.) 0.804

Table 2: Comparing our Self-trained systems with
Response-based and supervised models. Results show
that our COMBINED approach outperforms all other un-
supervised models.

Algorithm Accuracy
SELF-TRAIN: (Structured)

PROPORTION 0.6
BIGRAM 0.644
COMBINED 0.664

SELF-TRAIN: (Binary)
BIGRAM 0.532
PROPORTION 0.504
COMBINED 0.536

Table 3: Comparing COMBINED to its components BI-
GRAM and PROPORTION. COMBINED results in a better
score than any of its components, suggesting that it can
exploit the properties of each measure effectively.

Algorithm Best Conf. estim. Default
PRED. SCORE 0.164 0.128 (0.164) 0.134
UNIGRAM 0.52 0.52 0.4
BIGRAM 0.532 0.532 0.472
PROPORTION 0.504 0.27 (0.504) 0.44
COMBINED 0.536 0.536 0.328

Table 4: Using confidence to approximate model perfor-
mance. We compare the best result obtained in any of the
learning algorithm iterations (Best), the result obtained
by approximating the best result using the averaged pre-
diction confidence (Conf. estim.) and the result of us-
ing the default convergence criterion (Default). Results
in parentheses are the result of using the UNIGRAM con-
fidence to approximate the model’s performance.
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6 Related Work

Semantic parsing has attracted considerable interest
in recent years. Current approaches employ various
machine learning techniques for this task, such as In-
ductive Logic Programming in earlier systems (Zelle
and Mooney, 1996; Tang and Mooney, 2000) and
statistical learning methods in modern ones (Ge and
Mooney, 2005; Nguyen et al., 2006; Wong and
Mooney, 2006; Kate and Mooney, 2006; Zettle-
moyer and Collins, 2005; Zettlemoyer and Collins,
2007; Zettlemoyer and Collins, 2009).

The difficulty of providing the required supervi-
sion motivated learning approaches using weaker
forms of supervision. (Chen and Mooney, 2008;
Liang et al., 2009; Branavan et al., 2009; Titov and
Kozhevnikov, 2010) ground NL in an external world
state directly referenced by the text. The NL input in
our setting is not restricted to such grounded settings
and therefore we cannot exploit this form of supervi-
sion. Recent work (Clarke et al., 2010; Liang et al.,
2011) suggest using response-based learning proto-
cols, which alleviate some of the supervision effort.
This work takes an additional step in this direction
and suggest an unsupervised protocol.

Other approaches to unsupervised semantic anal-
ysis (Poon and Domingos, 2009; Titov and Kle-
mentiev, 2011) take a different approach to seman-
tic representation, by clustering semantically equiv-
alent dependency tree fragments, and identifying
their predicate-argument structure. While these ap-
proaches have been applied successfully to semantic
tasks such as question answering, they do not ground
the input in a well defined output language, an essen-
tial component in our task.

Our unsupervised approach follows a self training
protocol (Yarowsky, 1995; McClosky et al., 2006;
Reichart and Rappoport, 2007b) enhanced with con-
straints restricting the output space (Chang et al.,
2007; Chang et al., 2009). A Self training proto-
col uses its own predictions for training. We esti-
mate the quality of the predictions and use only high
confidence examples for training. This selection cri-
terion provides an additional view, different than the
one used by the prediction model. Multi-view learn-
ing is a well established idea, implemented in meth-
ods such as co-training (Blum and Mitchell, 1998).

Quality assessment of a learned model output was

explored by many previous works (see (Caruana and
Niculescu-Mizil, 2006) for a survey), and applied
to several NL processing tasks such as syntactic
parsing (Reichart and Rappoport, 2007a; Yates et
al., 2006), machine translation (Ueffing and Ney,
2007), speech (Koo et al., 2001), relation extrac-
tion (Rosenfeld and Feldman, 2007), IE (Culotta and
McCallum, 2004), QA (Chu-Carroll et al., 2003)
and dialog systems (Lin and Weng, 2008).

In addition to sample selection we use confidence
estimation as a way to approximate the overall qual-
ity of the model and use it for model selection. This
use of confidence estimation was explored in (Re-
ichart et al., 2010), to select between models trained
with different random starting points. In this work
we integrate this estimation deeper into the learning
process, thus allowing our training procedure to re-
turn the best performing model.

7 Conclusions

We introduced an unsupervised learning algorithm
for semantic parsing, the first for this task to the best
of our knowledge. To compensate for the lack of
training data we use a self-training protocol, driven
by unsupervised confidence estimation. We demon-
strate empirically that our approach results in a high
preforming semantic parser and show that confi-
dence estimation plays a vital role in this success,
both by identifying good training examples as well
as identifying good over all performance, used to
improve the final model selection.

In future work we hope to further improve un-
supervised semantic parsing performance. Particu-
larly, we intend to explore new approaches for confi-
dence estimation and their usage in the unsupervised
and semi-supervised versions of the task.
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Abstract

In this paper, we dedicate to the topic of aspect
ranking, which aims to automatically identify
important product aspects from online con-
sumer reviews. The important aspects are
identified according to two observations: (a)
the important aspects of a product are usually
commented by a large number of consumers;
and (b) consumers’ opinions on the important
aspects greatly influence their overall opin-
ions on the product. In particular, given con-
sumer reviews of a product, we first identify
the product aspects by a shallow dependency
parser and determine consumers’ opinions on
these aspects via a sentiment classifier. We
then develop an aspect ranking algorithm to
identify the important aspects by simultane-
ously considering the aspect frequency and
the influence of consumers’ opinions given to
each aspect on their overall opinions. The ex-
perimental results on 11 popular products in
four domains demonstrate the effectiveness of
our approach. We further apply the aspect
ranking results to the application of document-
level sentiment classification, and improve the
performance significantly.

1 Introduction

The rapidly expanding e-commerce has facilitated
consumers to purchase products online. More than
$156 million online product retail sales have been
done in the US market during 2009 (Forrester Re-
search, 2009). Most retail Web sites encourage con-
sumers to write reviews to express their opinions on
various aspects of the products. This gives rise to

Figure 1: Sample reviews on iPhone 3GS product

huge collections of consumer reviews on the Web.
These reviews have become an important resource
for both consumers and firms. Consumers com-
monly seek quality information from online con-
sumer reviews prior to purchasing a product, while
many firms use online consumer reviews as an im-
portant resource in their product development, mar-
keting, and consumer relationship management. As
illustrated in Figure 1, most online reviews express
consumers’ overall opinion ratings on the product,
and their opinions on multiple aspects of the prod-
uct. While a product may have hundreds of aspects,
we argue that some aspects are more important than
the others and have greater influence on consumers’
purchase decisions as well as firms’ product devel-
opment strategies. Take iPhone 3GS as an exam-
ple, some aspects like “battery” and “speed,” are
more important than the others like “moisture sen-
sor.” Generally, identifying the important product
aspects will benefit both consumers and firms. Con-
sumers can conveniently make wise purchase deci-
sion by paying attentions on the important aspects,
while firms can focus on improving the quality of
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these aspects and thus enhance the product reputa-
tion effectively. However, it is impractical for people
to identify the important aspects from the numerous
reviews manually. Thus, it becomes a compelling
need to automatically identify the important aspects
from consumer reviews.

A straightforward solution for important aspect
identification is to select the aspects that are fre-
quently commented in consumer reviews as the im-
portant ones. However, consumers’ opinions on
the frequent aspects may not influence their over-
all opinions on the product, and thus not influence
consumers’ purchase decisions. For example, most
consumers frequently criticize the bad “signal con-
nection” of iPhone 4, but they may still give high
overall ratings to iPhone 4. On the other hand,
some aspects, such as “design” and “speed,” may not
be frequently commented, but usually more impor-
tant than “signal connection.” Hence, the frequency-
based solution is not able to identify the truly impor-
tant aspects.

Motivated by the above observations, in this pa-
per, we propose an effective approach to automat-
ically identify the important product aspects from
consumer reviews. Our assumption is that the
important aspects of a product should be the as-
pects that are frequently commented by consumers,
and consumers’ opinions on the important aspects
greatly influence their overall opinions on the prod-
uct. Given the online consumer reviews of a spe-
cific product, we first identify the aspects in the re-
views using a shallow dependency parser (Wu et al.,
2009), and determine consumers’ opinions on these
aspects via a sentiment classifier. We then design an
aspect ranking algorithm to identify the important
aspects by simultaneously taking into account the
aspect frequency and the influence of consumers’
opinions given to each aspect on their overall opin-
ions. Specifically, we assume that consumer’s over-
all opinion rating on a product is generated based
on a weighted sum of his/her specific opinions on
multiple aspects of the product, where the weights
essentially measure the degree of importance of the
aspects. A probabilistic regression algorithm is then
developed to derive these importance weights by
leveraging the aspect frequency and the consistency
between the overall opinions and the weighted sum
of opinions on various aspects. We conduct ex-

periments on 11 popular products in four domains.
The consumer reviews on these products are crawled
from the prevalent forum Web sites (e.g., cnet.com
and viewpoint.com etc.) More details of our review
corpus are discussed in Section 3. The experimen-
tal results demonstrate the effectiveness of our ap-
proach on important aspects identification. Further-
more, we apply the aspect ranking results to the ap-
plication of document-level sentiment classification
by carrying out the term-weighting based on the as-
pect importance. The results show that our approach
can improve the performance significantly.

The main contributions of this paper include,
1) We dedicate to the topic of aspect ranking,

which aims to automatically identify important as-
pects of a product from consumer reviews.

2) We develop an aspect ranking algorithm to
identify the important aspects by simultaneously
considering the aspect frequency and the influence
of consumers’ opinions given to each aspect on their
overall opinions.

3) We apply aspect ranking results to the applica-
tion of document-level sentiment classification, and
improve the performance significantly.

There is another work named aspect ranking
(Snyder et al., 2007). The task in this work is differ-
ent from ours. This work mainly focuses on predict-
ing opinionated ratings on aspects rather than iden-
tifying important aspects.

The rest of this paper is organized as follows. Sec-
tion 2 elaborates our aspect ranking approach. Sec-
tion 3 presents the experimental results, while Sec-
tion 4 introduces the application of document-level
sentiment classification. Section 5 reviews related
work and Section 6 concludes this paper with future
works.

2 Aspect Ranking Framework

In this section, we first present some notations and
then elaborate the key components of our approach,
including the aspect identification, sentiment classi-
fication, and aspect ranking algorithm.

2.1 Notations and Problem Formulation

Let R = {r1, · · · , r|R|} denotes a set of online con-
sumer reviews of a specific product. Each review
r ∈ R is associated with an overall opinion rating
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Or, and covers several aspects with consumer com-
ments on these aspects. Suppose there are m aspects
A = {a1, · · · , am} involved in the review corpus
R, where ak is the k-th aspect. We define ork as the
opinion on aspect ak in review r. We assume that
the overall opinion rating Or is generated based on
a weighted sum of the opinions on specific aspects
ork (Wang et al., 2010). The weights are denoted as
{ωrk}m

k=1, each of which essentially measures the
degree of importance of the aspect ak in review r.
Our task is to derive the important weights of as-
pects, and identify the important aspects.

Next, we will introduce the key components of
our approach, including aspect identification that
identifies the aspects ak in each review r, aspect sen-
timent classification which determines consumers’
opinions ork on various aspects, and aspect ranking
algorithm that identifies the important aspects.

2.2 Aspect Identification

As illustrated in Figure 1, there are usually two types
of reviews, Pros and Cons review and free text re-
views on the Web. For Pros and Cons reviews, the
aspects are identified as the frequent noun terms in
the reviews, since the aspects are usually noun or
noun phrases (Liu, 2009), and it has been shown
that simply extracting the frequent noun terms from
the Pros and Cons reviews can get high accurate
aspect terms (Liu el al., 2005). To identify the as-
pects in free text reviews, we first parse each review
using the Stanford parser 1, and extract the noun
phrases (NP) from the parsing tree as aspect can-
didates. While these candidates may contain much
noise, we leverage the Pros and Cons reviews to
assist identify aspects from the candidates. In par-
ticular, we explore the frequent noun terms in Pros
and Cons reviews as features, and train a one-class
SVM (Manevitz et al., 2002) to identify aspects in
the candidates. While the obtained aspects may con-
tain some synonym terms, such as “earphone” and
“headphone,” we further perform synonym cluster-
ing to get unique aspects. Specifically, we first ex-
pand each aspect term with its synonym terms ob-
tained from the synonym terms Web site 2, and then
cluster the terms to obtain unique aspects based on

1http://nlp.stanford.edu/software/lex-parser.shtml
2http://thesaurus.com

unigram feature.

2.3 Aspect Sentiment Classification
Since the Pros and Cons reviews explicitly express
positive and negative opinions on the aspects, re-
spectively, our task is to determine the opinions in
free text reviews. To this end, we here utilize Pros
and Cons reviews to train a SVM sentiment classifier.
Specifically, we collect sentiment terms in the Pros
and Cons reviews as features and represent each re-
view into feature vector using Boolean weighting.
Note that we select sentiment terms as those appear
in the sentiment lexicon provided by MPQA project
(Wilson et al., 2005). With these features, we then
train a SVM classifier based on Pros and Cons re-
views. Given a free text review, since it may cover
various opinions on multiple aspects, we first locate
the opinionated expression modifying each aspect,
and determine the opinion on the aspect using the
learned SVM classifier. In particular, since the opin-
ionated expression on each aspect tends to contain
sentiment terms and appear closely to the aspect (Hu
and Liu, 2004), we select the expressions which con-
tain sentiment terms and are at the distance of less
than 5 from the aspect NP in the parsing tree.

2.4 Aspect Ranking
Generally, consumer’s opinion on each specific as-
pect in the review influences his/her overall opin-
ion on the product. Thus, we assume that the con-
sumer gives the overall opinion rating Or based on
the weighted sum of his/her opinion ork on each as-
pect ak:

∑m
k=1 ωrkork, which can be rewritten as

ωr
T or, where ωr and or are the weight and opinion

vectors. Inspired by the work of Wang et al. (2010),
we viewOr as a sample drawn from a Gaussian Dis-
tribution, with mean ωr

T or and variance σ2,

p(Or) =
1√

2πσ2
exp[−(Or − ωr

T or)
2

2σ2
]. (1)

To model the uncertainty of the importance
weights ωr in each review, we assume ωr as a sam-
ple drawn from a Multivariate Gaussian Distribu-
tion, with µ as the mean vector and Σ as the covari-
ance matrix,

p(ωr) =
1

(2π)n/2|Σ|1/2
exp[−1

2
(ωr − µ)T Σ−1(ωr − µ)].

(2)
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We further incorporate aspect frequency as a prior
knowledge to define the distribution of µ and Σ.
Specifically, the distribution of µ and Σ is defined
based on its Kullback-Leibler (KL) divergence to a
prior distribution with a mean vector µ0 and an iden-
tity covariance matrix I in Eq.3. Each element in µ0

is defined as the frequency of the corresponding as-
pect: frequency(ak)/

∑m
i=1 frequency(ai).

p(µ,Σ) = exp[−φ ·KL(Q(µ,Σ)||Q(µ0, I))],
(3)

where KL(·, ·) is the KL divergence, Q(µ,Σ) de-
notes a Multivariate Gaussian Distribution, and φ is
a tradeoff parameter.

Base on the above definition, the probability of
generating the overall opinion rating Or on review r
is given as,

p(Or|Ψ, r) =
∫

p(Or|ωr
T or, σ

2)
· p(ωr|µ,Σ) · p(µ,Σ)dωr,

(4)

where Ψ = {ω, µ,Σ, σ2} are the model parameters.
Next, we utilize Maximum Log-likelihood (ML)

to estimate the model parameters given the con-
sumer reviews corpus. In particular, we aim to find
an optimal Ψ̂ to maximize the probability of observ-
ing the overall opinion ratings in the reviews corpus.

Ψ̂ = arg max
Ψ

∑
r∈R

log(p(Or|Ψ, r))

= arg min
Ψ

(|R| − 1) log det(Σ) +
∑

r∈R
[log σ2+

(Or−ωr
Tor)2

σ2 + (ωr − µ)TΣ−1(ωr − µ)]+
(tr(Σ) + (µ0 − µ)T I(µ0 − µ)).

(5)
For the sake of simplicity, we denote the objective
function

∑
r∈R log(p(Or|Ψ, r)) as Γ(Ψ).

The derivative of the objective function with re-
spect to each model parameter vanishes at the mini-
mizer:

∂Γ(Ψ)
∂ωr

= − (ωr
Tor−Or)or

σ2 −Σ−1(ωr − µ)

= 0;
(6)

∂Γ(Ψ)
∂µ =

∑
r∈R

[−Σ−1(ωr − µ)]− φ · I(µ0 − µ)

= 0;
(7)

∂Γ(Ψ)
∂Σ =

∑
r∈R

{−(Σ−1)T − [−(Σ−1)T (ωr − µ)

(ωr − µ)T (Σ−1)T ]}+ φ ·
[
(Σ−1)T − I

]
= 0;

(8)

∂Γ(Ψ)
∂σ2 =

∑
r∈R

(− 1
σ2 + (Or−ωr

Tor)2

σ4 ) = 0,

(9)
which lead to the following solutions:

ω̂r = (oror
T

σ2 + Σ−1)−1(Oror
σ2 + Σ−1µ);

(10)
µ̂ = (|R|Σ−1 + φ · I)−1(Σ−1

∑
r∈R

ωr + φ · Iµ0);

(11)
Σ̂ = {[ 1

φ

∑
r∈R

[
(ωr − µ)(ωr − µ)T

]
+

( |R|−φ
2φ )2I]1/2 − (|R|−φ)

2φ I}T ;

(12)
σ̂2 = 1

|R|
∑

r∈R
(Or − ωr

T or)
2.

(13)
We can see that the above parameters are involved

in each other’s solution. We here utilize Alternating
Optimization technique to derive the optimal param-
eters in an iterative manner. We first hold the param-
eters µ, Σ and σ2 fixed and update the parameters
ωr for each review r ∈ R. Then, we update the
parameters µ, Σ and σ2 with fixed ωr (r ∈ R).
These two steps are alternatively iterated until the
Eq.5 converges. As a result, we obtain the optimal
importance weights ωr which measure the impor-
tance of aspects in review r ∈ R. We then compute
the final importance score ϖk for each aspect ak by
integrating its importance score in all the reviews as,

ϖk =
1

|R|
∑

r∈R
ωrk, k = 1, · · · , m (14)

It is worth noting that the aspect frequency is con-
sidered again in this integration process. According
to the importance score ϖk, we can identify impor-
tant aspects.

3 Evaluations

In this section, we evaluate the effectiveness of our
approach on aspect identification, sentiment classi-
fication, and aspect ranking.

3.1 Data and Experimental Setting
The details of our product review data set is given
in Table 1. This data set contains consumer reviews
on 11 popular products in 4 domains. These reviews
were crawled from the prevalent forum Web sites,
including cnet.com, viewpoints.com, reevoo.com
and gsmarena.com. All of the reviews were posted
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between June, 2009 and Sep 2010. The aspects of
the reviews, as well as the opinions on the aspects
were manually annotated as the gold standard for
evaluations.

Product Name Domain Review# Sentence#
Canon EOS 450D (Canon EOS) camera 440 628
Fujifilm Finepix AX245W (Fujifilm) camera 541 839
Panasonic Lumix DMC-TZ7 (Panasonic) camera 650 1,546
Apple MacBook Pro (MacBook) laptop 552 4,221
Samsung NC10 (Samsung) laptop 2,712 4,946
Apple iPod Touch 2nd (iPod Touch) MP3 4,567 10,846
Sony NWZ-S639 16GB (Sony NWZ) MP3 341 773
BlackBerry Bold 9700 (BlackBerry) phone 4,070 11,008
iPhone 3GS 16GB (iPhone 3GS) phone 12,418 43,527
Nokia 5800 XpressMusic (Nokia 5800) phone 28,129 75,001
Nokia N95 phone 15,939 44,379

Table 1: Statistics of the Data Sets, # denotes the size of
the reviews/sentences.

To examine the performance on aspect identifi-
cation and sentiment classification, we employed
F1-measure, which was the combination of preci-
sion and recall, as the evaluation metric. To evalu-
ate the performance on aspect ranking, we adopted
Normalized Discounted Cumulative Gain at top k
(NDCG@k) (Jarvelin and Kekalainen, 2002) as the
performance metric. Given an aspect ranking list
a1, · · · , ak, NDCG@k is calculated by

NDCG@k =
1

Z

k∑
i=1

2t(i) − 1

log(1 + i)
, (15)

where t(i) is the function that represents the reward
given to the aspect at position i, Z is a normaliza-
tion term derived from the top k aspects of a perfect
ranking, so as to normalize NDCG@k to be within
[0, 1]. This evaluation metric will favor the ranking
which ranks the most important aspects at the top.
For the reward t(i), we labeled each aspect as one of
the three scores: Un-important (score 1), Ordinary
(score 2) and Important (score 3). Three volunteers
were invited in the annotation process as follows.
We first collected the top k aspects in all the rank-
ings produced by various evaluated methods (maxi-
mum k is 15 in our experiment). We then sampled
some reviews covering these aspects, and provided
the reviews to each annotator to read. Each review
contains the overall opinion rating, the highlighted
aspects, and opinion terms. Afterward, the annota-
tors were required to assign an importance score to
each aspect. Finally, we took the average of their
scorings as the corresponding importance scores of
the aspects. In addition, there is only one parameter

φ that needs to be tuned in our approach. Through-
out the experiments, we empirically set φ as 0.001.

3.2 Evaluations on Aspect Identification

We compared our aspect identification approach
against two baselines: a) the method proposed by
Hu and Liu (2004), which was based on the asso-
ciation rule mining, and b) the method proposed by
Wu et al. (2009), which was based on a dependency
parser.

The results are presented in Table 2. On average,
our approach significantly outperforms Hu’s method
and Wu’ method in terms of F1-measure by over
5.87% and 3.27%, respectively. In particular, our
approach obtains high precision. Such results imply
that our approach can accurately identify the aspects
from consumer reviews by leveraging the Pros and
Cons reviews.

Data set Hu’s Method Wu’s Method Our Method
Canon EOS 0.681 0.686 0.728
Fujifilm 0.685 0.666 0.710
Panasonic 0.636 0.661 0.706
MacBook 0.680 0.733 0.747
Samsung 0.594 0.631 0.712
iPod Touch 0.650 0.660 0.718
Sony NWZ 0.631 0.692 0.760
BlackBerry 0.721 0.730 0.734
iPhone 3GS 0.697 0.736 0.740
Nokia 5800 0.715 0.745 0.747
Nokia N95 0.700 0.737 0.741

Table 2: Evaluations on Aspect Identification. * signifi-
cant t-test, p-values<0.05.

3.3 Evaluations on Sentiment Classification

In this experiment, we implemented the follow-
ing sentiment classification methods (Pang and Lee,
2008):
1) Unsupervised method. We employed one un-
supervised method which was based on opinion-
ated term counting via SentiWordNet (Ohana et al.,
2009).
2) Supervised method. We employed three su-
pervised methods proposed in Pang et al. (2002),
including Naı̈ve Bayes (NB), Maximum Entropy
(ME), SVM. These classifiers were trained based on
the Pros and Cons reviews as described in Section
2.3.
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The comparison results are showed in Table 3. We
can see that supervised methods significantly outper-
form unsupervised method. For example, the SVM
classifier outperforms the unsupervised method in
terms of average F1-measure by over 10.37%. Thus,
we can deduce from such results that the Pros and
Cons reviews are useful for sentiment classification.
In addition, among the supervised classifiers, SVM
classifier performs the best in most products, which
is consistent with the previous research (Pang et al.,
2002).

Data set Senti NB SVM ME
Canon EOS 0.628 0.720 0.739 0.726
Fujifilm 0.690 0.781 0.791 0.778
Panasonic 0.625 0.694 0.719 0.697
MacBook 0.708 0.820 0.828 0.797
Samsung 0.675 0.723 0.717 0.714
iPod Touch 0.711 0.792 0.805 0.791
Sony NWZ 0.621 0.722 0.737 0.725
BlackBerry 0.699 0.819 0.794 0.788
iPhone 3GS 0.717 0.811 0.829 0.822
Nokia 5800 0.736 0.840 0.851 0.817
Nokia N95 0.706 0.829 0.849 0.826

Table 3: Evaluations on Sentiment Classification. Senti
denotes the method based on SentiWordNet. * significant
t-test, p-values<0.05.

3.4 Evaluations on Aspect Ranking
In this section, we compared our aspect ranking al-
gorithm against the following three methods.

1) Frequency-based method. The method ranks
the aspects based on aspect frequency.

2) Correlation-based method. This method mea-
sures the correlation between the opinions on spe-
cific aspects and the overall opinion. It counts the
number of the cases when such two kinds of opin-
ions are consistent, and ranks the aspects based on
the number of the consistent cases.

3) Hybrid method. This method captures both the
aspect frequency and correlation by a linear combi-
nation, as λ· Frequency-based Ranking + (1 − λ)·
Correlation-based Ranking, where λ is set to 0.5.

The comparison results are showed in Table 4. On
average, our approach outperforms the frequency-
based method, correlation-based method, and hy-
brid method in terms of NDCG@5 by over 6.24%,

5.79% and 5.56%, respectively. It improves the
performance over such three methods in terms of
NDCG@10 by over 3.47%, 2.94% and 2.58%, re-
spectively, while in terms of NDCG@15 by over
4.08%, 3.04% and 3.49%, respectively. We can de-
duce from the results that our aspect ranking algo-
rithm can effectively identify the important aspects
from consumer reviews by leveraging the aspect fre-
quency and the influence of consumers’ opinions
given to each aspect on their overall opinions. Ta-
ble 5 shows the aspect ranking results of these four
methods. Due to the space limitation, we here only
show top 10 aspects of the product iphone 3GS. We
can see that our approach performs better than the
others. For example, the aspect “phone” is ranked at
the top by the other methods. However, “phone” is
a general but not important aspect.

# Frequency Correlated Hybrid Our Method
1 Phone Phone Phone Usability
2 Usability Usability Usability Apps
3 3G Apps Apps 3G
4 Apps 3G 3G Battery
5 Camera Camera Camera Looking
6 Feature Looking Looking Storage
7 Looking Feature Feature Price
8 Battery Screen Battery Software
9 Screen Battery Screen Camera
10 Flash Bluetooth Flash Call quality

Table 5: iPhone 3GS Aspect Ranking Results.

To further investigate the reasonability of our
ranking results, we refer to one of the public user
feedback reports, the “china unicom 100 customers
iPhone user feedback report” (Chinaunicom Report,
2009). The report demonstrates that the top four as-
pects of iPhone product, which users most concern
with, are “3G Network” (30%), “usability” (30%),
“out-looking design” (26%), “application” (15%).
All of these aspects are in the top 10 of our rank-
ing results.

Therefore, we can conclude that our approach is
able to automatically identify the important aspects
from numerous consumer reviews.

4 Applications

The identification of important aspects can support
a wide range of applications. For example, we can

1501



Frequency Correlation Hybrid Our Method
Data set @5 @10 @15 @5 @10 @15 @5 @10 @15 @5 @10 @15
Canon EOS 0.735 0.771 0.740 0.735 0.762 0.779 0.735 0.798 0.742 0.862 0.824 0.794
Fujifilm 0.816 0.705 0.693 0.760 0.756 0.680 0.816 0.759 0.682 0.863 0.801 0.760
Panasonic 0.744 0.807 0.783 0.763 0.815 0.792 0.744 0.804 0.786 0.796 0.834 0.815
MacBook 0.744 0.771 0.762 0.763 0.746 0.769 0.763 0.785 0.772 0.874 0.776 0.760
Samsung 0.964 0.765 0.794 0.964 0.820 0.840 0.964 0.820 0.838 0.968 0.826 0.854
iPod Touch 0.836 0.830 0.727 0.959 0.851 0.744 0.948 0.785 0.733 0.959 0.817 0.801
Sony NWZ 0.937 0.743 0.742 0.937 0.781 0.797 0.937 0.740 0.794 0.944 0.775 0.815
BlackBerry 0.837 0.824 0.766 0.847 0.825 0.771 0.847 0.829 0.768 0.874 0.797 0.779
iPhone 3GS 0.897 0.836 0.832 0.886 0.814 0.825 0.886 0.829 0.826 0.948 0.902 0.860
Nokia 5800 0.834 0.779 0.796 0.834 0.781 0.779 0.834 0.781 0.779 0.903 0.811 0.814
Nokia N95 0.675 0.680 0.717 0.619 0.619 0.691 0.619 0.678 0.696 0.716 0.731 0.748

Table 4: Evaluations on Aspect Ranking. @5, @10, @15 denote the evaluation metrics of NDCG@5, NDCG@10,
and NDCG@15, respectively. * significant t-test, p-values<0.05.

provide product comparison on the important as-
pects to users, so that users can make wise purchase
decisions conveniently.

In the following, we apply the aspect ranking re-
sults to assist document-level review sentiment clas-
sification. Generally, a review document contains
consumer’s positive/negative opinions on various as-
pects of the product. It is difficult to get the ac-
curate overall opinion of the whole review without
knowing the importance of these aspects. In ad-
dition, when we learn a document-level sentiment
classifier, the features generated from unimportant
aspects lack of discriminability and thus may dete-
riorate the performance of the classifier (Fang et al.,
2010). While the important aspects and the senti-
ment terms on these aspects can greatly influence the
overall opinions of the review, they are highly likely
to be discriminative features for sentiment classifica-
tion. These observations motivate us to utilize aspect
ranking results to assist classifying the sentiment of
review documents.

Specifically, we randomly sampled 100 reviews of
each product as the testing data and used the remain-
ing reviews as the training data. We first utilized our
approach to identify the importance aspects from the
training data. We then explored the aspect terms and
sentiment terms as features, based on which each re-
view is represented as a feature vector. Here, we
give more emphasis on the important aspects and
the sentiment terms that modify these aspects. In
particular, we set the term-weighting as 1 + φ ·ϖk,
where ϖk is the importance score of the aspect ak,

φ is set to 100. Based on the weighted features, we
then trained a SVM classifier using the training re-
views to determine the overall opinions on the test-
ing reviews. For the performance comparison, we
compared our approach against two baselines, in-
cluding Boolean weighting method and frequency
weighting (tf ) method (Paltoglou et al., 2010) that
do not utilize the importance of aspects. The com-
parison results are shown in Table 6. We can see
that our approach (IA) significantly outperforms the
other methods in terms of average F1-measure by
over 2.79% and 4.07%, respectively. The results
also show that the Boolean weighting method out-
performs the frequency weighting method in terms
of average F1-measure by over 1.25%, which are
consistent with the previous research by Pang et al.
(2002). On the other hand, from the IA weight-
ing formula, we observe that without using the im-
portant aspects, our term-weighting function will be
equal to Boolean weighting. Thus, we can speculate
that the identification of important aspects is ben-
eficial to improving the performance of document-
level sentiment classification.

5 Related Work

Existing researches mainly focused on determining
opinions on the reviews, or identifying aspects from
these reviews. They viewed each aspect equally
without distinguishing the important ones. In this
section, we review existing researches related to our
work.

Analysis of the opinion on whole review text had
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SV M + Boolean SV M + tf SV M + IA
Data set P R F1 P R F1 P R F1

Canon EOS 0.689 0.663 0.676 0.679 0.654 0.666 0.704 0.721 0.713
Fujifilm 0.700 0.687 0.693 0.690 0.670 0.680 0.731 0.724 0.727
Panasonic 0.659 0.717 0.687 0.650 0.693 0.671 0.696 0.713 0.705
MacBook 0.744 0.700 0.721 0.768 0.675 0.718 0.790 0.717 0.752
Samsung 0.755 0.690 0.721 0.716 0.725 0.720 0.732 0.765 0.748
iPod Touch 0.686 0.746 0.714 0.718 0.667 0.691 0.749 0.726 0.737
Sony NWZ 0.719 0.652 0.684 0.665 0.646 0.655 0.732 0.684 0.707
BlackBerry 0.763 0.719 0.740 0.752 0.709 0.730 0.782 0.758 0.770
iPhone 3GS 0.777 0.775 0.776 0.772 0.762 0.767 0.820 0.788 0.804
Nokia 5800 0.755 0.836 0.793 0.744 0.815 0.778 0.805 0.821 0.813
Nokia N95 0.722 0.699 0.710 0.695 0.708 0.701 0.768 0.732 0.750

Table 6: Evaluations on Term Weighting methods for Document-level Review Sentiment Classification. IA denotes
the term weighing based on the important aspects. * significant t-test, p-values<0.05.

been extensively studied (Pang and Lee, 2008). Ear-
lier research had been studied unsupervised (Kim et
al., 2004), supervised (Pang et al., 2002; Pang et al.,
2005) and semi-supervised approaches (Goldberg et
al., 2006) for the classification. For example, Mullen
et al. (2004) proposed an unsupervised classifica-
tion method which exploited pointwise mutual in-
formation (PMI) with syntactic relations and other
attributes. Pang et al. (2002) explored several ma-
chine learning classifiers, including Naı̈ve Bayes,
Maximum Entropy, SVM, for sentiment classifica-
tion. Goldberg et al. (2006) classified the sentiment
of the review using the graph-based semi-supervised
learning techniques, while Li el al. (2009) tackled
the problem using matrix factorization techniques
with lexical prior knowledge.

Since the consumer reviews usually expressed
opinions on multiple aspects, some works had
drilled down to the aspect-level sentiment analysis,
which aimed to identify the aspects from the reviews
and to determine the opinions on the specific aspects
instead of the overall opinion. For the topic of aspect
identification, Hu and Liu (2004) presented the asso-
ciation mining method to extract the frequent terms
as the aspects. Subsequently, Popescu et al. (2005)
proposed their system OPINE, which extracted the
aspects based on the KnowItAll Web information
extraction system (Etzioni et al., 2005). Liu el al.
(2005) proposed a supervised method based on lan-
guage pattern mining to identify the aspects in the
reviews. Later, Mei et al. (2007) proposed a prob-
abilistic topic model to capture the mixture of as-

pects and sentiments simultaneously. Afterwards,
Wu et al. (2009) utilized the dependency parser to
extract the noun phrases and verb phrases from the
reviews as the aspect candidates. They then trained
a language model to refine the candidate set, and
to obtain the aspects. On the other hand, for the
topic of sentiment classification on the specific as-
pect, Snyder et al. (2007) considered the situation
when the consumers’ opinions on one aspect could
influence their opinions on others. They thus built
a graph to analyze the meta-relations between opin-
ions, such as agreement and contrast. And they pro-
posed a Good Grief algorithm to leveraging such
meta-relations to improve the prediction accuracy
of aspect opinion ratings. In addition, Wang et al.
(2010) proposed the topic of latent aspect rating
which aimed to infer the opinion rating on the as-
pect. They first employed a bootstrapping-based al-
gorithm to identify the major aspects via a few seed
word aspects. They then proposed a generative La-
tent Rating Regression model (LRR) to infer aspect
opinion ratings based on the review content and the
associated overall rating.

While there were usually huge collection of re-
views, some works had concerned the topic of
aspect-based sentiment summarization to combat
the information overload. They aimed to summa-
rize all the reviews and integrate major opinions on
various aspects for a given product. For example,
Titov et al. (2008) explored a topic modeling method
to generate a summary based on multiple aspects.
They utilized topics to describe aspects and incor-
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porated a regression model fed by the ground-truth
opinion ratings. Additionally, Lu el al. (2009) pro-
posed a structured PLSA method, which modeled
the dependency structure of terms, to extract the as-
pects in the reviews. They then aggregated opinions
on each specific aspects and selected representative
text segment to generate a summary.

In addition, some works proposed the topic of
product ranking which aimed to identify the best
products for each specific aspect (Zhang et al.,
2010). They used a PageRank style algorithm to
mine the aspect-opinion graph, and to rank the prod-
ucts for each aspect.

Different from previous researches, we dedicate
our work to identifying the important aspects from
the consumer reviews of a specific product.

6 Conclusions and Future Works

In this paper, we have proposed to identify the im-
portant aspects of a product from online consumer
reviews. Our assumption is that the important as-
pects of a product should be the aspects that are fre-
quently commented by consumers and consumers’
opinions on the important aspects greatly influence
their overall opinions on the product. Based on this
assumption, we have developed an aspect ranking al-
gorithm to identify the important aspects by simulta-
neously considering the aspect frequency and the in-
fluence of consumers’ opinions given to each aspect
on their overall opinions. We have conducted exper-
iments on 11 popular products in four domains. Ex-
perimental results have demonstrated the effective-
ness of our approach on important aspects identifi-
cation. We have further applied the aspect ranking
results to the application of document-level senti-
ment classification, and have significantly improved
the classification performance. In the future, we will
apply our approach to support other applications.
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Abstract

This paper explores approaches to sentiment
classification of U.S. Congressional floor-
debate transcripts. Collective classification
techniques are used to take advantage of the
informal citation structure present in the de-
bates. We use a range of methods based on
local and global formulations and introduce
novel approaches for incorporating the outputs
of machine learners into collective classifica-
tion algorithms. Our experimental evaluation
shows that the mean-field algorithm obtains
the best results for the task, significantly out-
performing the benchmark technique.

1 Introduction

Supervised document classification is a well-studied
task. Research has been performed across many
document types with a variety of classification tasks.
Examples are topic classification of newswire ar-
ticles (Yang and Liu, 1999), sentiment classifica-
tion of movie reviews (Pang et al., 2002), and satire
classification of news articles (Burfoot and Baldwin,
2009). This and other work has established the use-
fulness of document classifiers as stand-alone sys-
tems and as components of broader NLP systems.

This paper deals with methods relevant to super-
vised document classification in domains with net-
work structures, where collective classification can
yield better performance than approaches that con-
sider documents in isolation. Simply put, a network
structure is any set of relationships between docu-
ments that can be used to assist the document clas-
sification process. Web encyclopedias and scholarly

publications are two examples of document domains
where network structures have been used to assist
classification (Gantner and Schmidt-Thieme, 2009;
Cao and Gao, 2005).

The contribution of this research is in four parts:
(1) we introduce an approach that gives better than
state of the art performance for collective classifica-
tion on the ConVote corpus of congressional debate
transcripts (Thomas et al., 2006); (2) we provide a
comparative overview of collective document classi-
fication techniques to assist researchers in choosing
an algorithm for collective document classification
tasks; (3) we demonstrate effective novel approaches
for incorporating the outputs of SVM classifiers into
collective classifiers; and (4) we demonstrate effec-
tive novel feature models for iterative local classifi-
cation of debate transcript data.

In the next section (Section 2) we provide a for-
mal definition of collective classification and de-
scribe the ConVote corpus that is the basis for our
experimental evaluation. Subsequently, we describe
and critique the established benchmark approach for
congressional floor-debate transcript classification,
before describing approaches based on three alterna-
tive collective classification algorithms (Section 3).
We then present an experimental evaluation (Sec-
tion 4). Finally, we describe related work (Section 5)
and offer analysis and conclusions (Section 6).

2 Task Definition

2.1 Collective Classification

Given a network and an object o in the network,
there are three types of correlations that can be used
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to infer a label for o: (1) the correlations between
the label of o and its observed attributes; (2) the cor-
relations between the label of o and the observed at-
tributes and labels of nodes connected to o; and (3)
the correlations between the label of o and the un-
observed labels of objects connected to o (Sen et al.,
2008).

Standard approaches to classification generally
ignore any network information and only take into
account the correlations in (1). Each object is clas-
sified as an individual instance with features derived
from its observed attributes. Collective classification
takes advantage of the network by using all three
sources. Instances may have features derived from
their source objects or from other objects. Classifi-
cation proceeds in a joint fashion so that the label
given to each instance takes into account the labels
given to all of the other instances.

Formally, collective classification takes a graph,
made up of nodes V = {V1, . . . , Vn} and edges
E. The task is to label the nodes Vi ∈ V from
a label set L = {L1, . . . , Lq}, making use of the
graph in the form of a neighborhood function N =
{N1, . . . , Nn}, where Ni ⊆ V \ {Vi}.

2.2 The ConVote Corpus

ConVote, compiled by Thomas et al. (2006), is a
corpus of U.S. congressional debate transcripts. It
consists of 3,857 speeches organized into 53 debates
on specific pieces of legislation. Each speech is
tagged with the identity of the speaker and a “for”
or “against” label derived from congressional voting
records. In addition, places where one speaker cites
another have been annotated, as shown in Figure 1.

We apply collective classification to ConVote de-
bates by letting V refer to the individual speakers in a
debate and populatingN using the citation graph be-
tween speakers. We set L = {y, n}, corresponding
to “for” and “against” votes respectively. The text
of each instance is the concatenation of the speeches
by a speaker within a debate. This results in a corpus
of 1,699 instances with a roughly even class distri-
bution. Approximately 70% of these are connected,
i.e. they are the source or target of one or more cita-
tions. The remainder are isolated.

3 Collective Classification Techniques

In this section we describe techniques for perform-
ing collective classification on the ConVote cor-
pus. We differentiate between dual-classifier and
iterative-classifier approaches.

Dual-classifier approach: This approach uses
a collective classification algorithm that takes inputs
from two classifiers: (1) a content-only classifier that
determines the likelihood of a y or n label for an in-
stance given its text content; and (2) a citation clas-
sifier that determines, based on citation information,
whether a given pair of instances are “same class” or
“different class”.

Let Ψ denote a set of functions representing the
classification preferences produced by the content-
only and citation classifiers:

• For each Vi ∈ V , φi ∈ Ψ is a function φi: L →
R+ ∪ {0}.

• For each (Vi, Vj) ∈ E, ψij ∈ Ψ is a function
ψij : L × L → R+ ∪ {0}.

Later in this section we will describe three collec-
tive classification algorithms capable of performing
overall classification based on these inputs: (1) the
minimum-cut approach, which is the benchmark for
collective classification with ConVote, established
by Thomas et al.; (2) loopy belief propagation; and
(3) mean-field. We will show that these latter two
techniques, which are both approximate solutions
for Markov random fields, are superior to minimum-
cut for the task.

Figure 2 gives a visual overview of the dual-
classifier approach.

Iterative-classifier approach: This approach
incorporates content-only and citation features into
a single local classifier that works on the assump-
tion that correct neighbor labels are already known.
This approach represents a marked deviation from
the dual-classifier approach and offers unique ad-
vantages. It is fully described in Section 3.4.

Figure 3 gives a visual overview of the iterative-
classifier approach.

For a detailed introduction to collective classifica-
tion see Sen et al. (2008).
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Debate 006
Speaker 400378 [against]

Mr. Speaker, . . . all over Washington and in the country, people are talking today about the
majority’s last-minute decision to abandon . . .
. . .

Speaker 400115 [for]
. . .
Mr. Speaker, . . . I just want to say to the gentlewoman from New York that every single member
of this institution . . .

. . .

Figure 1: Sample speech fragments from the ConVote corpus. The phrase gentlewoman from New York by speaker
400115 is annotated as a reference to speaker 400378.

Debate content

Citation vectorsContent-only vectors

Content-only classifications Citation classifications

Content-only and
citation scores

Overall classifications

Extract features Extract features

SVM SVM

NormaliseNormalise

MF/LBP/Mincut

Figure 2: Dual-classifier approach.

Debate content

Content-only vectors

Content-only classifications

Local vectors

Local classifications

Overall classifications

Extract features

SVM

Combine content-only
and citation features

SVM

Update citation features

Terminate iteration

Figure 3: Iterative-classifier approach.

3.1 Dual-classifier Approach with
Minimum-cut

Thomas et al. use linear kernel SVMs as their base
classifiers. The content-only classifier is trained to
predict y or n based on the unigram presence fea-
tures found in speeches. The citation classifier is
trained to predict “same class” or “different class”
labels based on the unigram presence features found
in the context windows (30 tokens before, 20 tokens
after) surrounding citations for each pair of speakers

in the debate.
The decision plane distance computed by the

content-only SVM is normalized to a positive real
number and stripped of outliers:

φi(y) =


1 di > 2σi;(

1 + di
2σi

)
/2 |di| ≤ 2σi;

0 di < −2σi

where σi is the standard deviation of the decision
plane distance, di, over all of the instances in the
debate and φi(n) = 1−φi(y). The citation classifier
output is processed similarly:1

ψij(y, y) =


0 dij < θ;
α · dij/4σij θ ≤ dij ≤ 4σij ;
α dij > 4σij

where σij is the standard deviation of the decision
plane distance, dij over all of the citations in the de-
bate and ψij(n, n) = ψij(y, y). The α and θ vari-
ables are free parameters.

A given class assignment v is assigned a cost that
is the sum of per-instance and per-pair class costs
derived from the content-only and citation classifiers
respectively:

c(v) =
∑
Vi∈V

φi(v̄i) +
∑

(Vi,Vj)∈E:vi 6=vj

ψij(vi, vi)

where vi is the label of node Vi and v̄i denotes the
complement class of vi.

1Thomas et al. classify each citation context window sep-
arately, so their ψ values are actually calculated in a slightly
more complicated way. We adopted the present approach for
conceptual simplicity and because it gave superior performance
in preliminary experiments.
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The cost function is modeled in a flow graph
where extra source and sink nodes represent the y
and n labels respectively. Each node in V is con-
nected to the source and sink with capacities φi(y)
and φi(n) respectively. Pairs classified in the “same
class” class are linked with capacities defined by ψ.

An exact optimum and corresponding overall
classification is efficiently computed by finding the
minimum-cut of the flow graph (Blum and Chawla,
2001). The free parameters are tuned on a set of
held-out data.

Thomas et al. demonstrate improvements over
content-only classification, without attempting to
show that the approach does better than any alter-
natives; the main appeal is the simplicity of the flow
graph model. There are a number of theoretical lim-
itations to the approach, which we now discuss.

As Thomas et al. point out, the model has no way
of representing the “different class” output from the
citation classifier and these citations must be dis-
carded. This, to us, is the most significant problem
with the model. Inspection of the corpus shows that
approximately 80% of citations indicate agreement,
meaning that for the present task the impact of dis-
carding this information may not be large. However,
the primary utility in collective approaches lies in
their ability to fill in gaps in information not picked
up by content-only classification. All available link
information should be applied to this end, so we
need models capable of accepting both positive and
negative information.

The normalization techniques used for converting
SVM outputs to graph weights are somewhat arbi-
trary. The use of standard deviations appears prob-
lematic as, intuitively, the strength of a classification
should be independent of its variance. As a case in
point, consider a set of instances in a debate all clas-
sified as similarly weak positives by the SVM. Use
of ψi as defined above would lead to these being er-
roneously assigned the maximum score because of
their low variance.

The minimum-cut approach places instances in
either the positive or negative class depending on
which side of the cut they fall on. This means
that no measure of classification confidence is avail-
able. This extra information is useful at the very
least to give a human user an idea of how much to
trust the classification. A measure of classification

confidence may also be necessary for incorporation
into a broader system, e.g., a meta-classifier (An-
dreevskaia and Bergler, 2008; Li and Zong, 2008).

Tuning the α and θ parameters is likely to become
a source of inaccuracy in cases where the tuning and
test debates have dissimilar link structures. For ex-
ample, if the tuning debates tend to have fewer, more
accurate links the α parameter will be higher. This
will not produce good results if the test debates have
more frequent, less accurate links.

3.2 Heuristics for Improving Minimum-cut
Bansal et al. (2008) offer preliminary work describ-
ing additions to the Thomas et al. minimum-cut ap-
proach to incorporate “different class” citation clas-
sifications. They use post hoc adjustments of graph
capacities based on simple heuristics. Two of the
three approaches they trial appear to offer perfor-
mance improvements:

The SetTo heuristic: This heuristic works
through E in order and tries to force Vi and Vj into
different classes for every “different class” (dij < 0)
citation classifier output where i < j. It does this by
altering the four relevant content-only preferences,
φi(y), φi(n), φj(y), and φj(n). Assume without
loss of generality that the largest of these values is
φi(y). If this preference is respected, it follows that
Vj should be put into class n. Bansal et al. instanti-
ate this chain of reasoning by setting:

• φ′i(y) = max(β, φi(y))

• φ′j(n) = max(β, φj(n))

where φ′ is the replacement content-only function,
β is a free parameter ∈ (.5, 1], φ′i(n) = 1 − φ′i(y),
and φ′j(y) = 1− φ′j(y).

The IncBy heuristic: This heuristic is a more
conservative version of the SetTo heuristic. Instead
of replacing the content-only preferences with fixed
constants, it increments and decrements the previous
values so they are somewhat preserved:

• φ′i(y) = min(1, φi(y) + β)

• φ′j(n) = min(1, φj(n) + β)

There are theoretical shortcomings with these ap-
proaches. The most obvious problem is the arbitrary
nature of the manipulations, which produce a flow
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graph that has an indistinct relationship to the out-
puts of the two classifiers.

Bensal et al. trial a range of β values, with vary-
ing impacts on performance. No attempt is made to
demonstrate a method for choosing a good β value.
It is not clear that the tuning approach used to set α
and θ would be successful here. In any case, having
a third parameter to tune would make the process
more time-consuming and increase the risks of in-
correct tuning, described above.

As Bansal et al. point out, proceeding through E
in order means that earlier changes may be undone
for speakers who have multiple “different class” ci-
tations.

Finally, we note that the confidence of the cita-
tion classifier is not embodied in the graph structure.
The most marginal “different class” citation, classi-
fied just on the negative side of the decision plane, is
treated identically to the most confident one furthest
from the decision plane.

3.3 Dual-classifier Approach with Markov
Random Field Approximations

A pairwise Markov random field (Taskar et al.,
2002) is given by the pair (G,Ψ), where G and Ψ
are as previously defined, Ψ being re-termed as a set
of clique potentials. Given an assignment v to the
nodes V , the pairwise Markov random field is asso-
ciated with the probability distribution:

P (v) =
1
Z
∏
Vi∈V

φi(vi)
∏

(Vi,Vj)∈E

ψij(vi, vj)

where:

Z =
∑
v′

∏
Vi∈V

φi(v′i)
∏

(Vi,Vj)∈E

ψij(v′i, v
′
j)

and v′i denotes the label of Vi for an alternative as-
signment in v′.

In general, exact inference over a pairwise
Markov random field is known to be NP-hard. There
are certain conditions under which exact inference
is tractable, but real-world data is not guaranteed to
satisfy these. A class of approximate inference al-
gorithms known as variational methods (Jordan et
al., 1999) solve this problem by substituting a sim-
pler “trial” distribution which is fitted to the Markov
random field distribution.

Loopy Belief Propagation: Applied to a pair-
wise Markov random field, loopy belief propagation
is a message passing algorithm that can be concisely
expressed as the following set of equations:

mi→j(vj) = α
∑
vi∈L
{ψij(vi, vj)φi(vi)∏

Vk∈Ni∩V\Vj

mk→i(vi),∀vj ∈ L}

bi(vi) = αφi(vi)
∏

Vj∈Ni∩V
mj→i(vi),∀vi ∈ L

where mi→j is a message sent by Vi to Vj and α is
a normalization constant that ensures that each mes-
sage and each set of marginal probabilities sum to 1.
The algorithm proceeds by making each node com-
municate with its neighbors until the messages sta-
bilize. The marginal probability is then derived by
calculating bi(vi).

Mean-Field: The basic mean-field algorithm can
be described with the equation:

bj(vj) = αφj(vj)
∏

Vi∈Nj∩V

∏
vi∈L

ψ
bi(vi)
ij (vi, vj), vj ∈ L

where α is a normalization constant that ensures∑
vj
bj(vj) = 1. The algorithm computes the fixed

point equation for every node and continues to do so
until the marginal probabilities bj(vj) stabilize.

Mean-field can be shown to be a variational
method in the same way as loopy belief propagation,
using a simpler trial distribution. For details see Sen
et al. (2008).

Probabilistic SVM Normalisation: Unlike
minimum-cut, the Markov random field approaches
have inherent support for the “different class” out-
put of the citation classifier. This allows us to ap-
ply a more principled SVM normalisation technique.
Platt (1999) describes a technique for converting the
output of an SVM classifier to a calibrated posterior
probability. Platt finds that the posterior can be fit
using a parametric form of a sigmoid:

P (y = 1|d) =
1

1 + exp(Ad+B)

This is equivalent to assuming that the output of
the SVM is proportional to the log odds of a positive
example. Experimental analysis shows error rate is
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improved over a plain linear SVM and probabilities
are of comparable quality to those produced using a
regularized likelihood kernel method.

By applying this technique to the base classifiers,
we can produce new, simpler Ψ functions, φi(y) =
Pi and ψij(y, y) = Pij where Pi is the probabilis-
tic normalized output of the content-only classifier
and Pij is the probabilistic normalized output of the
citation classifier.

This approach addresses the problems with the
Thomas et al. method where the use of standard
deviations can produce skewed normalizations (see
Section 3.1). By using probabilities we also open
up the possibility of replacing the SVM classifiers
with any other model than can be made to produce
a probability. Note also that there are no parameters
to tune.

3.4 Iterative Classifier Approach
The dual-classifier approaches described above rep-
resent global attempts to solve the collective classifi-
cation problem. We can choose to narrow our focus
to the local level, in which we aim to produce the
best classification for a single instance with the as-
sumption that all other parts of the problem (i.e. the
correct labeling of the other instances) are solved.

The Iterative Classification Algorithm (Bilgic et
al., 2007), defined in Algorithm 1, is a simple tech-
nique for performing collective classification using
such a local classifier. After bootstrapping with a
content-only classifier, it repeatedly generates new
estimates for vi based on its current knowledge of
Ni. The algorithm terminates when the predictions
stabilize or a fixed number of iterations is com-
pleted. Each iteration is completed using a newly
generated ordering O, over the instances V .

We propose three feature models for the local
classifier.

Citation presence and Citation count: Given
that the majority of citations represent the “same
class” relationship (see Section 3.1), we can an-
ticipate that content-only classification performance
will be improved if we add features to represent the
presence of neighbours of each class.

We define the function c(i, l) =
∑

vj∈Ni∩V δvj ,l

giving the number of neighbors for node Vi with la-
bel l, where δ is the Kronecker delta. We incorporate
these citation count values, one for the supporting

Algorithm 1 Iterative Classification Algorithm

for each node Vi ∈ V do {bootstrapping}
compute ~ai using only local attributes of node
vi ← f(~ai)

end for
repeat {iterative classification}

randomly generate ordering O over nodes in V
for each node Vi ∈ O do
{compute new estimate of vi}
compute ~ai using current assignments to Ni
vi ← f(~ai)

end for
until labels have stabilized or maximum iterations
reached

class and one for the opposing class, obtaining a new
feature vector (u1

i , u
2
i , . . . , u

j
i , c(i, y), c(i, n)) where

u1
i , u

2
i , . . . , u

j
i are the elements of ~ui, the binary un-

igram feature vector used by the content-only clas-
sifier to represent instance i.

Alternatively, we can represent neighbor labels
using binary citation presence values where any
non-zero count becomes a 1 in the feature vector.

Context window: We can adopt a more nu-
anced model for citation information if we incor-
porate the citation context window features into the
feature vector. This is, in effect, a synthesis of
the content-only and citation feature models. Con-
text window features come from the product space
L × C, where C is the set of unigrams used in ci-
tation context windows and ~ci denotes the context
window features for instance i. The new feature vec-
tor becomes: (u1

i , u
2
i , . . . , u

j
i , c

1
i , c

2
i , . . . , c

k
i ). This

approach implements the intuition that speakers in-
dicate their voting intentions by the words they use
to refer to speakers whose vote is known. Because
neighbor relations are bi-directional the reverse is
also true: Speakers indicate other speakers’ voting
intentions by the words they use to refer to them.

As an example, consider the context window fea-
ture AGREE-FOR, indicating the presence of the
agree unigram in the citation window I agree with
the gentleman from Louisiana, where the label for
the gentleman from Louisiana instance is y. This
feature will be correctly correlated with the y label.
Similarly, if the unigram were disagree the feature
would be correlated with the n label.
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4 Experiments

In this section we compare the performance of our
dual-classifier and iterative-classifier approaches.
We also evaluate the performance of the three fea-
ture models for local classification.

All accuracies are given as the percentages of
instances correctly classified. Results are macro-
averaged using 10 × 10-fold cross validation, i.e.
10 runs of 10-fold cross validation using different
randomly assigned data splits.

Where quoted, statistical significance has been
calculated using a two-tailed paired t-test measured
over all 100 pairs with 10 degrees of freedom. See
Bouckaert (2003) for an experimental justification
for this approach.

Note that the results presented in this section
are not directly comparable with those reported by
Thomas et al. and Bansal et al. because their exper-
iments do not use cross-validation. See Section 4.3
for further discussion of experimental configuration.

4.1 Local Classification

We evaluate three models for local classification: ci-
tation presence features, citation count features and
context window features. In each case the SVM
classifier is given feature vectors with both content-
only and citation information, as described in Sec-
tion 3.4.

Table 1 shows that context window performs the
best with 89.66% accuracy, approximately 1.5%
ahead of citation count and 3.5% ahead of citation
presence. All three classifiers significantly improve
on the content-only classifier.

These relative scores seem reasonable. Knowing
the words used in citations of each class is better
than knowing the number of citations in each class,
and better still than only knowing which classes of
citations exist.

These results represent an upper-bound for the
performance of the iterative classifier, which re-
lies on iteration to produce the reliable information
about citations given here by oracle.

4.2 Collective Classification

Table 2 shows overall results for the three collective
classification algorithms. The iterative classifier was
run separately with citation count and context win-

Method Accuracy (%)
Majority 52.46
Content-only 75.29
Citation presence 85.01
Citation count 88.18
Context window 89.66

Table 1: Local classifier accuracy. All three local
classifiers are significant over the in-isolation classifier
(p < .001).

dow citation features, the two best performing local
classification methods, both with a threshold of 30
iterations.

Results are shown for connected instances, iso-
lated instances, and all instances. Collective clas-
sification techniques can only have an impact on
connected instances, so these figures are most im-
portant. The figures for all instances show the per-
formance of the classifiers in our real-world task,
where both connected and isolated instances need to
be classified and the end-user may not distinguish
between the two types.

Each of the four collective classifiers outperform
the minimum-cut benchmark over connected in-
stances, with the iterative classifier (context win-
dow) (79.05%) producing the smallest gain of less
than 1% and mean-field doing best with a nearly
6% gain (84.13%). All show a statistically signif-
icant improvement over the content-only classifier.
Mean-field shows a statistically significant improve-
ment over minimum-cut.

The dual-classifier approaches based on loopy
belief propagation and mean-field do better than
the iterative-classifier approaches by an average of
about 3%.

Iterative classification performs slightly better
with citation count features than with context win-
dow features, despite the fact that the context win-
dow model performs better in the local classifier
evaluation. We speculate that this may be due to ci-
tation count performing better when given incorrect
neighbor labels. This is an aspect of local classi-
fier performance we do not otherwise measure, so a
clear conclusion is not possible. Given the closeness
of the results it is also possible that natural statistical
variation is the cause of the difference.
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The performance of the minimum-cut method is
not reliably enhanced by either the SetTo or IncBy
heuristics. Only IncBy(.15) gives a very small im-
provement (0.14%) over plain minimum-cut. All
of the other combinations tried diminished perfor-
mance slightly.

4.3 A Note on Error Propagation and
Experimental Configuration

Early in our experimental work we noticed that per-
formance often varied greatly depending on the de-
bates that were allocated to training, tuning and test-
ing. This observation is supported by the per-fold
scores that are the basis for the macro-average per-
formance figures reported in Table 2, which tend
to have large standard deviations. The absolute
standard deviations over the 100 evaluations for the
minimum-cut and mean-field methods were 11.19%
and 8.94% respectively. These were significantly
larger than the standard deviation for the content-
only baseline, which was 7.34%. This leads us to
conclude that the performance of collective classifi-
cation methods is highly variable.

Bilgic and Getoor (2008) offer a possible expla-
nation for this. They note that the cost of incor-
rectly classifying a given instance can be magnified
in collective classification, because errors are prop-
agated throughout the network. The extent to which
this happens may depend on the random interaction
between base classification accuracy and network
structure. There is scope for further work to more
fully explain this phenomenon.

From these statistical and theoretical factors we
infer that more reliable conclusions can be drawn
from collective classification experiments that use
cross-validation instead of a single, fixed data split.

5 Related work

Somasundaran et al. (2009) use ICA to improve sen-
timent polarity classification of dialogue acts in a
corpus of multi-party meeting transcripts. Link fea-
tures are derived from annotations giving frame re-
lations and target relations. Respectively, these re-
late dialogue acts based on the sentiment expressed
and the object towards which the sentiment is ex-
pressed. Somasundaran et al. provides another ar-
gument for the usefulness of collective classification

(specifically ICA), in this case as applied at a dia-
logue act level and relying on a complex system of
annotations for link information.

Somasundaran and Wiebe (2009) propose an un-
supervised method for classifying the stance of each
contribution to an online debate concerning the mer-
its of competing products. Concessions to other
stances are modeled, but there are no overt citations
in the data that could be used to induce the network
structure required for collective classification.

Pang and Lee (2005) use metric labeling to per-
form multi-class collective classification of movie
reviews. Metric labeling is a multi-class equiva-
lent of the minimum-cut technique in which opti-
mization is done over a cost function incorporat-
ing content-only and citation scores. Links are con-
structed between test instances and a set of k near-
est neighbors drawn only from the training set. Re-
stricting the links in this way means the optimization
problem is simple. A similarity metric is used to find
nearest neighbors.

The Pang and Lee method is an instance of im-
plicit link construction, an approach which is be-
yond the scope of this paper but nevertheless an im-
portant area for future research. A similar technique
is used in a variation on the Thomas et al. experi-
ment where additional links between speeches are
inferred via a similarity metric (Burfoot, 2008). In
cases where both citation and similarity links are
present, the overall link score is taken as the sum of
the two scores. This seems counter-intuitive, given
that the two links are unlikely to be independent. In
the framework of this research, the approach would
be to train a link meta-classifier to take scores from
both link classifiers and output an overall link prob-
ability.

Within NLP, the use of LBP has not been re-
stricted to document classification. Examples of
other applications are dependency parsing (Smith
and Eisner, 2008) and alignment (Cromires and
Kurohashi, 2009). Conditional random fields
(CRFs) are an approach based on Markov random
fields that have been popular for segmenting and
labeling sequence data (Lafferty et al., 2001). We
rejected linear-chain CRFs as a candidate approach
for our evaluation on the grounds that the arbitrar-
ily connected graphs used in collective classification
can not be fully represented in graphical format, i.e.
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Connected Isolated All
Majority 52.46 46.29 50.51
Content only 75.31 78.90 76.28
Minimum-cut 78.31 78.90 78.40
Minimum-cut (SetTo(.6)) 78.22 78.90 78.32
Minimum-cut (SetTo(.8)) 78.01 78.90 78.14
Minimum-cut (SetTo(1)) 77.71 78.90 77.93
Minimum-cut (IncBy(.05)) 78.14 78.90 78.25
Minimum-cut (IncBy(.15)) 78.45 78.90 78.46
Minimum-cut (IncBy(.25)) 78.02 78.90 78.15
Iterative-classifier (citation count) 80.07? 78.90 79.69?
Iterative-classifier (context window) 79.05 78.90 78.93
Loopy Belief Propagation 83.37† 78.90 81.93†
Mean-Field 84.12† 78.90 82.45†

Table 2: Speaker classification accuracies (%) over connected, isolated and all instances. The marked results are
statistically significant over the content only benchmark (? p < .01, † p < .001). The mean-field results are statistically
significant over minimum-cut (p < .05).

linear-chain CRFs do not scale to the complexity of
graphs used in this research.

6 Conclusions and future work

By applying alternative models, we have demon-
strated the best recorded performance for collective
classification of ConVote using bag-of-words fea-
tures, beating the previous benchmark by nearly 6%.
Moreover, each of the three alternative approaches
trialed are theoretically superior to the minimum-cut
approach approach for three main reasons: (1) they
support multi-class classification; (2) they support
negative and positive citations; (3) they require no
parameter tuning.

The superior performance of the dual-classifier
approach with loopy belief propagation and mean-
field suggests that either algorithm could be consid-
ered as a first choice for collective document classi-
fication. Their advantage is increased by their abil-
ity to output classification confidences as probabili-
ties, while minimum-cut and the local formulations
only give absolute class assignments. We do not dis-
miss the iterative-classifier approach entirely. The
most compelling point in its favor is its ability to
unify content only and citation features in a single
classifier. Conceptually speaking, such an approach
should allow the two types of features to inter-relate
in more nuanced ways. A case in point comes from

our use of a fixed size context window to build a
citation classifier. Future approaches may be able
to do away with this arbitrary separation of features
by training a local classifier to consider all words in
terms of their impact on content-only classification
and their relations to neighbors.

Probabilistic SVM normalization offers a conve-
nient, principled way of incorporating the outputs of
an SVM classifier into a collective classifier. An op-
portunity for future work is to consider normaliza-
tion approaches for other classifiers. For example,
confidence-weighted linear classifiers (Dredze et al.,
2008) have been shown to give superior performance
to SVMs on a range of tasks and may therefore be a
better choice for collective document classification.

Of the three models trialled for local classifiers,
context window features did best when measured in
an oracle experiment, but citation count features did
better when used in a collective classifier. We con-
clude that context window features are a more nu-
anced and powerful approach that is also more likely
to suffer from data sparseness. Citation count fea-
tures would have been the less effective in a scenario
where the fact of the citation existing was less infor-
mative, for example, if a citation was 50% likely to
indicate agreement rather than 80% likely. There is
much scope for further research in this area.
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Abstract

Building on earlier work that integrates dif-
ferent factors in language modeling, we view
(i) backing off to a shorter history and (ii)
class-based generalization as two complemen-
tary mechanisms of using a larger equivalence
class for prediction when the default equiv-
alence class is too small for reliable estima-
tion. This view entails that the classes in a
language model should be learned from rare
events only and should be preferably applied
to rare events. We construct such a model
and show that both training on rare events and
preferable application to rare events improve
perplexity when compared to a simple direct
interpolation of class-based with standard lan-
guage models.

1 Introduction

Language models, probability distributions over
strings of words, are fundamental to many ap-
plications in natural language processing. The
main challenge in language modeling is to estimate
string probabilities accurately given that even very
large training corpora cannot overcome the inherent
sparseness of word sequence data. One way to im-
prove the accuracy of estimation isclass-based gen-
eralization. The idea is that even though a particular
word sequences may not have occurred in the train-
ing set (or too infrequently for accurate estimation),
the occurrence of sequences similar tos can help us
better estimatep(s).

Plausible though this line of reasoning is, the lan-
guage models most commonly used today do not
incorporate class-based generalization. This is par-
tially due to the additional cost of creating classes

and using classes as part of the model. But an
equally important reason is that most models that
integrate class-based information do so by way of a
simple interpolation and achieve only a modest im-
provement in performance.

In this paper, we propose a new type of class-
based language model. The key novelty is that we
recognize that certain probability estimates are hard
to improve based on classes. In particular, the best
probability estimate for frequent events is often the
maximum likelihood estimator and this estimator is
hard to improve by using other information sources
like classes or word similarity. We therefore design a
model that attempts to focus the effect of class-based
generalization on rare events.

Specifically, we propose to employ the same
strategy for this that history-length interpo-
lated (HI) models use. We define HI models
as models that interpolate the predictions of
different-length histories, e.g.,p(w3|w1w2) =
λ1(w1w2)p

′(w3|w1w2) + λ2(w1w2)p
′(w3|w2) +

(1 − λ1(w1w2) − λ2(w1w2))p
′(w3) wherep′ is a

simple estimate; in this section, we usep′ = pML ,
the maximum likelihood estimate, as an example.
Jelinek-Mercer (Jelinek and Mercer, 1980) and
modified Kneser-Ney (Kneser and Ney, 1995)
models are examples of HI models.

HI models address the challenge that frequent
events are best estimated by a method close to max-
imum likelihood by selecting appropriate values for
the interpolation weights. For example, ifw1w2w3

is frequent, thenλ1 will be close to 1, thus ensur-
ing thatp(w3|w1w2) ≈ pML (w3|w1w2) and that the
componentspML (w3|w2) and pML (w3), which are
unhelpful in this case, will only slightly change the
reliable estimatepML (w3|w1w2).
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The main contribution of this paper is to propose
the same mechanism for class language models. In
fact, we will use the interpolation weights of a KN
model to determine how much weight to give to each
component of the interpolation. The difference to a
KN model is merely that the lower-order distribution
is not the lower-order KN distribution (as in KN),
but instead an interpolation of the lower-order KN
distribution and a class-based distribution. We will
show that this method of integrating history interpo-
lation and classes significantly increases the perfor-
mance of a language model.

Focusing the effect of classes on rare events has
another important consequence: if this is the right
way of using classes, then they should not be formed
based onall events in the training set, but only based
on rare events. We show that doing this increases
performance.

Finally, we introduce a second discounting
method into the model that differs from KN. This
can be motivated by the fact that with two sources
of generalization (history-length and classes) more
probability mass should be allocated to these two
sources than to the single source used in KN. We
propose apolynomial discount and show a signifi-
cant improvement compared to using KN discount-
ing only.

This paper is structured as follows. Section 2
discusses related work. Section 3 reviews the KN
model and introduces two models, the Dupont-
Rosenfeld model (a “recursive” model) and a top-
level interpolated model, that integrate the KN
model (a history interpolation model) with a class
model. Section 4 details our experimental setup.
Results are presented in Section 5. Based on an
analysis of strengths and weaknesses of Dupont-
Rosenfeld and top-level interpolated models, we
present a new polynomial discounting mechanism
that does better than either in Section 6. Section 7
presents our conclusions.

2 Related work

A large number of different class-based models have
been proposed in the literature. The well-known
model by Brown et al. (1992) is a class sequence
model, in whichp(u|w) is computed as the prod-
uct of a class transition probability and an emission

probability, p(g(u)|g(w))p(u|g(u)), whereg(u) is
the class ofu. Other approaches condition the prob-
ability of a class on n-grams of lexical items (as op-
posed to classes) (Whittaker and Woodland, 2001;
Emami and Jelinek, 2005; Uszkoreit and Brants,
2008). In this work, we use the Brown type of
model: it is simpler and has fewer parameters. Mod-
els that condition classes on lexical n-grams could be
extended in a way similar to what we propose here.

Classes have been used with good results in a
number of applications, e.g., in speech recognition
(Yokoyama et al., 2003), sentiment analysis (Wie-
gand and Klakow, 2008), and question answering
(Momtazi and Klakow, 2009). Classes have also
been shown to improve the performance of exponen-
tial models (Chen, 2009).

Our use of classes of lexicaln-grams forn > 1
has several precedents in the literature (Suhm and
Waibel, 1994; Kuo and Reichl, 1999; Deligne and
Sagisaka, 2000; Justo and Torres, 2009). The nov-
elty of our approach is that we integrate phrase-level
classes into a KN model.

Hierarchical clustering (McMahon and Smith,
1996; Zitouni and Zhou, 2007; Zitouni and Zhou,
2008) has the advantage that the size of the class to
be used in a specific context is not fixed, but can be
chosen at an optimal level of the hierarchy. There is
no reason why our non-hierarchical flat model could
not be replaced with a hierarchical model and we
would expect this to improve results.

The key novelty of our clustering method is that
clusters are formed based on rare events in the train-
ing corpus. This type of clustering has been applied
to other problems before, in particular to unsuper-
vised part-of-speech tagging (Schütze, 1995; Clark,
2003; Reichart et al., 2010). However, the impor-
tance of rare events for clustering in language mod-
eling has not been investigated before.

Our work is most similar to the lattice-based lan-
guage models proposed by Dupont and Rosenfeld
(1997). Bilmes and Kirchhoff (2003) generalize
lattice-based language models further by allowing
arbitrary factors in addition to words and classes.
We use a special case of lattice-based language mod-
els in this paper. Our contributions are that we intro-
duce the novel idea of rare-event clustering into lan-
guage modeling and that we show that the modified
model performs better than a strong word-trigram
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symbol denotation
∑

[[w]]
∑

w (sum over all unigramsw)
c(wi

j) count ofwi
j

n1+(•wi
j) # of distinctw occurring beforewi

j

Table 1: Notation used for Kneser-Ney.

baseline.

3 Models

In this section, we introduce the three models that
we compare in our experiments: Kneser-Ney model,
Dupont-Rosenfeld model, and top-level interpola-
tion model.

3.1 Kneser-Ney model

Our baseline model is the modified Kneser-Ney
(KN) trigram model as proposed by Chen and Good-
man (1999). We give a comprehensive description
of our implementation of KN because the details
are important for the integration of the class model
given below. We use the notation in Table 1.

We estimatepKN on the training set as follows.

pKN(w3|w
2
1) =

c(w3
1)− d′′′(c(w3

1))
∑

[[w]] c(w2
1w)

+γ3(w
2
1)pKN(w3|w2)

γ3(w
2
1) =

∑

[[w]] d′′′(c(w2
1w))

∑

[[w]] c(w2
1w)

pKN(w3|w2) =
n1+(•w3

2)− d′′(n1+(•w3
2))

∑

[[w]] n1+(•w2w)

+γ2(w2)pKN(w3)

γ2(w2) =

∑

[[w]] d′′(n1+(•w2w))
∑

[[w]] n1+(•w2w)

pKN(w3) =

{

n1+(•w3)−d′(n1+(•w3))
∑

[[w]] n1+(•w)
if c(w3) > 0

γ1 if c(w3) = 0

γ1 =

∑

[[w]] d′(n1+(•w))
∑

[[w]] n1+(•w)

The parametersd′, d′′, andd′′′ are the discounts
for unigrams, bigrams and trigrams, respectively, as
defined by Chen and Goodman (1996, p. 20, (26)).
Note that our notation deviates from C&G in that
they use the single symbolD1 for the three different
valuesd′(1), d′′(1), andd′′′(1) etc.

3.2 Dupont-Rosenfeld model

History-interpolated models attempt to find a good
tradeoff between using a maximally informative his-
tory for accurate prediction of frequent events and
generalization for rare events by using lower-order
distributions; they employ this mechanism recur-
sively by progressively shortening the history.

The key idea of the improved model we will adopt
is that class generalization ought to play the same
role in history-interpolated models as the lower-
order distributions: they should improve estimates
for unseen and rare events. Following Dupont and
Rosenfeld (1997), we implement this idea by lin-
early interpolating the class-based distribution with
the lower order distribution, recursively at each
level. For a trigram model, this means that we in-
terpolatepKN(w3|w2) andpB(w3|w1w2) on the first
backoff level andpKN(w3) and pB(w3|w2) on the
second backoff level, wherepB is the (Brown) class
model (see Section 4 for details onpB). We call this
modelpDR for Dupont-Rosenfeld model and define
it as follows:

pDR(w3|w
2
1) =

c(w3
1)− d′′′(c(w3

1))
∑

[[w]] c(w2
1w)

+ γ3(w
2
1)[β1(w

2
1)pB(w3|w

2
1)

+(1− β1(w
2
1))pDR(w3|w2)]

pDR(w3|w2) =
n1+(•w3

2)− d′′(n1+(•w3
2))

∑

[[w]] n1+(•w2w)

+ γ2(w2)[β2(w2)pB(w3|w2)

+(1− β2(w2))pDR(w3)]

whereβi(v) is equal to a parameterαi if the history
(w2

1 or w2) is part of a cluster and 0 otherwise:

βi(v) =

{

αi if v ∈ B2−(i−1)

0 otherwise

B1 (resp.B2) is the set of unigram (resp. bigram) his-
tories that is covered by the clusters. We cluster bi-
gram histories and unigram histories separately and
writepB(w3|w1w2) for the bigram cluster model and
pB(w3|w2) for the unigram cluster model. Cluster-
ing and the estimation of these two distributions are
described in Section 4.

1518



The unigram distribution of the Dupont-
Rosenfeld model is set to the unigram distribution
of the KN model:pDR(w) = pKN(w).

The model (or family of models) defined by
Dupont and Rosenfeld (1997) is more general than
our versionpDR. Most importantly, it allows a truly
parallel backoff whereas in our model the recursive
backoff distributionpDR is interpolated with a class
distributionpB that is not backed off. We prefer this
version because it makes it easier to understand the
contribution that unique-event vs. all-event classes
make to improved language modeling; the parame-
tersβ are a good indicator of this effect.

An alternative way of setting up the Dupont-
Rosenfeld model would be to interpolate
pKN(w3|w1w2) and pB(w3|w1w2) etc – but this is
undesirable. The strength of history interpolation is
that estimates for frequent events are close to ML,
e.g., pKN(share|cents a) ≈ pML (share|cents a) for
our corpus. An ML estimate is accurate for large
counts and we should not interpolate it directly
with pB(w3|w1w2). For pDR, the discountd′′′ that
is subtracted fromc(w1w2w3) is small relative to
c(w1w2w3) and thereforepDR ≈ pML in this case
(exactly as inpKN).

3.3 Top-level interpolation

Class-based models are often combined with other
models by interpolation, starting with the work by
Brown et al. (1992). Since we cluster both unigrams
and bigrams, we interpolate three models:

pTOP(w3|w1w2)

= µ1(w1w2)pB(w3|w1w2) + µ2(w2)pB(w3|w2)

+ (1− µ1(w1w2)− µ2(w2))pKN(w3|w1w2)

whereµ1(w1w2) = λ1 if w1w2 ∈ B2 and 0 other-
wise,µ2(w2) = λ2 if w2 ∈ B1 and 0 otherwise and
λ1 andλ2 are parameters. We call this thetop-level
model pTOP because it interpolates the three models
at the top level. Most previous work on class-based
model has employed some form of top-level inter-
polation.

4 Experimental Setup

We run experiments on a Wall Street Journal (WSJ)
corpus of 50M words, split 8:1:1 into training, val-
idation and test sets. The training set contains

256,873 unique unigrams and 4,494,222 unique bi-
grams. Unknown words in validation and test sets
are mapped to a special unknown wordu.

We use the SRILM toolkit (Stolcke, 2002) for
clustering. An important parameter of the class-
based model is size|Bi| of the base set, i.e., the total
number ofn-grams (or ratheri-grams) to be clus-
tered. As part of the experiments we vary|Bi| sys-
tematically to investigate the effect of base set size.
We cluster unigrams (i = 1) and bigrams (i = 2).
For all experiments,|B1| = |B2| (except in cases
where|B2| exceeds the number of unigrams, see be-
low). SRILM does not directly support bigram clus-
tering. We therefore represent a bigram as a hyphen-
ated word in bigram clustering; e.g.,Pan Am is rep-
resented asPan-Am.

The input to the clustering is the vocabularyBi

and the cluster training corpus. For a particular base
set sizeb, the unigram input vocabularyB1 is set to
theb most frequent unigrams in the training set and
the bigram input vocabularyB2 is set to theb most
frequent bigrams in the training set.

In this section, we call the WSJ training corpus
the raw corpus and the cluster training corpus the
cluster corpus to be able to distinguish them. We
run four different clusterings for each base set size
(except for the large sets, see below). The cluster
corpora are constructed as follows.

• All-event unigram clustering. The cluster
corpus is simply the raw corpus.

• All-event bigram clustering. The cluster cor-
pus is constructed as follows. A sentence of the
raw corpus that containss words is included
twice, once as a sequence of the⌊s/2⌋ bigrams
“w1−w2 w3−w4 w5−w6 . . . ” and once as a
sequence of the⌊(s − 1)/2⌋ bigrams “w2−w3

w4−w5 w6−w7 . . . ”.

• Unique-event unigram clustering. The clus-
ter corpus is the set of all sequences of two un-
igrams∈ B1 that occur in the raw corpus, one
sequence per line. Each sequence occurs only
once in this cluster corpus.

• Unique-event bigram clustering. The cluster
corpus is the set of all sequences of two bi-
grams∈ B2 that occur in the training corpus,
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one sequence per line. Each sequence occurs
only once in this cluster corpus.

As mentioned above, we need both unigram and
bigram clusters because we want to incorporate
class-based generalization for histories of lengths 1
and 2. As we will show below this significantly in-
creases performance. Since the focus of this paper is
not on clustering algorithms, reformatting the train-
ing corpus as described above (as a sequence of hy-
phenated bigrams) is a simple way of using SRILM
for bigram clustering.

The unique-event clusterings are motivated by the
fact that in the Dupont-Rosenfeld model, frequent
events are handled by discounted ML estimates.
Classes are only needed in cases where an event was
not seen or was not frequent enough in the train-
ing set. Consequently, we should form clusters not
based on all events in the training corpus, but only
on events that are rare – because this is the type of
event that classes will then be applied to in predic-
tion.

The two unique-event corpora can be thought
of as reweighted collections in which each unique
event receives the same weight. In practice this
means that clustering is mostly influenced by rare
events since, on the level of types, most events are
rare. As we will see below, rare-event clusterings
perform better than all-event clusterings. This is
not surprising as the class-based component of the
model can only benefit rare events and it is there-
fore reasonable to estimate this component based on
a corpus dominated by rare events.

We started experimenting with reweighted cor-
pora because class sizes become very lopsided in
regular SRILM clustering as the size of the base set
increases. The reason is that the objective function
maximizes mutual information. Highly differenti-
ated classes for frequent words contribute substan-
tially to this objective function whereas putting all
rare words in a few large clusters does not hurt the
objective much. However, our focus is on using
clustering for improving prediction for rare events;
this means that the objective function is counter-
productive when contexts are frequency-weighted as
they occur in the corpus. After overweighting rare
contexts, the objective function is more in sync with
what we use clusters for in our model.

pML maximum likelihood
pB Brown cluster model
pE cluster emission probability
pT cluster transition probability
pKN KN model
pDR Dupont-Rosenfeld model
pTOP top-level interpolation
pPOLKN KN and polynomial discounting
pPOL0 polynomial discounting only

Table 2: Key to probability distributions

It is important to note that the same intu-
ition underlies unique-event clustering that
also motivates using the “unique-event” dis-
tributions n1+(•w3

2)/(
∑

n1+(•w2w)) and
n1+(•w3)/(

∑

n1+(•w)) for the backoff distri-
butions in KN. Viewed this way, the basic KN
model also uses a unique-event corpus (although a
different one) for estimating backoff probabilities.

In all cases, we set the number of clusters to
k = 512. Our main goal in this paper is to compare
different ways of setting up history-length/class in-
terpolated models and we do not attempt to optimize
k. We settled on a fixed number ofk = 512 because
Brown et al. (1992) used a total of 1000 classes. 512
unigram classes and 512 bigram classes roughly cor-
respond to this number. We prefer powers of 2 to
facilitate efficient storage of cluster ids (one such
cluster id must be stored for each unigram and each
bigram) and therefore choosek = 512. Clustering
was performed on an Opteron 8214 processor and
took from several minutes for the smallest base sets
to more than a week for the largest set of 400,000
items.

To estimate n-gram emission probabilitiespE, we
first introduce an additional cluster for all unigrams
that are not in the base set; emission probabilities
are then estimated by maximum likelihood. Cluster
transition probabilitiespT are computed using add-
one smoothing. BothpE and pT are estimated on
the raw corpus. The two class distributions are then
defined as follows:

pB(w3|w1w2) = pT(g(w3)|g(w1w2))pE(w3|g(w3))

pB(w3|w2) = pT(g(w3)|g(w2))pE(w3|g(w3))

whereg(v) is the class of the uni- or bigramv.
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pDR

all events unique events
|Bi| α1 α2 perp. α1 α2 perp.

1a1×104 .20 .40 87.42 .2 .4 87.41
2a2×104 .20 .50 86.97 .2 .5 86.88
3a3×104 .10 .40 87.14 .2 .5 86.57
4a4×104 .10 .40 87.22 .3 .5 86.31
5a5×104 .05 .30 87.54 .3 .6 86.10
6a6×104 .01 .30 87.71 .3 .6 85.96

pTOP

all events unique events
|Bi| λ1 λ2 perp. λ1 λ2 perp.

1b 1×104 .020 .03 87.65 .02 .02 87.71
2b 2×104 .030 .04 87.43 .03 .03 87.47
3b 3×104 .020 .03 87.52 .03 .03 87.34
4b 4×104 .010 .04 87.58 .03 .04 87.24
5b 5×104 .003 .03 87.74 .03 .04 87.15
6b 6×104 .000 .02 87.82 .03 .04 87.09

Perplexity of KN model: 88.03

Table 3: Optimal parameters for Dupont-Rosenfeld (left) and top-level (right) models on the validation set and per-
plexity on the validation set. The two tables compare performance when using a class model trained on all events vs a
class model trained on unique events.|B1| = |B2| is the number of unigrams and bigrams in the clusters; e.g., lines 1a
and 1b are for models that cluster 10,000 unigrams and 10,000bigrams.

Table 2 is a key to the probability distributions we
use.

5 Results

Table 3 shows the performance ofpDR andpTOP for a
range of base set sizes|Bi| and for classes trained on
all events and on unique events. Parametersαi and
λi are optimized on the validation set. Perplexity is
reported for the validation set. All following tables
also optimize on the validation set and report results
on the validation set. The last table, Table 7, also
reports perplexity for the test set.

Table 3 confirms previous findings that classes
improve language model performance. All models
have a perplexity that is lower than KN (88.03).

When comparing all-event and unique-event clus-
terings, a clear tendency is apparent. In all-event
clustering, the best performance is reached for
|Bi| = 20000: perplexity is 86.97 with this base
set size forpDR (line 2a) and 87.43 forpTOP (line
2b). In unique-event clustering, performance keeps
improving with larger and larger base sets; the best
perplexities are obtained for|Bi| = 60000: 85.96
for pDR and 87.09 forpTOP (lines 6a, 6b).

The parameter values also reflect this difference
between all-event and unique-event clustering. For
unique-event results ofpDR, we haveα1 ≥ .2 and
α2 ≥ .4 (1a–6a). This indicates that classes and his-
tory interpolation are both valuable when the model
is backing off. But for all-event clustering, the val-
ues ofαi decrease: from a peak of .20 and .50 (2a)

to .01 and .30 (6a), indicating that with larger base
sets, less and less value can be derived from classes.
This again is evidence that rare-event clustering is
the correct approach: only clusters derived in rare-
event clustering receive high weightsαi in the inter-
polation.

This effect can also be observed forpTOP: the
value of λ1 (the weight of bigrams) is higher for
unique-event clustering than for all-event clustering
(with the exception of lines 1b&2b). The quality of
bigram clusters seems to be low in all-event cluster-
ing when the base set becomes too large.

Perplexity is generally lower for unique-event
clustering than for all-event clustering: this is the
case for all values of|Bi| for pDR (1a–6a); and for
|Bi| > 20000 for pTOP (3b–6b).

Table 4 compares the two models in two different
conditions: (i) b-: using unigram clusters only and
(ii) b+: using unigram clusters and bigram clusters.
For all events, there is no difference in performance.
However, for unique events, the model that includes
bigrams (b+) does better than the model without bi-
grams (b-). The effect is larger forpDR than for
pTOP because (for unique events) a larger weight for
the unigram model (λ2 = .05 instead ofλ2 = .04)
apparently partially compensates for the missing bi-
gram clusters.

Table 3 shows that rare-event models do better
than all-event models. Given that training large class
models with SRILM on all events would take sev-
eral weeks or even months, we restrict our direct
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pDR pTOP

all unique all unique
α1 α2 perp. α1 α2 perp. λ1 λ2 perp. λ1 λ2 perp.

b- .3 87.71 .5 86.62 .02 87.82 .05 87.26
b+ .01 .3 87.71 .3 .6 85.96 0 .02 87.82 .03 .04 87.09

Table 4: Using both unigram and bigram clusters is better than using unigrams only. Results for|Bi| = 60,000.

pDR pTOP

|Bi| α1 α2 perp. λ1 λ2 perp.
1 6×104 0.3 0.6 85.96 0.03 0.04 87.09
2 1×105 0.3 0.6 85.59 0.04 0.04 86.93
3 2×105 0.3 0.6 85.20 0.05 0.04 86.77
4 4×105 0.3 0.7 85.14 0.05 0.04 86.74

Table 5: Dupont-Rosenfeld and top-level models for
|Bi| ∈ {60000, 100000, 200000, 400000}. Clustering
trained on unique-event corpora.

comparison of all-event and rare-event models to
|Bi| ≤ 60, 000 in Tables 3-4 and report only rare-
event numbers for|Bi| > 60, 000 in what follows.

As we can see in Table 5, the trends observed in
Table 3 continue as|Bi| is increased further. For
both models, perplexity steadily decreases as|Bi| is
increased from 60,000 to 400,000. (Note that for
|Bi| = 400000, the actual size ofB1 is 256,873
since there are only that many words in the training
corpus.) The improvements in perplexity become
smaller for larger base set sizes, but it is reassuring
to see that the general trend continues for large base
set sizes. Our explanation is that the class compo-
nent is focused on rare events and the items that are
being added to the clustering for large base sets are
all rare events.

The perplexity forpDR is clearly lower than that
of pTOP, indicating the superiority of the Dupont-
Rosenfeld model.1

1Dupont and Rosenfeld (1997) found a relatively large im-
provement of the “global” linear interpolation model –ptop in
our terminology – compared to the baseline whereasptop per-
forms less well in our experiments. One possible explanation is
that our KN baseline is stronger than the word trigram baseline
they used.

6 Polynomial discounting

Further comparative analysis ofpDR and pTOP re-
vealed thatpDR is not uniformly better thanpTOP.
We found thatpTOP does poorly on frequent events.
For example, for the historyw1w2 = cents a, the
continuationw3 = share dominates.pDR deals well
with this situation becausepDR(w3|w1w2) is the dis-
counted ML estimate, with a discount that is small
relative to the 10,768 occurrences ofcents a share
in the training set. In thepTOP model on the last line
in Table 5, the discounted ML estimate is multiplied
by 1− .05− .04 = .91, which results in a much less
accurate estimate ofpTOP(share|cents a).

In contrast,pTOP does well for productive histo-
ries, for which it is likely that a continuation unseen
in the training set will occur. An example is the his-
tory in the – almost any adjective or noun can follow.
There are 6251 different words that (i) occur afterin
the in the validation set, (ii) did not occur afterin
the in the training set, and (iii) occurred at least 10
times in the training set. Because their training set
unigram frequency is at least 10, they have a good
chance of being assigned to a class that captures
their distributional behavior well andpB(w3|w1w2)
is then likely to be a good estimate. For a history
with these properties, it is advantageous to further
discount the discounted ML estimates by multiply-
ing them with .91. pTOP then gives the remaining
probability mass of .09 to wordsw3 whose proba-
bility would otherwise be underestimated.

What we have just described is already partially
addressed by the KN model –γ(v) will be rela-
tively large for a productive history likev = in
the. However, it looks like the KN discounts are
not large enough for productive histories, at least not
in a combined history-length/class model. Appar-
ently, when incorporating the strengths of a class-
based model into KN, the default discounting mech-
anism does not reallocate enough probability mass
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from high-frequency to low-frequency events. We
conclude from this analysis that we need to increase
the discount valuesd for large counts.

We could add a constant tod, but one of the ba-
sic premises of the KN model, derived from the as-
sumption that n-gram marginals should be equal to
relative frequencies, is that the discount is larger for
more frequent n-grams although in many implemen-
tations of KN only the casesc(w3

1) = 1, c(w3
1) = 2,

andc(w3
1) ≥ 3 are distinguished.

This suggests that the ideal discountd(x) in an in-
tegrated history-length/class language model should
grow monotonically withc(v). The simplest way of
implementing this heuristically is a polynomial of
form ρxr whereρ andr are parameters.r controls
the rate of growth of the discount as a function ofx;
ρ is a factor that can be scaled for optimal perfor-
mance.

The incorporation of the additional polynomial
discount into KN is straightforward. We use a dis-
count functione(x) that is the sum ofd(x) and the
polynomial:

e(x) = d(x) +

{

ρxr for x ≥ 4
0 otherwise

where(e, d) ∈ {(e′, d′), (e′′, d′′), (e′′′, d′′′)}. This
model is identical topDR except thatd is replaced
with e. We call this modelpPOLKN. pPOLKN directly
implements the insight that, when using class-based
generalization, discounts for countsx ≥ 4 should be
larger than they are in KN.

We also experiment with a second version of the
model:

e(x) = ρxr

This second model, calledpPOL0, is simpler and does
not use KN discounts. It allows us to determine
whether a polynomial discount by itself (without us-
ing KN discounts in addition) is sufficient.

Results for the two models are shown in Table 6
and compared with the two best models from Ta-
ble 5, for |Bi| = 400,000, classes trained on unique
events.pPOLKN andpPOL0 achieve a small improve-
ment in perplexity when compared topDR (line 3&4
vs 2). This shows that using discounts that are larger
than KN discounts for large counts is potentially ad-
vantageous.

α1/λ1 α2/λ2 ρ r perp.
1 pTOP .05 .04 86.74
2 pDR .30 .70 85.14
3 pPOLKN .30 .70 .05 .89 85.01
4 pPOL0 .30 .70 .80 .41 84.98

Table 6: Results for polynomial discounting compared
to pDR andpTOP. |Bi| = 400,000, clusters trained on
unique events.

perplexity
tb:l model |Bi| val test

1 3 pKN 88.03 88.28
2 3:6apDR 6×104 ae b+ 87.71 87.97
3 3:6apDR 6×104 ue b+ 85.96 86.22
4 3:6bpTOP 6×104 ae b+ 87.82 88.08
5 3:6bpTOP 6×104 ue b+ 87.09 87.35
6 4 pDR 6×104 ae b- 87.71 87.97
7 4 pDR 6×104 ue b- 86.62 86.88
8 4 pTOP 6×104 ae b- 87.82 88.08
9 4 pTOP 6×104 ue b- 87.26 87.51

10 5:4 pDR 2×105 ue b+ 85.14 85.39
11 5:4 pTOP 2×105 ue b+ 86.74 86.98
12 6:3 pPOLKN 4×105 ue b+ 85.01 85.26
13 6:4 pPOL0 4×105 ue b+ 84.98 85.22

Table 7: Performance of key models on validation and
test sets. tb:l = Table and line the validation result is taken
from. ae/ue = all-event/unique-event. b- = unigrams only.
b+ = bigrams and unigrams.

The linear interpolationαp+(1−α)q of two dis-
tributions p and q is a form of linear discounting:
p is discounted by1 − α and q by α. See (Katz,
1987; Jelinek, 1990; Ney et al., 1994). It can thus
be viewed as polynomial discounting forr = 1.
Absolute discounting could be viewed as a form of
polynomial discounting forr = 0. We know of no
other work that has explored exponents between 0
and 1 and shown that for this type of exponent, one
obtains competitive discounts that could be argued
to be simpler than more complex discounts like KN
discounts.

6.1 Test set performance

We report the test set performance of the key mod-
els we have developed in this paper in Table 7. The
experiments were run with the optimal parameters
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on the validation set as reported in the table refer-
enced in column “tb:l”; e.g., on line 2 of Table 7,
(α1, α2) = (.01, .3) as reported on line 6a of Ta-
ble 3.

There is an almost constant difference between
validation and test set perplexities, ranging from +.2
to +.3, indicating that test set results are consistent
with validation set results. To test significance, we
assigned the 2.8M positions in the test set to 48 dif-
ferent bins according to the majority part-of-speech
tag of the word in the training set.2 We can then
compute perplexity for each bin, compare perplexi-
ties for different experiments and use the sign test for
determining significance. We indicate results that
were significant atp < .05 (n = 48, k ≥ 32 suc-
cesses) using a star, e.g.,3<∗ 2 means that test set
perplexity on line 3 is significantly lower than test
set perplexity on line 2.

The main findings on the validation set also hold
for the test set: (i) Trained on unique events and with
a sufficiently large|Bi|, bothpDR andpTOP are bet-
ter than KN:10<∗1, 11<∗1. (ii) Training on unique
events is better than training on all events:3<∗ 2,
5<∗4, 7<∗6, 9<∗8. (iii) For unique events, using
bigram and unigram classes gives better results than
using unigram classes only:3<∗7. Not significant:
5 < 9. (iv) The Dupont-Rosenfeld modelpDR is bet-
ter than the top-level modelpTOP: 10<∗11. (v) The
model POL0 (polynomial discounting) is the best
model overall: Not significant:13 < 12. (vi) Poly-
nomial discounting is significantly better than KN
discounting for the Dupont-Rosenfeld modelpDR al-
though the absolute difference in perplexity is small:
13<∗10.

Overall, pDR andpPOL0 achieve considerable re-
ductions in test set perplexity from 88.28 to 85.39
and 85.22, respectively. The main result of the ex-
periments is that Dupont-Rosenfeld models (which
focus on rare events) are better than the standardly
used top-level models; and that training classes on
unique events is better than training classes on all
events.

2Words with a rare majority tag (e.g., FW ‘foreign word’)
and unknown words were assigned to a special class OTHER.

7 Conclusion

Our hypothesis was that classes are a generalization
mechanism for rare events that serves the same func-
tion as history-length interpolation and that classes
should therefore be (i) primarily trained on rare
events and (ii) receive high weight only if it is likely
that a rare event will follow and be weighted in a
way analogous to the weighting of lower-order dis-
tributions in history-length interpolation.

We found clear statistically significant evidence
for both (i) and (ii). (i) Classes trained on unique-
event corpora perform better than classes trained on
all-event corpora. (ii) ThepDR model (which ad-
justs the interpolation weight given to classes based
on the prevalence of nonfrequent events following)
is better than top-level modelpTOP (which uses a
fixed weight for classes). Most previous work on
class-based models has employed top-level interpo-
lation. Our results strongly suggest that the Dupont-
Rosenfeld model is a superior model.

A comparison of Dupont-Rosenfeld and top-level
results suggested that the KN discount mechanism
does not discount high-frequency events enough.
We empirically determined that better discounts are
obtained by letting the discount grow as a func-
tion of the count of the discounted event and im-
plemented this as polynomial discounting, an ar-
guably simpler way of discounting than Kneser-Ney
discounting. The improvement of polynomial dis-
counts vs. KN discounts was small, but statistically
significant.

In future work, we would like to find a theoreti-
cal justification for the surprising fact that polyno-
mial discounting does at least as well as Kneser-Ney
discounting. We also would like to look at other
backoff mechanisms (in addition to history length
and classes) and incorporate them into the model,
e.g., similarity and topic. Finally, training classes on
unique events is an extreme way of highly weight-
ing rare events. We would like to explore training
regimes that lie between unique-event clustering and
all-event clustering and upweight rare events less.
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Abstract

Topic models have been successfully applied
to many document analysis tasks to discover
topics embedded in text. However, existing
topic models generally cannot capture the la-
tent topical structures in documents. Since
languages are intrinsically cohesive and coher-
ent, modeling and discovering latent topical
transition structures within documents would
be beneficial for many text analysis tasks.

In this work, we propose a new topic model,
Structural Topic Model, which simultaneously
discovers topics and reveals the latent topi-
cal structures in text through explicitly model-
ing topical transitions with a latent first-order
Markov chain. Experiment results show that
the proposed Structural Topic Model can ef-
fectively discover topical structures in text,
and the identified structures significantly im-
prove the performance of tasks such as sen-
tence annotation and sentence ordering.

1 Introduction

A great amount of effort has recently been made in
applying statistical topic models (Hofmann, 1999;
Blei et al., 2003) to explore word co-occurrence pat-
terns, i.e. topics, embedded in documents. Topic
models have become important building blocks of
many interesting applications (see e.g., (Blei and
Jordan, 2003; Blei and Lafferty, 2007; Mei et al.,
2007; Lu and Zhai, 2008)).

In general, topic models can discover word clus-
tering patterns in documents and project each doc-
ument to a latent topic space formed by such word
clusters. However, the topical structure in a docu-
ment, i.e., the internal dependency between the top-

ics, is generally not captured due to the exchange-
ability assumption (Blei et al., 2003), i.e., the doc-
ument generation probabilities are invariant to con-
tent permutation. In reality, natural language text
rarely consists of isolated, unrelated sentences, but
rather collocated, structured and coherent groups of
sentences (Hovy, 1993). Ignoring such latent topi-
cal structures inside the documents means wasting
valuable clues about topics and thus would lead to
non-optimal topic modeling.

Taking apartment rental advertisements as an ex-
ample, when people write advertisements for their
apartments, it’s natural to first introduce “size” and
“address” of the apartment, and then “rent” and
“contact”. Few people would talk about “restric-
tion” first. If this kind of topical structures are cap-
tured by a topic model, it would not only improve
the topic mining results, but, more importantly, also
help many other document analysis tasks, such as
sentence annotation and sentence ordering.

Nevertheless, very few existing topic models at-
tempted to model such structural dependency among
topics. The Aspect HMM model introduced in
(Blei and Moreno, 2001) combines pLSA (Hof-
mann, 1999) with HMM (Rabiner, 1989) to perform
document segmentation over text streams. However,
Aspect HMM separately estimates the topics in the
training set and depends on heuristics to infer the
transitional relations between topics. The Hidden
Topic Markov Model (HTMM) proposed by (Gru-
ber et al., 2007) extends the traditional topic models
by assuming words in each sentence share the same
topic assignment, and topics transit between adja-
cent sentences. However, the transitional structures
among topics, i.e., how likely one topic would fol-
low another topic, are not captured in this model.
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In this paper, we propose a new topic model,
named Structural Topic Model (strTM) to model and
analyze both latent topics and topical structures in
text documents. To do so, strTM assumes: 1) words
in a document are either drawn from a content topic
or a functional (i.e., background) topic; 2) words in
the same sentence share the same content topic; and
3) content topics in the adjacent sentences follow a
topic transition that satisfies the first order Markov
property. The first assumption distinguishes the se-
mantics of the occurrence of each word in the doc-
ument, the second requirement confines the unreal-
istic “bag-of-word” assumption into a tighter unit,
and the third assumption exploits the connection be-
tween adjacent sentences.

To evaluate the usefulness of the identified top-
ical structures by strTM, we applied strTM to the
tasks of sentence annotation and sentence ordering,
where correctly modeling the document structure
is crucial. On the corpus of 8,031 apartment ad-
vertisements from craiglist (Grenager et al., 2005)
and 1,991 movie reviews from IMDB (Zhuang et
al., 2006), strTM achieved encouraging improve-
ment in both tasks compared with the baseline meth-
ods that don’t explicitly model the topical structure.
The results confirm the necessity of modeling the
latent topical structures inside documents, and also
demonstrate the advantages of the proposed strTM
over existing topic models.

2 Related Work

Topic models have been successfully applied to
many problems, e.g., sentiment analysis (Mei et
al., 2007), document summarization (Lu and Zhai,
2008) and image annotation (Blei and Jordan, 2003).
However, in most existing work, the dependency
among the topics is loosely governed by the prior
topic distribution, e.g., Dirichlet distribution.

Some work has attempted to capture the interre-
lationship among the latent topics. Correlated Topic
Model (Blei and Lafferty, 2007) replaces Dirichlet
prior with logistic Normal prior for topic distribu-
tion in each document in order to capture the cor-
relation between the topics. HMM-LDA (Griffiths
et al., 2005) distinguishes the short-range syntactic
dependencies from long-range semantic dependen-
cies among the words in each document. But in

HMM-LDA, only the latent variables for the syn-
tactic classes are treated as a locally dependent se-
quence, while latent topics are treated the same as in
other topic models. Chen et al. introduced the gen-
eralized Mallows model to constrain the latent topic
assignments (Chen et al., 2009). In their model,
they assume there exists a canonical order among
the topics in the collection of related documents and
the same topics are forced not to appear in discon-
nected portions of the topic sequence in one docu-
ment (sampling without replacement). Our method
relaxes this assumption by only postulating transi-
tional dependency between topics in the adjacent
sentences (sampling with replacement) and thus po-
tentially allows a topic to appear multiple times in
disconnected segments. As discussed in the pre-
vious section, HTMM (Gruber et al., 2007) is the
most similar model to ours. HTMM models the
document structure by assuming words in the same
sentence share the same topic assignment and suc-
cessive sentences are more likely to share the same
topic. However, HTMM only loosely models the
transition between topics as a binary relation: the
same as the previous sentence’s assignment or draw
a new one with a certain probability. This simpli-
fied coarse modeling of dependency could not fully
capture the complex structure across different docu-
ments. In contrast, our strTM model explicitly cap-
tures the regular topic transitions by postulating the
first order Markov property over the topics.

Another line of related work is discourse analysis
in natural language processing: discourse segmen-
tation (Sun et al., 2007; Galley et al., 2003) splits a
document into a linear sequence of multi-paragraph
passages, where lexical cohesion is used to link to-
gether the textual units; discourse parsing (Soricut
and Marcu, 2003; Marcu, 1998) tries to uncover a
more sophisticated hierarchical coherence structure
from text to represent the entire discourse. One work
in this line that shares a similar goal as ours is the
content models (Barzilay and Lee, 2004), where an
HMM is defined over text spans to perform infor-
mation ordering and extractive summarization. A
deficiency of the content models is that the identi-
fication of clusters of text spans is done separately
from transition modeling. Our strTM addresses this
deficiency by defining a generative process to simul-
taneously capture the topics and the transitional re-
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lationship among topics: allowing topic modeling
and transition modeling to reinforce each other in a
principled framework.

3 Structural Topic Model

In this section, we formally define the Structural
Topic Model (strTM) and discuss how it captures the
latent topics and topical structures within the docu-
ments simultaneously. From the theory of linguistic
analysis (Kamp, 1981), we know that document ex-
hibits internal structures, where structural segments
encapsulate semantic units that are closely related.
In strTM, we treat a sentence as the basic structure
unit, and assume all the words in a sentence share the
same topical aspect. Besides, two adjacent segments
are assumed to be highly related (capturing cohesion
in text); specifically, in strTM we pose a strong tran-
sitional dependency assumption among the topics:
the choice of topic for each sentence directly de-
pends on the previous sentence’s topic assignment,
i.e., first order Markov property. Moveover, tak-
ing the insights from HMM-LDA that not all the
words are content conveying (some of them may
just be a result of syntactic requirement), we intro-
duce a dummy functional topic zB for every sen-
tence in the document. We use this functional topic
to capture the document-independent word distribu-
tion, i.e., corpus background (Zhai et al., 2004). As
a result, in strTM, every sentence is treated as a mix-
ture of content and functional topics.

Formally, we assume a corpus consists of D doc-
uments with a vocabulary of size V, and there are
k content topics embedded in the corpus. In a given
document d, there are m sentences and each sentence
i has Ni words. We assume the topic transition prob-
ability p(z|z′) is drawn from a Multinomial distribu-
tion Mul(αz′), and the word emission probability un-
der each topic p(w|z) is drawn from a Multinomial
distribution Mul(βz).

To get a unified description of the generation
process, we add another dummy topic T-START in
strTM, which is the initial topic with position “-1”
for every document but does not emit any words.
In addition, since our functional topic is assumed to
occur in all the sentences, we don’t need to model
its transition with other content topics. We use a
Binomial variable π to control the proportion be-

tween content and functional topics in each sen-
tence. Therefore, there are k+1 topic transitions, one
for T-START and others for k content topics; and k
emission probabilities for the content topics, with an
additional one for the functional topic zB (in total
k+1 emission probability distributions).

Conditioned on the model parameters Θ =
(α, β, π), the generative process of a document in
strTM can be described as follows:

1. For each sentence si in document d:

(a) Draw topic zi from Multinomial distribu-
tion conditioned on the previous sentence
si−1’s topic assignment zi−1:
zi ∼ Mul(αzi−1)

(b) Draw each word wij in sentence si from
the mixture of content topic zi and func-
tional topic zB:
wij ∼ πp(wij |β, zi)+(1−π)p(wij |β, zB)

The joint probability of sentences and topics in
one document defined by strTM is thus given by:

p(S0, S1, . . . , Sm, z|α, β, π) =
m∏

i=1

p(zi|α, zi−1)p(Si|zi)

(1)
where the topic to sentence emission probability is
defined as:

p(Si|zi) =

Ni∏
j=0

[
πp(wij |β, zi) + (1− π)p(wij |β, zB)

]
(2)

This process is graphically illustrated in Figure 1.
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Figure 1: Graphical Representation of strTM.

From the definition of strTM, we can see that the
document structure is characterized by a document-
specific topic chain, and forcing the words in one
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sentence to share the same content topic ensures se-
mantic cohesion of the mined topics. Although we
do not directly model the topic mixture for each doc-
ument as the traditional topic models do, the word
co-occurrence patterns within the same document
are captured by topic propagation through the transi-
tions. This can be easily understood when we write
down the posterior probability of the topic assign-
ment for a particular sentence:

p(zi|S0, S1, . . . , Sm, Θ)

=
p(S0, S1, . . . , Sm|zi, Θ)p(zi)

p(S0, S1, . . . , Sm)

∝ p(S0, S1, . . . , Si, zi)× p(Si+1, Si+2, . . . , Sm|zi)

=
∑
zi−1

p(S0, . . . , Si−1, zi−1)p(zi|zi−1)p(Si|zi)

×
∑
zi+1

p(Si+1, . . . , Sm|zi+1)p(zi+1|zi) (3)

The first part of Eq(3) describes the recursive in-
fluence on the choice of topic for the ith sentence
from its preceding sentences, while the second part
captures how the succeeding sentences affect the
current topic assignment. Intuitively, when we need
to decide a sentence’s topic, we will look “back-
ward” and “forward” over all the sentences in the
document to determine a “suitable” one. In addition,
because of the first order Markov property, the local
topical dependency gets more emphasis, i.e., they
are interacting directly through the transition proba-
bilities p(zi|zi−1) and p(zi+1|zi). And such interac-
tion on sentences farther away would get damped by
the multiplication of such probabilities. This result
is reasonable, especially in a long document, since
neighboring sentences are more likely to cover sim-
ilar topics than two sentences far apart.

4 Posterior Inference and Parameter
Estimation

The chain structure in strTM enables us to perform
exact inference: posterior distribution can be ef-
ficiently calculated by the forward-backward algo-
rithm, the optimal topic sequence can be inferred
using the Viterbi algorithm, and parameter estima-
tion can be solved by the Expectation Maximization
(EM) algorithm. More technical details can be found
in (Rabiner, 1989). In this section, we only discuss
strTM-specific procedures.

In the E-Step of EM algorithm, we need to col-
lect the expected count of a sequential topic pair
(z, z′) and a topic-word pair (z, w) to update the
model parameters α and β in the M-Step. In strTM,
E[c(z, z′)] can be easily calculated by forward-
backward algorithm. But we have to go one step
further to fetch the required sufficient statistics for
E[c(z, w)], because our emission probabilities are
defined over sentences.

Through forward-backward algorithm, we can get
the posterior probability p(si, z|d, Θ). In strTM,
words in one sentence are independently drawn from
either a specific content topic z or functional topic
zB according to the mixture weight π. Therefore,
we can accumulate the expected count of (z, w) over
all the sentences by:

E[c(z, w)] =
∑
d,s∈d

πp(w|z)p(s, z|d, Θ)c(w, s)

πp(w|z) + (1− π)p(w|zB)
(4)

where c(w, s) indicates the frequency of word w in
sentence s.

Eq(4) can be easily explained as follows. Since
we already observe topic z and sentence s co-
occur with probability p(s, z|d,Θ), each word w
in s should share the same probability of be-
ing observed with content topic z. Thus the ex-
pected count of c(z, w) in this sentence would be
p(s, z|d,Θ)c(w, s). However, since each sentence
is also associated with the functional topic zB , the
word w may also be drawn from zB . By applying
the Bayes’ rule, we can properly reallocate the ex-
pected count of c(z, w) by Eq(4). The same strategy
can be applied to obtain E[c(zB, w)].

As discussed in (Johnson, 2007), to avoid the
problem that EM algorithm tends to assign a uni-
form word/state distribution to each hidden state,
which deviates from the heavily skewed word/state
distributions empirically observed, we can apply a
Bayesian estimation approach for strTM. Thus we
introduce prior distributions over the topic transi-
tion Mul(αz′) and emission probabilities Mul(βz),
and use the Variational Bayesian (VB) (Jordan et al.,
1999) estimator to obtain a model with more skewed
word/state distributions.

Since both the topic transition and emission prob-
abilities are Multinomial distributions in strTM,
the conjugate Dirichlet distribution is the natural
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choice for imposing a prior on them (Diaconis and
Ylvisaker, 1979). Thus, we further assume:

αz ∼ Dir(η) (5)

βz ∼ Dir(γ) (6)

where we use exchangeable Dirichlet distributions
to control the sparsity of αz and βz . As η and γ ap-
proach zero, the prior strongly favors the models in
which each hidden state emits as few words/states as
possible. In our experiments, we empirically tuned
η and γ on different training corpus to optimize log-
likelihood.

The resulting VB estimation only requires a mi-
nor modification to the M-Step in the original EM
algorithm:

ᾱz =
Φ(E[c(z′, z)] + η)

Φ(E[c(z)] + kη)
(7)

β̄z =
Φ(E[c(w, z)] + γ)

Φ(E[c(z)] + V γ)
(8)

where Φ(x) is the exponential of the first derivative
of the log-gamma function.

The optimal setting of π for the proportion of con-
tent topics in the documents is empirically tuned by
cross-validation over the training corpus to maxi-
mize the log-likelihood.

5 Experimental Results

In this section, we demonstrate the effectiveness
of strTM in identifying latent topical structures
from documents, and quantitatively evaluate how the
mined topic transitions can help the tasks of sen-
tence annotation and sentence ordering.

5.1 Data Set

We used two different data sets for evaluation: apart-
ment advertisements (Ads) from (Grenager et al.,
2005) and movie reviews (Review) from (Zhuang et
al., 2006).

The Ads data consists of 8,767 advertisements for
apartment rentals crawled from Craigslist website.
302 of them have been labeled with 11 fields, in-
cluding size, feature, address, etc., on the sentence
level. The review data contains 2,000 movie reviews
discussing 11 different movies from IMDB. These
reviews are manually labeled with 12 movie feature

labels (We didn’t use the additional opinion anno-
tations in this data set.) , e.g., VP (vision effects),
MS (music and sound effects), etc., also on the sen-
tences, but the annotations in the review data set is
much sparser than that in the Ads data set (see in Ta-
ble 1). The sentence-level annotations make it pos-
sible to quantitatively evaluate the discovered topic
structures.

We performed simple preprocessing on these
two data sets: 1) removed a standard list of stop
words, terms occurring in less than 2 documents;
2) discarded the documents with less than 2 sen-
tences; 3) aggregated sentence-level annotations
into document-level labels (binary vector) for each
document. Table 1 gives a brief summary on these
two data sets after the processing.

Ads Review
Document Size 8,031 1,991
Vocabulary Size 21,993 14,507

Avg Stn/Doc 8.0 13.9
Avg Labeled Stn/Doc 7.1* 5.1

Avg Token/Stn 14.1 20.0
*Only in 302 labeled ads

Table 1: Summary of evaluation data set

5.2 Topic Transition Modeling

First, we qualitatively demonstrate the topical struc-
ture identified by strTM from Ads data1. We trained
strTM with 11 content topics in Ads data set, used
word distribution under each class (estimated by
maximum likelihood estimator on document-level
labels) as priors to initialize the emission probabil-
ity Mul(βz) in Eq(6), and treated document-level la-
bels as the prior for transition from T-START in each
document, so that the mined topics can be aligned
with the predefined class labels. Figure 2 shows the
identified topics and the transitions among them. To
get a clearer view, we discarded the transitions be-
low a threshold of 0.1 and removed all the isolated
nodes.

From Figure 2, we can find some interesting top-
ical structures. For example, people usually start
with “size”, “features” and “address”, and end
with “contact” information when they post an apart-

1Due to the page limit, we only show the result in Ads data
set.
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Figure 2: Estimated topics and topical transitions in Ads data set

ment ads. Also, we can discover a strong transition
from “size” to “features”. This intuitively makes
sense because people usually write “it’s a two bed-
rooms apartment” first, and then describe other “fea-
tures” about the apartment. The mined topics are
also quite meaningful. For example, “restrictions”
are usually put over pets and smoking, and parking
and laundry are always the major “features” of an
apartment.

To further quantitatively evaluate the estimated
topic transitions, we used Kullback-Leibler (KL) di-
vergency between the estimated transition matrix
and the “ground-truth” transition matrix as the met-
ric. Each element of the “ground-truth” transition
matrix was calculated by Eq(9), where c(z, z′) de-
notes how many sentences annotated by z′ immedi-
ately precede one annotated by z. δ is a smoothing
factor, and we fixed it to 0.01 in the experiment.

p̄(z|z′) =
c(z, z′) + δ

c(z) + kδ
(9)

The KL divergency between two transition matri-
ces is defined in Eq(10). Because we have a k × k
transition matrix (Tstart is not included), we calcu-
lated the average KL divergency against the ground-

truth over all the topics:

avgKL=

∑k
i=1 KL(p(z|z′i)||p̄(z|z′i))+KL(p̄(z|z′i)||p(z|z′i))

2k
(10)

where p̄(z|z′) is the ground-truth transition proba-
bility estimated by Eq(9), and p(z|z′) is the transi-
tion probability given by the model.

We used pLSA (Hofmann, 1999), latent permuta-
tion model (lPerm) (Chen et al., 2009) and HTMM
(Gruber et al., 2007) as the baseline methods for the
comparison. Because none of these three methods
can generate a topic transition matrix directly, we
extended them a little bit to achieve this goal. For
pLSA, we used the document-level labels as priors
for the topic distribution in each document, so that
the estimated topics can be aligned with the prede-
fined class labels. After the topics were estimated,
for each sentence we selected the topic that had
the highest posterior probability to generate the sen-
tence as its class label. For lPerm and HTMM, we
used Kuhn-Munkres algorithm (Lovász and Plum-
mer, 1986) to find the optimal topic-to-class align-
ment based on the sentence-level annotations. Af-
ter the sentences were annotated with class labels,
we estimated the topic transition matrices for all of
these three methods by Eq(9).
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Since only a small portion of sentences are an-
notated in the Review data set, very few neighbor-
ing sentences are annotated at the same time, which
introduces many noisy transitions. As a result, we
only performed the comparison on the Ads data set.
The “ground-truth” transition matrix was estimated
based on all the 302 annotated ads.

pLSA+prior lPerm HTMM strTM

avgKL 0.743 1.101 0.572 0.372
p-value 0.023 1e-4 0.007 –

Table 2: Comparison of estimated topic transitions on
Ads data set

In Table 2, the p-value was calculated based on t-
test of the KL divergency between each topic’s tran-
sition probability against strTM. From the results,
we can see that avgKL of strTM is smaller than the
other three baseline methods, which means the esti-
mated transitional relation by strTM is much closer
to the ground-truth transition. This demonstrates
that strTM captures the topical structure well, com-
pared with other baseline methods.

5.3 Sentence Annotation

In this section, we demonstrate how the identified
topical structure can benefit the task of sentence an-
notation. Sentence annotation is one step beyond the
traditional document classification task: in sentence
annotation, we want to predict the class label for
each sentence in the document, and this will be help-
ful for other problems, including extractive summa-
rization and passage retrieval. However, the lack of
detailed annotations on sentences greatly limits the
effectiveness of the supervised classification meth-
ods, which have been proved successful on docu-
ment classifications.

In this experiment, we propose to use strTM to ad-
dress this annotation task. One advantage of strTM
is that it captures the topic transitions on the sen-
tence level within documents, which provides a reg-
ularization over the adjacent predictions.

To examine the effectiveness of such structural
regularization, we compared strTM with four base-
line methods: pLSA, lPerm, HTMM and Naive
Bayes model. The sentence labeling approaches for
strTM, pLSA, lPerm and HTMM have been dis-

cussed in the previous section. As for Naive Bayes
model, we used EM algorithm 2 with both labeled
and unlabeled data for the training purpose (we used
the same unigram features as in topics models). We
set weights for the unlabeled data to be 10−3 in
Naive Bayes with EM.

The comparison was performed on both data sets.
We set the size of topics in each topic model equal
to the number of classes in each data set accord-
ingly. To tackle the situation where some sentences
in the document are not strictly associated with any
classes, we introduced an additional NULL content
topic in all the topic models. During the training
phase, none of the methods used the sentence-level
annotations in the documents, so that we treated the
whole corpus as the training and testing set.

To evaluate the prediction performance, we cal-
culated accuracy, recall and precision based on the
correct predictions over the sentences, and averaged
over all the classes as the criterion.

Model Accuracy Recall Precison

pLSA+prior 0.432 0.649 0.457
lPerm 0.610 0.514 0.471

HTMM 0.606 0.588 0.443
NB+EM 0.528 0.337 0.612

strTM 0.747 0.674 0.620

Table 3: Sentence annotation performance on Ads data
set

Model Accuracy Recall Precison

pLSA+prior 0.342 0.278 0.250
lPerm 0.286 0.205 0.184

HTMM 0.369 0.131 0.149
NB+EM 0.341 0.354 0.431

strTM 0.541 0.398 0.323

Table 4: Sentence annotation performance on Review
data set

Annotation performance on the two data sets is
shown in Table 3 and Table 4. We can see that strTM
outperformed all the other baseline methods on most
of the metrics: strTM has the best accuracy and re-
call on both of the two data sets. The improvement
confirms our hypothesis that besides solely depend-
ing on the local word patterns to perform predic-

2Mallet package: http://mallet.cs.umass.edu/
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tions, adjacent sentences provide a structural reg-
ularization in strTM (see Eq(3)). Compared with
lPerm, which postulates a strong constrain over the
topic assignment (sampling without replacement),
strTM performed much better on both of these two
data sets. This validates the benefit of modeling lo-
cal transitional relation compared with the global or-
dering. Besides, strTM achieved over 46% accu-
racy improvement compared with the second best
HTMM in the review data set. This result shows
the advantage of explicitly modeling the topic tran-
sitions between neighbor sentences instead of using
a binary relation to do so as in HTMM.

To further testify how the identified topical struc-
ture can help the sentence annotation task, we first
randomly removed 100 annotated ads from the train-
ing corpus and used them as the testing set. Then,
we used the ground-truth topic transition matrix es-
timated from the training data to order those 100 ads
according to their fitness scores under the ground-
truth topic transition matrix, which is defined in
Eq(11). We tested the prediction accuracy of differ-
ent models over two different partitions, top 50 and
bottom 50, according to this order.

fitness(d) =
1

|d|

|d|∑
i=0

log p̄(ti|ti−1) (11)

where ti is the class label for ith sentence in doc-
ument d, |d| is the number of sentences in docu-
ment d, and p̄(ti|ti−1) is the transition probability
estimated by Eq(9).

Top 50 p-value Bot 50 p-value

pLSA+prior 0.496 4e-12 0.542 0.004
lPerm 0.669 0.003 0.505 8e-4

HTMM 0.683 0.004 0.579 0.003
NB + EM 0.492 1e-12 0.539 0.002

strTM 0.752 – 0.644 –

Table 5: Sentence annotation performance according to
structural fitness

The results are shown in Table 5. From this table,
we can find that when the testing documents follow
the regular patterns as in the training data, i.e., top
50 group, strTM performs significantly better than
the other methods; when the testing documents don’t

share such structure, i.e., bottom 50 group, strTM’s
performance drops. This comparison confirms that
when a testing document shares similar topic struc-
ture as the training data, the topical transitions cap-
tured by strTM can help the sentence annotation task
a lot. In contrast, because pLSA and Naive Bayes
don’t depend on the document’s structure, their per-
formance does not change much over these two par-
titions.

5.4 Sentence Ordering

In this experiment, we illustrate how the learned top-
ical structure can help us better arrange sentences in
a document. Sentence ordering, or text planning, is
essential to many text synthesis applications, includ-
ing multi-document summarization (Goldstein et al.,
2000) and concept-to-text generation (Barzilay and
Lapata, 2005).

In strTM, we evaluate all the possible orderings
of the sentences in a given document and selected
the optimal one which gives the highest generation
probability:

σ̄(m) = arg max
σ(m)

∑
z

p(Sσ[0], Sσ[1], . . . , Sσ[m], z|Θ)

(12)
where σ(m) is a permutation of 1 to m, and σ[i] is
the ith element in this permutation.

To quantitatively evaluate the ordering result, we
treated the original sentence order (OSO) as the per-
fect order and used Kendall’s τ(σ) (Lapata, 2006) as
the evaluation metric to compute the divergency be-
tween the optimum ordering given by the model and
OSO. Kendall’s τ(σ) is widely used in information
retrieval domain to measure the correlation between
two ranked lists and it indicates how much an order-
ing differs from OSO, which ranges from 1 (perfect
matching) to -1 (totally mismatching).

Since only the HTMM and lPerm take the order
of sentences in the document into consideration, we
used them as the baselines in this experiment. We
ranked OSO together with candidate permutations
according to the corresponding model’s generation
probability. However, when the size of documents
becomes larger, it’s infeasible to permutate all the
orderings, therefore we randomly permutated 200
possible orderings of sentences as candidates when
there were more than 200 possible candidates. The
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2bedroom 1bath in very nice complex! Pool,
carport, laundry facilities!! Call Don (650)207-
5769 to see! Great location!! Also available,
2bed.2bath for $1275 in same complex.

=⇒
2bedroom 1bath in very nice complex! Pool, car-
port, laundry facilities!! Great location!! Also
available, 2bed.2bath for $1275 in same complex.
Call Don (650)207-5769 to see!

2 bedrooms 1 bath + a famyly room in a cul-de-
sac location. Please drive by and call Marilyn for
appointment 650-652-5806. Address: 517 Price
Way, Vallejo. No Pets Please!

=⇒
2 bedrooms 1 bath + a famyly room in a cul-de-
sac location. Address: 517 Price Way, Vallejo. No
Pets Please! Please drive by and call Marilyn for
appointment 650-652-5806.

Table 6: Sample results for document ordering by strTM

experiment was performed on both data sets with
80% data for training and the other 20% for testing.

We calculated the τ(σ) of all these models for
each document in the two data sets and visualized
the distribution of τ(σ) in each data set with his-
togram in Figure 3. From the results, we could ob-
serve that strTM’s τ(σ) is more skewed towards the
positive range (with mean 0.619 in Ads data set and
0.398 in review data set) than lPerm’s results (with
mean 0.566 in Ads data set and 0.08 in review data
set) and HTMM’s results (with mean 0.332 in Ads
data set and 0.286 in review data set). This indi-
cates that strTM better captures the internal structure
within the documents.
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Figure 3: Document Ordering Performance in τ(σ).

We see that all methods performed better on the
Ads data set than the review data set, suggesting
that the topical structures are more coherent in the
Ads data set than the review data. Indeed, in the
Ads data, strTM perfectly recovered 52.9% of the
original sentence order. When examining some mis-
matched results, we found that some of them were
due to an “outlier” order given by the original docu-
ment (in comparison to the “regular” patterns in the
set). In Table 6, we show two such examples where
we see the learned structure “suggested” to move

the contact information to the end, which intuitively
gives us a more regular organization of the ads. It’s
hard to say that in this case, the system’s ordering is
inferior to that of the original; indeed, the system or-
der is arguably more natural than the original order.

6 Conclusions

In this paper, we proposed a new structural topic
model (strTM) to identify the latent topical struc-
ture in documents. Different from the traditional
topic models, in which exchangeability assumption
precludes them to capture the structure of a docu-
ment, strTM captures the topical structure explicitly
by introducing transitions among the topics. Experi-
ment results show that both the identified topics and
topical structure are intuitive and meaningful, and
they are helpful for improving the performance of
tasks such as sentence annotation and sentence or-
dering, where correctly recognizing the document
structure is crucial. Besides, strTM is shown to out-
perform not only the baseline topic models that fail
to model the dependency between the topics, but
also the semi-supervised Naive Bayes model for the
sentence annotation task.

Our work can be extended by incorporating richer
features, such as named entity and co-reference, to
enhance the model’s capability of structure finding.
Besides, advanced NLP techniques for document
analysis, e.g., shallow parsing, may also be used to
further improve structure finding.
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Abstract

We propose a method for automatically la-
belling topics learned via LDA topic models.
We generate our label candidate set from the
top-ranking topic terms, titles of Wikipedia ar-
ticles containing the top-ranking topic terms,
and sub-phrases extracted from the Wikipedia
article titles. We rank the label candidates us-
ing a combination of association measures and
lexical features, optionally fed into a super-
vised ranking model. Our method is shown to
perform strongly over four independent sets of
topics, significantly better than a benchmark
method.

1 Introduction

Topic modelling is an increasingly popular frame-
work for simultaneously soft-clustering terms and
documents into a fixed number of “topics”, which
take the form of a multinomial distribution over
terms in the document collection (Blei et al.,
2003). It has been demonstrated to be highly ef-
fective in a wide range of tasks, including multi-
document summarisation (Haghighi and Vander-
wende, 2009), word sense discrimination (Brody
and Lapata, 2009), sentiment analysis (Titov and
McDonald, 2008), information retrieval (Wei and
Croft, 2006) and image labelling (Feng and Lapata,
2010).

One standard way of interpreting a topic is to use
the marginal probabilities p(wi|tj) associated with
each term wi in a given topic tj to extract out the 10
terms with highest marginal probability. This results
in term lists such as:1

stock market investor fund trading invest-
ment firm exchange companies share

1Here and throughout the paper, we will represent a topic tj

via its ranking of top-10 topic terms, based on p(wi|tj).

which are clearly associated with the domain of
stock market trading. The aim of this research is to
automatically generate topic labels which explicitly
identify the semantics of the topic, i.e. which take us
from a list of terms requiring interpretation to a sin-
gle label, such as STOCK MARKET TRADING in the
above case.

The approach proposed in this paper is to first
generate a topic label candidate set by: (1) sourc-
ing topic label candidates from Wikipedia by query-
ing with the top-N topic terms; (2) identifying the
top-ranked document titles; and (3) further post-
processing the document titles to extract sub-strings.
We translate each topic label into features extracted
from Wikipedia, lexical association with the topic
terms in Wikipedia documents, and also lexical fea-
tures for the component terms. This is used as the
basis of a support vector regression model, which
ranks each topic label candidate.

Our contributions in this work are: (1) the genera-
tion of a novel evaluation framework and dataset for
topic label evaluation; (2) the proposal of a method
for both generating and scoring topic label candi-
dates; and (3) strong in- and cross-domain results
across four independent document collections and
associated topic models, demonstrating the ability
of our method to automatically label topics with re-
markable success.

2 Related Work

Topics are conventionally interpreted via their top-
N terms, ranked based on the marginal probability
p(wi|tj) in that topic (Blei et al., 2003; Griffiths and
Steyvers, 2004). This entails a significant cognitive
load in interpretation, prone to subjectivity. Topics
are also sometimes presented with manual post-hoc
labelling for ease of interpretation in research pub-
lications (Wang and McCallum, 2006; Mei et al.,
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2006). This has obvious disadvantages in terms of
subjectivity, and lack of reproducibility/automation.

The closest work to our method is that of Mei et
al. (2007), who proposed various unsupervised ap-
proaches for automatically labelling topics, based
on: (1) generating label candidates by extracting ei-
ther bigrams or noun chunks from the document col-
lection; and (2) ranking the label candidates based
on KL divergence with a given topic. Their proposed
methodology generates a generic list of label can-
didates for all topics using only the document col-
lection. The best method uses bigrams exclusively,
in the form of the top-1000 bigrams based on the
Student’s t-test. We reimplement their method and
present an empirical comparison in Section 5.3.

In other work, Magatti et al. (2009) proposed a
method for labelling topics induced by a hierarchi-
cal topic model. Their label candidate set is the
Google Directory (gDir) hierarchy, and label selec-
tion takes the form of ontological alignment with
gDir. The experiments presented in the paper are
highly preliminary, although the results certainly
show promise. However, the method is only applica-
ble to a hierarchical topic model and crucially relies
on a pre-existing ontology and the class labels con-
tained therein.

Pantel and Ravichandran (2004) addressed the
more specific task of labelling a semantic class
by applying Hearst-style lexico-semantic patterns
to each member of that class. When presented
with semantically homogeneous, fine-grained near-
synonym clusters, the method appears to work well.
With topic modelling, however, the top-ranking
topic terms tended to be associated and not lexically
similar to one another. It is thus highly questionable
whether their method could be applied to topic mod-
els, but it would certainly be interesting to investi-
gate whether our model could conversely be applied
to the labelling of sets of near-synonyms.

In recent work, Lau et al. (2010) proposed to ap-
proach topic labelling via best term selection, i.e.
selecting one of the top-10 topic terms to label the
overall topic. While it is often possible to label top-
ics with topic terms (as is the case with the stock
market topic above), there are also often cases where
topic terms are not appropriate as labels. We reuse
a selection of the features proposed by Lau et al.
(2010), and return to discuss it in detail in Section 3.

While not directly related to topic labelling,
Chang et al. (2009) were one of the first to propose
human labelling of topic models, in the form of syn-
thetic intruder word and topic detection tasks. In the
intruder word task, they include a term w with low
marginal probability p(w|t) for topic t into the top-
N topic terms, and evaluate how well both humans
and their model are able to detect the intruder.

The potential applications for automatic labelling
of topics are many and varied. In document col-
lection visualisation, e.g., the topic model can be
used as the basis for generating a two-dimensional
representation of the document collection (Newman
et al., 2010a). Regions where documents have a
high marginal probability p(di|tj) of being associ-
ated with a given topic can be explicitly labelled
with the learned label, rather than just presented
as an unlabelled region, or presented with a dense
“term cloud” from the original topic. In topic model-
based selectional preference learning (Ritter et al.,
2010; Ò Séaghdha, 2010), the learned topics can
be translated into semantic class labels (e.g. DAYS

OF THE WEEK), and argument positions for individ-
ual predicates can be annotated with those labels for
greater interpretability/portability. In dynamic topic
models tracking the diachronic evolution of topics
in time-sequenced document collections (Blei and
Lafferty, 2006), labels can greatly enhance the inter-
pretation of what topics are “trending” at any given
point in time.

3 Methodology

The task of automatic labelling of topics is a natural
progression from the best topic term selection task
of Lau et al. (2010). In that work, the authors use
a reranking framework to produce a ranking of the
top-10 topic terms based on how well each term – in
isolation – represents a topic. For example, in our
stock market investor fund trading ... topic example,
the term trading could be considered as a more rep-
resentative term of the overall semantics of the topic
than the top-ranked topic term stock.

While the best term could be used as a topic la-
bel, topics are commonly ideas or concepts that are
better expressed with multiword terms (for example
STOCK MARKET TRADING), or terms that might not
be in the top-10 topic terms (for example, COLOURS
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would be a good label for a topic of the form red
green blue cyan ...).

In this paper, we propose a novel method for au-
tomatic topic labelling that first generates topic label
candidates using English Wikipedia, and then ranks
the candidates to select the best topic labels.

3.1 Candidate Generation

Given the size and diversity of English Wikipedia,
we posit that the vast majority of (coherent) topics
or concepts are encapsulated in a Wikipedia article.
By making this assumption, the difficult task of gen-
erating potential topic labels is transposed to find-
ing relevant Wikipedia articles, and using the title of
each article as a topic label candidate.

We first use the top-10 topic terms (based on the
marginal probabilities from the original topic model)
to query Wikipedia, using: (a) Wikipedia’s native
search API; and (b) a site-restricted Google search.
The combined set of top-8 article titles returned
from the two search engines for each topic consti-
tutes the initial set of primary candidates.

Next we chunk parse the primary candidates us-
ing the OpenNLP chunker,2 and extract out all noun
chunks. For each noun chunk, we generate all com-
ponent n-grams (including the full chunk), out of
which we remove all n-grams which are not in them-
selves article titles in English Wikipedia. For exam-
ple, if the Wikipedia document title were the single
noun chunk United States Constitution, we would
generate the bigrams United States and States Con-
stitution, and prune the latter; we would also gen-
erate the unigrams United, States and Constitution,
all of which exist as Wikipedia articles and are pre-
served.

In this way, an average of 30–40 secondary labels
are produced for each topic based on noun chunk n-
grams. A good portion of these labels are commonly
stopwords or unigrams that are only marginally re-
lated to the topic (an artifact of the n-gram gener-
ation process). To remove these outlier labels, we
use the RACO lexical association method of Grieser
et al. (2011).

RACO (Related Article Conceptual Overlap) uses
Wikipedia’s link structure and category membership
to identify the strength of relationship between arti-

2http://opennlp.sourceforge.net/

cles via their category overlap. The set of categories
related to an article is defined as the union of the cat-
egory membership of all outlinks in that article. The
category overlap of two articles (a and b) is the in-
tersection of the related category sets of each article.
The formal definition of this measure is as follows:

|(∪p∈O(a)C(p)) ∩ (∪p∈O(b)C(p))|

where O(a) is the set of outlinks from article a, and
C(p) is the set of categories of which article p is a
member. This is then normalised using Dice’s co-
efficient to generate a similarity measure. In the in-
stance that a term maps onto multiple Wikipedia ar-
ticles via a disambiguation page, we return the best
RACO score across article pairings for a given term
pair. The final score for each secondary label can-
didate is calculated as the average RACO score with
each of the primary label candidates. All secondary
labels with an average RACO score of 0.1 and above
are added to the label candidate set.

Finally, we add the top-5 topic terms to the set of
candidates, based on the marginals from the origi-
nal topic model. Doing this ensures that there are
always label candidates for all topics (even if the
Wikipedia searches fail), and also allows the pos-
sibility of labeling a topic using its own topic terms,
which was demonstrated by Lau et al. (2010) to be a
baseline source of topic label candidates.

3.2 Candidate Ranking

After obtaining the set of topic label candidates, the
next step is to rank the candidates to find the best la-
bel for each topic. We will first describe the features
that we use to represent label candidates.

3.2.1 Features
A good label should be strongly associated with

the topic terms. To learn the association of a label
candidate with the topic terms, we use several lexical
association measures: pointwise mutual information
(PMI), Student’s t-test, Dice’s coefficient, Pearson’s
χ2 test, and the log likelihood ratio (Pecina, 2009).
We also include conditional probability and reverse
conditional probability measures, based on the work
of Lau et al. (2010). To calculate the association
measures, we parse the full collection of English
Wikipedia articles using a sliding window of width
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20, and obtain term frequencies for the label candi-
dates and topic terms. To measure the association
between a label candidate and a list of topic terms,
we average the scores of the top-10 topic terms.

In addition to the association measures, we in-
clude two lexical properties of the candidate: the raw
number of terms, and the relative number of terms in
the label candidate that are top-10 topic terms.

We also include a search engine score for each
label candidate, which we generate by querying a
local copy of English Wikipedia with the top-10
topic terms, using the Zettair search engine (based
on BM25 term similarity).3 For a given label candi-
date, we return the average score for the Wikipedia
article(s) associated with it.

3.2.2 Unsupervised and Supervised Ranking
Each of the proposed features can be used as the

basis for an unsupervised model for label candidate
selection, by ranking the label candidates for a given
topic and selecting the top-N . Alternatively, they
can be combined in a supervised model, by training
over topics where we have gold-standard labelling
of the label candidates. For the supervised method,
we use a support vector regression (SVR) model
(Joachims, 2006) over all of the features.

4 Datasets

We conducted topic labelling experiments using
document collections constructed from four distinct
domains/genres, to test the domain/genre indepen-
dence of our method:

BLOGS : 120,000 blog articles dated from August
to October 2008 from the Spinn3r blog dataset4

BOOKS : 1,000 English language books from the
Internet Archive American Libraries collection

NEWS : 29,000 New York Times news articles
dated from July to September 1999, from the
English Gigaword corpus

PUBMED : 77,000 PubMed biomedical abstracts
published in June 2010

3http://www.seg.rmit.edu.au/zettair/
4http://www.icwsm.org/data/

The BLOGS dataset contains blog posts that cover
a diverse range of subjects, from product reviews
to casual, conversational messages. The BOOKS

topics, coming from public-domain out-of-copyright
books (with publication dates spanning more than
a century), relate to a wide range of topics includ-
ing furniture, home decoration, religion and art,
and have a more historic feel to them. The NEWS

topics reflect the types and range of subjects one
might expect in news articles such as health, finance,
entertainment, and politics. The PUBMED topics
frequently contain domain-specific terms and are
sharply differentiated from the topics for the other
corpora. We are particularly interested in the perfor-
mance of the method over PUBMED, as it is a highly
specialised domain where we may expect lower cov-
erage of appropriate topic labels within Wikipedia.

We took a standard approach to topic modelling
each of the four document collections: we tokenised,
lemmatised and stopped each document,5 and cre-
ated a vocabulary of terms that occurred at least
ten times. From this processed data, we created a
bag-of-words representation of each document, and
learned topic models with T = 100 topics in each
case.

To focus our experiments on topics that were rela-
tively more coherent and interpretable, we first used
the method of Newman et al. (2010b) to calculate
the average PMI-score for each topic, and filtered
all topics that had an average PMI-score lower than
0.4. We additionally filtered any topics where less
than 5 of the top-10 topic terms are default nomi-
nal in Wikipedia.6 The filtering criteria resulted in
45 topics for BLOGS, 38 topics for BOOKS, 60 top-
ics for NEWS, and 85 topics for PUBMED. Man-
ual inspection of the discarded topics indicated that
they were predominantly hard-to-label junk topics or
mixed topics, with limited utility for document/term
clustering.

Applying our label candidate generation method-
ology to these 228 topics produced approximately
6000 labels — an average of 27 labels per topic.

5OpenNLP is used for tokenization, Morpha for lemmatiza-
tion (Minnen et al., 2001).

6As determined by POS tagging English Wikipedia with
OpenNLP, and calculating the coarse-grained POS priors (noun,
verb, etc.) for each term.
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Figure 1: A screenshot of the topic label evaluation task on Amazon Mechanical Turk. This screen constitutes a
Human Intelligence Task (HIT); it contains a topic followed by 10 suggested topic labels, which are to be rated. Note
that been would be the stopword label in this example.

4.1 Topic Candidate Labelling
To evaluate our methods and train the supervised
method, we require gold-standard ratings for the la-
bel candidates. To this end, we used Amazon Me-
chanical Turk to collect annotations for our labels.

In our annotation task, each topic was presented
in the form of its top-10 terms, followed by 10 sug-
gested labels for the topic. This constitutes a Human
Intelligence Task (HIT); annotators are paid based
on the number of HITs they have completed. A
screenshot of a HIT seen by annotator is presented
in Figure 1.

In each HIT, annotators were asked to rate the la-

bels based on the following ordinal scale:

3: Very good label; a perfect description of the
topic.

2: Reasonable label, but does not completely cap-
ture the topic.

1: Label is semantically related to the topic, but
would not make a good topic label.

0: Label is completely inappropriate, and unrelated
to the topic.

To filter annotations from workers who did not
perform the task properly or from spammers, we ap-
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Domain Topic Terms Label Candidate Average
Rating

BLOGS china chinese olympics gold olympic team win beijing medal sport 2008 summer olympics 2.60
BOOKS church arch wall building window gothic nave side vault tower gothic architecture 2.40
NEWS israel peace barak israeli minister palestinian agreement prime leader palestinians israeli-palestinian conflict 2.63

PUBMED cell response immune lymphocyte antigen cytokine t-cell induce receptor immunity immune system 2.36

Table 1: A sample of topics and topic labels, along with the average rating for each label candidate

plied a few heuristics to automatically detect these
workers. Additionally, we inserted a small num-
ber of stopwords as label candidates in each HIT
and recorded workers who gave high ratings to these
stopwords. Annotations from workers who failed to
passed these tests are removed from the final set of
gold ratings.

Each label candidate was rated in this way by at
least 10 annotators, and ratings from annotators who
passed the filter were combined by averaging them.
A sample of topics, label candidates, and the average
rating is presented in Table 1.7

Finally, we train the regression model over all
the described features, using the human rating-based
ranking.

5 Experiments

In this section we present our experimental results
for the topic labelling task, based on both the unsu-
pervised and supervised methods, and the methodol-
ogy of Mei et al. (2007), which we denote MSZ for
the remainder of the paper.

5.1 Evaluation

We use two basic measures to evaluate the perfor-
mance of our predictions. Top-1 average rating is
the average annotator rating given to the top-ranked
system label, and has a maximum value of 3 (where
annotators unanimously rated all top-ranked system
labels with a 3). This is intended to give a sense of
the absolute utility of the top-ranked candidates.

The second measure is normalized discounted
cumulative gain (nDCG: Jarvelin and Kekalainen
(2002), Croft et al. (2009)), computed for the top-1
(nDCG-1), top-3 (nDCG-3) and top-5 ranked sys-
tem labels (nDCG-5). For a given ordered list of

7The dataset is available for download from
http://www.csse.unimelb.edu.au/research/
lt/resources/acl2011-topic/.

scores, this measure is based on the difference be-
tween the original order, and the order when the list
is sorted by score. That is, if items are ranked op-
timally in descending order of score at position N ,
nDCG-N is equal to 1. nDCG is a normalised score,
and indicates how close the candidate label ranking
is to the optimal ranking within the set of annotated
candidates, noting that an nDCG-N score of 1 tells
us nothing about absolute values of the candidates.
This second evaluation measure is thus intended to
reflect the relative quality of the ranking, and com-
plements the top-1 average rating.

Note that conventional precision- and recall-based
evaluation is not appropriate for our task, as each
label candidate has a real-valued rating.

As a baseline for the task, we use the unsuper-
vised label candidate ranking method based on Pear-
son’s χ2 test, as it was overwhelmingly found to be
the pick of the features for candidate ranking.

5.2 Results for the Supervised Method
For the supervised model, we present both in-
domain results based on 10-fold cross-validation,
and cross-domain results where we learn a model
from the ratings for the topic model from a given
domain, and apply it to a second domain. In each
case, we learn an SVR model over the full set of fea-
tures described in Section 3.2.1. In practical terms,
in-domain results make the unreasonable assump-
tion that we have labelled 90% of labels in order
to be able to label the remaining 10%, and cross-
domain results are thus the more interesting data
point in terms of the expected results when apply-
ing our method to a novel topic model. It is valuable
to compare the two, however, to gauge the relative
impact of domain on the results.

We present the results for the supervised method
in Table 2, including the unsupervised baseline and
an upper bound estimate for comparison purposes.
The upper bound is calculated by ranking the candi-
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Test Domain Training Top-1 Average Rating nDCG-1 nDCG-3 nDCG-5
All 1◦ 2◦ Top5

BLOGS

Baseline (unsupervised) 1.84 1.87 1.75 1.74 0.75 0.77 0.79
In-domain 1.98 1.94 1.95 1.77 0.81 0.82 0.83
Cross-domain: BOOKS 1.88 1.92 1.90 1.77 0.77 0.81 0.83
Cross-domain: NEWS 1.97 1.94 1.92 1.77 0.80 0.83 0.83
Cross-domain: PUBMED 1.95 1.95 1.93 1.82 0.80 0.82 0.83
Upper bound 2.45 2.26 2.29 2.18 1.00 1.00 1.00

BOOKS

Baseline (unsupervised) 1.75 1.76 1.70 1.72 0.77 0.77 0.79
In-domain 1.91 1.90 1.83 1.74 0.84 0.81 0.83
Cross-domain: BLOGS 1.82 1.88 1.79 1.71 0.79 0.81 0.82
Cross-domain: NEWS 1.82 1.87 1.80 1.75 0.79 0.81 0.83
Cross-domain: PUBMED 1.87 1.87 1.80 1.73 0.81 0.82 0.83
Upper bound 2.29 2.17 2.15 2.04 1.00 1.00 1.00

NEWS

Baseline (unsupervised) 1.96 1.76 1.87 1.70 0.80 0.79 0.78
In-domain 2.02 1.92 1.90 1.82 0.82 0.82 0.84
Cross-domain: BLOGS 2.03 1.92 1.89 1.85 0.83 0.82 0.84
Cross-domain: BOOKS 2.01 1.80 1.93 1.73 0.82 0.82 0.83
Cross-domain: PUBMED 2.01 1.93 1.94 1.80 0.82 0.82 0.83
Upper bound 2.45 2.31 2.33 2.12 1.00 1.00 1.00

PUBMED

Baseline (unsupervised) 1.73 1.74 1.68 1.63 0.75 0.77 0.79
In-domain 1.79 1.76 1.74 1.67 0.77 0.82 0.84
Cross-domain: BLOGS 1.80 1.77 1.73 1.69 0.78 0.82 0.84
Cross-domain: BOOKS 1.77 1.70 1.74 1.64 0.77 0.82 0.83
Cross-domain: NEWS 1.79 1.76 1.73 1.65 0.77 0.82 0.84
Upper bound 2.31 2.17 2.22 2.01 1.00 1.00 1.00

Table 2: Supervised results for all domains

dates based on the annotated human ratings. The up-
per bound for top-1 average rating is thus the high-
est average human rating of all label candidates for
a given topic, while the upper bound for the nDCG
measures will always be 1.

In addition to results for the combined candidate
set, we include results for each of the three candi-
date subsets, namely the primary Wikipedia labels
(“1◦”), the secondary Wikipedia labels (“2◦”) and
the top-5 topic terms (“Top5”); the nDCG results
are over the full candidate set only, as the numbers
aren’t directly comparable over the different subsets
(due to differences in the number of candidates and
the distribution of ratings).

Comparing the in-domain and cross-domain re-
sults, we observe that they are largely compara-
ble, with the exception of BOOKS, where there is
a noticeable drop in both top-1 average rating and
nDGC-1 when we use cross-domain training. We
see an appreciable drop in scores when we train
BOOKS against BLOGS (or vice versa), which we
analyse as being due to incompatibility in document
content and structure between these two domains.
Overall though, the results are very encouraging,

and point to the plausibility of using labelled topic
models from independent domains to learn the best
topic labels for a new domain.

Returning to the question of the suitability of la-
bel candidates for the highly specialised PUBMED

document collection, we first notice that the up-
per bound top-1 average rating is comparable to
the other domains, indicating that our method has
been able to extract equivalent-quality label can-
didates from Wikipedia. The top-1 average rat-
ings of the supervised method are lower than the
other domains. We hypothesise that the cause of
the drop is that the lexical association measures are
trained over highly diverse Wikipedia data rather
than biomedical-specific data, and predict that the
results would improve if we trained our features over
PubMed.

The results are uniformly better than the unsuper-
vised baselines for all four corpora, although there
is quite a bit of room for improvement relative to the
upper bound. To better gauge the quality of these
results, we carry out a direct comparison of our pro-
posed method with the best-performing method of
MSZ in Section 5.3.
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Looking to the top-1 average score results over the
different candidate sets, we observe first that the up-
per bound for the combined candidate set (“All”) is
higher than the scores for the candidate subsets in all
cases, underlining the complementarity of the differ-
ent candidate sets. We also observe that the top-5
topic term candidate set is the lowest performer out
of the three subsets across all four corpora, in terms
of both upper bound and the results for the super-
vised method. This reinforces our comments about
the inferiority of the topic word selection method of
Lau et al. (2010) for topic labelling purposes. For
NEWS and PUBMED, there is a noticeable differ-
ence between the results of the supervised method
over the full candidate set and each of the candidate
subsets. In contrast, for BOOKS and BLOGS, the re-
sults for the primary candidate subset are at times
actually higher than those over the full candidate set
in most cases (but not for the upper bound). This is
due to the larger search space in the full candidate
set, and the higher median quality of candidates in
the primary candidate set.

5.3 Comparison with MSZ

The best performing method out of the suite of
approaches proposed by MSZ method exclusively
uses bigrams extracted from the document collec-
tion, ranked based on Student’s t-test. The potential
drawbacks to this approach are: all labels must be
bigrams, there must be explicit token instances of
a given bigram in the document collection for it to
be considered as a label candidate, and furthermore,
there must be enough token instances in the docu-
ment collection for it to have a high t score.

To better understand the performance difference
of our approach to that of MSZ, we perform direct
comparison of our proposed method with the bench-
mark method of MSZ.

5.3.1 Candidate Ranking
First, we compare the candidate ranking method-

ology of our method with that of MSZ, using the
label candidates extracted by the MSZ method.

We first extracted the top-2000 bigrams using the
N -gram Statistics Package (Banerjee and Pedersen,
2003). We then ranked the bigrams for each topic
using the Student’s t-test. We included the top-5 la-
bels generated for each topic by the MSZ method

in our Mechanical Turk annotation task, and use the
annotations to directly compare the two methods.

To measure the performance of candidate rank-
ing between our supervised method and MSZ’s, we
re-rank the top-5 labels extracted by MSZ using
our SVR methodology (in-domain) and compare the
top-1 average rating and nDCG scores. Results are
shown in Table 3. We do not include results for the
BOOKS domain because the text collection is much
larger than the other domains, and the computation
for the MSZ relevance score ranking is intractable
due to the number of n-grams (a significant short-
coming of the method).

Looking at the results for the other domains, it is
clear that our ranking system has the upper hand:
it consistently outperforms MSZ over every evalu-
ation metric.8 Comparing the top-1 average rating
results back to those in Table 2, we observe that
for all three domains, the results for MSZ are be-
low those of the unsupervised baseline, and well be-
low those of our supervised method. The nDCG re-
sults are more competitive, and the nDCG-3 results
are actually higher than our original results in Ta-
ble 2. It is important to bear in mind, however, that
the numbers are in each case relative to a different la-
bel candidate set. Additionally, the results in Table 3
are based on only 5 candidates, with a relatively flat
gold-standard rating distribution, making it easier to
achieve higher nDCG-5 scores.

5.3.2 Candidate Generation
The method of MSZ makes the implicit assump-

tion that good bigram labels are discoverable within
the document collection. In our method, on the other
hand, we (efficiently) access the much larger and
variable n-gram length set of English Wikipedia ar-
ticle titles, in addition to the top-5 topic terms. To
better understand the differences in label candidate
sets, and the relative coverage of the full label can-
didate set in each case, we conducted another survey
where human users were asked to suggest one topic
label for each topic presented.

The survey consisted, once again, of presenting
annotators with a topic, but in this case, we gave
them the open task of proposing the ideal label for

8Based on a single ANOVA, the difference in results is sta-
tistically significant at the 5% level for BLOGS, and 1% for
NEWS and PUBMED.
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Test Domain Candidate Ranking Top-1 nDCG-1 nDCG-3 nDCG-5System Avg. Rating

BLOGS
MSZ 1.26 0.65 0.76 0.87
SVR 1.41 0.75 0.85 0.92

Upper bound 1.87 1.00 1.00 1.00

NEWS
MSZ 1.37 0.73 0.81 0.90
SVR 1.66 0.88 0.90 0.95

Upper bound 1.86 1.00 1.00 1.00

PUBMED
MSZ 1.53 0.77 0.85 0.93
SVR 1.73 0.87 0.91 0.96

Upper bound 1.98 1.00 1.00 1.00

Table 3: Comparison of results for our proposed supervised ranking method (SVR) and that of MSZ

the topic. In this, we did not enforce any restrictions
on the type or size of label (e.g. the number of terms
in the label).

Of the manually-generated gold-standard labels,
approximately 36% were contained in the original
document collection, but 60% were Wikipedia arti-
cle titles. This indicates that our method has greater
potential to generate a label of the quality of the ideal
proposed by a human in a completely open-ended
task.

6 Discussion

On the subject of suitability of using Amazon Me-
chanical Turk for natural language tasks, Snow et al.
(2008) demonstrated that the quality of annotation
is comparable to that of expert annotators. With that
said, the PUBMED topics are still a subject of inter-
est, as these topics often contain biomedical terms
which could be difficult for the general populace to
annotate.

As the number of annotators per topic and the
number of annotations per annotator vary, there is
no immediate way to calculate the inter-annotator
agreement. Instead, we calculated the MAE score
for each candidate, which is an average of the ab-
solute difference between an annotator’s rating and
the average rating of a candidate, summed across all
candidates to get the MAE score for a given corpus.
The MAE scores for each corpus are shown in Ta-
ble 4, noting that a smaller value indicates higher
agreement.

As the table shows, the agreement for the
PUBMED domain is comparable with the other
datasets. BLOGS and NEWS have marginally better

Corpus MAE
BLOGS 0.50
BOOKS 0.56
NEWS 0.52

PUBMED 0.56

Table 4: Average MAE score for label candidate rating
over each corpus

agreement, almost certainly because of the greater
immediacy of the topics, covering everyday areas
such as lifestyle and politics. BOOKS topics are oc-
casionally difficult to label due to the breadth of the
domain; e.g. consider a topic containing terms ex-
tracted from Shakespeare sonnets.

7 Conclusion

This paper has presented the task of topic labelling,
that is the generation and scoring of labels for a
given topic. We generate a set of label candidates
from the top-ranking topic terms, titles of Wikipedia
articles containing the top-ranking topic terms, and
also a filtered set of sub-phrases extracted from the
Wikipedia article titles. We rank the label candidates
using a combination of association measures, lexical
features and an Information Retrieval feature. Our
method is shown to perform strongly over four inde-
pendent sets of topics, and also significantly better
than a competitor system.
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Abstract 

Cross-language document summarization is de-
fined as the task of producing a summary in a 
target language (e.g. Chinese) for a set of 
documents in a source language (e.g. English). 
Existing methods for addressing this task make 
use of either the information from the original 
documents in the source language or the infor-
mation from the translated documents in the 
target language. In this study, we propose to use 
the bilingual information from both the source 
and translated documents for this task. Two 
summarization methods (SimFusion and 
CoRank) are proposed to leverage the bilingual 
information in the graph-based ranking frame-
work for cross-language summary extraction. 
Experimental results on the DUC2001 dataset 
with manually translated reference Chinese 
summaries show the effectiveness of the pro-
posed methods.  

 

1 Introduction 

Cross-language document summarization is de-
fined as the task of producing a summary in a dif-
ferent target language for a set of documents in a 
source language (Wan et al., 2010). In this study, 
we focus on English-to-Chinese cross-language 
summarization, which aims to produce Chinese 
summaries for English document sets. The task is 
very useful in the field of multilingual information 
access. For example, it is beneficial for most Chi-
nese readers to quickly browse and understand 

English news documents or document sets by read-
ing the corresponding Chinese summaries.  

A few pilot studies have investigated the task in 
recent years and exiting methods make use of ei-
ther the information in the source language or the 
information in the target language after using ma-
chine translation. In particular, for the task of Eng-
lish-to-Chinese cross-language summarization, one 
method is to directly extract English summary sen-
tences based on English features extracted from the 
English documents, and then automatically trans-
late the English summary sentences into Chinese 
summary sentences. The other method is to auto-
matically translate the English sentences into Chi-
nese sentences, and then directly extract Chinese 
summary sentences based on Chinese features. The 
two methods make use of the information from 
only one language side.   

However, it is not very reliable to use only the 
information in one language, because the machine 
translation quality is far from satisfactory, and thus 
the translated Chinese sentences usually contain 
some errors and noises. For example, the English 
sentence “Many destroyed power lines are thought 
to be uninsured, as are trees and shrubs uprooted 
across a wide area.” is automatically translated 
into the Chinese sentence “许多破坏电源线被认
为是保险的，因为是连根拔起的树木和灌木，
在广泛的领域。” by using Google Translate1 , 
but the Chinese sentence contains a few translation 
errors. Therefore, on the one side, if we rely only 
on the English-side information to extract Chinese 
                                                           
1 http://translate.google.com/.  Note that the translation service 
is updated frequently and the current translation results may be 
different from that presented in this paper.  
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summary sentences, we cannot guarantee that the 
automatically translated Chinese sentences for sa-
lient English sentences are really salient when 
these sentences may contain many translation er-
rors and other noises. On the other side, if we rely 
only on the Chinese-side information to extract 
Chinese summary sentences, we cannot guarantee 
that the selected sentences are really salient be-
cause the features for sentence ranking based on 
the incorrectly translated sentences are not very 
reliable, either.  

In this study, we propose to leverage both the in-
formation in the source language and the informa-
tion in the target language for cross-language 
document summarization. In particular, we pro-
pose two graph-based summarization methods 
(SimFusion and CoRank) for using both English-
side and Chinese-side information in the task of 
English-to-Chinese cross-document summarization. 
The SimFusion method linearly fuses the English-
side similarity and the Chinese-side similarity for 
measuring Chinese sentence similarity. The 
CoRank method adopts a co-ranking algorithm to 
simultaneously rank both English sentences and 
Chinese sentences by incorporating mutual influ-
ences between them.  

We use the DUC2001 dataset with manually 
translated reference Chinese summaries for evalua-
tion. Experimental results based on the ROUGE 
metrics show the effectiveness of the proposed 
methods. Three important conclusions for this task 
are summarized below:  
1) The Chinese-side information is more benefi-

cial than the English-side information.  
2) The Chinese-side information and the Eng-

lish-side information can complement each 
other.  

3) The proposed CoRank method is more reli-
able and robust than the proposed SimFusion 
method. 

The rest of this paper is organized as follows: 
Section 2 introduces related work. In Section 3, we 
present our proposed methods. Evaluation results 
are shown in Section 4. Lastly, we conclude this 
paper in Section 5.  

2 Related Work 

2.1 General Document Summarization  

Document summarization methods can be extrac-
tion-based, abstraction-based or hybrid methods. 
We focus on extraction-based methods in this 
study, and the methods directly extract summary 
sentences from a document or document set by 
ranking the sentences in the document or document 
set.  

In the task of single document summarization, 
various features have been investigated for ranking 
sentences in a document, including term frequency, 
sentence position, cue words, stigma words, and 
topic signature (Luhn 1969; Lin and Hovy, 2000). 
Machine learning techniques have been used for 
sentence ranking (Kupiec et al., 1995; Amini and 
Gallinari, 2002). Litvak et al. (2010) present a lan-
guage-independent approach for extractive summa-
rization based on the linear optimization of several 
sentence ranking measures using a genetic algo-
rithm. In recent years, graph-based methods have 
been proposed for sentence ranking (Erkan and 
Radev, 2004; Mihalcea and Tarau, 2004). Other 
methods include mutual reinforcement principle 
(Zha 2002; Wan et al., 2007).  

In the task of multi-document summarization, 
the centroid-based method (Radev et al., 2004) 
ranks the sentences in a document set based on 
such features as cluster centroids, position and 
TFIDF. Machine Learning techniques have also 
been used for feature combining (Wong et al., 
2008).  Nenkova and Louis (2008) investigate the 
influences of input difficulty on summarization 
performance. Pitler et al. (2010) present a system-
atic assessment of several diverse classes of met-
rics designed for automatic evaluation of linguistic 
quality of multi-document summaries. Celikyilmaz 
and Hakkani-Tur (2010) formulate extractive 
summarization as a two-step learning problem by 
building a generative model for pattern discovery 
and a regression model for inference. Aker et al. 
(2010) propose an A* search algorithm to find the 
best extractive summary up to a given length, and 
they propose a discriminative training algorithm 
for directly maximizing the quality of the best 
summary. Graph-based methods have also been 
used to rank sentences for multi-document summa-
rization (Mihalcea and Tarau, 2005; Wan and 
Yang, 2008).  
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2.2 Cross-Lingual Document Summariza-
tion  

Several pilot studies have investigated the task of 
cross-language document summarization.  The ex-
isting methods use only the information in either 
language side. Two typical translation schemes are 
document translation or summary translation. The 
document translation scheme first translates the 
source documents into the corresponding docu-
ments in the target language, and then extracts 
summary sentences based only on the information 
on the target side. The summary translation scheme 
first extracts summary sentences from the source 
documents based only on the information on the 
source side, and then translates the summary sen-
tences into the corresponding summary sentences 
in the target language.  

For example Leuski et al. (2003) use machine 
translation for English headline generation for 
Hindi documents. Lim et al. (2004) propose to 
generate a Japanese summary by using Korean 
summarizer. Chalendar et al. (2005) focus on se-
mantic analysis and sentence generation techniques 
for cross-language summarization. Orasan and 
Chiorean (2008) propose to produce summaries 
with the MMR method from Romanian news arti-
cles and then automatically translate the summaries 
into English. Cross language query based summa-
rization has been investigated in (Pingali et al., 
2007), where the query and the documents are in 
different languages. Wan et al. (2010) adopt the 
summary translation scheme for the task of Eng-
lish-to-Chinese cross-language summarization. 
They first extract English summary sentences by 
using English-side features and the machine trans-
lation quality factor, and then automatically trans-
late the English summary into Chinese summary. 
Other related work includes multilingual summari-
zation (Lin et al., 2005; Siddharthan and McKe-
own, 2005), which aims to create summaries from 
multiple sources in multiple languages. 

3 Our Proposed Methods 

As mentioned in Section 1, existing methods rely 
only on one-side information for sentence ranking, 
which is not very reliable. In order to leveraging 
both-side information for sentence ranking, we 
propose the following two methods to incorporate 
the bilingual information in different ways.   

3.1 SimFusion 

This method uses the English-side information for 
Chinese sentence ranking in the graph-based 
framework. The sentence similarities in the two 
languages are fused in the method. In other words, 
when we compute the similarity value between two 
Chinese sentences, the similarity value between the 
corresponding two English sentences is used by 
linear fusion. Since sentence similarity evaluation 
plays a very important role in the graph-based 
ranking algorithm, this method can leverage both-
side information through similarity fusion.   

Formally, given the Chinese document set Dcn
 

translated from an English document set, let 
Gcn=(Vcn, Ecn) be an undirected graph to reflect the 
relationships between the sentences in the Chinese 
document set. Vcn is the set of vertices and each 
vertex scn

i in Vcn represents a Chinese sentence. Ecn 
is the set of edges. Each edge ecn

ij in Ecn is associ-
ated with an affinity weight f(scn

i, scn
j) between sen-

tences scn
i and scn

j (i≠j). The weight is computed by 
linearly combining the similarity value simcosine(scn

i, 
scn

j) between the Chinese sentences and the simi-
larity value simcosine(sen

i, sen
j) between the corre-

sponding English sentences. 
 

),()1(),(),( coscos
en
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en
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cn
j

cn
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cn
j

cn
i sssimsssimssf ⋅−+⋅= λλ

 
where sen

j and sen
i are the source English sentences 

for scn
j and scn

i. λ∈[0, 1] is a parameter to control 
the relative contributions of the two similarity val-
ues. The similarity values simcosine(scn

i, scn
j) and 

simcosine(sen
i, sen

j) are computed by using the stan-
dard cosine measure. The weight for each term is 
computed based on the TFIDF formula. For Chi-
nese similarity computation, Chinese word seg-
mentation is performed. Here, we have f(scn

i, 
scn

j)=f(scn
j, scn

i) and let f(scn
i, scn

i)=0 to avoid self 
transition. We use an affinity matrix Mcn to de-
scribe Gcn with each entry corresponding to the 
weight of an edge in the graph. Mcn=(Mcn

ij)|Vcn|×|Vcn| 
is defined as Mcn

ij=f(scn
i,scn

j). Then Mcn is normal-
ized to cnM~  to make the sum of each row equal to 1. 

Based on matrix cnM~ , the saliency score Info-
Score(scn

i) for sentence scn
i can be deduced from 

those of all other sentences linked with it and it can 
be formulated in a recursive form as in the PageR-
ank algorithm: 
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where n is the sentence number, i.e. n= |Vcn|. μ is 
the damping factor usually set to 0.85, as in the 
PageRank algorithm.  

For numerical computation of the saliency 
scores, we can iteratively run the above equation 
until convergence. 

For multi-document summarization, some sen-
tences are highly overlapping with each other, and 
thus we apply the same greedy algorithm in Wan et 
al. (2006) to penalize the sentences highly overlap-
ping with other highly scored sentences, and fi-
nally the salient and novel Chinese sentences are 
directly selected as summary sentences.  

3.2 CoRank 

This method leverages both the English-side in-
formation and the Chinese-side information in a 
co-ranking way. The source English sentences and 
the translated Chinese sentences are simultane-
ously ranked in a unified graph-based algorithm. 
The saliency of each English sentence relies not 
only on the English sentences linked with it, but 
also on the Chinese sentences linked with it. Simi-
larly, the saliency of each Chinese sentence relies 
not only on the Chinese sentences linked with it, 
but also on the English sentences linked with it. 
More specifically, the proposed method is based on 
the following assumptions: 

Assumption 1: A Chinese sentence would be 
salient if it is heavily linked with other salient Chi-
nese sentences; and an English sentence would be 
salient if it is heavily linked with other salient Eng-
lish sentences. 

Assumption 2: A Chinese sentence would be 
salient if it is heavily linked with salient English 
sentences; and an English sentence would be sali-
ent if it is heavily linked with salient Chinese sen-
tences. 

The first assumption is similar to PageRank 
which makes use of mutual “recommendations” 
between the sentences in the same language to rank 
sentences. The second assumption is similar to 
HITS if the English sentences and the Chinese sen-
tences are considered as authorities and hubs, re-
spectively. In other words, the proposed method 
aims to fuse the ideas of PageRank and HITS in a 
unified framework. The mutual influences between 

the Chinese sentences and the English sentences 
are incorporated in the method. 
   Figure 1 gives the graph representation for the 
method. Three kinds of relationships are exploited: 
the CN-CN relationships between Chinese sen-
tences, the EN-EN relationships between English 
sentences, and the EN-CN relationships between 
English sentences and Chinese sentences.  

Formally, given an English document set Den
 and 

the translated Chinese document set Dcn, let G=(Ven, 
Vcn, Een, Ecn, Eencn) be an undirected graph to reflect 
all the three kinds of relationships between the sen-
tences in the two document sets. Ven ={sen

i | 1≤i≤n} 
is the set of English sentences. Vcn={scn

i | 1≤i≤n} is 
the set of Chinese sentences. scn

i is the correspond-
ing Chinese sentence translated from sen

i.  n is the 
number of the sentences.  Een is the edge set to re-
flect the relationships between the English sen-
tences. Ecn is the edge set to reflect the 
relationships between the Chinese sentences. Eencn 

is the edge set to reflect the relationships between 
the English sentences and the Chinese sentences. 
Based on the graph representation, we compute the 
following three affinity matrices to reflect the three 
kinds of sentence relationships: 
 

 
Figure 1. The three kinds of sentence relationships 

 
1) Mcn=(Mcn

ij)n×n:  This affinity matrix aims to 
reflect the relationships between the Chinese sen-
tences. Each entry in the matrix corresponds to the 
cosine similarity between the two Chinese sen-
tences.  
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 Then Mcn is normalized to cnM~  to make the 
sum of each row equal to 1. 

2) Men=(Men
i,j)n×n: This affinity matrix aims to 

reflect the relationships between the English sen-
tences. Each entry in the matrix corresponds to the 
cosine similarity between the two English sen-
tences.  

⎪⎩

⎪
⎨
⎧ ≠

=
 otherwise,         

j,  if isssim
M

en
j

en
iineen

ij 0

),(cos  

Then Men is normalized to enM~  to make the 
sum of each row equal to 1. 

3) Mencn=(Mencn
ij)n×n: This affinity matrix aims to 

reflect the relationships between the English sen-
tences and the Chinese sentences. Each entry   
Mencn

ij in the matrix corresponds to the similarity 
between the English sentence sen

i and the Chinese 
sentence scn

j. It is hard to directly compute the 
similarity between the sentences in different lan-
guages. In this study, the similarity value is com-
puted by fusing the following two similarity values: 
the cosine similarity between the sentence sen

i and 
the corresponding source English sentence sen

j for 
scn

j, and the cosine similarity between the corre-
sponding translated Chinese sentence scn

i for sen
i 

and the sentence scn
j. We use the geometric mean 

of the two values as the affinity weight.  
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Note that we have Mencn

ij=Mencn
ji and 

Mencn=(Mencn)T. Then Mencn is normalized to encnM~  
to make the sum of each row equal to 1.  

We use two column vectors u=[u(scn
i)]n×1 and v 

=[v(sen
j)]n×1 to denote the saliency scores of the 

Chinese sentences and the English sentences, re-
spectively. Based on the three kinds of relation-
ships, we can get the following four assumptions: 
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After fusing the above equations, we can obtain 
the following iterative forms: 

∑∑ +=
j

en
j

encn
jij

cn
j

cn
ji

cn
i svMβsuMαsu )(~)(~)(  

∑∑ +=
i

cn
i

encn
iji

en
i

en
ij

en
j suMβsvMαsv )(~)(~)(  

And the matrix form is: 
vMuMu cn TencnT βα )~()~( +=  

uMvMv en TencnT βα )~()~( +=  
where α and β specify the relative contributions to 
the final saliency scores from the information in 
the same language and the information in the other 
language and we have α+β=1.  

For numerical computation of the saliency 
scores, we can iteratively run the two equations 
until convergence. Usually the convergence of the 
iteration algorithm is achieved when the difference 
between the scores computed at two successive 
iterations for any sentences and words falls below 
a given threshold. In order to guarantee the con-
vergence of the iterative form, u and v are normal-
ized after each iteration. 

After we get the saliency scores u for the Chi-
nese sentences, we apply the same greedy algo-
rithm for redundancy removing. Finally, a few 
highly ranked sentences are selected as summary 
sentences.  

4 Experimental Evaluation 

4.1 Evaluation Setup 

There is no benchmark dataset for English-to-
Chinese cross-language document summarization, 
so we built our evaluation dataset based on the 
DUC2001 dataset by manually translating the ref-
erence summaries. 

DUC2001 provided 30 English document sets 
for generic multi-document summarization. The 
average document number per document set was 
10. The sentences in each article have been sepa-
rated and the sentence information has been stored 
into files. Three or two generic reference English 
summaries were provided by NIST annotators for 
each document set. Three graduate students were 
employed to manually translate the reference Eng-
lish summaries into reference Chinese summaries. 
Each student manually translated one third of the 
reference summaries. It was much easier and more 
reliable to provide the reference Chinese summa-
ries by manual translation than by manual summa-
rization. 
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 ROUGE-2
Average_F

ROUGE-W 
Average_F

ROUGE-L 
Average_F

ROUGE-SU4 
Average_F 

Baseline(EN) 0.03723 0.05566 0.13259 0.07177 
Baseline(CN) 0.03805 0.05886 0.13871 0.07474 

SimFusion  0.04017 0.06117 0.14362 0.07645 
CoRank  0.04282 0.06158 0.14521 0.07805 

Table 1: Comparison Results 
 

 All the English sentences in the document set 
were automatically translated into Chinese sen-
tences by using Google Translate, and the Stanford 
Chinese Word Segmenter2 was used for segment-
ing the Chinese documents and summaries into 
words. For comparative study, the summary length 
was limited to five sentences, i.e. each Chinese 
summary consisted of five sentences. 

We used the ROUGE-1.5.5 (Lin and Hovy, 
2003) toolkit for evaluation, which has been 
widely adopted by DUC and TAC for automatic 
summarization evaluation. It measured summary 
quality by counting overlapping units such as the 
n-gram, word sequences and word pairs between 
the candidate summary and the reference summary. 
We showed three of the ROUGE F-measure scores 
in the experimental results: ROUGE-2 (bigram-
based), ROUGE-W (based on weighted longest 
common subsequence, weight=1.2), ROUGE-L 
(based on longest common subsequences), and 
ROUGE-SU4 (based on skip bigram with a maxi-
mum skip distance of 4). Note that the ROUGE 
toolkit was performed for Chinese summaries after 
using word segmentation.   

Two graph-based baselines were used for com-
parison.   

Baseline(EN): This baseline adopts the sum-
mary translation scheme, and it relies on the Eng-
lish-side information for English sentence ranking. 
The extracted English summary is finally auto-
matically translated into the corresponding Chinese 
summary. The same sentence ranking algorithm 
with the SimFusion method is adopted, and the 
affinity weight is computed based only on the co-
sine similarity between English sentences.   

Baseline(CN): This baseline adopts the docu-
ment translation scheme, and it relies on the Chi-
nese-side information for Chinese sentence ranking. 
The Chinese summary sentences are directly ex-
tracted from the translated Chinese documents. 
The same sentence ranking algorithm with the 
SimFusion method is adopted, and the affinity 
                                                           
2 http://nlp.stanford.edu/software/segmenter.shtml 

weight is computed based only on the cosine simi-
larity between Chinese sentences.   

For our proposed methods, the parameter val-
ues are empirically set as λ=0.8 and α=0.5. 

4.2 Results and Discussion 

Table 1 shows the comparison results for our pro-
posed methods and the baseline methods. Seen 
from the tables, Baseline(CN) performs better than 
Baseline(EN) over all the metrics. The results dem-
onstrate that the Chinese-side information is more 
beneficial than the English-side information for 
cross-document summarization, because the sum-
mary sentences are finally selected from the Chi-
nese side. Moreover, our proposed two methods 
can outperform the two baselines over all the met-
rics. The results demonstrate the effectiveness of 
using bilingual information for cross-language 
document summarization. It is noteworthy that the 
ROUGE scores in the table are not high due to the 
following two reasons: 1) The use of machine 
translation may introduce many errors and noises 
in the peer Chinese summaries; 2) The use of Chi-
nese word segmentation may introduce more 
noises and mismatches in the ROUGE evaluation 
based on Chinese words.  
    We can also see that the CoRank method can 
outperform the SimFusion method over all metrics. 
The results show that the CoRank method is more 
suitable for the task by incorporating the bilingual 
information into a unified ranking framework.  

In order to show the influence of the value of the 
combination parameter λ on the performance of the 
SimFusion method, we present the performance 
curves over the four metrics in Figures 2 through 5, 
respectively. In the figures, λ ranges from 0 to 1, 
and λ=1 means that SimFusion is the same with 
Baseline(CN), and λ=0 means that only English-
side information is used for Chinese sentence rank-
ing. We can see that when λ is set to a value larger 
than 0.5, SimFusion can outperform the two base-
lines over most metrics. The results show that λ 
can be set in a relatively wide range. Note that 
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λ>0.5 means that SimFusion relies more on the 
Chinese-side information than on the English-side 
information. Therefore, the Chinese-side informa-
tion is more beneficial than the English-side in-
formation.  

In order to show the influence of the value of the 
combination parameter α on the performance of the 
CoRank method, we present the performance 
curves over the four metrics in Figures 6 through 9, 
respectively. In the figures, α ranges from 0.1 to 
0.9, and a larger value means that the information 
from the same language side is more relied on, and 
a smaller value means that the information from 
the other language side is more relied on. We can 
see that CoRank can always outperform the two 
baselines over all metrics with different value of α. 
The results show that α can be set in a very wide 
range. We also note that a very large value or a 
very small value of α can lower the performance 
values. The results demonstrate that CoRank relies 
on both the information from the same language 
side and the information from the other language 
side for sentence ranking. Therefore, both the Chi-
nese-side information and the English-side infor-
mation can complement each other, and they are 
beneficial to the final summarization performance.  

Comparing Figures 2 through 5 with Figures 6 
through 9, we can further see that the CoRank 
method is more stable and robust than the Sim-
Fusion method. The CoRank method can outper-
form the SimFusion method with most parameter 
settings. The bilingual information can be better 
incorporated in the unified ranking framework of 
the CoRank method.  

Finally, we show one running example for the 
document set D59 in the DUC2001 dataset. The 
four summaries produced by the four methods are 
listed below: 

 
Baseline(EN): 周日的崩溃是 24 年来第一次乘客在涉及西

北飞机事故中丧生。有乘客和观察员的报告，这架飞机的右翼引
擎也坠毁前失败。在坠机现场联邦航空局官员表示不会揣测关于
崩溃或在飞机上的发动机评论的原因。美国联邦航空局的记录显
示，除了那些涉及的飞机坠毁，与 JT8D 涡轮路段-200 系列发动
机问题的三个共和国在过去四年的航班发生的事件。1988 年 7
月，一个联合国的 DC-10 坠毁的苏城，艾奥瓦州后，发动机在飞
行中发生外，造成 112 人。 

 
Baseline(CN): 第二，在美国历史上最严重的事故是 1987

年 8 月 16 日，坠毁，造成 156 人时，美国西北航空公司飞机上
的底特律都市机场起飞时坠毁。据美国联邦航空管理局的纪录，
麦道公司的 MD-82 飞机在 1985 年和 1986 年紧急降落后，在其两
个引擎之一是失去权力。周日的崩溃是 24 年来第一次乘客在涉

及西北飞机事故中丧生。今年 4 月，国家运输安全委员会敦促美
国联邦航空局后进行一些危险，发动机故障，飞机的一个发动机
的 200 系列 JT8D 安全调查。目前，机组人员发现了一个黑人师
谁说，他可以引导飞机在附近的人们听到了他们的区域。 

SimFusion: 第二，在美国历史上最严重的事故是 1987 年 8
月 16 日，坠毁，造成 156 人时，美国西北航空公司飞机上的底
特律都市机场起飞时坠毁。周日的崩溃是 24 年来第一次乘客在
涉及西北飞机事故中丧生。在坠机现场联邦航空局官员表示不会
揣测关于崩溃或在飞机上的发动机评论的原因。有乘客和观察员
的报告，这架飞机的右翼引擎也坠毁前失败。据美国联邦航空管
理局的纪录，麦道公司的 MD-82 飞机在 1985 年和 1986 年紧急降
落后，在其两个引擎之一是失去权力。 

CoRank : 周日的崩溃是 24 年来第一次乘客在涉及西北飞

机事故中丧生。第二，在美国历史上最严重的事故是 1987 年 8
月 16 日，坠毁，造成 156 人时，美国西北航空公司飞机上的底
特律都市机场起飞时坠毁。在坠机现场联邦航空局官员表示不会
揣测关于崩溃或在飞机上的发动机评论的原因。最严重的航空事
故不断，在美国是一个在芝加哥的美国航空公司客机 1979 年崩
溃。有乘客和观察员的报告，这架飞机的右翼引擎也坠毁前失
败。 

5 Conclusion and Future Work 

In this paper, we propose two methods (SimFusion 
and CoRank) to address the cross-language docu-
ment summarization task by leveraging the bilin-
gual information in both the source and target 
language sides. Evaluation results demonstrate the 
effectiveness of the proposed methods. The Chi-
nese-side information is validated to be more bene-
ficial than the English-side information, and the 
CoRank method is more robust than the SimFusion 
method.  
    In future work, we will investigate to use the 
machine translation quality factor to further im-
prove the fluency of the Chinese summary, as in 
Wan et al. (2010). Though our attempt to use 
GIZA++ for evaluating the similarity between 
Chinese sentences and English sentences failed, we 
will exploit more advanced measures based on sta-
tistical alignment model for cross-language simi-
larity computation. 
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Figure 2. ROUGE-2(F) vs. λ for SimFusion 
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Figure 3. ROUGE-W(F) vs. λ for SimFusion 
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Figure 4. ROUGE-L(F) vs. λ for SimFusion 
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Figure 5. ROUGE-SU4(F) vs. λ for SimFusion 
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Figure 6. ROUGE-2(F) vs. α for CoRank 
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Figure 7. ROUGE-W(F) vs. α for CoRank 
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Figure 8. ROUGE-L(F) vs. α for CoRank 
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Figure 9. ROUGE-SU4(F) vs. α for CoRank 
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Abstract

In this paper, we present a novel approach
which incorporates the web-derived selec-
tional preferences to improve statistical de-
pendency parsing. Conventional selectional
preference learning methods have usually fo-
cused on word-to-class relations, e.g., a verb
selects as its subject a given nominal class.
This paper extends previous work to word-
to-word selectional preferences by using web-
scale data. Experiments show that web-scale
data improves statistical dependency pars-
ing, particularly for long dependency relation-
ships. There is no data like more data, perfor-
mance improves log-linearly with the number
of parameters (unique N-grams). More impor-
tantly, when operating on new domains, we
show that using web-derived selectional pref-
erences is essential for achieving robust per-
formance.

1 Introduction

Dependency parsing is the task of building depen-
dency links between words in a sentence, which has
recently gained a wide interest in the natural lan-
guage processing community. With the availabil-
ity of large-scale annotated corpora such as Penn
Treebank (Marcus et al., 1993), it is easy to train
a high-performance dependency parser using super-
vised learning methods.

However, current state-of-the-art statistical de-
pendency parsers (McDonald et al., 2005; McDon-
ald and Pereira, 2006; Hall et al., 2006) tend to have

∗Correspondence author: jzhao@nlpr.ia.ac.cn

lower accuracies for longer dependencies (McDon-
ald and Nivre, 2007). The length of a dependency
from word wi to word wj is simply equal to |i − j|.
Longer dependencies typically represent the mod-
ifier of the root or the main verb, internal depen-
dencies of longer NPs or PP-attachment in a sen-
tence. Figure 1 shows the F1 score1 relative to the
dependency length on the development set by using
the graph-based dependency parsers (McDonald et
al., 2005; McDonald and Pereira, 2006). We note
that the parsers provide very good results for adja-
cent dependencies (96.89% for dependency length
=1), while the dependency length increases, the ac-
curacies degrade sharply. These longer dependen-
cies are therefore a major opportunity to improve the
overall performance of dependency parsing. Usu-
ally, these longer dependencies can be parsed de-
pendent on the specific words involved due to the
limited range of features (e.g., a verb and its mod-
ifiers). Lexical statistics are therefore needed for
resolving ambiguous relationships, yet the lexical-
ized statistics are sparse and difficult to estimate di-
rectly. To solve this problem, some information with
different granularity has been investigated. Koo et
al. (2008) proposed a semi-supervised dependency
parsing by introducing lexical intermediaries at a
coarser level than words themselves via a cluster
method. This approach, however, ignores the se-
lectional preference for word-to-word interactions,
such as head-modifier relationship. Extra resources

1Precision represents the percentage of predicted arcs of
length d that are correct, and recall measures the percentage
of gold-standard arcs of length d that are correctly predicted.
F1 = 2× precision× recall/(precision + recall)
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Figure 1: F score relative to dependency length.

beyond the annotated corpora are needed to capture
the bi-lexical relationship at the word-to-word level.

Our purpose in this paper is to exploit web-
derived selectional preferences to improve the su-
pervised statistical dependency parsing. All of our
lexical statistics are derived from two kinds of web-
scale corpus: one is the web, which is the largest
data set that is available for NLP (Keller and Lap-
ata, 2003). Another is a web-scale N-gram corpus,
which is a N-gram corpus with N-grams of length 1-
5 (Brants and Franz, 2006), we call it Google V1 in
this paper. The idea is very simple: web-scale data
have large coverage for word pair acquisition. By
leveraging some assistant data, the dependency pars-
ing model can directly utilize the additional informa-
tion to capture the word-to-word level relationships.
We address two natural and related questions which
some previous studies leave open:

Question I: Is there a benefit in incorporating
web-derived selectional preference features for sta-
tistical dependency parsing, especially for longer de-
pendencies?

Question II: How well do web-derived selec-
tional preferences perform on new domains?

For Question I, we systematically assess the value
of using web-scale data in state-of-the-art super-
vised dependency parsers. We compare dependency
parsers that include or exclude selectional prefer-
ence features obtained from web-scale corpus. To
the best of our knowledge, none of the existing stud-
ies directly address long dependencies of depen-
dency parsing by using web-scale data.

Most statistical parsers are highly domain depen-
dent. For example, the parsers trained on WSJ text
perform poorly on Brown corpus. Some studies have
investigated domain adaptation for parsers (Mc-
Closky et al., 2006; Daumé III, 2007; McClosky et
al., 2010). These approaches assume that the parsers
know which domain it is used, and that it has ac-
cess to representative data in that domain. How-
ever, in practice, these assumptions are unrealistic
in many real applications, such as when processing
the heterogeneous genre of web texts. In this paper
we incorporate the web-derived selectional prefer-
ence features to design our parsers for robust open-
domain testing.

We conduct the experiments on the English Penn
Treebank (PTB) (Marcus et al., 1993). The results
show that web-derived selectional preference can
improve the statistical dependency parsing, partic-
ularly for long dependency relationships. More im-
portantly, when operating on new domains, the web-
derived selectional preference features show great
potential for achieving robust performance (Section
4.3).

The remainder of this paper is divided as follows.
Section 2 gives a brief introduction of dependency
parsing. Section 3 describes the web-derived selec-
tional preference features. Experimental evaluation
and results are reported in Section 4. Finally, we dis-
cuss related work and draw conclusion in Section 5
and Section 6, respectively.

2 Dependency Parsing

In dependency parsing, we attempt to build head-
modifier (or head-dependent) relations between
words in a sentence. The discriminative parser we
used in this paper is based on the part-factored
model and features of the MSTParser (McDonald et
al., 2005; McDonald and Pereira, 2006; Carreras,
2007). The parsing model can be defined as a con-
ditional distribution p(y|x;w) over each projective
parse tree y for a particular sentence x, parameter-
ized by a vector w. The probability of a parse tree
is

p(y|x;w) =
1

Z(x;w)
exp

{∑
ρ∈y

w ·Φ(x, ρ)
}

(1)

where Z(x;w) is the partition function and Φ are
part-factored feature functions that include head-
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modifier parts, sibling parts and grandchild parts.
Given the training set {(xi, yi)}N

i=1, parameter es-
timation for log-linear models generally resolve
around optimization of a regularized conditional
log-likelihood objective w∗ = arg minwL(w)
where

L(w) = −C

N∑
i=1

logp(yi|xi;w) +
1

2
||w||2 (2)

The parameter C > 0 is a constant dictating the
level of regularization in the model. Since objec-
tive function L(w) is smooth and convex, which is
convenient for standard gradient-based optimization
techniques. In this paper we use the dual exponenti-
ated gradient (EG)2 descent, which is a particularly
effective optimization algorithm for log-linear mod-
els (Collins et al., 2008).

3 Web-Derived Selectional Preference
Features

In this paper, we employ two different feature sets:
a baseline feature set3 which draw upon “normal”
information source, such as word forms and part-of-
speech (POS) without including the web-derived se-
lectional preference4 features, a feature set conjoins
the baseline features and the web-derived selectional
preference features.

3.1 Web-scale resources

All of our selectional preference features described
in this paper rely on probabilities derived from unla-
beled data. To use the largest amount of data possi-
ble, we exploit web-scale resources. one is web, N-
gram counts are approximated by Google hits. An-
other we use is Google V1 (Brants and Franz, 2006).
This N-gram corpus records how often each unique
sequence of words occurs. N-grams appearing 40

2http://groups.csail.mit.edu/nlp/egstra/
3This kind of feature sets are similar to other feature sets in

the literature (McDonald et al., 2005; Carreras, 2007), so we
will not attempt to give a exhaustive description.

4Selectional preference tells us which arguments are plau-
sible for a particular predicate, one way to determine the se-
lectional preference is from co-occurrences of predicates and
arguments in text (Bergsma et al., 2008). In this paper, the
selectional preferences have the same meaning with N-grams,
which model the word-to-word relationships, rather than only
considering the predicates and arguments relationships.

obj

detdet

root

obj

mod

subj

Figure 2: An example of a labeled dependency tree. The
tree contains a special token “$” which is always the root
of the tree. Each arc is directed from head to modifier and
has a label describing the function of the attachment.

times or more (1 in 25 billion) are kept, and appear
in the n-gram tables. All n-grams with lower counts
are discarded. Co-occurrence probabilities can be
calculated directly from the N-gram counts.

3.2 Web-derived N-gram features

3.2.1 PMI
Previous work on noun compounds bracketing

has used adjacency model (Resnik, 1993) and de-
pendency model (Lauer, 1995) to compute associa-
tion statistics between pairs of words. In this pa-
per we generalize the adjacency and dependency
models by including the pointwise mutual informa-
tion (Church and Hanks, 1900) between all pairs of
words in the dependency tree:

PMI(x, y) = log
p(“x y”)

p(“x”)p(“y”)
(3)

where p(“x y”) is the co-occurrence probabilities.
When use the Google V1 corpus, this probabilities
can be calculated directly from the N-gram counts,
while using the Google hits, we send the queries to
the search engine Google5 and all the search queries
are performed as exact matches by using quotation
marks.6

The value of these features is the PMI, if it is de-
fined. If the PMI is undefined, following the work
of (Pitler et al., 2010), we include one of two binary
features:

p(“x y”) = 0 or p(“x”) ∨ p(“y”) = 0
Besides, we also consider the trigram features be-

5http://www.google.com/
6Google only allows automated querying through the

Google Web API, this involves obtaining a license key, which
then restricts the number of queries to a daily quota of 1000.
However, we obtained a quota of 20,000 queries per day by
sending a request to api-support@google.com for research pur-
poses.
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PMI(“hit with”)
xi-word=“hit”, xj-word=“with”, PMI(“hit with”)
xi-word=“hit”, xj-word=“with”, xj-pos=“IN”, PMI(“hit with”)
xi-word=“hit”, xi-pos=“VBD”, xj-word=“with”, PMI(“hit with”)
xi-word=“hit”, b-pos=“ball”, xj-word=“with”, PMI(“hit with”)
xi-word=“hit”, xj-word=“with”, PMI(“hit with”), dir=R, dist=3
. . .

Table 1: An example of the N-gram PMI features and the conjoin features with the baseline.

tween the three words in the dependency tree:

PMI(x, y, z) = log
p(“x y z”)

p(“x y”)p(“y z”)
(4)

This kinds of trigram features, for example in MST-
Parser, which can directly capture the sibling and
grandchild features.

We illustrate the PMI features with an example
of dependency parsing tree in Figure 2. In deciding
the dependency between the main verb hit and its ar-
gument headed preposition with, an example of the
N-gram PMI features and the conjoin features with
the baseline are shown in Table 1.

3.2.2 PP-attachment
Propositional phrase (PP) attachment is one of

the hardest problems in English dependency pars-
ing. An English sentence consisting of a subject, a
verb, and a nominal object followed by a preposi-
tional phrase is often ambiguous. Ambiguity resolu-
tion reflects the selectional preference between the
verb and noun with their prepositional phrase. For
example, considering the following two examples:

(1) John hit the ball with the bat.
(2) John hit the ball with the red stripe.

In sentence (1), the preposition with depends on the
main verb hit; but in sentence (2), the prepositional
phrase is a noun attribute and the preposition with
needs to depends on the word ball. To resolve this
kind of ambiguity, there needs to measure the attach-
ment preference. We thus have PP-attachment fea-
tures that determine the PMI association across the
preposition word “IN”7:

PMIIN (x, z) = log
p(“x IN z”)

p(x)
(5)

7Here, the preposition word “IN” (e.g., “with”, “in”, . . .) is
any token whose part-of-speech is IN

N-gram feature templates
hw, mw, PMI(hw,mw)

hw, ht, mw, PMI(hw,mw)
hw, mw, mt, PMI(hw,mw)

hw, ht, mw, mt, PMI(hw,mw)
. . .

hw, mw, sw
hw, mw, sw, PMI(hw, mw, sw)

hw, mw, gw
hw, mw, gw, PMI(hw, mw, gw)

Table 2: Examples of N-gram feature templates. Each
entry represents a class of indicator for tuples of informa-
tion. For example, “hw, mw” reprsents a class of indi-
cator features with one feature for each possible combi-
nation of head word and modifier word. Abbreviations:
hw=head word, ht= head POS. st, gt=likewise for sibling
and grandchild.

PMIIN (y, z) = log
p(“y IN z”)

p(y)
(6)

where the word x and y are usually verb and noun,
z is a noun which directly depends on the preposi-
tion word “IN”. For example in sentence (1), we
would include the features PMIwith(hit, bat) and
PMIwith(ball, bat). If both PMI features exist and
PMIwith(hit, bat) > PMIwith(ball, bat), indicating
to our dependency parsing model that the preposi-
tion word with depends on the verb hit is a good
choice. While in sentence (2), the features include
PMIwith(hit, stripe) and PMIwith(ball, stripe).

3.3 N-gram feature templates

We generate N-gram features by mimicking the
template structure of the original baseline features.
For example, the baseline feature set includes indi-
cators for word-to-word and tag-to-tag interactions
between the head and modifier of a dependency. In
the N-gram feature set, we correspondingly intro-
duce N-gram PMI for word-to-word interactions.
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The N-gram feature set for MSTParser is shown
in Table 2. Following McDonald et al. (2005),
all features are conjoined with the direction of
attachment as well as the distance between the two
words creating the dependency. In between N-gram
features, we include the form of word trigrams
and PMI of the trigrams. The surrounding word
N-gram features represent the local context of the
selectional preference. Besides, we also present
the second-order feature templates, including the
sibling and grandchild features. These features are
designed to disambiguate cases like coordinating
conjunctions and prepositional attachment. Con-
sider the examples we have shown in section 3.2.2,
for sentence (1), the dependency graph path feature
ball → with → bat should have a lower weight
since ball rarely is modified by bat, but is often
seen through them (e.g., a higher weight should be
associated with hit → with → bat). In contrast,
for sentence (2), our N-gram features will tell us
that the prepositional phrase is much more likely
to attach to the noun since the dependency graph
path feature ball → with → stripe should have a
high weight due to the high strength of selectional
preference between ball and stripe.

Web-derived selectional preference features
based on PMI values are trickier to incorporate
into the dependency parsing model because they
are continuous rather than discrete. Since all the
baseline features used in the literature (McDonald et
al., 2005; Carreras, 2007) take on binary values of 0
or 1, there is a “mis-match” between the continuous
and binary features. Log-linear dependency parsing
model is sensitive to inappropriately scaled feature.
To solve this problem, we transform the PMI
values into a more amenable form by replacing the
PMI values with their z-score. The z-score of a
PMI value x is x−µ

σ , where µ and σ are the mean
and standard deviation of the PMI distribution,
respectively.

4 Experiments

In order to evaluate the effectiveness of our proposed
approach, we conducted dependency parsing exper-
iments in English. The experiments were performed
on the Penn Treebank (PTB) (Marcus et al., 1993),
using a standard set of head-selection rules (Yamada

and Matsumoto, 2003) to convert the phrase struc-
ture syntax of the Treebank into a dependency tree
representation, dependency labels were obtained via
the ”Malt” hard-coded setting.8 We split the Tree-
bank into a training set (Sections 2-21), a devel-
opment set (Section 22), and several test sets (Sec-
tions 0,9 1, 23, and 24). The part-of-speech tags for
the development and test set were automatically as-
signed by the MXPOST tagger10, where the tagger
was trained on the entire training corpus.

Web page hits for word pairs and trigrams are ob-
tained using a simple heuristic query to the search
engine Google.11 Inflected queries are performed
by expanding a bigram or trigram into all its mor-
phological forms. These forms are then submitted as
literal queries, and the resulting hits are summed up.
John Carroll’s suite of morphological tools12 is used
to generate inflected forms of verbs and nouns. All
the search terms are performed as exact matches by
using quotation marks and submitted to the search
engines in lower case.

We measured the performance of the parsers us-
ing the following metrics: unlabeled attachment
score (UAS), labeled attachment score (LAS) and
complete match (CM), which were defined by Hall
et al. (2006). All the metrics are calculated as mean
scores per word, and punctuation tokens are consis-
tently excluded.

4.1 Main results

There are some clear trends in the results of Ta-
ble 3. First, performance increases with the order
of the parser: edge-factored model (dep1) has the
lowest performance, adding sibling and grandchild
relationships (dep2) significantly increases perfor-
mance. Similar observations regarding the effect of
model order have also been made by Carreras (2007)
and Koo et al. (2008).

Second, note that the parsers incorporating the N-
gram feature sets consistently outperform the mod-
els using the baseline features in all test data sets,
regardless of model order or label usage. Another

8http://w3.msi.vxu.se/ nivre/research/MaltXML.html
9We removed a single 249-word sentence from Section 0 for

computational reasons.
10http://www.inf.ed.ac.uk/resources/nlp/local doc/MXPOST.html
11http://www.google.com/
12http://www.cogs.susx.ac.uk/lab/nlp/carroll/morph.html.
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Sec dep1 +hits +V1 dep2 +hits +V1 dep1-L +hits-L +V1-L dep2-L +hits-L +V1-L
00 90.39 90.94 90.91 91.56 92.16 92.16 90.11 90.69 90.67 91.94 92.47 92.42
01 91.01 91.60 91.60 92.27 92.89 92.86 90.77 91.39 91.39 91.81 92.38 92.37
23 90.82 91.46 91.39 91.98 92.64 92.59 90.30 90.98 90.92 91.24 91.83 91.77
24 89.53 90.15 90.13 90.81 91.44 91.41 89.42 90.03 90.02 90.30 90.91 90.89

Table 3: Unlabeled accuracies (UAS) and labeled accuracies (LAS) on Section 0, 1, 23, 24. Abbreviation:
dep1/dep2=first-order parser and second-order parser with the baseline features; +hits=N-gram features derived from
the Google hits; +V1=N-gram features derived from the Google V1; suffix-L=labeled parser. Unlabeled parsers are
scored using unlabeled parent predictions, and labeled parsers are scored using labeled parent predictions.

finding is that the N-gram features derived from
Google hits are slightly better than Google V1 due
to the large N-gram coverage, we will discuss later.
As a final note, all the comparisons between the inte-
gration of N-gram features and the baseline features
in Table 3 are mildly significant using the Z-test of
Collins et al. (2005) (p < 0.08).

Type Systems UAS CM

D

Yamada and Matsumoto (2003) 90.3 38.7
McDonald et al. (2005) 90.9 37.5

McDonald and Pereira (2006) 91.5 42.1
Corston-Oliver et al. (2006) 90.9 37.5

Hall et al. (2006) 89.4 36.4
Wang et al. (2007) 89.2 34.4

Carreras et al. (2008) 93.5 -
GoldBerg and Elhadad (2010)† 91.32 40.41

Ours 92.64 46.61

C

Nivre and McDonald (2008)† 92.12 44.37
Martins et al. (2008)† 92.87 45.51

Zhang and Clark (2008) 92.1 45.4

S
Koo et al. (2008) 93.16 -

Suzuki et al. (2009) 93.79 -
Chen et al. (2009) 93.16 47.15

Table 4: Comparison of our final results with other best-
performing systems on the whole Section 23. Type
D, C and S denote discriminative, combined and semi-
supervised systems, respectively. † These papers were
not directly reported the results on this data set, we im-
plemented the experiments in this paper.

To put our results in perspective, we also com-
pare them with other best-performing systems in Ta-
ble 4. To facilitate comparisons with previous work,
we only use Section 23 as the test data. The re-
sults show that our second order model incorpo-
rating the N-gram features (92.64) performs better
than most previously reported discriminative sys-
tems trained on the Treebank. Carreras et al. (2008)
reported a very high accuracy using information of
constituent structure of TAG grammar formalism,

while in our system, we do not use such knowl-
edge. When compared to the combined systems, our
system is better than Nivre and McDonald (2008)
and Zhang and Clark (2008), but a slightly worse
than Martins et al. (2008). We also compare our
method with the semi-supervised approaches, the
semi-supervised approaches achieved very high ac-
curacies by leveraging on large unlabeled data di-
rectly into the systems for joint learning and decod-
ing, while in our method, we only explore the N-
gram features to further improve supervised depen-
dency parsing performance.

Table 5 shows the details of some other N-gram
sources, where NEWS: created from a large set of
news articles including the Reuters and Gigword
(Graff, 2003) corpora. For a given number of unique
N-gram, using any of these sources does not have
significant difference in Figure 3. Google hits is
the largest N-gram data and shows the best perfor-
mance. The other two are smaller ones, accuracies
increase linearly with the log of the number of types
in the auxiliary data set. Similar observations have
been made by Pitler et al. (2010). We see that the
relationship between accuracy and the number of N-
gram is not monotonic for Google V1. The reason
may be that Google V1 does not make detailed pre-
processing, containing many mistakes in the corpus.
Although Google hits is noisier, it has very much
larger coverage of bigrams or trigrams.

Some previous studies also found a log-linear
relationship between unlabeled data (Suzuki and
Isozaki, 2008; Suzuki et al., 2009; Bergsma et al.,
2010; Pitler et al., 2010). We have shown that this
trend continues well for dependency parsing by us-
ing web-scale data (NEWS and Google V1).

13Google indexes about more than 8 billion pages and each
contains about 1,000 words on average.
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Corpus # of tokens θ # of types
NEWS 3.2B 1 3.7B

Google V1 1,024.9B 40 3.4B
Google hits13 8,000B 100 -

Table 5: N-gram data, with total number of words in the
original corpus (in billions, B). Following (Brants and
Franz, 2006; Pitler et al., 2010), we set the frequency
threshold to filter the data θ, and total number of unique
N-gram (types) remaining in the data.
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Figure 3: There is no data like more data. UAS accu-
racy improves with the number of unique N-grams but
still lower than the Google hits.

4.2 Improvement relative to dependency length

The experiments in (McDonald and Nivre, 2007)
showed a negative impact on the dependency pars-
ing performance from too long dependencies. For
our proposed approach, the improvement relative
to dependency length is shown in Figure 4. From
the Figure, it is seen that our method gives observ-
able better performance when dependency lengths
are larger than 3. The results here show that the
proposed approach improves the dependency pars-
ing performance, particularly for long dependency
relationships.

4.3 Cross-genre testing

In this section, we present the experiments to vali-
date the robustness the web-derived selectional pref-
erences. The intent is to understand how well the
web-derived selectional preferences transfer to other
sources.

The English experiment evaluates the perfor-
mance of our proposed approach when it is trained

1 10 20 30
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Figure 4: Dependency length vs. F1 score.

on annotated data from one genre of text (WSJ) and
is used to parse a test set from a different genre: the
biomedical domain related to cancer (PennBioIE.,
2005) with 2,600 parsed sentences. We divided the
data into 500 for training, 100 for development and
others for testing. We created five sets of train-
ing data with 100, 200, 300, 400, and 500 sen-
tences respectively. Figure 5 plots the UAS ac-
curacy as function of training instances. WSJ is
the performance of our second-order dependency
parser trained on section 2-21; WSJ+N-gram is the
performance of our proposed approach trained on
section 2-21; WSJ+BioMed is the performance of
the parser trained on WSJ and biomedical data.
WSJ+BioMed+N-gram is the performance of our
proposed approach trained on WSJ and biomedical
data. The results show that incorporating the web-
scale N-gram features can significantly improve the
dependency parsing performance, and the improve-
ment is much larger than the in-domain testing pre-
sented in Section 4.1, the reason may be that web-
derived N-gram features do not depend directly on
training data and thus work better on new domains.

4.4 Discussion

In this paper, we present a novel method to im-
prove dependency parsing by using web-scale data.
Despite the success, there are still some problems
which should be discussed.

(1) Google hits is less sparse than Google V1
in modeling the word-to-word relationships, but
Google hits are likely to be noisier than Google V1.
It is very appealing to carry out a correlation anal-
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Figure 5: Adapting a WSJ parser to biomedical text.
WSJ: performance of parser trained only on WSJ;
WSJ+N-gram: performance of our proposed approach
trained only on WSJ; WSJ+BioMed: parser trained on
WSJ and biomedical text; WSJ+BioMed+N-gram: our
approach trained on WSJ and biomedical text.

ysis to determine whether Google hits and Google
V1 are highly correlated. We will leave it for future
research.

(2) Veronis (2005) pointed out that there had been
a debate about reliability of Google hits due to the
inconsistencies of page hits estimates. However, this
estimate is scale-invariant. Assume that when the
number of pages indexed by Google grows, the num-
ber of pages containing a given search term goes to
a fixed fraction. This means that if pages indexed
by Google doubles, then so do the bigrams or tri-
grams frequencies. Therefore, the estimate becomes
stable when the number of indexed pages grows un-
boundedly. Some details are presented in Cilibrasi
and Vitanyi (2007).

5 Related Work

Our approach is to exploit web-derived selectional
preferences to improve the dependency parsing. The
idea of this paper is inspired by the work of Suzuki
et al. (2009) and Pitler et al. (2010). The former uses
the web-scale data explicitly to create more data for
training the model; while the latter explores the web-
scale N-grams data (Lin et al., 2010) for compound
bracketing disambiguation. Our research, however,
applies the web-scale data (Google hits and Google
V1) to model the word-to-word dependency rela-
tionships rather than compound bracketing disam-
biguation.

Several previous studies have exploited the web-
scale data for word pair acquisition. Keller and
Lapata (2003) evaluated the utility of using web
search engine statistics for unseen bigram. Nakov
and Hearst (2005) demonstrated the effectiveness of
using search engine statistics to improve the noun
compound bracketing. Volk (2001) exploited the
WWW as a corpus to resolve PP attachment ambigu-
ities. Turney (2007) measured the semantic orienta-
tion for sentiment classification using co-occurrence
statistics obtained from the search engines. Bergsma
et al. (2010) created robust supervised classifiers
via web-scale N-gram data for adjective ordering,
spelling correction, noun compound bracketing and
verb part-of-speech disambiguation. Our approach,
however, extends these techniques to dependency
parsing, particularly for long dependency relation-
ships, which involves more challenging tasks than
the previous work.

Besides, there are some work exploring the word-
to-word co-occurrence derived from the web-scale
data or a fixed size of corpus (Calvo and Gel-
bukh, 2004; Calvo and Gelbukh, 2006; Yates et al.,
2006; Drabek and Zhou, 2000; van Noord, 2007)
for PP attachment ambiguities or shallow parsing.
Johnson and Riezler (2000) incorporated the lex-
ical selectional preference features derived from
British National Corpus (Graff, 2003) into a stochas-
tic unification-based grammar. Abekawa and Oku-
mura (2006) improved Japanese dependency pars-
ing by using the co-occurrence information derived
from the results of automatic dependency parsing of
large-scale corpora. However, we explore the web-
scale data for dependency parsing, the performance
improves log-linearly with the number of parameters
(unique N-grams). To the best of our knowledge,
web-derived selectional preference has not been suc-
cessfully applied to dependency parsing.

6 Conclusion

In this paper, we present a novel method which in-
corporates the web-derived selectional preferences
to improve statistical dependency parsing. The re-
sults show that web-scale data improves the de-
pendency parsing, particularly for long dependency
relationships. There is no data like more data,
performance improves log-linearly with the num-
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ber of parameters (unique N-grams). More impor-
tantly, when operating on new domains, the web-
derived selectional preferences show great potential
for achieving robust performance.
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Abstract

It is well known that parsing accuracy suf-
fers when a model is applied to out-of-domain
data. It is also known that the most benefi-
cial data to parse a given domain is data that
matches the domain (Sekine, 1997; Gildea,
2001). Hence, an important task is to select
appropriate domains. However, most previ-
ous work on domain adaptation relied on the
implicit assumption that domains are some-
how given. As more and more data becomes
available, automatic ways to select data that is
beneficial for a new (unknown) target domain
are becoming attractive. This paper evaluates
various ways to automatically acquire related
training data for a given test set. The results
show that an unsupervised technique based on
topic models is effective – it outperforms ran-
dom data selection on both languages exam-
ined, English and Dutch. Moreover, the tech-
nique works better than manually assigned la-
bels gathered from meta-data that is available
for English.

1 Introduction and Motivation

Previous research on domain adaptation has focused
on the task of adapting a system trained on one do-
main, say newspaper text, to a particular new do-
main, say biomedical data. Usually, some amount
of (labeled or unlabeled) data from the new domain
was given – which has been determined by a human.

However, with the growth of the web, more and
more data is becoming available, where each doc-
ument “is potentially its own domain” (McClosky
et al., 2010). It is not straightforward to determine

which data or model (in case we have several source
domain models) will perform best on a new (un-
known) target domain. Therefore, an important is-
sue that arises is how to measure domain similar-
ity, i.e. whether we can find a simple yet effective
method to determine which model or data is most
beneficial for an arbitrary piece of new text. More-
over, if we had such a measure, a related question is
whether it can tell us something more about what is
actually meant by “domain”. So far, it was mostly
arbitrarily used to refer to some kind of coherent
unit (related to topic, style or genre), e.g.: newspa-
per text, biomedical abstracts, questions, fiction.

Most previous work on domain adaptation, for in-
stance Hara et al. (2005), McClosky et al. (2006),
Blitzer et al. (2006), Daumé III (2007), sidestepped
this problem of automatic domain selection and
adaptation. For parsing, to our knowledge only one
recent study has started to examine this issue (Mc-
Closky et al., 2010) – we will discuss their approach
in Section 2. Rather, an implicit assumption of all of
these studies is that domains are given, i.e. that they
are represented by the respective corpora. Thus, a
corpus has been considered a homogeneous unit. As
more data is becoming available, it is unlikely that
domains will be ‘given’. Moreover, a given corpus
might not always be as homogeneous as originally
thought (Webber, 2009; Lippincott et al., 2010). For
instance, recent work has shown that the well-known
Penn Treebank (PT) Wall Street Journal (WSJ) ac-
tually contains a variety of genres, including letters,
wit and short verse (Webber, 2009).

In this study we take a different approach. Rather
than viewing a given corpus as a monolithic entity,
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we break it down to the article-level and disregard
corpora boundaries. Given the resulting set of doc-
uments (articles), we evaluate various ways to au-
tomatically acquire related training data for a given
test set, to find answers to the following questions:

• Given a pool of data (a collection of articles
from unknown domains) and a test article, is
there a way to automatically select data that is
relevant for the new domain? If so:

• Which similarity measure is good for parsing?

• How does it compare to human-annotated data?

• Is the measure also useful for other languages
and/or tasks?

To this end, we evaluate measures of domain sim-
ilarity and feature representations and their impact
on dependency parsing accuracy. Given a collection
of annotated articles, and a new article that we want
to parse, we want to select the most similar articles
to train the best parser for that new article.

In the following, we will first compare automatic
measures to human-annotated labels by examining
parsing performance within subdomains of the Penn
Treebank WSJ. Then, we extend the experiments to
the domain adaptation scenario. Experiments were
performed on two languages: English and Dutch.
The empirical results show that a simple measure
based on topic distributions is effective for both lan-
guages and works well also for Part-of-Speech tag-
ging. As the approach is based on plain surface-
level information (words) and it finds related data in
a completely unsupervised fashion, it can be easily
applied to other tasks or languages for which anno-
tated (or automatically annotated) data is available.

2 Related Work

The work most related to ours is McClosky et al.
(2010). They try to find the best combination of
source models to parse data from a new domain,
which is related to Plank and Sima’an (2008). In
the latter, unlabeled data was used to create sev-
eral parsers by weighting trees in the WSJ accord-
ing to their similarity to the subdomain. McClosky
et al. (2010) coined the term multiple source domain
adaptation. Inspired by work on parsing accuracy

prediction (Ravi et al., 2008), they train a linear re-
gression model to predict the best (linear interpola-
tion) of source domain models. Similar to us, Mc-
Closky et al. (2010) regard a target domain as mix-
ture of source domains, but they focus on phrase-
structure parsing. Furthermore, our approach differs
from theirs in two respects: we do not treat source
corpora as one entity and try to mix models, but
rather consider articles as base units and try to find
subsets of related articles (the most similar articles);
moreover, instead of creating a supervised model (in
their case to predict parsing accuracy), our approach
is ‘simplistic’: we apply measures of domain simi-
larity directly (in an unsupervised fashion), without
the necessity to train a supervised model.

Two other related studies are (Lippincott et al.,
2010; Van Asch and Daelemans, 2010). Van Asch
and Daelemans (2010) explore a measure of domain
difference (Renyi divergence) between pairs of do-
mains and its correlation to Part-of-Speech tagging
accuracy. Their empirical results show a linear cor-
relation between the measure and the performance
loss. Their goal is different, but related: rather than
finding related data for a new domain, they want to
estimate the loss in accuracy of a PoS tagger when
applied to a new domain. We will briefly discuss
results obtained with the Renyi divergence in Sec-
tion 5.1. Lippincott et al. (2010) examine subdomain
variation in biomedicine corpora and propose aware-
ness of NLP tools to such variation. However, they
did not yet evaluate the effect on a practical task,
thus our study is somewhat complementary to theirs.

The issue of data selection has recently been ex-
amined for Language Modeling (Moore and Lewis,
2010). A subset of the available data is automati-
cally selected as training data for a Language Model
based on a scoring mechanism that compares cross-
entropy scores. Their approach considerably outper-
formed random selection and two previous proposed
approaches both based on perplexity scoring.1

3 Measures of Domain Similarity

3.1 Measuring Similarity Automatically

Feature Representations A similarity function
may be defined over any set of events that are con-

1We tested data selection by perplexity scoring, but found
the Language Models too small to be useful in our setting.
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sidered to be relevant for the task at hand. For
parsing, these might be words, characters, n-grams
(of words or characters), Part-of-Speech (PoS) tags,
bilexical dependencies, syntactic rules, etc. How-
ever, to obtain more abstract types such as PoS tags
or dependency relations, one would first need to
gather respective labels. The necessary tools for this
are again trained on particular corpora, and will suf-
fer from domain shifts, rendering labels noisy.

Therefore, we want to gauge the effect of the sim-
plest representation possible: plain surface charac-
teristics (unlabeled text). This has the advantage
that we do not need to rely on additional supervised
tools; moreover, it is interesting to know how far we
can get with this level of information only.

We examine the following feature representa-
tions: relative frequencies of words, relative fre-
quencies of character tetragrams, and topic mod-
els. Our motivation was as follows. Relative fre-
quencies of words are a simple and effective rep-
resentation used e.g. in text classification (Manning
and Schütze, 1999), while character n-grams have
proven successful in genre classification (Wu et al.,
2010). Topic models (Blei et al., 2003; Steyvers
and Griffiths, 2007) can be considered an advanced
model over word distributions: every article is repre-
sented by a topic distribution, which in turn is a dis-
tribution over words. Similarity between documents
can be measured by comparing topic distributions.

Similarity Functions There are many possible
similarity (or distance) functions. They fall broadly
into two categories: probabilistically-motivated and
geometrically-motivated functions. The similarity
functions examined in this study will be described
in the following.

The Kullback-Leibler (KL) divergence D(q||r) is
a classical measure of ‘distance’2 between two prob-
ability distributions, and is defined as: D(q||r) =∑

y q(y) log q(y)
r(y) . It is a non-negative, additive,

asymmetric measure, and 0 iff the two distributions
are identical. However, the KL-divergence is unde-
fined if there exists an event y such that q(y) > 0
but r(y) = 0, which is a property that “makes it
unsuitable for distributions derived via maximum-
likelihood estimates” (Lee, 2001).

2It is not a proper distance metric since it is asymmetric.

One option to overcome this limitation is to apply
smoothing techniques to gather non-zero estimates
for all y. The alternative, examined in this paper, is
to consider an approximation to the KL divergence,
such as the Jensen-Shannon (JS) divergence (Lin,
1991) and the skew divergence (Lee, 2001).

The Jensen-Shannon divergence, which is sym-
metric, computes the KL-divergence between q, r,
and the average between the two. We use the JS
divergence as defined in Lee (2001): JS(q, r) =
1
2 [D(q||avg(q, r)) + D(r||avg(q, r))]. The asym-
metric skew divergence sα, proposed by Lee (2001),
mixes one distribution with the other by a degree de-
fined by α ∈ [0, 1): sα(q, r, α) = D(q||αr + (1 −
α)q). As α approaches 1, the skew divergence ap-
proximates the KL-divergence.

An alternative way to measure similarity is to
consider the distributions as vectors and apply
geometrically-motivated distance functions. This
family of similarity functions includes the cosine
cos(q, r) = q(y) · r(y)/||q(y)||||r(y)||, euclidean
euc(q, r) =

√∑
y(q(y)− r(y))2 and variational

(also known as L1 or Manhattan) distance function,
defined as var(q, r) =

∑
y |q(y)− r(y)|.

3.2 Human-annotated data

In contrast to the automatic measures devised in the
previous section, we might have access to human an-
notated data. That is, use label information such as
topic or genre to define the set of similar articles.

Genre For the Penn Treebank (PT) Wall Street
Journal (WSJ) section, more specifically, the subset
available in the Penn Discourse Treebank, there ex-
ists a partition of the data by genre (Webber, 2009).
Every article is assigned one of the following genre
labels: news, letters, highlights, essays, errata, wit
and short verse, quarterly progress reports, notable
and quotable. This classification has been made on
the basis of meta-data (Webber, 2009). It is well-
known that there is no meta-data directly associated
with the individual WSJ files in the Penn Treebank.
However, meta-data can be obtained by looking at
the articles in the ACL/DCI corpus (LDC99T42),
and a mapping file that aligns document numbers of
DCI (DOCNO) to WSJ keys (Webber, 2009). An
example document is given in Figure 1. The meta-
data field HL contains headlines, SO source info, and
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the IN field includes topic markers.

<DOC><DOCNO> 891102-0186. </DOCNO>
<WSJKEY> wsj_0008 </WSJKEY>
<AN> 891102-0186. </AN>
<HL> U.S. Savings Bonds Sales
@ Suspended by Debt Limit </HL>
<DD> 11/02/89 </DD>
<SO> WALL STREET JOURNAL (J) </SO>
<IN> FINANCIAL, ACCOUNTING, LEASING (FIN)
BOND MARKET NEWS (BON) </IN>
<GV> TREASURY DEPARTMENT (TRE) </GV>
<DATELINE> WASHINGTON </DATELINE>
<TXT>
<p><s>
The federal government suspended sales of U.S.
savings bonds because Congress hasn’t lifted
the ceiling on government debt.</s></p> [...]

Figure 1: Example of ACL/DCI article. We have aug-
mented it with the WSJ filename (WSJKEY).

Topic On the basis of the same meta-data, we
devised a classification of the Penn Treebank WSJ
by topic. That is, while the genre division has been
mostly made on the basis of headlines, we use the
information of the IN field. Every article is assigned
one, more than one or none of a predefined set of
keywords. While their origin remains unclear,3

these keywords seem to come from a controlled
vocabulary. There are 76 distinct topic markers.
The three most frequent keywords are: TENDER

OFFERS, MERGERS, ACQUISITIONS (TNM),
EARNINGS (ERN), STOCK MARKET, OFFERINGS

(STK). This reflects the fact that a lot of arti-
cles come from the financial domain. But the
corpus also contains articles from more distant do-
mains, like MARKETING, ADVERTISING (MKT),
COMPUTERS AND INFORMATION TECHNOLOGY

(CPR), HEALTH CARE PROVIDERS, MEDICINE,

DENTISTRY (HEA), PETROLEUM (PET).

4 Experimental Setup

4.1 Tools & Evaluation

The parsing system used in this study is the MST
parser (McDonald et al., 2005), a state-of-the-art
data-driven graph-based dependency parser. It is

3It is not known what IN stands for, as also stated in Mark
Liberman’s notes in the readme of the ACL/DCI corpus. How-
ever, a reviewer suggested that IN might stand for “index terms”
which seems plausible.

a system that can be trained on a variety of lan-
guages given training data in CoNLL format (Buch-
holz and Marsi, 2006). Additionally, the parser im-
plements both projective and non-projective pars-
ing algorithms. The projective algorithm is used for
the experiments on English, while the non-projective
variant is used for Dutch. We train the parser using
default settings. MST takes PoS-tagged data as in-
put; we use gold-standard tags in the experiments.

We estimate topic models using Latent Dirichlet
Allocation (Blei et al., 2003) implemented in the
MALLET4 toolkit. Like Lippincott et al. (2010),
we set the number of topics to 100, and otherwise
use standard settings (no further optimization). We
experimented with the removal of stopwords, but
found no deteriorating effect while keeping them.
Thus, all experiments are carried out on data where
stopwords were not removed.

We implemented the similarity measures pre-
sented in Section 3.1. For skew divergence, that re-
quires parameter α, we set α = .99 (close to KL
divergence) since that has shown previously to work
best (Lee, 2001). Additionally, we evaluate the ap-
proach on English PoS tagging using two different
taggers: MXPOST, the MaxEnt tagger of Ratna-
parkhi5 and Citar,6 a trigram HMM tagger.

In all experiments, parsing performance is mea-
sured as Labeled Attachment Score (LAS), the per-
centage of tokens with correct dependency edge and
label. To compute LAS, we use the CoNLL 2007
evaluation script7 with punctuation tokens excluded
from scoring (as was the default setting in CoNLL
2006). PoS tagging accuracy is measured as the per-
centage of correctly labeled words out of all words.
Statistical significance is determined by Approxi-
mate Randomization Test (Noreen, 1989; Yeh, 2000)
with 10,000 iterations.

4.2 Data

English - WSJ For English, we use the portion of
the Penn Treebank Wall Street Journal (WSJ) that
has been made available in the CoNLL 2008 shared

4http://mallet.cs.umass.edu/
5ftp://ftp.cis.upenn.edu/pub/adwait/jmx/
6Citar has been implemented by Daniël de Kok and is avail-

able at: https://github.com/danieldk/citar
7http://nextens.uvt.nl/depparse-wiki/
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task. This data has been automatically converted8

into dependency structure, and contains three files:
the training set (sections 02-21), development set
(section 24) and test set (section 23).

Since we use articles as basic units, we actually
split the data to get back original article boundaries.9

This led to a total of 2,034 articles (1 million words).
Further statistics on the datasets are given in Ta-
ble 1. In the first set of experiments on WSJ subdo-
mains, we consider articles from section 23 and 24
that contain at least 50 sentences as test sets (target
domains). This amounted to 22 test articles.

EN: WSJ WSJ+G+B Dutch

articles 2,034 3,776 51,454
sentences 43,117 77,422 1,663,032
words 1,051,997 1,784,543 20,953,850

Table 1: Overview of the datasets for English and Dutch.

To test whether we have a reasonable system,
we performed a sanity check and trained the MST
parser on the training section (02-21). The result
on the standard test set (section 23) is identical to
previously reported results (excluding punctuation
tokens: LAS 87.50, Unlabeled Attachment Score
(UAS) 90.75; with punctuation tokens: LAS 87.07,
UAS 89.95). The latter has been reported in (Sur-
deanu and Manning, 2010).

English - Genia (G) & Brown (B) For the Do-
main Adaptation experiments, we added 1,552 ar-
ticles from the GENIA10 treebank (biomedical ab-
stracts from Medline) and 190 files from the Brown
corpus to the pool of data. We converted the data
to CoNLL format with the LTH converter (Johans-
son and Nugues, 2007). The size of the test files is,
respectively: Genia 1,360 sentences with an aver-
age number of 26.20 words per sentence; the Brown
test set is the same as used in the CoNLL 2008
shared task and contains 426 sentences with a mean
of 16.80 words.

8Using the LTH converter: http://nlp.cs.lth.se/
software/treebank_converter/

9This was a non-trivial task, as we actually noticed that some
sentences have been omitted from the CoNLL 2008 shared task.

10We use the GENIA distribution in Penn Treebank for-
mat available at http://bllip.cs.brown.edu/download/
genia1.0-division-rel1.tar.gz

5 Experiments on English

5.1 Experiments within the WSJ

In the first set of experiments, we focus on the WSJ
and evaluate the similarity functions to gather re-
lated data for a given test article. We have 22 WSJ
articles as test set, sampled from sections 23 and
24. Regarding feature representations, we examined
three possibilities: relative frequencies of words, rel-
ative frequencies of character tetragrams (both un-
smoothed) and document topic distributions.

In the following, we only discuss representations
based on words or topic models as we found charac-
ter tetragrams less stable; they performed sometimes
like their word-based counterparts but other times,
considerably worse.

Results of Similarity Measures Table 2 com-
pares the effect of the different ways to select re-
lated data in comparison to the random baseline for
increasing amounts of training data. The table gives
the average over 22 test articles (rather than show-
ing individual tables for the 22 articles). We select
articles up to various thresholds that specify the to-
tal number of sentences selected in each round (e.g.
0.3k, 1.2k, etc.).11 In more detail, Table 2 shows the
result of applying various similarity functions (intro-
duced in Section 3.1) over the two different feature
representations (w: words; tm: topic model) for in-
creasing amounts of data. We additionally provide
results of using the Renyi divergence.12

Clearly, as more and more data is selected, the
differences become smaller, because we are close
to the data limit. However, for all data points less
than 38k (97%), selection by jensen-shannon, varia-
tional and cosine similarity outperform random data
selection significantly for both types of feature rep-
resentations (words and topic model). For selection
by topic models, this additionally holds for the eu-
clidean measure.

From the various measures we can see that se-
lection by jensen-shannon divergence and varia-
tional distance perform best, followed by cosine
similarity, skew divergence, euclidean and renyi.

11Rather than choosing k articles, as article length may differ.
12The Renyi divergence (Rényi, 1961), also used by Van

Asch and Daelemans (2010), is defined as Dα(q, r) = 1/(α−
1) log(

∑
qαr1−α).
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1% 3% 25% 49% 97%
(0.3k) (1.2k) (9.6k) (19.2k) (38k)

random 70.61 77.21 82.98 84.48 85.51

w-js 74.07? 79.41? 83.98? 84.94? 85.68
w-var 74.07? 79.60? 83.82? 84.94? 85.45
w-skw 74.20? 78.95? 83.68? 84.60 85.55
w-cos 73.77? 79.30? 83.87? 84.96? 85.59
w-euc 73.85? 78.90? 83.52? 84.68 85.57
w-ryi 73.41? 78.31 83.76? 84.46 85.46

tm-js 74.23? 79.49? 84.04? 85.01? 85.45
tm-var 74.29? 79.59? 83.93? 84.94? 85.43
tm-skw 74.13? 79.42? 84.13? 84.82 85.73
tm-cos 74.04? 79.27? 84.14? 84.99? 85.42
tm-euc 74.27? 79.53? 83.93? 85.15? 85.62
tm-ryi 71.26 78.64? 83.79? 84.85 85.58

Table 2: Comparison of similarity measures based
on words (w) and topic model (tm): parsing accu-
racy for increasing amounts of training data as average
over 22 WSJ articles (js=jensen-shannon; cos=cosine;
skw=skew; var=variational; euc=euclidean; ryi=renyi).
Best score (per representation) underlined, best overall
score bold; ? indicates significantly better (p < 0.05)
than random.

Renyi divergence does not perform as well as other
probabilistically-motivated functions. Regarding
feature representations, the representation based on
topic models works slightly better than the respec-
tive word-based measure (cf. Table 2) and often
achieves the overall best score (boldface).

Overall, the differences in accuracy between the
various similarity measures are small; but interest-
ingly, the overlap between them is not that large.
Table 3 and Table 4 show the overlap (in terms of
proportion of identically selected articles) between
pairs of similarity measures. As shown in Table 3,
for all measures there is only a small overlap with
the random baseline (around 10%-14%). Despite
similar performance, topic model selection has inter-
estingly no substantial overlap with any other word-
based similarity measures: their overlap is at most
41.6%. Moreover, Table 4 compares the overlap of
the various similarity functions within a certain fea-
ture representation (here x stands for either topic
model – left value – or words – right value). The
table shows that there is quite some overlap be-
tween jensen-shannon, variational and skew diver-

gence on one side, and cosine and euclidean on
the other side, i.e. between probabilistically- and
geometrically-motivated functions. Variational has
a higher overlap with the probabilistic functions. In-
terestingly, the ‘peaks’ in Table 4 (underlined, i.e.
the highest pair-wise overlaps) are the same for the
different feature representations.

In the following we analyze selection by topic
model and words, as they are relatively different
from each other, despite similar performance. For
the word-based model, we use jensen-shannon as
similarity function, as it turned out to be the best
measure. For topic model, we use the simpler vari-
ational metric. However, very similar results were
achieved using jensen-shannon. Cosine and eu-
clidean did not perform as well.

ran w-js w-var w-skw w-cos w-euc

ran – 10.3 10.4 10.0 10.4 10.2
tm-js 12.1 41.6 39.6 36.0 29.3 28.6
tm-var 12.3 40.8 39.3 34.9 29.3 28.5
tm-skw 11.8 40.9 39.7 36.8 30.0 30.1
tm-cos 14.0 31.7 30.7 27.3 24.1 23.2
tm-euc 14.6 27.5 27.2 23.4 22.6 22.1

Table 3: Average overlap (in %) of similarity measure:
random selection (ran) vs. measures based on words (w)
and topic model (tm).

x=tm/w x-js x-var x-skw x-cos x-euc

tm/w-var 76/74 – 60/63 55/48 49/47
tm/w-skw 69/72 60/63 – 48/41 42/42
tm/w-cos 57/42 55/48 48/41 – 62/71
tm/w-euc 47/41 49/47 42/42 62/71 –

Table 4: Average overlap (in %) for different feature
representations x as tm/w, where tm=topic model and
w=words. Highest pair-wise overlap is underlined.

Automatic Measure vs. Human labels The next
question is how these automatic measures compare
to human-annotated data. We compare word-based
and topic model selection (by using jensen-shannon
and variational, respectively) to selection based on
human-given labels: genre and topic. For genre, we
randomly select larger amounts of training data for
a given test article from the same genre. For topic,
the approach is similar, but as an article might have
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several topic markers (keywords in the IN field), we
rank articles by proportion of overlapping keywords.
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Figure 2: Comparison of automatic measures (words us-
ing jensen-shannon and topic model using variational)
with human-annotated labels (genre/topic). Automatic
measures outperform human labels (p < 0.05).

Figure 2 shows that human-labels do actually not
perform better than the automatic measures. Both
are close to random selection. Moreover, the line
of selection by topic marker (IN fields) stops early
– we believe the reason for this is that the IN fields
are too fine-grained, which limits the number of ar-
ticles that are considered relevant for a given test
article. However, manually aggregating articles on
similar topics did not improve topic-based selection
either. We conclude that the automatic selection
techniques perform significantly better than human-
annotated data, at least within the WSJ domain con-
sidered here.

5.2 Domain Adaptation Results

Until now, we compared similarity measures by re-
stricting ourselves to articles from the WSJ. In this
section, we extend the experiments to the domain
adaptation scenario. We augment the pool of WSJ
articles with articles coming from two other corpora:
Genia and Brown. We want to gauge the effective-
ness of the domain similarity measures in the multi-
domain setting, where articles are selected from the
pool of data without knowing their identity (which
corpus the articles came from).

The test sets are the standard evaluation sets from
the three corpora: the standard WSJ (section 23)

and Brown test set from CoNLL 2008 (they contain
2,399 and 426 sentences, respectively) and the Ge-
nia test set (1,370 sentences). As a reference, we
give results of models trained on the respective cor-
pora (per-corpus models; i.e. if we consider corpora
boundaries and train a model on the respective do-
main – this model is ‘supervised’ in the sense that it
knows from which corpus the test article came from)
as well as a baseline model trained on all data, i.e.
the union of all three corpora (wsj+genia+brown),
which is a standard baseline in domain adapta-
tion (Daumé III, 2007; McClosky et al., 2010).

WSJ Brown Genia
(38k) (28k) (19k)

random 86.58 73.81 83.77
per-corpus 87.50 81.55 86.63
union 87.05 79.12 81.57
topic model (var) 87.11? 81.76♦ 86.77♦
words (js) 86.30 81.47♦ 86.44♦

Table 5: Domain Adaptation Results on English (signifi-
cantly better: ? than random; ♦ than random and union).

The learning curves are shown in Figure 3, the
scores for a specific amount of data are given in
Table 5. The performance of the reference mod-
els (per-corpus and union in Table 5) are indicated
in Figure 3 with horizontal lines: the dashed line
represents the per-corpus performance (‘supervised’
model); the solid line shows the performance of the
union baseline trained on all available data (77k sen-
tences). For the former, the vertical dashed lines in-
dicate the amount of data the model was trained on
(e.g. 23k sentences for Brown).

Simply taking all available data has a deteriorat-
ing effect: on all three test sets, the performance of
the union model is below the presumably best per-
formance of a model trained on the respective corpus
(per-corpus model).

The empirical results show that automatic data se-
lection by topic model outperforms random selec-
tion on all three test sets and the union baseline in
two out of three cases. More specifically, selection
by topic model outperforms random selection sig-
nificantly on all three test sets and all points in the
graph (p < 0.001). Selection by the word-based
measure (words-js) achieves a significant improve-
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Figure 3: Domain Adaptation Results for English Parsing with Increasing Amounts of Training Data. The vertical line
represents the amount of data the per-corpus model is trained on.

ment over the random baseline on two out of the
three test sets – it falls below the random baseline on
the WSJ test set. Thus, selection by topic model per-
forms best – it achieves better performance than the
union baseline with comparatively little data (Genia:
4k; Brown: 19k – in comparison: union has 77k).
Moreover, it comes very close to the supervised per-
corpus model performance13 with a similar amount
of data (cf. vertical dashed line). This is a very good
result, given that the technique disregards the origin
of the articles and just uses plain words as informa-
tion. It automatically finds data that is beneficial for
an unknown target domain.

So far we examined domain similarity measures
for parsing, and concluded that selection by topic
model performs best, closely followed by word-
based selection using the jensen-shannon diver-
gence. The question that remains is whether the
measure is more widely applicable: How does it per-
form on another language and task?

PoS tagging We perform similar Domain Adap-
tation experiments on WSJ, Genia and Brown for
PoS tagging. We use two taggers (HMM and Max-
Ent) and the same three test articles as before. The
results are shown in Figure 4 (it depicts the aver-
age over the three test sets, WSJ, Genia, Brown, for
space reasons). The left figure shows the perfor-
mance of the HMM tagger; on the right is the Max-
Ent tagger. The graphs show that automatic train-
ing data selection outperforms random data selec-

13On Genia and Brown (cf. Table 5) there is no significant
difference between topic model and per-corpus model.

tion, and again topic model selection performs best,
closely followed by words-js. This confirms previ-
ous findings and shows that the domain similarity
measures are effective also for this task.
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Figure 4: PoS tagging results, average over 3 test sets.

6 Experiments on Dutch

For Dutch, we evaluate the approach on a bigger and
more varied dataset. It contains in total over 50k ar-
ticles and 20 million words (cf. Table 1). In con-
trast to the English data, only a small portion of the
dataset is manually annotated: 281 articles.14

Since we want to evaluate the performance of
different similarity measures, we want to keep the
influence of noise as low as possible. Therefore,
we annotated the remaining articles with a parsing
system that is more accurate (Plank and van No-
ord, 2010), the Alpino parser (van Noord, 2006).
Note that using a more accurate parsing system to
train another parser has recently also been proposed
by Petrov et al. (2010) as uptraining. Alpino is a

14http://www.let.rug.nl/vannoord/Lassy/
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parser tailored to Dutch, that has been developed
over the last ten years, and reaches an accuracy level
of 90% on general newspaper text. It uses a condi-
tional MaxEnt model as parse selection component.
Details of the parser are given in (van Noord, 2006).
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Figure 5: Result on Dutch; average over 30 articles.

Data and Results The Dutch dataset contains
articles from a variety of sources: Wikipedia15,
EMEA16 (documents from the European Medicines
Agency) and the Dutch parallel corpus17 (DPC), that
covers a variety of subdomains. The Dutch arti-
cles were parsed with Alpino and automatically con-
verted to CoNLL format with the treebank conver-
sion software from CoNLL 2006, where PoS tags
have been replaced with more fine-grained Alpino
tags as that had a positive effect on MST. The 281
annotated articles come from all three sources. As
with English, we consider as test set articles with
at least 50 sentences, from which 30 are randomly
sampled.

The results on Dutch are shown in Figure 5. Do-
main similarity measures clearly outperform random
data selection also in this setting with another lan-
guage and a considerably larger pool of data (20 mil-
lion words; 51k articles).

7 Discussion

In this paper we have shown the effectiveness of a
simple technique that considers only plain words as
domain selection measure for two tasks, dependency

15http://ilps.science.uva.nl/WikiXML/
16http://urd.let.rug.nl/tiedeman/OPUS/EMEA.php
17http://www.kuleuven-kortrijk.be/DPC

parsing and PoS tagging. Interestingly, human-
annotated labels did not perform better than the au-
tomatic measures. The best technique is based on
topic models, and compares document topic distri-
butions estimated by LDA (Blei et al., 2003) using
the variational metric (very similar results were ob-
tained using jensen-shannon). Topic model selec-
tion significantly outperforms random data selection
on both examined languages, English and Dutch,
and has a positive effect on PoS tagging. More-
over, it outperformed a standard Domain Adapta-
tion baseline (union) on two out of three test sets.
Topic model is closely followed by the word-based
measure using jensen-shannon divergence. By ex-
amining the overlap between word-based and topic
model-based techniques, we found that despite sim-
ilar performance their overlap is rather small. Given
these results and the fact that no optimization has
been done for the topic model itself, results are en-
couraging: there might be an even better measure
that exploits the information from both techniques.
So far, we tested a simple combination of the two by
selecting half of the articles by a measure based on
words and the other half by a measure based on topic
models (by testing different metrics). However, this
simple combination technique did not improve re-
sults yet – topic model alone still performed best.

Overall, plain surface characteristics seem to
carry important information of what kind of data is
relevant for a given domain. Undoubtedly, parsing
accuracy will be influenced by more factors than lex-
ical information. Nevertheless, as we have seen, lex-
ical differences constitute an important factor.

Applying divergence measures over syntactic pat-
terns, adding additional articles to the pool of
data (by uptraining (Petrov et al., 2010), selftrain-
ing (McClosky et al., 2006) or active learning (Hwa,
2004)), gauging the effect of weighting instances
according to their similarity to the test data (Jiang
and Zhai, 2007; Plank and Sima’an, 2008), as well
as analyzing differences between gathered data are
venues for further research.
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Hal Daumé III. 2007. Frustratingly Easy Domain Adap-
tation. In Proceedings of the 45th Meeting of the Asso-
ciation for Computational Linguistics, Prague, Czech
Republic.

Daniel Gildea. 2001. Corpus Variation and Parser Per-
formance. In Proceedings of the 2001 Conference on
Empirical Methods in Natural Language Processing,
Pittsburgh, PA.

Tadayoshi Hara, Yusuke Miyao, and Jun’ichi Tsujii.
2005. Adapting a Probabilistic Disambiguation Model
of an HPSG Parser to a New Domain. In Robert Dale,
Kam-Fai Wong, Jian Su, and Oi Yee Kwong, editors,
Natural Language Processing IJCNLP 2005, volume
3651 of Lecture Notes in Computer Science, pages
199–210. Springer Berlin / Heidelberg.

Rebecca Hwa. 2004. Sample Selection for Statistical
Parsing. Compututational Linguistics, 30:253–276,
September.

Jing Jiang and ChengXiang Zhai. 2007. Instance
Weighting for Domain Adaptation in NLP. In Pro-
ceedings of the 45th Meeting of the Association for
Computational Linguistics, pages 264–271, Prague,
Czech Republic, June. Association for Computational
Linguistics.

Richard Johansson and Pierre Nugues. 2007. Extended
Constituent-to-dependency Conversion for English. In
Proceedings of NODALIDA, Tartu, Estonia.

Lillian Lee. 2001. On the Effectiveness of the Skew Di-
vergence for Statistical Language Analysis. In In Ar-
tificial Intelligence and Statistics 2001, pages 65–72,
Key West, Florida.

J. Lin. 1991. Divergence measures based on the Shannon
entropy. Information Theory, IEEE Transactions on,
37(1):145 –151, January.

Tom Lippincott, Diarmuid Ó Séaghdha, Lin Sun, and
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Abstract

We present a systematic comparison and com-
bination of two orthogonal techniques for
efficient parsing of Combinatory Categorial
Grammar (CCG). First we consider adap-
tive supertagging, a widely used approximate
search technique that prunes most lexical cat-
egories from the parser’s search space using
a separate sequence model. Next we con-
sider several variants on A*, a classic exact
search technique which to our knowledge has
not been applied to more expressive grammar
formalisms like CCG. In addition to standard
hardware-independent measures of parser ef-
fort we also present what we believe is the first
evaluation of A* parsing on the more realistic
but more stringent metric of CPU time. By it-
self, A* substantially reduces parser effort as
measured by the number of edges considered
during parsing, but we show that for CCG this
does not always correspond to improvements
in CPU time over a CKY baseline. Combining
A* with adaptive supertagging decreases CPU
time by 15% for our best model.

1 Introduction

Efficient parsing of Combinatorial Categorial Gram-
mar (CCG; Steedman, 2000) is a longstanding prob-
lem in computational linguistics. Even with practi-
cal CCG that are strongly context-free (Fowler and
Penn, 2010), parsing can be much harder than with
Penn Treebank-style context-free grammars, since
the number of nonterminal categories is generally
much larger, leading to increased grammar con-
stants. Where a typical Penn Treebank grammar

may have fewer than 100 nonterminals (Hocken-
maier and Steedman, 2002), we found that a CCG
grammar derived from CCGbank contained nearly
1600. The same grammar assigns an average of 26
lexical categories per word, resulting in a very large
space of possible derivations.

The most successful strategy to date for efficient
parsing of CCG is to first prune the set of lexi-
cal categories considered for each word, using the
output of a supertagger, a sequence model over
these categories (Bangalore and Joshi, 1999; Clark,
2002). Variations on this approach drive the widely-
used, broad coverage C&C parser (Clark and Cur-
ran, 2004; Clark and Curran, 2007). However, prun-
ing means approximate search: if a lexical category
used by the highest probability derivation is pruned,
the parser will not find that derivation (§2). Since the
supertagger enforces no grammaticality constraints
it may even prefer a sequence of lexical categories
that cannot be combined into any derivation (Fig-
ure 1). Empirically, we show that supertagging im-
proves efficiency by an order of magnitude, but the
tradeoff is a significant loss in accuracy (§3).

Can we improve on this tradeoff? The line of in-
vestigation we pursue in this paper is to consider
more efficient exact algorithms. In particular, we
test different variants of the classical A* algorithm
(Hart et al., 1968), which has met with success in
Penn Treebank parsing with context-free grammars
(Klein and Manning, 2003; Pauls and Klein, 2009a;
Pauls and Klein, 2009b). We can substitute A* for
standard CKY on either the unpruned set of lexi-
cal categories, or the pruned set resulting from su-
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Valid supertag-sequences

Valid parses

High scoring 
supertags 

High scoring 
parses

Desirable parses
Attainable parses

Figure 1: The relationship between supertagger and
parser search spaces based on the intersection of their cor-
responding tag sequences.

pertagging. Our empirical results show that on the
unpruned set of lexical categories, heuristics em-
ployed for context-free grammars show substantial
speedups in hardware-independent metrics of parser
effort (§4). To understand how this compares to the
CKY baseline, we conduct a carefully controlled set
of timing experiments. Although our results show
that improvements on hardware-independent met-
rics do not always translate into improvements in
CPU time due to increased processing costs that are
hidden by these metrics, they also show that when
the lexical categories are pruned using the output of
a supertagger, then we can still improve efficiency
by 15% with A* techniques (§5).

2 CCG and Parsing Algorithms

CCG is a lexicalized grammar formalism encoding
for each word lexical categories which are either
basic (eg. NN, JJ) or complex. Complex lexical
categories specify the number and directionality of
arguments. For example, one lexical category (of
over 100 in our model) for the transitive verb like is
(S\NP2)/NP1, specifying the first argument as an
NP to the right and the second as an NP to the left. In
parsing, adjacent spans are combined using a small
number of binary combinatory rules like forward ap-
plication or composition on the spanning categories
(Steedman, 2000; Fowler and Penn, 2010). In the
first derivation below, (S\NP )/NP and NP com-
bine to form the spanning category S\NP , which
only requires an NP to its left to form a complete
sentence-spanning S. The second derivation uses
type-raising to change the category type of I.

I like tea

NP (S\NP)/NP NP
>

S\NP
<

S

I like tea

NP (S\NP)/NP NP
>T

S/(S\NP)
>B

S/NP
>

S

Because of the number of lexical categories and their
complexity, a key difficulty in parsing CCG is that
the number of analyses for each span of the sentence
quickly becomes extremely large, even with efficient
dynamic programming.

2.1 Adaptive Supertagging

Supertagging (Bangalore and Joshi, 1999) treats the
assignment of lexical categories (or supertags) as a
sequence tagging problem. Once the supertagger
has been run, lexical categories that apply to each
word in the input sentence are pruned to contain only
those with high posterior probability (or other figure
of merit) under the supertagging model (Clark and
Curran, 2004). The posterior probabilities are then
discarded; it is the extensive pruning of lexical cate-
gories that leads to substantially faster parsing times.

Pruning the categories in advance this way has a
specific failure mode: sometimes it is not possible
to produce a sentence-spanning derivation from the
tag sequences preferred by the supertagger, since it
does not enforce grammaticality. A workaround for
this problem is the adaptive supertagging (AST) ap-
proach of Clark and Curran (2004). It is based on a
step function over supertagger beam ratios, relaxing
the pruning threshold for lexical categories when-
ever the parser fails to find an analysis. The pro-
cess either succeeds and returns a parse after some
iteration or gives up after a predefined number of
iterations. As Clark and Curran (2004) show, most
sentences can be parsed with a very small number of
supertags per word. However, the technique is inher-
ently approximate: it will return a lower probability
parse under the parsing model if a higher probabil-
ity parse can only be constructed from a supertag
sequence returned by a subsequent iteration. In this
way it prioritizes speed over accuracy, although the
tradeoff can be modified by adjusting the beam step
function.

2.2 A* Parsing

Irrespective of whether lexical categories are pruned
in advance using the output of a supertagger, the
CCG parsers we are aware of all use some vari-
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ant of the CKY algorithm. Although CKY is easy
to implement, it is exhaustive: it explores all pos-
sible analyses of all possible spans, irrespective of
whether such analyses are likely to be part of the
highest probability derivation. Hence it seems nat-
ural to consider exact algorithms that are more effi-
cient than CKY.

A* search is an agenda-based best-first graph
search algorithm which finds the lowest cost parse
exactly without necessarily traversing the entire
search space (Klein and Manning, 2003). In contrast
to CKY, items are not processed in topological order
using a simple control loop. Instead, they are pro-
cessed from a priority queue, which orders them by
the product of their inside probability and a heuris-
tic estimate of their outside probability. Provided
that the heuristic never underestimates the true out-
side probability (i.e. it is admissible) the solution is
guaranteed to be exact. Heuristics are model specific
and we consider several variants in our experiments
based on the CFG heuristics developed by Klein and
Manning (2003) and Pauls and Klein (2009a).

3 Adaptive Supertagging Experiments

Parser. For our experiments we used the generative
CCG parser of Hockenmaier and Steedman (2002).
Generative parsers have the property that all edge
weights are non-negative, which is required for A*
techniques.1 Although not quite as accurate as the
discriminative parser of Clark and Curran (2007) in
our preliminary experiments, this parser is still quite
competitive. It is written in Java and implements
the CKY algorithm with a global pruning threshold
of 10−4 for the models we use. We focus on two
parsing models: PCFG, the baseline of Hockenmaier
and Steedman (2002) which treats the grammar as a
PCFG (Table 1); and HWDep, a headword depen-
dency model which is the best performing model of
the parser. The PCFG model simply generates a tree
top down and uses very simple structural probabili-
ties while the HWDep model conditions node expan-
sions on headwords and their lexical categories.

Supertagger. For supertagging we used Den-
nis Mehay’s implementation, which follows Clark

1Indeed, all of the past work on A* parsing that we are aware of
uses generative parsers (Pauls and Klein, 2009b, inter alia).

(2002).2 Due to differences in smoothing of the
supertagging and parsing models, we occasionally
drop supertags returned by the supertagger because
they do not appear in the parsing model 3.

Evaluation. All experiments were conducted on
CCGBank (Hockenmaier and Steedman, 2007), a
right-most normal-form CCG version of the Penn
Treebank. Models were trained on sections 2-21,
tuned on section 00, and tested on section 23. Pars-
ing accuracy is measured using labelled and unla-
belled predicate argument structure recovery (Clark
and Hockenmaier, 2002); we evaluate on all sen-
tences and thus penalise lower coverage. All tim-
ing experiments reported in the paper were run on a
2.5 GHz Xeon machine with 32 GB memory and are
averaged over ten runs4.

3.1 Results

Supertagging has been shown to improve the speed
of a generative parser, although little analysis has
been reported beyond the speedups (Clark, 2002)
We ran experiments to understand the time/accuracy
tradeoff of adaptive supertagging, and to serve as
baselines.

Adaptive supertagging is parametrized by a beam
size β and a dictionary cutoff k that bounds the
number of lexical categories considered for each
word (Clark and Curran, 2007). Table 3 shows both
the standard beam levels (AST) used for the C&C
parser and looser beam levels: AST-covA, a sim-
ple extension of AST with increased coverage and
AST-covB, also increasing coverage but with bet-
ter performance for the HWDep model.

Parsing results for the AST settings (Tables 4
and 5) confirm that it improves speed by an order of
magnitude over a baseline parser without AST. Per-
haps surprisingly, the number of parse failures de-
creases with AST in some cases. This is because the
parser prunes more aggressively as the search space
increases.5

2http://code.google.com/p/statopenccg
3Less than 2% of supertags are affected by this.
4The timing results reported differ from an earlier draft since
we used a different machine

5Hockenmaier and Steedman (2002) saw a similar effect.
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Expansion probability p(exp|P ) exp ∈ {leaf, unary, left-head, right-head}
Head probability p(H|P, exp) H is the head daughter
Non-head probability p(S|P, exp,H) S is the non-head daughter
Lexical probability p(w|P )

Table 1: Factorisation of the PCFG model. H ,P , and S are categories, and w is a word.

Expansion probability p(exp|P, cP #wP ) exp ∈ {leaf, unary, left-head, right-head}
Head probability p(H|P, exp, cP #wP ) H is the head daughter
Non-head probability p(S|P, exp,H#cP #wP ) S is the non-head daughter
Lexcat probability p(cS |S#P,H, S) p(cTOP |P=TOP )
Headword probability p(wS |cS#P,H, S,wP ) p(wTOP |cTOP )

Table 2: Headword dependency model factorisation, backoff levels are denoted by ’#’ between conditioning variables:
A # B # C indicates that P̂ (. . . |A,B,C) is interpolated with P̂ (. . . |A,B), which is an interpolation of P̂ . . . |A,B)
and P̂ (. . . |A). Variables cP and wP represent, respectively, the head lexical category and headword of category P .

Condition Parameter Iteration 1 2 3 4 5 6

AST
β (beam width) 0.075 0.03 0.01 0.005 0.001

k (dictionary cutoff) 20 20 20 20 150

AST-covA
β 0.075 0.03 0.01 0.005 0.001 0.0001
k 20 20 20 20 150 150

AST-covB
β 0.03 0.01 0.005 0.001 0.0001 0.0001
k 20 20 20 20 20 150

Table 3: Beam step function used for standard (AST) and high-coverage (AST-covA and AST-covB) supertagging.

Time(sec) Sent/sec Cats/word Fail UP UR UF LP LR LF
PCFG 290 6.6 26.2 5 86.4 86.5 86.5 77.2 77.3 77.3
PCFG (AST) 65 29.5 1.5 14 87.4 85.9 86.6 79.5 78.0 78.8
PCFG (AST-covA) 67 28.6 1.5 6 87.3 86.9 87.1 79.1 78.8 78.9
PCFG (AST-covB) 69 27.7 1.7 5 87.3 86.2 86.7 79.1 78.1 78.6
HWDep 1512 1.3 26.2 5 90.2 90.1 90.2 83.2 83.0 83.1
HWDep (AST) 133 14.4 1.5 16 89.8 88.0 88.9 82.6 80.9 81.8
HWDep (AST-covA) 139 13.7 1.5 9 89.8 88.3 89.0 82.6 81.1 81.9
HWDep (AST-covB) 155 12.3 1.7 7 90.1 88.7 89.4 83.0 81.8 82.4

Table 4: Results on CCGbank section 00 when applying adaptive supertagging (AST) to two models of a generative
CCG parser. Performance is measured in terms of parse failures, labelled and unlabelled precision (LP/UP), recall
(LR/UR) and F-score (LF/UF). Evaluation is based only on sentences for which each parser returned an analysis.

3.2 Efficiency versus Accuracy

The most interesting result is the effect of the
speedup on accuracy. As shown in Table 6, the
vast majority of sentences are actually parsed with
a very tight supertagger beam, raising the question
of whether many higher-scoring parses are pruned.6

6Similar results are reported by Clark and Curran (2007).

Despite this, labeled F-score improves by up to 1.6
F-measure for the PCFG model, although it harms
accuracy for HWDep as expected.

In order to understand this effect, we filtered sec-
tion 00 to include only sentences of between 18
and 26 words (resulting in 610 sentences) for which
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Time(sec) Sent/sec Cats/word Fail UP UR UF LP LR LF
PCFG 326 7.4 25.7 29 85.9 85.4 85.7 76.6 76.2 76.4
PCFG (AST) 82 29.4 1.5 34 86.7 84.8 85.7 78.6 76.9 77.7
PCFG (AST-covA) 85 28.3 1.6 15 86.6 85.5 86.0 78.5 77.5 78.0
PCFG (AST-covB) 86 27.9 1.7 14 86.6 85.6 86.1 78.1 77.3 77.7
HWDep 1754 1.4 25.7 30 90.2 89.3 89.8 83.5 82.7 83.1
HWDep (AST) 167 14.4 1.5 27 89.5 87.6 88.5 82.3 80.6 81.5
HWDep (AST-covA) 177 13.6 1.6 14 89.4 88.1 88.8 82.2 81.1 81.7
HWDep (AST-covB) 188 12.8 1.7 14 89.7 88.5 89.1 82.5 81.4 82.0

Table 5: Results on CCGbank section 23 when applying adaptive supertagging (AST) to two models of a CCG parser.

β Cats/word Parses %
0.075 1.33 1676 87.6
0.03 1.56 114 6.0
0.01 1.97 60 3.1
0.005 2.36 15 0.8
0.001k=150 3.84 32 1.7
Fail 16 0.9

Table 6: Breakdown of the number of sentences parsed
for the HWDep (AST) model (see Table 4) at each of
the supertagger beam levels from the most to the least
restrictive setting.

we can perform exhaustive search without pruning7,
and for which we could parse without failure at all
of the tested beam settings. We then measured the
log probability of the highest probability parse found
under a variety of beam settings, relative to the log
probability of the unpruned exact parse, along with
the labeled F-Score of the Viterbi parse under these
settings (Figure 2). The results show that PCFG ac-
tually finds worse results as it considers more of the
search space. In other words, the supertagger can ac-
tually “fix” a bad parsing model by restricting it to
a small portion of the search space. With the more
accurate HWDep model, this does not appear to be
a problem and there is a clear opportunity for im-
provement by considering the larger search space.
The next question is whether we can exploit this
larger search space without paying as high a cost in
efficiency.

7The fact that only a subset of short sentences could be exhaus-
tively parsed demonstrates the need for efficient search algo-
rithms.
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Figure 2: Log-probability of parses relative to exact solu-
tion vs. labelled F-score at each supertagging beam-level.

4 A* Parsing Experiments

To compare approaches, we extended our baseline
parser to support A* search. Following (Klein and
Manning, 2003) we restrict our experiments to sen-
tences on which we can perform exact search via us-
ing the same subset of section 00 as in §3.2. Before
considering CPU time, we first evaluate the amount
of work done by the parser using three hardware-
independent metrics. We measure the number of
edges pushed (Pauls and Klein, 2009a) and edges
popped, corresponding to the insert/decrease-key
operations and remove operation of the priority
queue, respectively. Finally, we measure the num-
ber of traversals, which counts the number of edge
weights computed, regardless of whether the weight
is discarded due to the prior existence of a better
weight. This latter metric seems to be the most ac-
curate account of the work done by the parser.

Due to differences in the PCFG and HWDep mod-
els, we considered different A* variants: for the
PCFG model we use a simple A* with a precom-
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puted heuristic, while for the the more complex
HWDep model, we used a hierarchical A* algo-
rithm (Pauls and Klein, 2009a; Felzenszwalb and
McAllester, 2007) based on a simple grammar pro-
jection that we designed.

4.1 Hardware-Independent Results: PCFG

For the PCFG model, we compared three agenda-
based parsers: EXH prioritizes edges by their span
length, thereby simulating the exhaustive CKY algo-
rithm; NULL prioritizes edges by their inside proba-
bility; and SX is an A* parser that prioritizes edges
by their inside probability times an admissible out-
side probability estimate.8 We use the SX estimate
devised by Klein and Manning (2003) for CFG pars-
ing, where they found it offered very good perfor-
mance for relatively little computation. It gives a
bound on the outside probability of a nonterminal P
with i words to the right and j words to the left, and
can be computed from a grammar using a simple dy-
namic program.

The parsers are tested with and without adap-
tive supertagging where the former can be seen as
performing exact search (via A*) over the pruned
search space created by AST.

Table 7 shows that A* with the SX heuristic de-
creases the number of edges pushed by up to 39%
on the unpruned search space. Although encourag-
ing, this is not as impressive as the 95% speedup
obtained by Klein and Manning (2003) with this
heuristic on their CFG. On the other hand, the NULL
heuristic works better for CCG than for CFG, with
speedups of 29% and 11%, respectively. These re-
sults carry over to the AST setting which shows that
A* can improve search even on the highly pruned
search graph. Note that A* only saves work in the
final iteration of AST, since for earlier iterations it
must process the entire agenda to determine that
there is no spanning analysis.

Since there are many more categories in the CCG
grammar we might have expected the SX heuristic to
work better than for a CFG. Why doesn’t it? We can
measure how well a heuristic bounds the true cost in
8The NULL parser is a special case of A*, also called uni-
form cost search, which in the case of parsing corresponds to
Knuth’s algorithm (Knuth, 1977; Klein and Manning, 2001),
the extension of Dijkstra’s algorithm to hypergraphs.
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Figure 3: Average slack of the SX heuristic. The figure
aggregates the ratio of the difference between the esti-
mated outside cost and true outside costs relative to the
true cost across the development set.

terms of slack: the difference between the true and
estimated outside cost. Lower slack means that the
heuristic bounds the true cost better and guides us to
the exact solution more quickly. Figure 3 plots the
average slack for the SX heuristic against the num-
ber of words in the outside context. Comparing this
with an analysis of the same heuristic when applied
to a CFG by Klein and Manning (2003), we find that
it is less effective in our setting9. There is a steep
increase in slack for outside contexts with size more
than one. The main reason for this is because a sin-
gle word in the outside context is in many cases the
full stop at the end of the sentence, which is very pre-
dictable. However for longer spans the flexibility of
CCG to analyze spans in many different ways means
that the outside estimate for a nonterminal can be
based on many high probability outside derivations
which do not bound the true probability very well.

4.2 Hardware-Independent Results: HWDep

Lexicalization in the HWDep model makes the pre-
computed SX estimate impractical, so for this model
we designed two hierarchical A* (HA*) variants
based on simple grammar projections of the model.
The basic idea of HA* is to compute Viterbi in-
side probabilities using the easier-to-parse projected

9Specifically, we refer to Figure 9 of their paper which uses a
slightly different representation of estimate sharpness
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Parser Edges pushed Edges popped Traversals
Std % AST % Std % AST % Std % AST %

EXH 34 100 6.3 100 15.7 100 4.2 100 133.4 100 13.3 100
NULL 24.3 71 4.9 78 13.5 86 3.5 83 113.8 85 11.1 83
SX 20.9 61 4.3 68 10.0 64 2.6 62 96.5 72 9.7 73

Table 7: Exhaustive search (EXH), A* with no heuristic (NULL) and with the SX heuristic in terms of millions of edges
pushed, popped and traversals computed using the PCFG grammar with and without adaptive supertagging.

grammar, use these to compute Viterbi outside prob-
abilities for the simple grammar, and then use these
as outside estimates for the true grammar; all com-
putations are prioritized in a single agenda follow-
ing the algorithm of Felzenszwalb and McAllester
(2007) and Pauls and Klein (2009a). We designed
two simple grammar projections, each simplifying
the HWDep model: PCFGProj completely re-
moves lexicalization and projects the grammar to
a PCFG, while as LexcatProj removes only the
headwords but retains the lexical categories.

Figure 4 compares exhaustive search, A* with no
heuristic (NULL), and HA*. For HA*, parsing ef-
fort is broken down into the different edge types
computed at each stage: We distinguish between the
work carried out to compute the inside and outside
edges of the projection, where the latter represent
the heuristic estimates, and finally, the work to com-
pute the edges of the target grammar. We find that
A* NULL saves about 44% of edges pushed which
makes it slightly more effective than for the PCFG
model. However, the effort to compute the gram-
mar projections outweighs their benefit. We suspect
that this is due to the large difference between the
target grammar and the projection: The PCFG pro-
jection is a simple grammar and so we improve the
probability of a traversal less often than in the target
grammar.

The Lexcat projection performs worst, for two
reasons. First, the projection requires about as much
work to compute as the target grammar without a
heuristic (NULL). Second, the projection itself does
not save a large amount of work as can be seen in
the statistics for the target grammar.

5 CPU Timing Experiments

Hardware-independent metrics are useful for under-
standing agenda-based algorithms, but what we ac-

tually care about is CPU time. We were not aware of
any past work that measures A* parsers in terms of
CPU time, but as this is the real objective we feel that
experiments of this type are important. This is espe-
cially true in real implementations because the sav-
ings in edges processed by an agenda parser come at
a cost: operations on the priority queue data struc-
ture can add significant runtime.

Timing experiments of this type are very
implementation-dependent, so we took care to im-
plement the algorithms as cleanly as possible and
to reuse as much of the existing parser code as we
could. An important implementation decision for
agenda-based algorithms is the data structure used
to implement the priority queue. Preliminary experi-
ments showed that a Fibonacci heap implementation
outperformed several alternatives: Brodal queues
(Brodal, 1996), binary heaps, binomial heaps, and
pairing heaps.10

We carried out timing experiments on the best A*
parsers for each model (SX and NULL for PCFG and
HWDep, respectively), comparing them with our
CKY implementation and the agenda-based CKY
simulation EXH; we used the same data as in §3.2.
Table 8 presents the cumulative running times with
and without adaptive supertagging average over ten
runs, while Table 9 reports F-scores.

The results (Table 8) are striking. Although the
timing results of the agenda-based parsers track the
hardware-independent metrics, they start at a signif-
icant disadvantage to exhaustive CKY with a sim-
ple control loop. This is most evident when looking
at the timing results for EXH, which in the case of
the full PCFG model requires more than twice the
time than the CKY algorithm that it simulates. A*
10We used the Fibonacci heap implementation at

http://www.jgrapht.org
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Figure 4: Comparsion between a CKY simulation (EXH), A* with no heuristic (NULL), hierarchical A* (HA*) using
two grammar projections for standard search (left) and AST (right). The breakdown of the inside/outside edges for the
grammar projection as well as the target grammar shows that the projections, serving as the heuristic estimates for the
target grammar, are costly to compute.

Standard AST
PCFG HWDep PCFG HWDep

CKY 536 24489 34 143
EXH 1251 26889 41 155
A* NULL 1032 21830 36 121
A* SX 889 - 34 -

Table 8: Parsing time in seconds of CKY and agenda-
based parsers with and without adaptive supertagging.

Standard AST
PCFG HWDep PCFG HWDep

CKY 80.4 85.5 81.7 83.8
EXH 79.4 85.5 80.3 83.8
A* NULL 79.6 85.5 80.7 83.8
A* SX 79.4 - 80.4 -

Table 9: Labelled F-score of exact CKY and agenda-
based parsers with/without adaptive supertagging. All
parses have the same probabilities, thus variances are due
to implementation-dependent differences in tiebreaking.

makes modest CPU-time improvements in parsing
the full space of the HWDep model. Although this
decreases the time required to obtain the highest ac-
curacy, it is still a substantial tradeoff in speed com-
pared with AST.

On the other hand, the AST tradeoff improves sig-
nificantly: by combining AST with A* we observe

a decrease in running time of 15% for the A* NULL
parser of the HWDep model over CKY. As the CKY
baseline with AST is very strong, this result shows
that A* holds real promise for CCG parsing.

6 Conclusion and Future Work

Adaptive supertagging is a strong technique for ef-
ficient CCG parsing. Our analysis confirms tremen-
dous speedups, and shows that for weak models, it
can even result in improved accuracy. However, for
better models, the efficiency gains of adaptive su-
pertagging come at the cost of accuracy. One way to
look at this is that the supertagger has good precision
with respect to the parser’s search space, but low re-
call. For instance, we might combine both parsing
and supertagging models in a principled way to ex-
ploit these observations, eg. by making the supertag-
ger output a soft constraint on the parser rather than
a hard constraint. Principled, efficient search algo-
rithms will be crucial to such an approach.

To our knowledge, we are the first to measure
A* parsing speed both in terms of running time and
commonly used hardware-independent metrics. It
is clear from our results that the gains from A* do
not come as easily for CCG as for CFG, and that
agenda-based algorithms like A* must make very
large reductions in the number of edges processed
to result in realtime savings, due to the added ex-
pense of keeping a priority queue. However, we
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have shown that A* can yield real improvements
even over the highly optimized technique of adaptive
supertagging: in this pruned search space, a 44%
reduction in the number of edges pushed results in
a 15% speedup in CPU time. Furthermore, just as
A* can be combined with adaptive supertagging, it
should also combine easily with other search-space
pruning methods, such as those of Djordjevic et
al. (2007), Kummerfeld et al. (2010), Zhang et al.
(2010) and Roark and Hollingshead (2009). In fu-
ture work we plan to examine better A* heuristics
for CCG, and to look at principled approaches to
combine the strengths of A*, adaptive supertagging,
and other techniques to the best advantage.
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Abstract

We explore the contribution of morphologi-
cal features – both lexical and inflectional –
to dependency parsing of Arabic, a morpho-
logically rich language. Using controlled ex-
periments, we find that definiteness, person,
number, gender, and the undiacritzed lemma
are most helpful for parsing on automatically
tagged input. We further contrast the contri-
bution of form-based and functional features,
and show that functional gender and number
(e.g., “broken plurals”) and the related ratio-
nality feature improve over form-based fea-
tures. It is the first time functional morpho-
logical features are used for Arabic NLP.

1 Introduction

Parsers need to learn the syntax of the modeled lan-
guage in order to project structure on newly seen
sentences. Parsing model design aims to come up
with features that best help parsers to learn the syn-
tax and choose among different parses. One as-
pect of syntax, which is often not explicitly mod-
eled in parsing, involves morphological constraints
on syntactic structure, such as agreement, which of-
ten plays an important role in morphologically rich
languages. In this paper, we explore the role of
morphological features in parsing Modern Standard
Arabic (MSA). For MSA, the space of possible mor-
phological features is fairly large. We determine
which morphological features help and why. We
also explore going beyond the easily detectable, reg-
ular form-based (“surface”) features, by represent-
ing functional values for some morphological fea-
tures. We expect that representing lexical abstrac-

tions and inflectional features participating in agree-
ment relations would help parsing quality, but other
inflectional features would not help. We further ex-
pect functional features to be superior to surface-
only features.

The paper is structured as follows. We first
present the corpus we use (Section 2), then rele-
vant Arabic linguistic facts (Section 3); we survey
related work (Section 4), describe our experiments
(Section 5), and conclude with an analysis of pars-
ing error types (Section 6).

2 Corpus

We use the Columbia Arabic Treebank (CATiB)
(Habash and Roth, 2009). Specifically, we use
the portion converted automatically from part 3 of
the Penn Arabic Treebank (PATB) (Maamouri et
al., 2004) to the CATiB format, which enriches the
CATiB dependency trees with full PATB morpho-
logical information. CATiB’s dependency represen-
tation is based on traditional Arabic grammar and
emphasizes syntactic case relations. It has a re-
duced POS tagset (with six tags only – henceforth
CATIB6), but a standard set of eight dependency re-
lations: SBJ and OBJ for subject and (direct or indi-
rect) object, respectively, (whether they appear pre-
or post-verbally); IDF for the idafa (possessive) re-
lation; MOD for most other modifications; and other
less common relations that we will not discuss here.
For more information, see Habash et al. (2009). The
CATiB treebank uses the word segmentation of the
PATB: it splits off several categories of orthographic
clitics, but not the definite article È@ Al. In all of the
experiments reported in this paper, we use the gold
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VRB
ÉÒª

�
K tςml

‘work’

MOD

PRT
ú



	
¯ fy

‘in’

OBJ

NOM
�P@YÖÏ @ AlmdArs

‘the-schools’

MOD

NOM
�
éJ
ÓñºmÌ'@ AlHkwmy~
‘the-governmental’

SBJ

NOM
�

H@YJ

	
®k HfydAt

‘granddaughters’

MOD

NOM
�

HAJ
»
	

YË@ AlðkyAt
‘smart’

IDF

NOM
I.

�
KA¾Ë@ AlkAtb

‘the-writer’

Figure 1: CATiB Annotation example (tree display from right
to left). �

éJ
ÓñºmÌ'@ �P@YÖÏ @ ú



	
¯

�
HAJ
»

	
YË@ I.

�
KA¾Ë@

�
H@YJ


	
®k ÉÒª

�
K

tςml HfydAt AlkAtb AlðkyAt fy AlmdArs AlHkwmy~ ‘The
writer’s smart granddaughters work for public schools.’

segmentation. An example CATiB dependency tree
is shown in Figure 1.

3 Relevant Linguistic Concepts

In this section, we present the linguistic concepts rel-
evant to our discussion of Arabic parsing.

Orthography The Arabic script uses optional di-
acritics to represent short vowels, consonantal dou-
bling and the indefininteness morpheme (nunation).
For example, the word �

I.

��
J
�
» kataba ‘he wrote’ is of-

ten written as I.
�
J»ktb, which can be ambiguous with

other words such as �
I.

��
J
�
» kutubũ ‘books’. In news

text, only around 1.6% of all words have any dia-
critic (Habash, 2010). As expected, the lack of dia-
critics contributes heavily to Arabic’s morphological
ambiguity. In this work, we only use undiacritized
text; however, some of our parsing features which
are derived through morphological disambiguation
include diacritics (specifically, lemmas, see below).

Morphemes Words can be described in terms of
their morphemes; in Arabic, in addition to concate-
native prefixes and suffixes, there are templatic mor-
phemes called root and pattern. For example, the
word 	

àñJ.
�
KA¾K
 yu+kAtib+uwn ‘they correspond’ has

one prefix and one suffix, in addition to a stem com-

posed of the root H.
�

H¼ k-t-b ‘writing related’ and
the pattern 1A2i3.1

Lexeme and features Alternatively, Arabic
words can be described in terms of lexemes and
inflectional features. The set of word forms that
only vary inflectionally among each other is called
the lexeme. A lemma is a specific word form cho-
sen to represent the lexeme word set; for example,
Arabic verb lemmas are third person masculine sin-
gular perfective. We explore using both the dia-
critized lemma and the undiacritized lemma (here-
after LMM). Just as the lemma abstracts over in-
flectional morphology, the root abstracts over both
inflectional and derivational morphology and thus
provides a deeper level of lexical abstraction, indi-
cating the “core” meaning of the word. The pat-
tern is a generally complementary abstraction some-
times indicating sematic notions such causation and
reflexiveness. We use the pattern of the lemma, not
of the word form. We group the ROOT, PATTERN,
LEMMA and LMM in our discussion as lexical fea-
tures. Nominal lexemes can also be classified into
two groups: rational (i.e., human) or irrational (i.e.„
non-human).2 The rationality feature interacts with
syntactic agreement and other inflectional features
(discussed next); as such, we group it with those fea-
tures in this paper’s experiments.

The inflectional features define the the space of
variations of the word forms associated with a lex-
eme. PATB-tokenized words vary along nine di-
mensions: GENDER and NUMBER (for nominals and
verbs); PERSON, ASPECT, VOICE and MOOD (for
verbs); and CASE, STATE, and the attached defi-
nite article proclitic DET (for nominals). Inflectional
features abstract away from the specifics of mor-
pheme forms. Some inflectional features affect more
than one morpheme in the same word. For exam-
ple, changing the value of the ASPECT feature in
the example above from imperfective to perfective
yields the word form @ñJ.

�
KA¿ kAtab+uwA ‘they corre-

sponded’, which differs in terms of prefix, suffix and
pattern.

1The digits in the pattern correspond to the positions root
radicals are inserted.

2Note that rationality (‘human-ness’ ‘É
�
¯A« Q�


	
«/É

�
¯A«’) is nar-

rower than animacy; its expression is wide-spead in Arabic, but
less so English, where it mainly shows in pronouns (he/she vs.
it) and relativizers (the student who... vs. the desk/bird which...).
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Surface vs. functional features Additionally,
some inflectional features, specifically gender and
number, are expressed using different morphemes
in different words (even within the same part-of-
speech). There are four sound gender-number suf-
fixes in Arabic:3 +φ (null morpheme) for masculine
singular, �

è+ +~ for feminine singular, 	
àð+ +wn for

masculine plural and �
H@+ +At for feminine plural.

Plurality can be expressed using sound plural suf-
fixes or using a pattern change together with singu-
lar suffixes. A sound plural example is the word pair
�

H@YJ

	
®k/ �

èYJ

	
®k Hafiyd+a~/Hafiyd+At ‘granddaugh-

ter/granddaughters’. On the other hand, the plural of
the inflectionally and morphemically feminine sin-
gular word �

é�PYÓ madras+a~ ‘school’ is the word
�P@YÓ madAris+φ ‘schools’, which is feminine and
plural inflectionally, but has a masculine singular
suffix. This irregular inflection, known as broken
plural, is similar to the English mouse/mice, but is
much more common in Arabic (over 50% of plurals
in our training data). A similar inconsistency ap-
pears in feminine nouns that are not inflected using
sound gender suffixes, e.g., the feminine form of the
masculine singular adjective �

�P 	P

@ Âzraq+φ ‘blue’ is

ZA
�
P̄ 	P zarqA’+φ not �

é
�
P̄ 	P


@* *Âzraq+a~. To address

this inconsistency in the correspondence between in-
flectional features and morphemes, and inspired by
(Smrž, 2007), we distinguish between two types of
inflectional features: surface (or form-based)4 fea-
tures and functional features.

Most available Arabic NLP tools and resources
model morphology using surface inflectional fea-
tures and do not mark rationality; this includes the
PATB (Maamouri et al., 2004), the Buckwalter mor-
phological analyzer (BAMA) (Buckwalter, 2004)
and tools using them such as the Morphological
Analysis and Disambiguation for Arabic (MADA)
system (Habash and Rambow, 2005). The Elixir-
FM analyzer (Smrž, 2007) readily provides the func-
tional inflectional number feature, but not full func-
tional gender (only for adjectives and verbs but not
for nouns), nor rationality. Most recently, Alkuhlani
and Habash (2011) present a version of the PATB
(part 3) that is annotated for functional gender, num-

3We ignore duals, which are regular in Arabic, and case/state
variations in this discussion for simplicity.

4Smrž (2007) uses the term illusory for surface features.

ber and rationality features for Arabic. We use this
resource in modeling these features in Section 5.5.

Morpho-syntactic interactions Inflectional fea-
tures and rationality interact with syntax in two
ways. In agreement relations, two words in a spe-
cific syntactic configuration have coordinated values
for specific sets of features. MSA has standard (i.e.,
matching value) agreement for subject-verb pairs on
PERSON, GENDER, and NUMBER, and for noun-
adjective pairs on NUMBER, GENDER, CASE, and
DET. There are three very common cases of excep-
tional agreement: verbs preceding subjects are al-
ways singular, adjectives of irrational plural nouns
are always feminine singular, and verbs whose sub-
jects are irrational plural are also always feminine
singular. See the example in Figure 1: the adjective,
�

HAJ
»
	
YË@ AlðkyAt ‘smart’, of the feminine plural (and

rational) �
H@YJ


	
®k HafiydAt ‘granddaughters’ is fem-

inine plural; but the adjective, �
éJ
ÓñºmÌ'@ AlHkwmy~

‘the-governmental’, of the feminine plural (and irra-
tional) �P@YÓ madAris ‘schools’ is feminine singu-
lar. These agreement rules always refer to functional
morphology categories; they are orthogonal to the
morpheme-feature inconsistency discussed above.

MSA exhibits marking relations in CASE and
STATE marking. Different types of dependents
have different CASE, e.g., verbal subjects are al-
ways marked NOMINATIVE. CASE and STATE are
rarely explicitly manifested in undiacritized MSA.
The DET feature plays an important role in distin-
guishing between the N-N idafa (possessive) con-
struction, in which only the last noun may bear the
definite article, and the N-A modifier construction,
in which both elements generally exhibit agreement
in definiteness.

Lexical features do not constrain syntactic struc-
ture as inflectional features do. Instead, bilexical
dependencies are used to model semantic relations
which often are the only way to disambiguate among
different possible syntactic structures. Lexical ab-
straction also reduces data sparseness.

The core POS tagsets Words also have associ-
ated part-of-speech (POS) tags, e.g., “verb”, which
further abstract over morphologically and syntac-
tically similar lexemes. Traditional Arabic gram-
mars often describe a very general three-way dis-
tinction into verbs, nominals and particles. In com-
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parison, the tagset of the Buckwalter Morphologi-
cal Analyzer (Buckwalter, 2004) used in the PATB
has a core POS set of 44 tags (before morphologi-
cal extension). Cross-linguistically, a core set con-
taining around 12 tags is often assumed, including:
noun, proper noun, verb, adjective, adverb, preposi-
tion, particles, connectives, and punctuation. Hence-
forth, we reduce CORE44 to such a tagset, and dub
it CORE12. The CATIB6 tagset can be viewed as
a further reduction, with the exception that CATIB6
contains a passive voice tag; however, this tag con-
stitutes only 0.5% of the tags in the training.

Extended POS tagsets The notion of “POS
tagset” in natural language processing usually does
not refer to a core set. Instead, the Penn English
Treebank (PTB) uses a set of 46 tags, including
not only the core POS, but also the complete set
of morphological features (this tagset is still fairly
small since English is morphologically impover-
ished). In PATB-tokenized MSA, the corresponding
type of tagset (core POS extended with a complete
description of morphology) would contain upwards
of 2,000 tags, many of which are extremely rare (in
our training corpus of about 300,000 words, we en-
counter only 430 of such POS tags with complete
morphology). Therefore, researchers have proposed
tagsets for MSA whose size is similar to that of the
English PTB tagset, as this has proven to be a useful
size computationally. These tagsets are hybrids in
the sense that they are neither simply the core POS,
nor the complete morphologically enriched tagset,
but instead they selectively enrich the core POS
tagset with only certain morphological features. A
full dicussion of how these tagsets affect parsing is
presented in Marton et al. (2010); we summarize the
main points here.

The following are the various tagsets we use in
this paper: (a) the core POS tagset CORE12; (b)
the CATiB treebank tagset CATIBEX, a newly in-
troduced extension of CATIB6 (Habash and Roth,
2009) by simple regular expressions of the word
form, indicating particular morphemes such as the
prefix È@ Al+ or the suffix 	

àð +wn; this tagset
is the best-performing tagset for Arabic on pre-
dicted values. (c) the PATB full tagset (BW), size
≈2000+ (Buckwalter, 2004); We only discuss here
the best performing tagsets (on predicted values),
and BW for comparison.

4 Related Work

Much work has been done on the use of morpholog-
ical features for parsing of morphologically rich lan-
guages. Collins et al. (1999) report that an optimal
tagset for parsing Czech consists of a basic POS tag
plus a CASE feature (when applicable). This tagset
(size 58) outperforms the basic Czech POS tagset
(size 13) and the complete tagset (size ≈3000+).
They also report that the use of gender, number and
person features did not yield any improvements. We
got similar results for CASE in the gold experimen-
tal setting (Marton et al., 2010) but not when using
predicted POS tags (POS tagger output). This may
be a result of CASE tagging having a lower error rate
in Czech (5.0%) (Hajič and Vidová-Hladká, 1998)
compared to Arabic (≈14.0%, see Table 2). Simi-
larly, Cowan and Collins (2005) report that the use
of a subset of Spanish morphological features (num-
ber for adjectives, determiners, nouns, pronouns,
and verbs; and mode for verbs) outperforms other
combinations. Our approach is comparable to their
work in terms of its systematic exploration of the
space of morphological features. We also find that
the number feature helps for Arabic. Looking at He-
brew, a Semitic language related to Arabic, Tsarfaty
and Sima’an (2007) report that extending POS and
phrase structure tags with definiteness information
helps unlexicalized PCFG parsing.

As for work on Arabic, results have been reported
on PATB (Kulick et al., 2006; Diab, 2007; Green
and Manning, 2010), the Prague Dependency Tree-
bank (PADT) (Buchholz and Marsi, 2006; Nivre,
2008) and the Columbia Arabic Treebank (CATiB)
(Habash and Roth, 2009). Recently, Green and
Manning (2010) analyzed the PATB for annotation
consistency, and introduced an enhanced split-state
constituency grammar, including labels for short
Idafa constructions and verbal or equational clauses.

Nivre (2008) reports experiments on Arabic pars-
ing using his MaltParser (Nivre et al., 2007), trained
on the PADT. His results are not directly compara-
ble to ours because of the different treebanks’ repre-
sentations, even though all the experiments reported
here were performed using MaltParser. Our results
agree with previous work on Arabic and Hebrew in
that marking the definite article is helpful for pars-
ing. However, we go beyond previous work in that
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we also extend this morphologically enhanced fea-
ture set to include additional lexical and inflectional
features. Previous work with MaltParser in Russian,
Turkish and Hindi showed gains with case but not
with agreement features (Nivre et al., 2008; Eryigit
et al., 2008; Nivre, 2009). Our work is the first using
MaltParser to show gains using agreement-oriented
features (Marton et al., 2010), and the first to use
functional features for this task (this paper).

5 Experiments

Throughout this section, we only report results us-
ing predicted input feature values (e.g., generated
automatically by a POS tagger). After presenting
the parser we use (Section 5.1), we examine a large
space of settings in the following order: the contri-
bution of numerous inflectional features in a con-
trolled fashion (Section 5.2);5 the contribution of
the lexical features in a similar fashion, as well as
the combination of lexical and inflectional features
(Section 5.3); an extension of the DET feature (Sec-
tion 5.4); using functional NUMBER and GENDER

feature values, as well as the RATIONALITY feature
(Section 5.5); finally, putting best feature combina-
tions to test with the best-performing POS tagset,
and on an unseen test set (Section 5.6). All results
are reported mainly in terms of labeled attachment
accuracy score (parent word and the dependency re-
lation to it, a.k.a. LAS). Unlabeled attachment ac-
curacy score (UAS) is also given. We use McNe-
mar’s statistical significance test as implemented by
Nilsson and Nivre (2008), and denote p < 0.05 and
p < 0.01 with + and ++, respectively.

5.1 Parser

For all experiments reported here we used the syn-
tactic dependency parser MaltParser v1.3 (Nivre,
2003; Nivre, 2008; Kübler et al., 2009) – a
transition-based parser with an input buffer and a
stack, using SVM classifiers to predict the next state
in the parse derivation. All experiments were done
using the Nivre "eager" algorithm.6 For training, de-

5In this paper, we do not examine the contribution of differ-
ent POS tagsets, see Marton et al. (2010) for details.

6Nivre (2008) reports that non-projective and pseudo-
projective algorithms outperform the "eager" projective algo-
rithm in MaltParser, but our training data did not contain any
non-projective dependencies. The Nivre "standard" algorithm

velopment and testing, we follow the splits used by
Roth et al. (2008) for PATB part 3 (Maamouri et al.,
2004). We kept the test unseen during training.

There are five default attributes, in the MaltParser
terminology, for each token in the text: word ID (or-
dinal position in the sentence), word form, POS tag,
head (parent word ID), and deprel (the dependency
relation between the current word and its parent).
There are default MaltParser features (in the ma-
chine learning sense),7 which are the values of func-
tions over these attributes, serving as input to the
MaltParser internal classifiers. The most commonly
used feature functions are the top of the input buffer
(next word to process, denoted buf[0]), or top of the
stack (denoted stk[0]); following items on buffer or
stack are also accessible (buf[1], buf[2], stk[1], etc.).
Hence MaltParser features are defined as POS tag
at stk[0], word form at buf[0], etc. Kübler et al.
(2009) describe a “typical” MaltParser model con-
figuration of attributes and features.8 Starting with
it, in a series of initial controlled experiments, we
settled on using buf[0-1] + stk[0-1] for wordforms,
and buf[0-3] + stk[0-2] for POS tags. For features of
new MaltParser-attributes (discussed later), we used
buf[0] + stk[0]. We did not change the features for
deprel. This new MaltParser configuration resulted
in gains of 0.3-1.1% in labeled attachment accuracy
(depending on the POS tagset) over the default Malt-
Parser configuration.9 All experiments reported be-
low were conducted using this new configuration.

5.2 Inflectional features

In order to explore the contribution of inflectional
and lexical information in a controlled manner, we
focused on the best performing core (“morphology-
free”) POS tagset, CORE12, as baseline; using three

is also reported to do better on Arabic, but in a preliminary ex-
perimentation, it did similarly or slightly worse than the "eager”
one, perhaps due to high percentage of right branching (left
headed structures) in our Arabic training set – an observation
already noted in Nivre (2008).

7The terms “feature” and “attribute” are overloaded in the
literature. We use them in the linguistic sense, unless specifi-
cally noted otherwise, e.g., “MaltParser feature(s)”.

8It is slightly different from the default configuration.
9We also experimented with normalizing word forms (Alif

Maqsura conversion to Ya, and hamza removal from Alif forms)
as is common in parsing and statistical machine translation lit-
erature – but it resulted in a similar or slightly decreased perfor-
mance, so we settled on using non-normalized word forms.
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setup LAS LASdiff UAS

A
ll CORE12 78.68 — 82.48

+ all inflectional features 77.91 -0.77 82.14
Se

p

+DET 79.82++ 1.14 83.18
+STATE 79.34++ 0.66 82.85
+GENDER 78.75 0.07 82.35
+PERSON 78.74 0.06 82.45
+NUMBER 78.66 -0.02 82.39
+VOICE 78.64 -0.04 82.41
+ASPECT 78.60 -0.08 82.39
+MOOD 78.54 -0.14 82.35
+CASE 75.81 -2.87 80.24

G
re

ed
y

+DET+STATE 79.42++ 0.74 82.84
+DET+GENDER 79.90++ 1.22 83.20
+DET+GENDER+PERSON 79.94++ 1.26 83.21
+DET+PNG 80.11++ 1.43 83.29
+DET+PNG+VOICE 79.96++ 1.28 83.18
+DET+PNG+ASPECT 80.01++ 1.33 83.20
+DET+PNG+MOOD 80.03++ 1.35 83.21

Table 1: CORE12 with inflectional features, predicted input.
Top: Adding all nine features to CORE12. Second part: Adding
each feature separately, comparing difference from CORE12.
Third part: Greedily adding best features from second part.

different setups, we added nine morphological fea-
tures with values predicted by MADA: DET (pres-
ence of the definite determiner), PERSON, ASPECT,
VOICE, MOOD, GENDER, NUMBER, STATE (mor-
phological marking as head of an idafa construc-
tion), and CASE. In setup All , we augmented the
baseline model with all nine MADA features (as
nine additional MaltParser attributes); in setup Sep ,
we augmented the baseline model with the MADA
features, one at a time; and in setup Greedy , we
combined them in a greedy heuristic (since the entire
feature space is too vast to exhaust): starting with the
most gainful feature from Sep, adding the next most
gainful feature, keeping it if it helped, or discarding
it otherwise, and continuing through the least gainful
feature. See Table 1.

Somewhat surprisingly, setup All hurts perfor-
mance. This can be explained if one examines the
prediction accuracy of each feature (top of Table 2).
Features which are not predicted with very high ac-
curacy, such as CASE (86.3%), can dominate the
negative contribution, even though they are top con-
tributors when provided as gold input (Marton et al.,
2010); when all features are provided as gold in-
put, All actually does better than individual features,
which puts to rest a concern that its decrease here

feature acc set size

DET 99.6 3*
PERSON 99.1 4*
ASPECT 99.1 5*
VOICE 98.9 4*
MOOD 98.6 5*
GENDER 99.3 3*
NUMBER 99.5 4*
STATE 95.6 4*
CASE 86.3 5*
ROOT 98.4 9646
PATTERN 97.0 338
LEMMA (diacritized) 96.7 16837
LMM (undiacritized lemma) 98.3 15305
normalized word form (A,Y) 99.3 29737
non-normalized word form 98.9 29980

Table 2: Feature prediction accuracy and set sizes. * = The set
includes a "N/A" value.

setup LAS LASdiff UAS

A
ll CORE12 (repeated) 78.68 — 82.48

+ all lexical features 78.85 0.17 82.46
Se

p
+LMM 78.96+ 0.28 82.54
+ROOT 78.94+ 0.26 82.64
+LEMMA 78.80 0.12 82.42
+PATTERN 78.59 -0.09 82.39

G
re

ed
y +LMM+ROOT 79.04++ 0.36 82.63

+LMM+ROOT+LEMMA 79.05++ 0.37 82.63
+LMM+ROOT+PATTERN 78.93 0.25 82.58

Table 3: Lexical features. Top part: Adding each feature
separately; difference from CORE12 (predicted). Bottom part:
Greedily adding best features from previous part.

is due to data sparseness. Here, when features are
predicted, the DET feature (determiner), followed by
the STATE (construct state, idafa) feature, are top in-
dividual contributors in setup Sep. Adding DET and
the so-called φ-features (PERSON, NUMBER, GEN-
DER, also shorthanded PNG) in the Greedy setup,
yields 1.43% gain over the CORE12 baseline.

5.3 Lexical features

Next, we experimented with adding the lexical fea-
tures, which involve semantic abstraction to some
degree: LEMMA, LMM (the undiacritized lemma),
and ROOT. We experimented with the same setups
as above: All, Sep, and Greedy. Adding all four
features yielded a minor gain in setup All. LMM

was the best single contributor, closely followed by
ROOT in Sep. CORE12+LMM+ROOT (with or with-
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CORE12 + . . . LAS LASdiff UAS

+DET+PNG (repeated) 80.11++ 1.43 83.29
+DET+PNG+LMM 80.23++ 1.55 83.34
+DET+PNG+LMM +ROOT 80.10++ 1.42 83.25
+DET+PNG+LMM +PATTERN 80.03++ 1.35 83.15

Table 4: Inflectional+lexical features together.

CORE12 + . . . LAS LASdiff UAS

+DET (repeated) 79.82++ — 83.18
+DET2 80.13++ 0.31 83.49

+DET+PNG+LMM (repeated) 80.23++ — 83.34
+DET2+PNG+LMM 80.21++ -0.02 83.39

Table 5: Extended inflectional features.

out LEMMA) was the best greedy combination in
setup Greedy. See Table 3. All lexical features are
predicted with high accuracy (bottom of Table 2).

Following the same greedy heuristic, we
augmented the best inflection-based model
CORE12+DET+PNG with lexical features, and
found that only the undiacritized lemma (LMM)
alone improved performance (80.23%). See Table 4.

5.4 Inflectional feature engineering

So far we experimented with morphological fea-
ture values as predicted by MADA. However, it is
likely that from a machine-learning perspective, rep-
resenting similar categories with the same tag may
be useful for learning. Therefore, we next exper-
imented with modifying inflectional features that
proved most useful.

As DET may help distinguish the N-N idafa con-
struction from the N-A modifier construction, we
attempted modeling also the DET values of pre-
vious and next elements (as MaltParser’s stk[1] +
buf[1], in addition to stk[0] + buf[0]). This vari-
ant, denoted DET2, indeed helps: when added to
the CORE12, DET2 improves non-gold parsing qual-
ity by more than 0.3%, compared to DET (Ta-
ble 5). This improvement unfortunately does not
carry over to our best feature combination to date,
CORE12+DET+PNG+LMM. However, in subsequent
feature combinations, we see that DET2 helps again,
or at least, doesn’t hurt: LAS goes up by 0.06% in
conjunction with features LMM+PERSON +FN*NGR

in Table 6.

CORE12 + . . . LAS LASdiff UAS

CORE12 (repeated) 78.68 – 82.48
+PERSON (repeated) 78.74 0.06 82.45
+GENDER (repeated) 78.75 0.07 82.35
+NUMBER (repeated) 78.66 -0.02 82.39
+FN*GENDER 78.96++ 0.28 82.53
+FN*NUMBER 78.88+ 0.20 82.53
+FN*NUMDGTBIN 78.87 0.19 82.53
+FN*RATIONALITY 78.91+ 0.23 82.60
+FN*GNR 79.32++ 0.64 82.78
+PERSON+FN*GNR 79.34++ 0.66 82.82
+DET+LMM+PERSON+FN*NGR 80.47++ 1.79 83.57
+DET2+LMM+PERSON+FN*NGR 80.53++ 1.85 83.66
+DET2+LMM+PERSON+FN*NG 80.43++ 1.75 83.56
+DET2+LMM+PNG+FN*NGR 80.51++ 1.83 83.66

CATIBEX 79.74 – 83.30
+DET2+LMM +PERSON+FN*NGR 80.83++ 1.09 84.02
BW 72.64 – 77.91
+DET2+LMM +PERSON+FN*NGR 74.40++ 1.76 79.40

Table 6: Functional features: gender, number, rationality.

We also experimented with PERSON. We changed
the values of proper names from “N/A” to “3” (third
person), but it resulted in a similar or slightly de-
creased performance, so it was abandoned.

5.5 Functional feature values
The NUMBER and GENDER features we have used
so far only reflect surface (as opposed to functional)
values, e.g., broken plurals are marked as singular.
This might have a negative effect on learning gen-
eralizations over the complex agreement patterns in
MSA (see Section 3), beyond memorization of word
pairs seen together in training.

Predicting functional features To predict func-
tional GENDER, functional NUMBER and RATIO-
NALITY, we build a simple maximum likelihood es-
timate (MLE) model using these annotations in the
corpus created by Alkuhlani and Habash (2011). We
train using the same training data we use through-
out this paper. For all three features, we select the
most seen value in training associated with the triple
word-CATIBEX-lemma; we back off to CATIBEX-
lemma and then to lemma. For gender and num-
ber, we further back off to the surface values; for
rationality, we back off to the most common value
(irrational). On our predicted dev set, the over-
all accuracy baseline of predicting correct functional
gender-number-rationality using surface features is
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85.1% (for all POS tags). Our MLE model reduces
the error by two thirds reaching an overall accuracy
of 95.5%. The high accuracy may be a result of the
low percentage of words in the dev set that do not
appear in training (around 4.6%).

Digit tokens (e.g., “4”) are also marked singu-
lar by default. They don’t show surface agreement,
even though the corresponding number-word token
( �

éªK. P@ Arbς~ ‘four.fem.sing’) would. We further ob-
serve that MSA displays complex agreement pat-
terns with numbers (Dada, 2007). Therefore, we
alternatively experimented with binning the digit to-
kens’ NUMBER value accordingly:

• the number 0 and numbers ending with 00
• the number 1 and numbers ending with 01
• the number 2 and numbers ending with 02
• the numbers 3-10 and those ending with 03-10
• the numbers, and numbers ending with, 11-99
• all other number tokens (e.g., 0.35 or 7/16)

and denoted these experiments with NUMDGTBIN.
Almost 1.5% of the tokens are digit tokens in the
training set, and 1.2% in the dev set.10

Results using these new features are shown in Ta-
ble 6. The first part repeats the CORE12 baseline.
The second part repeats previous experiments with
surface morphological features. The third part uses
the new functional morphological features instead.
The performance using NUMBER and GENDER in-
creases by 0.21% and 0.22%, respectively, as we re-
place surface features with functional features. (Re-
call that there is no functional PERSON.) We then see
that the change in the representation of digits does
not help; in the large space of experiments we have
performed, we saw some improvement through the
use of this alternative representation, but not in any
of the feature combinations that performed best and
that we report on in this paper. We then use just the
RATIONALITY feature, which results in an increase
over the baseline. The combination of all three func-
tional features (NUMBER, GENDER, RATIONALITY)
provides for a nice cumulative effect. Adding PER-
SON hardly improves further.

In the fourth part of the table, we include the other
features which we found previously to be helpful,

10We didn’t mark the number-words since in our training data
there were less than 30 lemmas of less than 2000 such tokens, so
presumably their agreement patterns can be more easily learned.

namely DET and LMM. Here, using DET2 instead of
DET (see Section 5.4) gives us a slight improvement,
providing our best result using the CORE12 POS
tagset: 80.53%. This is a 1.85% improvement over
using only the CORE12 POS tags (an 8.7% error re-
duction); of this improvement, 0.3% absolute (35%
relative) is due to the use of functional features. We
then use the best configuration, but without the RA-
TIONALITY feature; we see that this feature on its
own contributes 0.1% absolute, confirming its place
in Arabic syntax. In gold experiments which we
do not report here, the contribution was even higher
(0.6-0.7%). The last row in the fourth part of Table 6
shows that using both surface and functional variants
of NUMBER and GENDER does not help (hurts, in
fact); the functional morphology features carry suf-
ficient information for syntactic disambiguation.

The last part of the table revalidates the gains
achieved of the best feature combination using the
two other POS tagsets mentioned in Section 3: CAT-
IBEX (the best performing tagset with predicted val-
ues), and BW (the best POS tagset with gold val-
ues in Marton et al. (2010), but results shown here
are with predicted values). The CATIBEX result of
80.83% is our overall best result. The result using
BW reconfirms that BW is not the best tagset to use
for parsing Arabic with current prediction ability.

5.6 Validating results on unseen test set
Once experiments on the development set were
done, we ran the best performing models on the pre-
viously unseen test set (Section 5.1). Table 7 shows
that the same trends hold on this set as well.

Model LAS LASdiff UAS

CATIBEX 78.46 — 81.81
+DET2+LMM+PER+FN*NGR 79.45++ 0.99 82.56

Table 7: Results on unseen test set for models which performed
best on dev set – predicted input.

6 Error Analysis

We analyze the attachment accuracy by attachment
type. We show the accuracy for selected attach-
ment types in Table 8. Using just CORE12, we see
that some attachments (subject, modifications) are
harder than others (objects, idafa). We see that by
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Features SBJ OBJ MN MP IDF Tot.

CORE12 67.9 90.4 72.0 70.3 94.5 78.7
CORE12 + LMM 68.8 90.4 72.6 70.9 94.6 79.0
CORE12 + DET2

+LMM+PNG 71.7 91.0 74.9 72.4 95.5 80.2
CORE12 + DET2

+LMM+PERS

+FN*NGR 72.3 91.0 76.0 73.3 95.4 80.5

Table 8: Error analysis: Accuracy by attachment type (se-
lected): subject, object, modification by a noun, modification
(of a verb or a noun) by a preposition, idafa, and overall results
(which match previously shown results)

adding LMM, all attachment types improve a little
bit; this is as expected, since this feature provides
a slight lexical abstraction. We then add features
designed to improve idafa and those relations sub-
ject to agreement, subject and nominal modification
(DET2, PERSON, NUMBER, GENDER). We see that
as expected, subject, nominal modification (MN),
and idafa reduce error by substantial margins (error
reduction over CORE12+LMM greater than 8%, in
the case of idafa the error reduction is 16.7%), while
object and prepositional attachment (MP) improve
to a lesser degree (error reduction of 6.2% or less).
We assume that the relations not subject to agree-
ment (object and prepositional attachment) improve
because of the overall improvement in the parse due
to the improvements in the other relations.

When we move to the functional features, we
again see a reduction in the attachments which are
subject to agreement, namely subject and nomi-
nal modification (error reductions over surface fea-
tures of 2.1% and 4.4%, respectively). Idafa de-
creases slightly (since this relation is not affected
by the functional features), while object stays the
same. Surprisingly, prepositional attachment also
improves, with an error reduction of 3.3%. Again,
we can only explain this by proposing that the im-
provement in nominal modification attachment has
the indirect effect of ruling out some bad preposi-
tional attachments as well.

In summary, we see that not only do morphologi-
cal features – and functional morphology features in
particular – improve parsing, but they improve pars-
ing in the way that we expect: those relations subject
to agreement improve more than those that are not.

Last, we point out that MaltParser does not model

generalized feature checking or matching directly,
i.e., it has not learned that certain syntactic relations
require identical (functional) morphological feature
values. The gains in parsing quality reflect that the
MaltParser SVM classifier has learned that the pair-
ing of specific morphological feature values – e.g.,
fem.sing. for both the verb and its subject – is use-
ful, with no generalization from each specific value
to other values, or to general pair-wise value match-
ing.

7 Conclusions and Future Work

We explored the contribution of different morpho-
logical (inflectional and lexical) features to depen-
dency parsing of Arabic. We find that definiteness
(DET), φ-features (PERSON, NUMBER, GENDER),
and undiacritized lemma (LMM) are most helpful for
Arabic dependency parsing on predicted input. We
further find that functional morphology features and
rationality improve over surface morphological fea-
tures, as predicted by the complex agreement rules
of Arabic. To our knowledge, this is the first result
in Arabic NLP that uses functional morphology fea-
tures, and that shows an improvement over surface
features.

In future work, we intend to improve the predic-
tion of functional morphological features in order to
improve parsing accuracy. We also intend to investi-
gate how these features can be integrated into other
parsing frameworks; we expect them to help inde-
pendently of the framework. We plan to make our
parser available to other researchers. Please contact
the authors if interested.
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Abstract
Recent work has shown how a parallel
corpus can be leveraged to build syntac-
tic parser for a target language by project-
ing automatic source parse onto the target
sentence using word alignments. The pro-
jected target dependency parses are not al-
ways fully connected to be useful for train-
ing traditional dependency parsers. In this
paper, we present a greedy non-directional
parsing algorithm which doesn’t need a
fully connected parse and can learn from
partial parses by utilizing available struc-
tural and syntactic information in them.
Our parser achieved statistically signifi-
cant improvements over a baseline system
that trains on only fully connected parses
for Bulgarian, Spanish and Hindi. It also
gave a significant improvement over pre-
viously reported results for Bulgarian and
set a benchmark for Hindi.

1 Introduction

Parallel corpora have been used to transfer in-
formation from source to target languages for
Part-Of-Speech (POS) tagging, word sense disam-
biguation (Yarowsky et al., 2001), syntactic pars-
ing (Hwa et al., 2005; Ganchev et al., 2009; Jiang
and Liu, 2010) and machine translation (Koehn,
2005; Tiedemann, 2002). Analysis on the source
sentences was induced onto the target sentence via
projections across word aligned parallel corpora.

Equipped with a source language parser and a
word alignment tool, parallel data can be used to
build an automatic treebank for a target language.
The parse trees given by the parser on the source
sentences in the parallel data are projected onto the
target sentence using the word alignments from
the alignment tool. Due to the usage of automatic
source parses, automatic word alignments and dif-
ferences in the annotation schemes of source and

target languages, the projected parses are not al-
ways fully connected and can have edges missing
(Hwa et al., 2005; Ganchev et al., 2009). Non-
literal translations and divergences in the syntax
of the two languages also lead to incomplete pro-
jected parse trees.

Figure 1 shows an English-Hindi parallel sen-
tence with correct source parse, alignments and
target dependency parse. For the same sentence,
Figure 2 is a sample partial dependency parse pro-
jected using an automatic source parser on aligned
text. This parse is not fully connected with the
words banaa, kottaige and dikhataa left without
any parents.

para bahuta hai

The cottage built on the hill looks very beautiful

pahaada banaa huaa kottaige sundara dikhataa

Figure 1: Word alignment with dependency
parses for an English-Hindi parallel sentence

To train the traditional dependency parsers (Ya-
mada and Matsumoto, 2003; Eisner, 1996; Nivre,
2003), the dependency parse has to satisfy four
constraints: connectedness, single-headedness,
acyclicity and projectivity (Kuhlmann and Nivre,
2006). Projectivity can be relaxed in some parsers
(McDonald et al., 2005; Nivre, 2009). But these
parsers can not directly be used to learn from par-
tially connected parses (Hwa et al., 2005; Ganchev
et al., 2009).

In the projected Hindi treebank (section 4) that
was extracted from English-Hindi parallel text,
only 5.9% of the sentences had full trees. In
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Spanish and Bulgarian projected data extracted by
Ganchev et al. (2009), the figures are 3.2% and
12.9% respectively. Learning from data with such
high proportions of partially connected depen-
dency parses requires special parsing algorithms
which are not bound by connectedness. Its only
during learning that the constraint doesn’t satisfy.
For a new sentence (i.e. during inference), the
parser should output fully connected dependency
tree.

para bahuta haipahaada banaa huaa kottaige sundara dikhataa

on cottage very beautifulbuild lookhill PastPart. Be.Pres.

Figure 2: A sample dependency parse with partial
parses

In this paper, we present a dependency pars-
ing algorithm which can train on partial projected
parses and can take rich syntactic information as
features for learning. The parsing algorithm con-
structs the partial parses in a bottom-up manner by
performing a greedy search over all possible rela-
tions and choosing the best one at each step with-
out following either left-to-right or right-to-left
traversal. The algorithm is inspired by earlier non-
directional parsing works of Shen and Joshi (2008)
and Goldberg and Elhadad (2010). We also pro-
pose an extended partial parsing algorithm that can
learn from partial parses whose yields are partially
contiguous.

Apart from bitext projections, this work can be
extended to other cases where learning from par-
tial structures is required. For example, while
bootstrapping parsers high confidence parses are
extracted and trained upon (Steedman et al., 2003;
Reichart and Rappoport, 2007). In cases where
these parses are few, learning from partial parses
might be beneficial.

We train our parser on projected Hindi, Bulgar-
ian and Spanish treebanks and show statistically
significant improvements in accuracies between
training on fully connected trees and learning from
partial parses.

2 Related Work

Learning from partial parses has been dealt in dif-
ferent ways in the literature. Hwa et al. (2005)
used post-projection completion/transformation

rules to get full parse trees from the projections
and train Collin’s parser (Collins, 1999) on them.
Ganchev et al. (2009) handle partial projected
parses by avoiding committing to entire projected
tree during training. The posterior regularization
based framework constrains the projected syntac-
tic relations to hold approximately and only in ex-
pectation. Jiang and Liu (2010) refer to align-
ment matrix and a dynamic programming search
algorithm to obtain better projected dependency
trees. They deal with partial projections by break-
ing down the projected parse into a set of edges
and training on the set of projected relations rather
than on trees.

While Hwa et al. (2005) requires full projected
parses to train their parser, Ganchev et al. (2009)
and Jiang and Liu (2010) can learn from partially
projected trees. However, the discriminative train-
ing in (Ganchev et al., 2009) doesn’t allow for
richer syntactic context and it doesn’t learn from
all the relations in the partial dependency parse.
By treating each relation in the projected depen-
dency data independently as a classification in-
stance for parsing, Jiang and Liu (2010) sacrifice
the context of the relations such as global struc-
tural context, neighboring relations that are crucial
for dependency analysis. Due to this, they report
that the parser suffers from local optimization dur-
ing training.

The parser proposed in this work (section 3)
learns from partial trees by using the available
structural information in it and also in neighbor-
ing partial parses. We evaluated our system (sec-
tion 5) on Bulgarian and Spanish projected depen-
dency data used in (Ganchev et al., 2009) for com-
parison. The same could not be carried out for
Chinese (which was the language (Jiang and Liu,
2010) worked on) due to the unavailability of pro-
jected data used in their work. Comparison with
the traditional dependency parsers (McDonald et
al., 2005; Yamada and Matsumoto, 2003; Nivre,
2003; Goldberg and Elhadad, 2010) which train on
complete dependency parsers is out of the scope of
this work.

3 Partial Parsing

A standard dependency graph satisfies four graph
constraints: connectedness, single-headedness,
acyclicity and projectivity (Kuhlmann and Nivre,
2006). In our work, we assume the dependency
graph for a sentence only satisfies the single-
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a)

parapahaada banaa huaa kottaige bahuta sundara dikhataa hai

hill on build PastPart. cottage very beautiful look Be.Pres.

b)

para bahuta haipahaada banaa huaa kottaige sundara dikhataa

c)

para haibanaa huaa kottaige sundara dikhataapahaada

bahuta d)

haibanaa huaa kottaige sundara dikhataapahaada

bahutapara

e)

haibanaa kottaige sundara dikhataapahaada

bahutapara huaa f)

banaa kottaige sundara dikhataapahaada

bahutapara huaa hai

g)

sundara

bahuta haipahaada

para

banaa kottaige dikhataa

huaa

h)

haipahaada

para

sundara

bahuta

banaa kottaige dikhataa

huaa

Figure 3: Steps taken by GNPPA. The dashed arcs indicate the unconnected words in unConn. The
dotted arcs indicate the candidate arcs in candidateArcs and the solid arcs are the high scoring arcs that
are stored in builtPPs

headedness, acyclicity and projectivity constraints
while not necessarily being connected i.e. all the
words need not have parents.

Given a sentence W=w0 · · · wn with a set of
directed arcs A on the words in W , wi → wj de-
notes a dependency arc from wi to wj , (wi,wj) ε
A. wi is the parent in the arc and wj is the child in
the arc. ∗−→ denotes the reflexive and transitive clo-
sure of the arc. wi

∗−→ wj says that wi dominates
wj , i.e. there is (possibly empty) path from wi to
wj .

A node wi is unconnected if it does not have
an incoming arc. R is the set of all such uncon-
nected nodes in the dependency graph. For the
example in Figure 2, R={banaa, kottaige,
dikhataa}. A partial parse rooted at node wi

denoted by ρ(wi) is the set of arcs that can be tra-
versed from node wi. The yield of a partial parse
ρ(wi) is the set of nodes dominated by it. We
use π(wi) to refer to the yield of ρ(wi) arranged
in the linear order of their occurrence in the sen-
tence. The span of the partial tree is the first and
last words in its yield.

The dependency graph D can now be rep-
resented in terms of partial parses by D =
(W,R, %(R)) where W={w0 · · · wn} is the sen-

tence, R={r1 · · · rm} is the set of unconnected
nodes and %(R)= {ρ(r1) · · · ρ(rm)} is the set of
partial parses rooted at these unconnected nodes.
w0 is a dummy word added at the beginning of
W to behave as a root of a fully connected parse.
A fully connected dependency graph would have
only one element w0 in R and the dependency
graph rooted at w0 as the only (fully connected)
parse in %(R).

We assume the combined yield of %(R) spans
the entire sentence and each of the partial parses in
%(R) to be contiguous and non-overlapping with
one another. A partial parse is contiguous if its
yield is contiguous i.e. if a node wj ε π(wi), then
all the words between wi and wj also belong to
π(wi). A partial parse ρ(wi) is non-overlapping if
the intersection of its yield π(wi) with yields of all
other partial parses is empty.

3.1 Greedy Non-directional Partial Parsing
Algorithm (GNPPA)

Given the sentence W and the set of unconnected
nodes R, the parser follows a non-directional
greedy approach to establish relations in a bottom
up manner. The parser does a greedy search over
all the possible relations and picks the one with
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the highest score at each stage. This process is re-
peated until parents for all the nodes that do not
belong to R are chosen.

Algorithm 1 lists the outline of the greedy non-
directional partial parsing algorithm (GNPPA).
builtPPs maintains a list of all the partial
parses that have been built. It is initialized
in line 1 by considering each word as a sep-
arate partial parse with just one node. can-
didateArcs stores all the arcs that are possi-
ble at each stage of the parsing process in a
bottom up strategy. It is initialized in line 2
using the method initCandidateArcs(w0 · · · wn).
initCandidateArcs(w0 · · · wn) adds two candidate
arcs for each pair of consecutive words with each
other as parent (see Figure 3b). If an arc has one
of the nodes in R as the child, it isn’t included in
candidateArcs.

Algorithm 1 Partial Parsing Algorithm
Input: sentence w0 · · · wn and set of partial tree roots un-

Conn={r1 · · · rm}
Output: set of partial parses whose roots are in unConn

(builtPPs = {ρ(r1) · · · ρ(rm)})
1: builtPPs = {ρ(r1) · · · ρ(rn)} ← {w0 · · · wn}
2: candidateArcs = initCandidateArcs(w0 · · · wn)
3: while candidateArcs.isNotEmpty() do
4: bestArc = argmax

ci ε candidateArcs
score(ci,

−→w )

5: builtPPs.remove(bestArc.child)
6: builtPPs.remove(bestArc.parent)
7: builtPPs.add(bestArc)
8: updateCandidateArcs(bestArc,

candidateArcs, builtPPs, unConn)
9: end while

10: return builtPPs

Once initialized, the candidate arc with the
highest score (line 4) is chosen and accepted
into builtPPs. This involves replacing the best
arc’s child partial parse ρ(arc.child) and parent
partial parse ρ(arc.parent) over which the arc
has been formed with the arc ρ(arc.parent) →
ρ(arc.child) itself in builtPPs (lines 5-7). In Figure
3f, to accept the best candidate arc ρ(banaa) →
ρ(pahaada), the parser would remove the nodes
ρ(banaa) and ρ(pahaada) in builtPPs and add
ρ(banaa) → ρ(pahaada) to builtPPs (see Fig-
ure 3g).

After the best arc is accepted, the candidateArcs
has to be updated (line 8) to remove the arcs that
are no longer valid and add new arcs in the con-
text of the updated builtPPs. Algorithm 2 shows
the update procedure. First, all the arcs that end
on the child are removed (lines 3-7) along with
the arc from child to parent. Then, the immedi-

ately previous and next partial parses of the best
arc in builtPPs are retrieved (lines 8-9) to add pos-
sible candidate arcs between them and the partial
parse representing the best arc (lines 10-23). In
the example, between Figures 3b and 3c, the arcs
ρ(kottaige) → ρ(bahuta) and ρ(bahuta)
→ ρ(sundara) are first removed and the arc
ρ(kottaige) → ρ(sundara) is added to can-
didateArcs. Care is taken to avoid adding arcs that
end on unconnected nodes listed in R.

The entire GNPPA parsing process for the ex-
ample sentence in Figure 2 is shown in Figure 3.

Algorithm 2 updateCandidateArcs(bestArc, can-
didateArcs, builtPPs, unConn)
1: baChild = bestArc.child
2: baParent = bestArc.parent
3: for all arc ε candidateArcs do
4: if arc.child = baChild or

(arc.parent = baChild and
arc.child = baParent) then

5: remove arc
6: end if
7: end for
8: prevPP = builtPPs.previousPP(bestArc)
9: nextPP = builtPPs.nextPP(bestArc)

10: if bestArc.direction == LEFT then
11: newArc1 = new Arc(prevPP,baParent)
12: newArc2 = new Arc(baParent,prevPP)
13: end if
14: if bestArc.direction == RIGHT then
15: newArc1 = new Arc(nextPP,baParent)
16: newArc2 = new Arc(baParent,nextPP)
17: end if
18: if newArc1.parent /∈ unConn then
19: candidateArcs.add(newArc1)
20: end if
21: if newArc2.parent /∈ unConn then
22: candidateArcs.add(newArc2)
23: end if
24: return candidateArcs

3.2 Learning
The algorithm described in the previous section
uses a weight vector −→w to compute the best arc
from the list of candidate arcs. This weight vec-
tor is learned using a simple Perceptron like algo-
rithm similar to the one used in (Shen and Joshi,
2008). Algorithm 3 lists the learning framework
for GNPPA.

For a training sample with sentence w0 · · · wn,
projected partial parses projectedPPs={ρ(ri) · · ·
ρ(rm)}, unconnected words unConn and weight
vector −→w , the builtPPs and candidateArcs are ini-
tiated as in algorithm 1. Then the arc with the
highest score is selected. If this arc belongs to
the parses in projectedPPs, builtPPs and candi-
dateArcs are updated similar to the operations in
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a)

para haipahaada banaa huaa kottaige bahuta sundara dikhataa

hill on build PastPart. cottage very beautiful look Be.Pres.

b)

para haipahaada banaa huaa kottaige bahuta sundara dikhataa

c)

hai

bahuta

pahaada para banaa huaa kottaige sundara dikhataa

d)

hai

para bahuta

pahaada banaa huaa kottaige sundara dikhataa

Figure 4: First four steps taken by E-GNPPA. The blue colored dotted arcs are the additional candidate
arcs that are added to candidateArcs

algorithm 1. If it doesn’t, it is treated as a neg-
ative sample and a corresponding positive candi-
date arc which is present both projectedPPs and
candidateArcs is selected (lines 11-12).

The weights of the positive candidate arc are in-
creased while that of the negative sample (best arc)
are decreased. To reduce over fitting, we use aver-
aged weights (Collins, 2002) in algorithm 1.

Algorithm 3 Learning for Non-directional Greedy
Partial Parsing Algorithm
Input: sentence w0 · · · wn, projected partial parses project-

edPPs, unconnected words unConn, current −→w
Output: updated −→w
1: builtPPs = {ρ(r1) · · · ρ(rn)} ← {w0 · · · wn}
2: candidateArcs = initCandidateArcs(w0 · · · wn)
3: while candidateArcs.isNotEmpty() do
4: bestArc = argmax

ci ε candidateArcs
score(ci,

−→w )

5: if bestArc ∈ projectedPPs then
6: builtPPs.remove(bestArc.child)
7: builtPPs.remove(bestArc.parent)
8: builtPPs.add(bestArc)
9: updateCandidateArcs(bestArc,

candidateArcs, builtPPs, unConn)
10: else
11: allowedArcs = {ci | ci ε candidateArcs && ci ε

projectedArcs}
12: compatArc = argmax

ci ε allowedArcs
score(ci,

−→w )

13: promote(compatArc,−→w )
14: demote(bestArc,−→w )
15: end if
16: end while
17: return builtPPs

3.3 Extended GNPPA (E-GNPPA)

The GNPPA described in section 3.1 assumes that
the partial parses are contiguous. The exam-
ple in Figure 5 has a partial tree ρ(dikhataa)
which isn’t contiguous. Its yield doesn’t con-

tain bahuta and sundara. We call such non-
contiguous partial parses whose yields encompass
the yield of an other partial parse as partially con-
tiguous. Partially contiguous parses are common
in the projected data and would not be parsable by
the algorithm 1 (ρ(dikhataa)→ ρ(kottaige)
would not be identified).

para bahuta haipahaada banaa huaa kottaige sundara dikhataa

hill on build cottage very beautiful lookPastPart. Be.Pres.

Figure 5: Dependency parse with a partially con-
tiguous partial parse

In order to identify and learn from relations
which are part of partially contiguous partial
parses, we propose an extension to GNPPA. The
extended GNPAA (E-GNPPA) broadens its scope
while searching for possible candidate arcs given
R and builtPPs. If the immediate previous or
the next partial parses over which arcs are to
be formed are designated unconnected nodes, the
parser looks further for a partial parse over which
it can form arcs. For example, in Figure 4b, the
arc ρ(para) → ρ(banaa) can not be added to
the candidateArcs since banaa is a designated
unconnected node in unConn. The E-GNPPA
looks over the unconnected node and adds the arc
ρ(para) → ρ(huaa) to the candidate arcs list
candidateArcs.

E-GNPPA differs from algorithm 1 in lines 2
and 8. The E-GNPPA uses an extended initializa-
tion method initCandidateArcsExtended(w0) for
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Parent and Child par.pos, chd.pos, par.lex, chd.lex

Sentence Context
par-1.pos, par-2.pos, par+1.pos, par+2.pos, par-1.lex, par+1.lex
chd-1.pos, chd-2.pos, chd+1.pos, chd+2.pos, chd-1.lex, chd+1.lex

Structural Info
leftMostChild(par).pos, rightMostChild(par).pos, leftSibling(chd).pos,

rightSibling(chd).pos
Partial Parse Context previousPP().pos, previousPP().lex, nextPP().pos, nextPP().lex

Table 1: Information on which features are defined. par denotes the parent in the relation and chd the
child. .pos and .lex is the POS and word-form of the corresponding node. +/-i is the previous/next
ith word in the sentence. leftMostChild() and rightMostChild() denote the left most and right most
children of a node. leftSibling() and rightSibling() get the immediate left and right siblings of a node.
previousPP() and nextPP() return the immediate previous and next partial parses of the arc in builtPPs at
the state.

candidateArcs in line 2 and an extended proce-
dure updateCandidateArcsExtended to update the
candidateArcs after each step in line 8. Algorithm
4 shows the changes w.r.t algorithm 2. Figure 4
presents the steps taken by the E-GNPPA parser
for the example parse in Figure 5.

Algorithm 4 updateCandidateArcsExtended
( bestArc, candidateArcs, builtPPs,unConn )
· · · lines 1 to 7 of Algorithm 2 · · ·
prevPP = builtPPs.previousPP(bestArc)
while prevPP ∈ unConn do

prevPP = builtPPs.previousPP(prevPP)
end while
nextPP = builtPPs.nextPP(bestArc)
while nextPP ∈ unConn do

nextPP = builtPPs.nextPP(nextPP)
end while
· · · lines 10 to 24 of Algorithm 2 · · ·

3.4 Features

Features for a relation (candidate arc) are defined
on the POS tags and lexical items of the nodes in
the relation and those in its context. Two kinds
of context are used a) context from the input sen-
tence (sentence context) b) context in builtPPs i.e.
nearby partial parses (partial parse context). In-
formation from the partial parses (structural info)
such as left and right most children of the par-
ent node in the relation, left and right siblings of
the child node in the relation are also used. Ta-
ble 1 lists the information on which features are
defined in the various configurations of the three
language parsers. The actual features are combi-
nations of the information present in the table. The
set varies depending on the language and whether
its GNPPA or E-GNPPA approach.

While training, no features are defined on
whether a node is unconnected (present in un-

Conn) or not as this information isn’t available
during testing.

4 Hindi Projected Dependency Treebank

We conducted experiments on English-Hindi par-
allel data by transferring syntactic information
from English to Hindi to build a projected depen-
dency treebank for Hindi.

The TIDES English-Hindi parallel data con-
taining 45,000 sentences was used for this pur-
pose 1 (Venkatapathy, 2008). Word alignments
for these sentences were obtained using the widely
used GIZA++ toolkit in grow-diag-final-and mode
(Och and Ney, 2003). Since Hindi is a morpho-
logically rich language, root words were used in-
stead of the word forms. A bidirectional English
POS tagger (Shen et al., 2007) was used to POS
tag the source sentences and the parses were ob-
tained using the first order MST parser (McDon-
ald et al., 2005) trained on dependencies extracted
from Penn treebank using the head rules of Ya-
mada and Matsumoto (2003). A CRF based Hindi
POS tagger (PVS. and Gali, 2007) was used to
POS tag the target sentences.

English and Hindi being morphologically and
syntactically divergent makes the word alignment
and dependency projection a challenging task.
The source dependencies are projected using an
approach similar to (Hwa et al., 2005). While
they use post-projection transformations on the
projected parse to account for annotation differ-
ences, we use pre-projection transformations on
the source parse. The projection algorithm pro-

1The original data had 50,000 parallel sentences. It was
later refined by IIIT-Hyderabad to remove repetitions and
other trivial errors. The corpus is still noisy with typographi-
cal errors, mismatched sentences and unfaithful translations.
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duces acyclic parses which could be unconnected
and non-projective.

4.1 Annotation Differences in Hindi and
English

Before projecting the source parses onto the tar-
get sentence, the parses are transformed to reflect
the annotation scheme differences in English and
Hindi. While English dependency parses reflect
the PTB annotation style (Marcus et al., 1994),
we project them to Hindi to reflect the annotation
scheme described in (Begum et al., 2008). The
differences in the annotation schemes are with re-
spect to three phenomena: a) head of a verb group
containing auxiliary and main verbs, b) preposi-
tions in a prepositional phrase (PP) and c) coordi-
nation structures.

In the English parses, the auxiliary verb is the
head of the main verb while in Hindi, the main
verb is the head of the auxiliary in the verb group.
For example, in the Hindi parse in Figure 1,
dikhataa is the head of the auxiliary verb hai.
The prepositions in English are realized as post-
positions in Hindi. While prepositions are the
heads in a preposition phrase, post-positions are
the modifiers of the preceding nouns in Hindi. In
pahaada para (on the hill), hill is the head
of para. In coordination structures, while En-
glish differentiates between how NP coordination
and VP coordination structures behave, Hindi an-
notation scheme is consistent in its handling. Left-
most verb is the head of a VP coordination struc-
ture in English whereas the rightmost noun is the
head in case of NP coordination. In Hindi, the con-
junct is the head of the two verbs/nouns in the co-
ordination structure.

These three cases are identified in the source
tree and appropriate transformations are made to
the source parse itself before projecting the rela-
tions using word alignments.

5 Experiments

We carried out all our experiments on paral-
lel corpora belonging to English-Hindi, English-
Bulgarian and English-Spanish language pairs.
While the Hindi projected treebank was obtained
using the method described in section 4, Bulgar-
ian and Spanish projected datasets were obtained
using the approach in (Ganchev et al., 2009). The
datasets of Bulgarian and Spanish that contributed
to the best accuracies for Ganchev et al. (2009)

Statistic Hindi Bulgarian Spanish
N(Words) 226852 71986 133124

N(Parent==-1) 44607 30268 54815
P(Parent==-1) 19.7 42.0 41.1
N(Full trees) 593 1299 327
N(GNPPA) 30063 10850 19622
P(GNPPA) 16.4 26.0 25.0

N(E-GNPPA) 35389 12281 24577
P(E-GNPPA) 19.3 29.4 30.0

Table 2: Statistics of the Hindi, Bulgarian and Spanish
projected treebanks used for experiments. Each of them has
10,000 randomly picked parses. N(X) denotes number of X
and P(X) denotes percentage of X. N(Words) is the number
of words. N(Parents==-1) is the number of words without a
parent. N(Full trees) is the number of parses which are fully
connected. N(GNPPA) is the number of relations learnt by
GNPPA parser and N(E-GNPPA) is the number of relations
learnt by E-GNPPA parser. Note that P(GNPPA) is calculated
as N(GNPPA)/(N(Words) - N(Parents==-1)).

were used in our work (7 rules dataset for Bulgar-
ian and 3 rules dataset for Spanish). The Hindi,
Bulgarian and Spanish projected dependency tree-
banks have 44760, 39516 and 76958 sentences re-
spectively. Since we don’t have confidence scores
for the projections on the sentences, we picked
10,000 sentences randomly in each of the three
datasets for training the parsers2. Other methods
of choosing the 10K sentences such as those with
the max. no. of relations, those with least no. of
unconnected words, those with max. no. of con-
tiguous partial trees that can be learned by GNPPA
parser etc. were tried out. Among all these, ran-
dom selection was consistent and yielded the best
results. The errors introduced in the projected
parses by errors in word alignment, source parser
and projection are not consistent enough to be ex-
ploited to select the better parses from the entire
projected data.

Table 2 gives an account of the randomly cho-
sen 10k sentences in terms of the number of words,
words without parents etc. Around 40% of the
words spread over 88% of sentences in Bulgarian
and 97% of sentences in Spanish have no parents.
Traditional dependency parsers which only train
from fully connected trees would not be able to
learn from these sentences. P(GNPPA) is the per-
centage of relations in the data that are learned by
the GNPPA parser satisfying the contiguous par-
tial tree constraint and P(E-GNPPA) is the per-

2Exactly 10K sentences were selected in order to compare
our results with those of (Ganchev et al., 2009).
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Parser Hindi Bulgarian Spanish
Punct NoPunct Punct NoPunct Punct NoPunct

Baseline 78.70 77.39 51.85 55.15 41.60 45.61
GNPPA 80.03* 78.81* 77.03* 79.06* 65.49* 68.70*

E-GNPPA 81.10*† 79.94*† 78.93*† 80.11*† 67.69*† 70.90*†

Table 3: UAS for Hindi, Bulgarian and Spanish with the baseline, GNPPA and E-GNPPA parsers trained
on 10k parses selected randomly. Punct indicates evaluation with punctuation whereas NoPunct indicates
without punctuation. * next to an accuracy denotes statistically significant (McNemar’s and p < 0.05)
improvement over the baseline. † denotes significance over GNPPA

centage that satisfies the partially contiguous con-
straint. E-GNPPA parser learns around 2-5% more
no. of relations than GNPPA due to the relaxation
in the constraints.

The Hindi test data that was released as part of
the ICON-2010 Shared Task (Husain et al., 2010)
was used for evaluation. For Bulgarian and Span-
ish, we used the same test data that was used in
the work of Ganchev et al. (2009). These test
datasets had sentences from the training section of
the CoNLL Shared Task (Nivre et al., 2007) that
had lengths less than or equal to 10. All the test
datasets have gold POS tags.

A baseline parser was built to compare learning
from partial parses with learning from fully con-
nected parses. Full parses are constructed from
partial parses in the projected data by randomly
assigning parents to unconnected parents, similar
to the work in (Hwa et al., 2005). The uncon-
nected words in the parse are selected randomly
one by one and are assigned parents randomly to
complete the parse. This process is repeated for all
the sentences in the three language datasets. The
parser is then trained with the GNPPA algorithm
on these fully connected parses to be used as the
baseline.

Table 3 lists the accuracies of the baseline,
GNPPA and E-GNPPA parsers. The accuracies
are unlabeled attachment scores (UAS): the per-
centage of words with the correct head. Table
4 compares our accuracies with those reported in
(Ganchev et al., 2009) for Bulgarian and Spanish.

5.1 Discussion

The baseline reported in (Ganchev et al., 2009)
significantly outperforms our baseline (see Table
4) due to the different baselines used in both the
works. In our work, while creating the data for
the baseline by assigning random parents to un-
connected words, acyclicity and projectivity con-

Parser Bulgarian Spanish
Ganchev-Baseline 72.6 69.0

Baseline 55.15 45.61
Ganchev-Discriminative 78.3 72.3

GNPPA 79.06 68.70
E-GNPPA 80.11 70.90

Table 4: Comparison of baseline, GNPPA and E-
GNPPA with baseline and discriminative model
from (Ganchev et al., 2009) for Bulgarian and
Spanish. Evaluation didn’t include punctuation.

straints are not enforced. Ganchev et al. (2009)’s
baseline is similar to the first iteration of their dis-
criminative model and hence performs better than
ours. Our Bulgarian E-GNPPA parser achieved a
1.8% gain over theirs while the Spanish results are
lower. Though their training data size is also 10K,
the training data is different in both our works due
to the difference in the method of choosing 10K
sentences from the large projected treebanks.

The GNPPA accuracies (see table 3) for all the
three languages are significant improvements over
the baseline accuracies. This shows that learning
from partial parses is effective when compared to
imposing the connected constraint on the partially
projected dependency parse. Even while project-
ing source dependencies during data creation, it
is better to project high confidence relations than
look to project more relations and thereby intro-
duce noise.

The E-GNPPA which also learns from partially
contiguous partial parses achieved statistically sig-
nificant gains for all the three languages. The
gains across languages is due to the fact that in
the 10K data that was used for training, E-GNPPA
parser could learn 2 − 5% more relations over
GNPPA (see Table 2).

Figure 6 shows the accuracies of baseline and E-
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Figure 6: Accuracies (without punctuation) w.r.t
varying training data sizes for baseline and E-
GNPPA parsers.

GNPPA parser for the three languages when train-
ing data size is varied. The parsers peak early with
less than 1000 sentences and make small gains
with the addition of more data.

6 Conclusion

We presented a non-directional parsing algorithm
that can learn from partial parses using syntac-
tic and contextual information as features. A
Hindi projected dependency treebank was devel-
oped from English-Hindi bilingual data and ex-
periments were conducted for three languages
Hindi, Bulgarian and Spanish. Statistically sig-
nificant improvements were achieved by our par-
tial parsers over the baseline system. The partial
parsing algorithms presented in this paper are not
specific to bitext projections and can be used for
learning from partial parses in any setting.
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Abstract

The role of search queries, as available within
query sessions or in isolation from one an-
other, in examined in the context of ranking
the class labels (e.g.,brazilian cities, busi-
ness centers, hilly sites) extracted from Web
documents for various instances (e.g.,rio de
janeiro). The co-occurrence of a class la-
bel and an instance, in the same query or
within the same query session, is used to re-
inforce the estimated relevance of the class la-
bel for the instance. Experiments over eval-
uation sets of instances associated with Web
search queries illustrate the higher quality of
the query-based, re-ranked class labels, rel-
ative to ranking baselines using document-
based counts.

1 Introduction

Motivation : The offline acquisition of instances (rio
de janeiro, porsche cayman) and their correspond-
ing class labels (brazilian cities, locations, vehicles,
sports cars) from text has been an active area of re-
search. In order to extract fine-grained classes of
instances, existing methods often apply manually-
created (Banko et al., 2007; Talukdar et al., 2008) or
automatically-learned (Snow et al., 2006) extraction
patterns to text within large document collections.

In Web search, the relative ranking of documents
returned in response to a query directly affects the
outcome of the search. Similarly, the quality of
the relative ranking among class labels extracted for
a given instance influences any applications (e.g.,
query refinements or structured extraction) using the

extracted data. But due to noise in Web data and
limitations of extraction techniques, class labels ac-
quired for a given instance (e.g.,oil shale) may fail
to properly capture the semantic classes to which the
instance may belong (Kozareva et al., 2008). In-
evitably, some of the extracted class labels will be
less useful (e.g.,sources, mutual concerns) or incor-
rect (e.g.,plants for the instanceoil shale). In pre-
vious work, the relative ranking of class labels for
an instance is determined mostly based on features
derived from the source Web documents from which
the data has been extracted, such as variations of the
frequency of co-occurrence or diversity of extraction
patterns producing a given pair (Etzioni et al., 2005).

Contributions : This paper explores the role of
Web search queries, rather than Web documents, in
inducing superior ranking among class labels ex-
tracted automatically from documents for various in-
stances. It compares two sources of indirect ranking
evidence available within anonymized query logs:
a) co-occurrence of an instance and its class label
in the same query; and b) co-occurrence of an in-
stance and its class label, as separate queries within
the same query session. The former source is a noisy
attempt to capture queries that narrow the search re-
sults to a particular class of the instance (e.g.,jaguar
car maker). In comparison, the latter source nois-
ily identifies searches that specialize from a class
(e.g., car maker) to an instance (e.g.,jaguar) or,
conversely, generalize from an instance to a class.
To our knowledge, this is the first study comparing
inherently-noisy queries and query sessions for the
purpose of ranking of open-domain, labeled class in-
stances.
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The remainder of the paper is organized as fol-
lows. Section 2 introduces intuitions behind an
approach using queries for ranking class labels of
various instances, and describes associated ranking
functions. Sections 3 and 4 describe the experi-
mental setting and evaluation results over evaluation
sets of instances associated with Web search queries.
The results illustrate the higher quality of the query-
based, re-ranked lists of class labels, relative to alter-
native ranking methods using only document-based
counts.

2 Instance Class Ranking via Query Logs

Ranking Hypotheses: We take advantage of
anonymized query logs, to induce superior ranking
among the class labels associated with various class
instances within an IsA repository acquired from
Web documents. Given a class instanceI, the func-
tions used for the ranking of its class labels are cho-
sen following several observations.

• Hypothesis H1: If C is a prominent class of an
instanceI, thenC andI are likely to occur in text in
contexts that are indicative of an IsA relation.

• Hypothesis H2: If C is a prominent class of an
instanceI, andI is ambiguous, then a fraction of
the queries aboutI may also refer to and containC.

• Hypothesis H3: If C is a prominent class of an
instanceI, then a fraction of the queries aboutI
may be followed by queries aboutC, and vice-versa.
Ranking Functions: The ranking functions follow
directly from the above hypotheses.

• Ranking based on H1 (using documents): The
first hypothesisH1 is a reformulation of findings
from previous work (Etzioni et al., 2005). In prac-
tice, a class label is deemed more relevant for an in-
stance if the pair is extracted more frequently and by
multiple patterns, with the scoring formula:
ScoreH1(C, I) = Freq(C, I)× Size({Pattern(C)})2 (1)

whereFreq(C, I) is the frequency of extraction of
C for the instanceI, andSize({Pattern(C)}) is the
number of unique patterns extracting the class label
C for the instanceI. The patterns are hand-written,
following (Hearst, 1992):

〈[..] C [such as|including]I [and|,|.]〉,
whereI is a potential instance (e.g.,diderot) andC
is a potential class label (e.g.,writers). The bound-
aries are approximated from the part-of-speech tags

of the sentence words, for potential class labelsC;
and identified by checking thatI occurs as an entire
query in query logs, for instancesI (Van Durme and
Paşca, 2008).

The application of the scoring formula (1) to can-
didates extracted from the Web produces a ranked
list of class labels LH1(I).

• Ranking based on H2 (using queries): Intu-
itively, Web users searching for information about
I sometimes add some or all terms ofC to a search
query already containingI, either to further spec-
ify their query, or in response to being presented
with sets of search results spanning several mean-
ings of an ambiguous instance. Examples of such
queries arehappiness emotionanddiderot philoso-
pher. Moreover, queries likehappiness positive psy-
chologyanddiderot enlightenmentmay be consid-
ered to weakly and partially reinforce the relevance
of the class labelspositive emotionsandenlighten-
ment writersof the instanceshappinessanddiderot
respectively. In practice, a class label is deemed
more relevant if its individual terms occur in pop-
ular queries containing the instance. More precisely,
for each term within any class label from LH1(I),
we compute a scoreTermQueryScore. The score is
the frequency sum of the term within anonymized
queries containing the instanceI as a prefix, and
the term anywhere else in the queries. Terms are
stemmed before the computation.

Each class labelC is assigned the geometric mean
of the scores of itsN termsTi, after ignoring stop
words:

ScoreH2(C, I) = (

N∏

i=1

TermQueryScore(Ti))
1/N (2)

The geometric mean is preferred to the arithmetic
mean, because the latter is more strongly affected by
outlier values. The class labels are ranked according
to the means, resulting in a ranked list LH2(I). In
case of ties, LH2(I) keeps the relative ranking from
LH1(I).

• Ranking based on H3 (using query sessions):
Given the third hypothesisH3, Web users searching
for information aboutI may subsequently search for
more general information about one of its classesC.
Conversely, users may specialize their search from
a classC to one of its instancesI. Examples of
such queries arehappinessfollowed later byemo-
tions, or diderot followed byphilosophers; or emo-
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tions followed later byhappiness, or philosophers
followed by diderot. In practice, a class label is
deemed more relevant if its individual terms occur as
part of queries that are in the same query session as a
query containing only the instance. More precisely,
for each term within any class label from LH1(I),
we compute a scoreTermSessionScore, equal to the
frequency sum of the anonymized queries from the
query sessions that contain the term and are: a) ei-
ther the initial query of the session, with the instance
I being one of the subsequent queries from the same
session; or b) one of the subsequent queries of the
session, with the instanceI being the initial query
of the same session. Before computing the frequen-
cies, the class label terms are stemmed.

Each class labelC is assigned the geometric mean
of the scores of its terms, after ignoring stop words:

ScoreH3(C, I) = (

N∏

i=1

TermSessionScore(Ti))
1/N (3)

The class labels are ranked according to the geo-
metric means, resulting in a ranked list LH3(I). In
case of ties, LH3(I) preserves the relative ranking
from LH1(I).
Unsupervised Ranking: Given an instanceI, the
ranking hypotheses and corresponding functions
LH1(I), LH2(I) and LH3(I) (or any combination
of them) can be used together to generate a merged,
ranked list of class labels per instanceI. The score
of a class label in the merged list is determined by
the inverse of the average rank in the lists LH1(I)
and LH2(I) and LH3(I), computed with the follow-
ing formula:

ScoreH1+H2+H3(C, I) =
N

∑N
i Rank(C, LHi)

(4)

whereN is the number of input lists of class labels
(in this case, 3), and Rank(C, LHi) is the rank ofC
in the input list of class labels LHi (LH1, LH2 or
LH3). The rank is set to 1000, ifC is not present in
the list LHi. By using only the relative ranks and not
the absolute scores of the class labels within the in-
put lists, the outcome of the merging is less sensitive
to how class labels of a given instance are numeri-
cally scored within the input lists. In case of ties,
the scores of the class labels from LH1(I) serve as a
secondary ranking criterion. Thus, every instanceI
from the IsA repository is associated with a ranked
list of class labels computed according to this rank-
ing formula. Conversely, each class labelC from

the IsA repository is associated with a ranked list
of class instances computed with the earlier scoring
formula (1) used to generate lists LH1(I).

Note that the ranking formula can also consider
only a subset of the available input lists. For in-
stance,ScoreH1+H2 would use only LH1(I) and
LH2(I) as input lists;ScoreH1+H3 would use only
LH1(I) and LH3(I) as input lists; etc.

3 Experimental Setting

Textual Data Sources: The acquisition of the
IsA repository relies on unstructured text available
within Web documents and search queries. The
queries are fully-anonymized queries in English sub-
mitted to Google by Web users in 2009, and are
available in two collections. The first collection is
a random sample of 50 million unique queries that
are independent from one another. The second col-
lection is a random sample of 5 million query ses-
sions. Each session has an initial query and a se-
ries of subsequent queries. A subsequent query is a
query that has been submitted by the same Web user
within no longer than a few minutes after the initial
query. Each subsequent query is accompanied by
its frequency of occurrence in the session, with the
corresponding initial query. The document collec-
tion consists of a sample of 100 million documents
in English.
Experimental Runs: The experimental runs corre-
spond to different methods for extracting and rank-
ing pairs of an instance and a class:

• from the repository extracted here, with class
labels of an instance ranked based on the frequency
and the number of extraction patterns (ScoreH1

from Equation (1) in Section 2), in runRd;
• from the repository extracted here, with class

labels of an instance ranked via the rank-based
merging of: ScoreH1+H2 from Section 2, in run
Rp, which corresponds to re-ranking using co-
occurrence of an instance and its class label in
the same query;ScoreH1+H3 from Section 2, in
run Rs, which corresponds to re-ranking using co-
occurrence of an instance and its class label, as sep-
arate queries within the same query session; and
ScoreH1+H2+H3 from Section 2, in runRu, which
corresponds to re-ranking using both types of co-
occurrences in queries.
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Evaluation Procedure: The manual evaluation of
open-domain information extraction output is time
consuming (Banko et al., 2007). A more practi-
cal alternative is an automatic evaluation procedure
for ranked lists of class labels, based on existing re-
sources and systems.

Assume that there is a gold standard, containing
gold class labels that are each associated with a gold
set of their instances. The creation of such gold stan-
dards is discussed later. Based on the gold standard,
the ranked lists of class labels available within an
IsA repository can be automatically evaluated as fol-
lows. First, for each gold label, the ranked lists of
class labels of individual gold instances are retrieved
from the IsA repository. Second, the individual re-
trieved lists are merged into a ranked list of class
labels, associated with the gold label. The merged
list can be computed, e.g., using an extension of the
ScoreH1+H2+H3 formula (Equation (4)) described
earlier in Section 2. Third, the merged list is com-
pared against the gold label, to estimate the accu-
racy of the merged list. Intuitively, a ranked list of
class labels is a better approximation of a gold label,
if class labels situated at better ranks in the list are
closer in meaning to the gold label.
Evaluation Metric : Given a gold label and a list of
class labels, if any, derived from the IsA repository,
the rank of the highest class label that matches the
gold label determines the score assigned to the gold
label, in the form of the reciprocal rank of the match.
Thus, if the gold label matches a class label at rank
1, 2 or 3 in the computed list, the gold label receives
a score of 1, 0.5 or 0.33 respectively. The score is
0 if the gold label does not match any of the top 20
class labels. The overall score over the entire set of
gold labels is the mean reciprocal rank (MRR) score
over all gold labels from the set. Two types of MRR
scores are automatically computed:

• MRRf considers a gold label and a class label
to match, if they are identical;

• MRRp considers a gold label and a class label
to match, if one or more of their tokens that are not
stop words are identical.

During matching, all string comparisons are case-
insensitive, and all tokens are first converted to their
singular form (e.g.,european countriesto european
country) using WordNet (Fellbaum, 1998). Thus,in-
surance carriersand insurance companiesare con-

Query Set: Sample of Queries

Qe (807 queries): 2009 movies, amino acids, asian
countries, bank, board games, buildings, capitals,
chemical functional groups, clothes, computer lan-
guage, dairy farms near modesto ca, disease, egyp-
tian pharaohs, eu countries, fetishes, french presidents,
german islands, hawaiian islands, illegal drugs, irc
clients, lakes, macintosh models, mobile operator in-
dia, nba players, nobel prize winners, orchids, photo
editors, programming languages, renaissance artists,
roller costers, science fiction tv series, slr cameras,
soul singers, states of india, taliban members, thomas
edison inventions, u.s. presidents, us president, water
slides
Qm (40 queries): actors, actresses, airlines, ameri-
can presidents, antibiotics, birds, cars, celebrities, col-
ors, computer languages, digital camera, dog breeds,
dogs, drugs, elements, endangered animals, european
countries, flowers, fruits, greek gods, horror movies,
idioms, ipods, movies, names, netbooks, operating
systems, park slope restaurants, planets, presidents,
ps3 games, religions, renaissance artists, rock bands,
romantic movies, states, universities, university, us
cities, vitamins

Table 1: Size and composition of evaluation sets of
queries associated with non-filtered (Qe) or manually-
filtered (Qm) instances

sidered to not match in MRRf scores, but match in
MRRp scores. On the other hand, MRRp scores may
give credit to less relevant class labels, such asinsur-
ance policiesfor the gold labelinsurance carriers.
Therefore, MRRp is an optimistic, and MRRf is a
pessimistic estimate of the actual usefulness of the
computed ranked lists of class labels as approxima-
tions of the gold labels.

4 Evaluation

IsA Repository: The IsA repository, extracted from
the document collection, covers a total of 4.04 mil-
lion instances associated with 7.65 million class la-
bels. The number of class labels available per in-
stance and vice-versa follows a long-tail distribu-
tion, indicating that 2.12 million of the instances
each have two or more class labels (with an average
of 19.72 class labels per instance).
Evaluation Sets of Queries: Table 1 shows sam-
ples of two query sets, introduced in (Paşca, 2010)
and used in the evaluation. The first set, denotedQe,
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Query Set Min Max Avg Median
Number of Gold Instances:

Qe 10 100 70.4 81
Qm 8 33 16.9 17

Number of Query Tokens:
Qe 1 8 2.0 2

Qm 1 3 1.4 1

Table 2: Number of gold instances (upper part) and num-
ber of query tokens (lower part) available per query, over
the evaluation sets of queries associated with non-filtered
gold instances (Qe) or manually-filtered gold instances
(Qm)

is obtained from a random sample of anonymized,
class-seeking queries submitted by Web users to
Google Squared. The set contains 807 queries, each
associated with a ranked list of between 10 and 100
gold instances automatically extracted by Google
Squared.

Since the gold instances available as input for
each query as part of Qe are automatically extracted,
they may or may not be true instances of the respec-
tive queries. As described in (Paşca, 2010), the sec-
ond evaluation setQm is a subset of 40 queries from
Qe, such that the gold instances available for each
query in Qm are found to be correct after manual
inspection. The 40 queries from Qm are associated
with between 8 and 33 human-validated instances.

As shown in the upper part of Table 2, the queries
from Qe are up to 8 tokens in length, with an average
of 2 tokens per query. Queries from Qm are com-
paratively shorter, both in maximum (3 tokens) and
average (1.4 tokens) length. The lower part of Ta-
ble 2 shows the number of gold instances available
as input, which average around 70 and 17 per query,
for queries from Qe and Qm respectively. To provide
another view on the distribution of the queries from
evaluation sets, Table 3 lists tokens that are not stop
words, which occur in most queries from Qe. Com-
paratively, few query tokens occur in more than one
query in Qm.
Evaluation Procedure: Following the general eval-
uation procedure, each query from the setsQe and
Qm acts as a gold class label associated with the
corresponding set of instances. Given a query and
its instancesI from the evaluation sets Qe or Qm,
a merged, ranked lists of class labels is computed
out of the ranked lists of class labels available in the

Query Cnt. Examples of Queries Containing
the Token

Token

countries 22 african countries, eu countries,
poor countries

cities 21 australian cities, cities in califor-
nia, greek cities

presidents 18 american presidents, korean
presidents, presidents of the
south korea

restaurants 15 atlanta restaurants, nova scotia
restaurants, restaurants 10024

companies 14 agriculture companies, gas util-
ity companies, retail companies

states 14 american states, states of india,
united states national parks

prime 11 australian prime ministers, in-
dian prime ministers, prime min-
isters

cameras 10 cameras, digital cameras olym-
pus, nikon cameras

movies 10 2009 movies, movies, romantic
movies

american 9 american authors, american
president, american revolution
battles

ministers 9 australian prime ministers, in-
dian prime ministers, prime min-
isters

Table 3: Query tokens occurring most frequently in
queries from the Qe evaluation set, along with the number
(Cnt) and examples of queries containing the tokens

underlying IsA repository for each instanceI. The
evaluation compares the merged lists of class labels,
with the corresponding queries from Qe or Qm.
Accuracy of Lists of Class Labels: Table 4 summa-
rizes results from comparative experiments, quanti-
fying a) horizontally, the impact of alternative pa-
rameter settings on the computed lists of class la-
bels; and b) vertically, the comparative accuracy of
the experimental runs over the query sets. The ex-
perimental parameters are the number of input in-
stances from the evaluation sets that are used for re-
trieving class labels, I-per-Q, set to 3, 5, 10; and the
number of class labels retrieved per input instance,
C-per-I, set to 5, 10, 20.

Four conclusions can be derived from the results.
First, the scores over Qm are higher than those over
Qe, confirming the intuition that the higher-quality
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Accuracy
I-per-Q 3 5 10
C-per-I 5 10 20 5 10 20 5 10 20
MRRf computed over Qe:

Rd 0.186 0.195 0.198 0.198 0.207 0.210 0.204 0.214 0.218
Rp 0.202 0.211 0.216 0.232 0.238 0.244 0.245 0.255 0.257
Rs 0.258 0.260 0.261 0.278 0.277 0.276 0.279 0.280 0.282
Ru 0.234 0.241 0.244 0.260 0.263 0.270 0.274 0.275 0.278

MRRp computed over Qe:
Rd 0.489 0.495 0.495 0.517 0.528 0.529 0.541 0.553 0.557
Rp 0.520 0.531 0.533 0.564 0.573 0.578 0.590 0.601 0.602
Rs 0.576 0.584 0.583 0.612 0.616 0.614 0.641 0.636 0.628
Ru 0.561 0.570 0.571 0.606 0.614 0.617 0.640 0.641 0.636

MRRf computed over Qm:
Rd 0.406 0.436 0.442 0.431 0.447 0.466 0.467 0.470 0.501
Rp 0.423 0.426 0.429 0.436 0.483 0.508 0.500 0.526 0.530
Rs 0.590 0.601 0.594 0.578 0.604 0.595 0.624 0.612 0.624
Ru 0.481 0.502 0.508 0.531 0.539 0.545 0.572 0.588 0.575

MRRp computed over Qm:
Rd 0.667 0.662 0.660 0.675 0.677 0.699 0.702 0.695 0.716
Rp 0.711 0.703 0.680 0.734 0.731 0.748 0.733 0.797 0.782
Rs 0.841 0.822 0.820 0.835 0.828 0.823 0.850 0.856 0.844
Ru 0.800 0.810 0.781 0.795 0.794 0.779 0.806 0.827 0.816

Table 4: Accuracy of instance set labeling, as full-match (MRRf ) or partial-match (MRRp) scores over the evaluation
sets of queries associated with non-filtered instances (Qe) or manually-filtered instances (Qm), for various experi-
mental runs (I-per-Q=number of gold instances available inthe input evaluation sets that are used for retrieving class
labels; C-per-I=number of class labels retrieved from IsA repository per input instance)

input set of instances available in Qm relative to
Qe should lead to higher-quality class labels for
the corresponding queries. Second, when I-per-Q
is fixed, increasing C-per-I leads to small, if any,
score improvements. Third, when C-per-I is fixed,
even small values of I-per-Q, such as 3 (that is, very
small sets of instances provided as input) produce
scores that are competitive with those obtained with
a higher value like 10. This suggests that useful class
labels can be generated even in extreme scenarios,
where the number of instances available as input is
as small as 3 or 5. Fourth and most importantly, for
most combinations of parameter settings and on both
query sets, the runs that take advantage of query logs
(Rp, Rs, Ru) produce the highest scores. In particu-
lar, when I-per-Q is set to 10 and C-per-I to 20, run
Ru identifies the original query as an exact match
among the top three to four class labels returned
(score 0.278); and as a partial match among the top
one to two class labels returned (score 0.636), as an
average over the Qe set. The corresponding MRRf

score of 0.278 over the Qe set obtained with run Ru
is 27% higher than with run Rd.

In all experiments, the higher scores of Rp, Rs and
Ru can be attributed to higher-quality lists of class
labels, relative to Rd. Among combinations of pa-
rameter settings described in Table 4, values around
10 for I-per-Q and 20 for C-per-I give the highest
scores over both Qe and Qm.

Among the query-based runs Rp, Rs and Ru, the
highest scores in Table 4 are obtained mostly for run
Rs. Thus, between the presence of a class label and
an instance either in the same query, or as separate
queries within the same query session, it is the lat-
ter that provides a more useful signal during the re-
ranking of class labels of each instance.

Table 5 illustrates the top class labels from the
ranked lists generated in run Rs for various queries
from both Qe and Qm. The table suggests that the
computed class labels are relatively resistant to noise
and variation within the input set of gold instances.
For example, the top elements of the lists of class la-
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Query Query Gold Instances Top Labels Generated Using Top 10 Gold In-
stances

Set Cnt. Sample from Top Gold In-
stances

actors Qe 100 abe vigoda, ben kingsley, bill
hickman

actors, stars, favorite actors, celebrities, movie
stars

Qm 28 al pacino, christopher
walken, danny devito

actors, celebrities, favorite actors, movie stars,
stars

computer
languages

Qe 59 acm transactions on math-
ematical software, apple-
script, c

languages, programming languages, programs,
standard programming languages, computer pro-
gramming languages

Qm 17 applescript, eiffel, haskell languages, programming languages, computer
languages, modern programming languages,
high-level languages

european
countries

Qe 60 abkhazia, armenia, bosnia &
herzegovina

countries, european countries, eu countries, for-
eign countries, western countries

Qm 19 belgium, finland, greece countries, european countries, eu countries, for-
eign countries, western countries

endangered
animals

Qe 98 arkive, arabian oryx,
bagheera

species, animals, endangered species, animal
species, endangered animals

Qm 21 arabian oryx, blue whale, gi-
ant hispaniolan galliwasp

animals, endangered species, species, endan-
gered animals, rare animals

park slope
restaurants

Qe 100 12th street bar & grill, aji bar
lounge, anthony’s

businesses, departments

Qm 18 200 fifth restaurant bar, ap-
plewood restaurant, beet thai
restaurant

(none)

renaissance
artists

Qe 95 michele da verona, andrea
sansovino, andrea del sarto

artists, famous artists, great artists, renaissance
artists, italian artists

Qm 11 botticelli, filippo lippi, gior-
gione

artists, famous artists, renaissance artists, great
artists, italian artists

rock bands Qe 65 blood doll, nightmare, rock-
away beach

songs, hits, films, novels, famous songs

Qm 15 arcade fire, faith no more, in-
digo girls

bands, rock bands, favorite bands, great bands,
groups

Table 5: Examples of gold instances available in the input, and actual ranked lists of class labels produced by run Rs for
various queries from the evaluation sets of queries associated with non-filtered gold instances (Qe) or manually-filtered
gold instances (Qm)

bels generated forcomputer languagesare relevant
and also quite similar for Qe vs. Qm, although the
list of gold instances in Qe may contain incorrect
items (e.g.,acm transactions on mathematical soft-
ware). Similarly, the class labels computed foreu-
ropean countriesare almost the same for Qe vs. Qm,
although the overlap of the respective lists of 10 gold
instances used as input is not large. The table shows
at least one query (park slope restaurants) for which
the output is less than optimal, either because the
class labels (e.g.,businesses) are quite distant se-
mantically from the query (for Qe), or because no

output is produced at all, due to no class labels being
found in the IsA repository for any of the 10 input
gold instances (for Qm). For many queries, how-
ever, the computed class labels arguably capture the
meaning of the original query, although not neces-
sarily in the exact same lexical form, and sometimes
only partially. For example, for the queryendan-
gered animals, only the fourth class label from Qm
identifies the query exactly. However, class labels
precedingendangered animalsalready capture the
notion ofanimalsor species(first and third labels),
or that they areendangered(second label).
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Figure 1: Percentage of queries from the evaluation sets,
for which the earliest class labels from the computed
ranked lists of class labels, which match the queries, oc-
cur at various ranks in the ranked lists returned by run
Rs

Figure 1 provides a detailed view on the distribu-
tion of queries from the Qe and Qm evaluation sets,
for which the class label that matches the query oc-
curs at a particular rank in the computed list of class
labels. In the first graph of Figure 1, for Qe, the
query matches the automatically-generated class la-
bel at ranks 1, 2, 3, 4 and 5 for 18.9%, 10.3%, 5.7%,
3.7% and 1.2% of the queries respectively, with full
string matching, i.e., corresponding to MRRf ; and
for 52.6%, 12.4%, 5.3%, 3.7% and 1.7% respec-
tively, with partial string matching, corresponding to
MRRp. The second graph confirms that higher MRR
scores are obtained for Qm than for Qe. In particu-
lar, the query matches the class label at rank 1 and 2
for 50.0% and 17.5% (or a combined 67.5%) of the
queries from Qm, with full string matching; and for
52.6% and 12.4% (or a combined 67%), with partial
string matching.
Discussion: The quality of lists of items extracted
from documents can benefit from query-driven rank-
ing, particularly for the task of ranking class labels

of instances within IsA repositories. The use of
queries for ranking is generally applicable: it can
be seen as a post-processing stage that enhances the
ranking of the class labels extracted for various in-
stances by any method into any IsA repository.

Open-domain class labels extracted from text and
re-ranked as described in this paper are useful in a
variety of applications. Search tools such as Google
Squared return a set of instances, in response to
class-seeking queries (e.g.,insurance companies).
The labeling of the returned set of instances, using
the re-ranked class labels available per instances, al-
lows for the generation of query refinements (e.g.,
insurers). In search over semi-structured data (Ca-
farella et al., 2008), the labeling of column cells is
useful to infer the semantics of a table column, when
the subject row of the table in which the column ap-
pears is either absent or difficult to detect.

5 Related Work

The role of anonymized query logs in Web-based
information extraction has been explored in tasks
such as class attribute extraction (Paşca and Van
Durme, 2007), instance set expansion (Pennacchiotti
and Pantel, 2009) and extraction of sets of similar
entities (Jain and Pennacchiotti, 2010). Our work
compares the usefulness of queries and query ses-
sions for ranking class labels in extracted IsA repos-
itories. It shows that query sessions produce better-
ranked class labels than isolated queries do. A task
complementary to class label ranking is entity rank-
ing (Billerbeck et al., 2010), also referred to as rank-
ing for typed search (Demartini et al., 2009).

The choice of search queries and query substitu-
tions is often influenced by, and indicative of, vari-
ous semantic relations holding among full queries or
query terms (Jones et al., 2006). Semantic relations
may be loosely defined, e.g., by exploring the ac-
quisition of untyped, similarity-based relations from
query logs (Baeza-Yates and Tiberi, 2007). In com-
parison, queries are used here to re-rank class labels
capturing a well-defined type of open-domain rela-
tions, namely IsA relations.

6 Conclusion

In an attempt to bridge the gap between informa-
tion stated in documents and information requested
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in search queries, this study shows that inherently-
noisy queries are useful in re-ranking class labels ex-
tracted from Web documents for various instances,
with query sessions leading to higher quality than
isolated queries. Current work investigates the im-
pact of ambiguous input instances (Vyas and Pantel,
2009) on the quality of the generated class labels.
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Abstract

Text mining and data harvesting algorithms
have become popular in the computational lin-
guistics community. They employ patterns
that specify the kind of information to be har-
vested, and usually bootstrap either the pat-
tern learning or the term harvesting process (or
both) in a recursive cycle, using data learned
in one step to generate more seeds for the next.
They therefore treat the source text corpus as
a network, in which words are the nodes and
relations linking them are the edges. The re-
sults of computational network analysis, espe-
cially from the world wide web, are thus ap-
plicable. Surprisingly, these results have not
yet been broadly introduced into the computa-
tional linguistics community. In this paper we
show how various results apply to text mining,
how they explain some previously observed
phenomena, and how they can be helpful for
computational linguistics applications.

1 Introduction

Text mining / harvesting algorithms have been ap-
plied in recent years for various uses, including
learning of semantic constraints for verb participants
(Lin and Pantel, 2002) related pairs in various rela-
tions, such as part-whole (Girju et al., 2003), cause
(Pantel and Pennacchiotti, 2006), and other typical
information extraction relations, large collections
of entities (Soderland et al., 1999; Etzioni et al.,
2005), features of objects (Pasca, 2004) and ontolo-
gies (Carlson et al., 2010). They generally start with
one or more seed terms and employ patterns that
specify the desired information as it relates to the

seed(s). Several approaches have been developed
specifically for learning patterns, including guided
pattern collection with manual filtering (Riloff and
Shepherd, 1997) automated surface-level pattern in-
duction (Agichtein and Gravano, 2000; Ravichan-
dran and Hovy, 2002) probabilistic methods for tax-
onomy relation learning (Snow et al., 2005) and ker-
nel methods for relation learning (Zelenko et al.,
2003). Generally, the harvesting procedure is recur-
sive, in which data (terms or patterns) gathered in
one step of a cycle are used as seeds in the following
step, to gather more terms or patterns.

This method treats the source text as a graph or
network, consisting of terms (words) as nodes and
inter-term relations as edges. Each relation type in-
duces a different network1. Text mining is a process
of network traversal, and faces the standard prob-
lems of handling cycles, ranking search alternatives,
estimating yield maxima, etc.

The computational properties of large networks
and large network traversal have been studied inten-
sively (Sabidussi, 1966; Freeman, 1979; Watts and
Strogatz, 1998) and especially, over the past years,
in the context of the world wide web (Page et al.,
1999; Broder et al., 2000; Kleinberg and Lawrence,
2001; Li et al., 2005; Clauset et al., 2009). Surpris-
ingly, except in (Talukdar and Pereira, 2010), this
work has not yet been related to text mining research
in the computational linguistics community.

The work is, however, relevant in at least two
ways. It sometimes explains why text mining algo-

1These networks are generally far larger and more densely
interconnected than the world wide web’s network of pages and
hyperlinks.
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rithms have the limitations and thresholds that are
empirically found (or suspected), and it may suggest
ways to improve text mining algorithms for some
applications.

In Section 2, we review some related work. In
Section 3 we describe the general harvesting proce-
dure, and follow with an examination of the various
statistical properties of implicit semantic networks
in Section 4, using our implemented harvester to
provide illustrative statistics. In Section 5 we dis-
cuss implications for computational linguistics re-
search.

2 Related Work

The Natural Language Processing knowledge har-
vesting community has developed a good under-
standing of how to harvests various kinds of se-
mantic information and use this information to im-
prove the performance of tasks such as information
extraction (Riloff, 1993), textual entailment (Zan-
zotto et al., 2006), question answering (Katz et
al., 2003), and ontology creation (Suchanek et al.,
2007), among others. Researchers have focused
on the automated extraction of semantic lexicons
(Hearst, 1992; Riloff and Shepherd, 1997; Girju et
al., 2003; Pasca, 2004; Etzioni et al., 2005; Kozareva
et al., 2008). While clustering approaches tend to
extract general facts, pattern based approaches have
shown to produce more constrained but accurate lists
of semantic terms. To extract this information, (Lin
and Pantel, 2002) showed the effect of using differ-
ent sizes and genres of corpora such as news and
Web documents. The latter has been shown to pro-
vide broader and more complete information.

Researchers outside computational linguistics
have studied complex networks such as the World
Wide Web, the Social Web, the network of scien-
tific papers, among others. They have investigated
the properties of these text-based networks with the
objective of understanding their structure and ap-
plying this knowledge to determine node impor-
tance/centrality, connectivity, growth and decay of
interest, etc. In particular, the ability to analyze net-
works, identify influential nodes, and discover hid-
den structures has led to important scientific and
technological breakthroughs such as the discovery
of communities of like-minded individuals (New-

man and Girvan, 2004), the identification of influ-
ential people (Kempe et al., 2003), the ranking of
scientists by their citation indexes (Radicchi et al.,
2009), and the discovery of important scientific pa-
pers (Walker et al., 2006; Chen et al., 2007; Sayyadi
and Getoor, 2009). Broder et al. (2000) demon-
strated that the Web link structure has a “bow-tie”
shape, while (2001) classified Web pages into au-
thorities (pages with relevant information) and hubs
(pages with useful references). These findings re-
sulted in the development of the PageRank (Page et
al., 1999) algorithm which analyzes the structure of
the hyperlinks of Web documents to find pages with
authoritative information. PageRank has revolution-
ized the whole Internet search society.

However, no-one has studied the properties of the
text-based semantic networks induced by semantic
relations between terms with the objective of un-
derstanding their structure and applying this knowl-
edge to improve concept discovery. Most relevant
to this theme is the work of Steyvers and Tenen-
baum (Steyvers and Tenenbaum, 2004), who stud-
ied three manually built lexical networks (associa-
tion norms, WordNet, and Roget’s Thesaurus (Ro-
get, 1911)) and proposed a model of the growth of
the semantic structure over time. These networks are
limited to the semantic relations among nouns.

In this paper we take a step further to explore the
statistical properties of semantic networks relating
proper names, nouns, verbs, and adjectives. Under-
standing the semantics of nouns, verbs, and adjec-
tives has been of great interest to linguists and cog-
nitive scientists such as (Gentner, 1981; Levin and
Somers, 1993; Gasser and Smith, 1998). We imple-
ment a general harvesting procedure and show its re-
sults for these word types. A fundamental difference
with the work of (Steyvers and Tenenbaum, 2004)
is that we study very large semantic networks built
‘naturally’ by (millions of) users rather than ‘artifi-
cially’ by a small set of experts. The large networks
capture the semantic intuitions and knowledge of the
collective mass. It is conceivable that an analysis
of this knowledge can begin to form the basis of a
large-scale theory of semantic meaning and its inter-
connections, support observation of the process of
lexical development and usage in humans, and even
suggest explanations of how knowledge is organized
in our brains, especially when performed for differ-

1617



ent languages on the WWW.

3 Inducing Semantic Networks in the Web

Text mining algorithms such as those mentioned
above raise certain questions, such as: Why are some
seed terms more powerful (provide a greater yield)
than others?, How can one find high-yield terms?,
How many steps does one need, typically, to learn
all terms for a given relation?, Can one estimate the
total eventual yield of a given relation?, and so on.
On the face of it, one would need to know the struc-
ture of the network a priori to be able to provide an-
swers. But research has shown that some surpris-
ing regularities hold. For example, in the text min-
ing community, (Kozareva and Hovy, 2010b) have
shown that one can obtain a quite accurate estimate
of the eventual yield of a pattern and seed after only
five steps of harvesting. Why is this? They do not
provide an answer, but research from the network
community does.

To illustrate the properties of networks of the kind
induced by semantic relations, and to show the ap-
plicability of network research to text harvesting, we
implemented a harvesting algorithm and applied it
to a representative set of relations and seeds in two
languages.

Since the goal of this paper is not the development
of a new text harvesting algorithm, we implemented
a version of an existing one: the so-called DAP
(doubly-anchored pattern) algorithm (Kozareva et
al., 2008), because it (1) is easy to implement, (2)
requires minimum input (one pattern and one seed
example), (3) achieves very high precision com-
pared to existing methods (Pasca, 2004; Etzioni et
al., 2005; Pasca, 2007), (4) enriches existing se-
mantic lexical repositories such as WordNet and
Yago (Suchanek et al., 2007), (5) can be formulated
to learn semantic lexicons and relations for noun,
verb and verb+preposition syntactic constructions;
(6) functions equally well in different languages.
Next we describe the knowledge harvesting proce-
dure and the construction of the text-mined semantic
networks.

3.1 Harvesting to Induce Semantic Networks

For a given semantic class of interest say singers, the
algorithm starts with a seed example of the class, say

Madonna. The seed term is inserted in the lexico-
syntactic pattern “class such as seed and *”, which
learns on the position of the ∗ new terms of type
class. The newly learned terms are then individually
placed into the position of the seed in the pattern,
and the bootstrapping process is repeated until no
new terms are found. The output of the algorithm
is a set of terms for the semantic class. The algo-
rithm is implemented as a breadth-first search and
its mechanism is described as follows:

1. Given:
a language L={English, Spanish}
a pattern Pi={such as, including, verb prep,
noun}
a seed term seed for Pi

2. Build a query for Pi using template Ti ‘class such
as seed and *’, ‘class including seed and *’, ‘*
and seed verb prep’, ‘* and seed noun’, ‘seed
and * noun’

3. Submit Ti to Yahoo! or other search engine
4. Extract terms occupying the * position
5. Feed terms from 4. into 2.
6. Repeat steps 2–5. until no new terms are found

The output of the knowledge harvesting algorithm
is a network of semantic terms interconnected by
the semantic relation captured in the pattern. We
can represent the traversed (implicit) network as a
directed graph G(V,E) with nodes V (|V | = n)
and edges E(|E| = m). A node u in the net-
work corresponds to a term discovered during boot-
strapping. An edge (u, v) ∈ E represents an ex-
isting link between two terms. The direction of the
edge indicates that the term v was generated by the
term u. For example, given the sentence (where
the pattern is in italics and the extracted term is un-
derlined) “He loves singers such as Madonna and
Michael Jackson”, two nodes Madonna and Michael
Jackson with an edge e=(Madonna, Michael Jack-
son) would be created in the graph G. Figure 1
shows a small example of the singer network. The
starting seed term Madonna is shown in red color
and the harvested terms are in blue.

3.2 Data

We harvested data from the Web for a representa-
tive selection of semantic classes and relations, of
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Figure 1: Harvesting Procedure.

the type used in (Etzioni et al., 2005; Pasca, 2007;
Kozareva and Hovy, 2010a):

• semantic classes that can be learned using dif-
ferent seeds (e.g., “singers such as Madonna
and *” and “singers such as Placido Domingo
and *”);

• semantic classes that are expressed through dif-
ferent lexico-syntactic patterns (e.g., “weapons
such as bombs and *” and “weapons including
bombs and *”);

• verbs and adjectives characterizing the seman-
tic class (e.g., “expensive and * car”, “dogs
run and *”);

• semantic relations with more complex lexico-
syntactic structure (e.g., “* and Easyjet fly to”,
“* and Sam live in”);

• semantic classes that are obtained in differ-
ent languages, such as English and Spanish
(e.g., “singers such as Madonna and *” and
“cantantes como Madonna y *”);

While most of these variations have been explored
in individual papers, we have found no paper that
covers them all, and none whatsoever that uses verbs
and adjectives as seeds.

Using the above procedure to generate the data,
each pattern was submitted as a query to Ya-
hoo!Boss. For each query the top 1000 text snippets
were retrieved. The algorithm ran until exhaustion.
In total, we collected 10GB of data which was part-
of-speech tagged with Treetagger (Schmid, 1994)
and used for the semantic term extraction. Table 1
summarizes the number of nodes and edges learned
for each semantic network using pattern Pi and the
initial seed shown in italics.

Lexico-Syntactic Pattern Nodes Edges
P1=“singers such as Madonna and *” 1115 1942
P2=“singers such as Placido Domingo and *” 815 1114
P3=“emotions including anger and *” 113 250
P4=“emotions such as anger and *” 748 2547
P5=“diseases such as malaria and *” 3168 6752
P6=“drugs such as ibuprofen and *” 2513 9428
P7=“expensive and * cars” 4734 22089
P8=“* and tasty fruits” 1980 7874
P9=“whales swim and *” 869 2163
P10=“dogs chase and *” 4252 20212
P11=“Britney Spears dances and *” 354 540
P12=“John reads and *” 3894 18545
P13=“* and Easyjet fly to” 3290 6480
P14=“* and Charlie work for” 2125 3494
P15=“* and Sam live in” 6745 24348
P16=“cantantes como Madonna y *” 240 318
P17=“gente como Jorge y *” 572 701

Table 1: Size of the Semantic Networks.

4 Statistical Properties of Text-Mined
Semantic Networks

In this section we apply a range of relevant mea-
sures from the network analysis community to the
networks described above.

4.1 Centrality
The first statistical property we explore is centrality.
It measures the degree to which the network struc-
ture determines the importance of a node in the net-
work (Sabidussi, 1966; Freeman, 1979).

We explore the effect of two centrality measures:
indegree and outdegree. The indegree of a node
u denoted as indegree(u)=

∑
(v, u) considers the

sum of all incoming edges to u and captures the abil-
ity of a semantic term to be discovered by other se-
mantic terms. The outdegree of a node u denoted
as outdegree(u)=

∑
(u, v) considers the number of

outgoing edges of the node u and measures the abil-
ity of a semantic term to discover new terms. In-
tuitively, the more central the node u is, the more
confident we are that it is a correct term.

Since harvesting algorithms are notorious for ex-
tracting erroneous information, we use the two cen-
trality measures to rerank the harvested elements.
Table 2 shows the accuracy2 of the singer seman-
tic terms at different ranks using the in and out
degree measures. Consistently, outdegree outper-
forms indegree and reaches higher accuracy. This

2Accuracy is calculated as the number of correct terms at
rank R divided by the total number of terms at rank R.
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shows that for the text-mined semantic networks, the
ability of a term to discover new terms is more im-
portant than the ability to be discovered.

@rank in-degree out-degree
10 .92 1.0
25 .91 1.0
50 .90 .97
75 .90 .96

100 .89 .96
150 .88 .95

Table 2: Accuracy of the Singer Terms.

This poses the question “What are the terms with
high and low outdegree?”. Table 3 shows the top
and bottom 10 terms of the semantic class.

Semantic Class top 10 outDegree bottom 10 outDegree
Singers Frank Sinatra Alanis Morisette

Ella Fitzgerald Christine Agulera
Billie Holiday Buffy Sainte-Marie
Britney Spears Cece Winans
Aretha Franklin Wolfman Jack
Michael Jackson Billie Celebration

Celine Dion Alejandro Sanz
Beyonce France Gall

Bessie Smith Peter
Joni Mitchell Sarah

Table 3: Singer Term Ranking with Centrality Measures.

The nodes with high outdegree correspond to fa-
mous or contemporary singers. The lower-ranked
nodes are mostly spelling errors such as Alanis
Morisette and Christine Agulera, less known singers
such as Buffy Sainte-Marie and Cece Winans, non-
American singers such as Alejandro Sanz and
France Gall, extractions due to part-of-speech tag-
ging errors such as Billie Celebration, and general
terms such as Peter and Sarah. Potentially, know-
ing which terms have a high outdegree allows one to
rerank candidate seeds for more effective harvesting.

4.2 Power-law Degree Distribution
We next study the degree distributions of the net-
works. Similarly to the Web (Broder et al., 2000)
and social networks like Orkut and Flickr, the text-
mined semantic networks also exhibit a power-law
distribution. This means that while a few terms have
a significantly high degree, the majority of the se-
mantic terms have small degree. Figure 2 shows the
indegree and outdegree distributions for different
semantic classes, lexico-syntactic patterns, and lan-
guages (English and Spanish). For each semantic

network, we plot the best-fitting power-law function
(Clauset et al., 2009) which fits well all degree dis-
tributions. Table 4 shows the power-law exponent
values for all text-mined semantic networks.

Patt. γin γout Patt. γin γout

P1 2.37 1.27 P10 1.65 1.12
P2 2.25 1.21 P11 2.42 1.41
P3 2.20 1.76 P12 1.60 1.13
P4 2.28 1.18 P13 2.26 1.20
P5 2.49 1.18 P14 2.43 1.25
P6 2.42 1.30 P15 2.51 1.43
P7 1.95 1.20 P16 2.74 1.31
P8 1.94 1.07 P17 2.90 1.20
P9 1.96 1.30

Table 4: Power-Law Exponents of Semantic Networks.

It is interesting to note that the indegree power-
law exponents for all semantic networks fall within
the same range (γin ≈ 2.4), and similarly for the
outdegree exponents (γout ≈ 1.3). However, the
values of the indegree and outdegree exponents
differ from each other. This observation is consistent
with Web degree distributions (Broder et al., 2000).
The difference in the distributions can be explained
by the link asymmetry of semantic terms: A discov-
ering B does not necessarily mean that B will dis-
cover A. In the text-mined semantic networks, this
asymmetry is caused by patterns of language use,
such as the fact that people use first adjectives of the
size and then of the color (e.g., big red car), or prefer
to place male before female proper names. Harvest-
ing patterns should take into account this tendency.

4.3 Sparsity

Another relevant property of the semantic networks
concerns sparsity. Following Preiss (Preiss, 1999), a
graph is sparse if |E| = O(|V |k) and 1 < k < 2,
where |E| is the number of edges and |V | is the num-
ber of nodes, otherwise the graph is dense. For the
studied text-semantic networks, k is ≈ 1.08. Spar-
sity can be also captured through the density of the
semantic network which is computed as |E|

V (V−1) . All
networks have low density which suggests that the
networks exhibit a sparse connectivity pattern. On
average a node (semantic term) is connected to a
very small percentage of other nodes. Similar be-
havior was reported for the WordNet and Roget’s se-
mantic networks (Steyvers and Tenenbaum, 2004).
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Figure 2: Degree Distributions of Semantic Networks.

4.4 Connectedness

For every network, we computed the strongly con-
nected component (SCC) such that for all nodes (se-
mantic terms) in the SCC, there is a path from any
node to another node in the SCC considering the di-
rection of the edges between the nodes. For each
network, we found that there is only one SCC. The
size of the component is shown in Table 5. Un-
like WordNet and Roget’s semantic networks where
the SCC consists 96% of all semantic terms, in the
text-mined semantic networks only 12 to 55% of the
terms are in the SCC. This shows that not all nodes
can reach (discover) every other node in the net-
work. This also explains the findings of (Kozareva
et al., 2008; Vyas et al., 2009) why starting with a
good seed is important.

4.5 Path Lengths and Diameter

Next, we describe the properties of the shortest paths
between the semantic terms in the SCC. The dis-
tance between two nodes in the SCC is measured as

the length of the shortest path connecting the terms.
The direction of the edges between the terms is taken
into consideration. The average distance is the aver-
age value of the shortest path lengths over all pairs
of nodes in the SCC. The diameter of the SCC is
calculated as the maximum distance over all pairs of
nodes (u, v), such that a node v is reachable from
node u. Table 5 shows the average distance and the
diameter of the semantic networks.

Patt. #nodes in SCC SCC Average Distance SCC Diameter
P1 364 (.33) 5.27 16
P2 285 (.35) 4.65 13
P3 48 (.43) 2.85 6
P4 274 (.37) 2.94 7
P5 1249 (.38) 5.99 17
P6 1471 (.29) 4.82 15
P7 2255 (.46 ) 3.51 11
P8 1012 (.50) 3.87 11
P9 289 (.33) 4.93 13
P10 2342 (.55) 4.50 12
P11 87 (.24) 5.00 11
P12 1967 (.51) 3.20 13
P13 1249 (.38) 4.75 13
P14 608 (.29) 7.07 23
P15 1752 (.26) 5.32 15
P16 56 (.23) 4.79 12
P17 69 (.12 ) 5.01 13

Table 5: SCC, SCC Average Distance and SCC Diameter
of the Semantic Networks.

The diameter shows the maximum number of
steps necessary to reach from any node to any other,
while the average distance shows the number of
steps necessary on average. Overall, all networks
have very short average path lengths and small di-
ameters that are consistent with Watt’s finding for
small-world networks. Therefore, the yield of har-
vesting seeds can be predicted within five steps ex-
plaining (Kozareva and Hovy, 2010b; Vyas et al.,
2009).

We also compute for any randomly selected node
in the semantic network on average how many hops
(steps) are necessary to reach from one node to an-
other. Figure 3 shows the obtained results for some
of the studied semantic networks.
4.6 Clustering
The clustering coefficient (C) is another measure
to study the connectivity structure of the networks
(Watts and Strogatz, 1998). This measure captures
the probability that the two neighbors of a randomly
selected node will be neighbors. The clustering co-
efficient of a node u is calculated as Cu= |eij |

ku(ku−1)
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Figure 3: Hop Plot of the Semantic Networks.

: vi, vj ∈ Nu, eij ∈ E, where ku is the total degree
of the node u and Nu is the neighborhood of u. The
clustering coefficient C for the whole semantic net-
work is the average clustering coefficient of all its
nodes, C= 1

n

∑
Ci. The value of the clustering coef-

ficient ranges between [0, 1], where 0 indicates that
the nodes do not have neighbors which are them-
selves connected, while 1 indicates that all nodes are
connected. Table 6 shows the clustering coefficient
for all text-mined semantic networks together with
the number of closed and open triads3. The analysis
suggests the presence of a strong local cluster, how-
ever there are few possibilities to form overlapping
neighborhoods of nodes. The clustering coefficient
of WordNet (Steyvers and Tenenbaum, 2004) is sim-
ilar to those of the text-mined networks.

4.7 Joint Degree Distribution

In social networks, understanding the preferential at-
tachment of nodes is important to identify the speed
with which epidemics or gossips spread. Similarly,
we are interested in understanding how the nodes of
the semantic networks connect to each other. For
this purpose, we examine the Joint Degree Distribu-
tion (JDD) (Li et al., 2005; Newman, 2003). JDD
is approximated by the degree correlation function
knn which maps the outdegree and the average

3A triad is three nodes that are connected by either two (open
triad) or three (closed triad) directed ties.

Patt. C ClosedTriads OpenTriads
P1 .01 14096 (.97) 388 (.03)
P2 .01 6487 (.97) 213 (.03)
P3 .30 1898 (.94) 129 (.06)
P4 .33 60734 (.94) 3944 (.06)
P5 .10 79986 (.97) 2321 (.03)
P6 .11 78716 (.97) 2336 (.03)
P7 .17 910568 (.95) 43412 (.05)
P8 .19 21138 (.95) 10728 (.05)
P9 .20 27830 (.95) 1354 (.05)
P10 .15 712227 (.96) 62101(.04)
P11 .09 3407 (.98) 63 (.02)
P12 .15 734724 (.96) 32517 (.04)
P13 .06 66162 (.99) 858 (.01)
P14 .05 28216 (.99) 408 (.01)
P15 .09 1336679 (.97) 47110 (.03)
P16 .09 1525 (.98) 37 ( .02)
P17 .05 2222 (.99) 21 (.01)

Table 6: Clustering Coefficient of the Semantic Networks.

indegree of all nodes connected to a node with
that outdegree. High values of knn indicate that
high-degree nodes tend to connect to other high-
degree nodes (forming a “core” in the network),
while lower values of knn suggest that the high-
degree nodes tend to connect to low-degree ones.
Figure 4 shows the knn for the singer, whale, live
in, cars, cantantes, and gente networks. The figure
plots the outdegree and the average indegree of the
semantic terms in the networks on a log-log scale.
We can see that for all networks the high-degree
nodes tend to connect to other high-degree ones.
This explains why text mining algorithms should fo-
cus their effort on high-degree nodes.

4.8 Assortivity

The property of the nodes to connect to other nodes
with similar degrees can be captured through the as-
sortivity coefficient r (Newman, 2003). The range of
r is [−1, 1]. A positive assortivity coefficient means
that the nodes tend to connect to nodes of similar
degree, while negative coefficient means that nodes
are likely to connect to nodes with degree very dif-
ferent from their own. We find that the assortivi-
tiy coefficient of our semantic networks is positive,
ranging from 0.07 to 0.20. In this respect, the se-
mantic networks differ from the Web, which has a
negative assortivity (Newman, 2003). This implies
a difference in text mining and web search traver-
sal strategies: since starting from a highly-connected
seed term will tend to lead to other highly-connected
terms, text mining algorithms should prefer depth-
first traversal, while web search algorithms starting
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Figure 4: Joint Degree Distribution of the Semantic Net-
works.

from a highly-connected seed page should prefer a
breadth-first strategy.

5 Discussion

The above studies show that many of the proper-
ties discovered of the network formed by the web
hold also for the networks induced by semantic rela-
tions in text mining applications, for various seman-
tic classes, semantic relations, and languages. We
can therefore apply some of the research from net-
work analysis to text mining.

The small-world phenomenon, for example, holds
that any node is connected to any other node in at
most six steps. Since as shown in Section 4.5 the se-
mantic networks also exhibit this phenomenon, we
can explain the observation of (Kozareva and Hovy,
2010b) that one can quite accurately predict the rel-
ative ‘goodness’ of a seed term (its eventual total
yield and the number of steps required to obtain that)
within five harvesting steps. We have shown that due

to the strongly connected components in text min-
ing networks, not all elements within the harvested
graph can discover each other. This implies that har-
vesting algorithms have to be started with several
seeds to obtain adequate Recall (Vyas et al., 2009).
We have shown that centrality measures can be used
successfully to rank harvested terms to guide the net-
work traversal, and to validate the correctness of the
harvested terms.

In the future, the knowledge and observations
made in this study can be used to model the lexi-
cal usage of people over time and to develop new
semantic search technology.

6 Conclusion

In this paper we describe the implicit ‘hidden’ se-
mantic network graph structure induced over the text
of the web and other sources by the semantic rela-
tions people use in sentences. We describe how term
harvesting patterns whose seed terms are harvested
and then applied recursively can be used to discover
these semantic term networks. Although these net-
works differ considerably from the web in relation
density, type, and network size, we show, some-
what surprisingly, that the same power-law, small-
world effect, transitivity, and most other character-
istics that apply to the web’s hyperlinked network
structure hold also for the implicit semantic term
graphs—certainly for the semantic relations and lan-
guages we have studied, and most probably for al-
most all semantic relations and human languages.

This rather interesting observation leads us to sur-
mise that the hyperlinks people create in the web are
of essentially the same type as the semantic relations
people use in normal sentences, and that they form
an extension of normal language that was not needed
before because people did not have the ability within
the span of a single sentence to ‘embed’ structures
larger than a clause—certainly not a whole other
page’s worth of information. The principal excep-
tion is the academic citation reference (lexicalized
as “see”), which is not used in modern webpages.
Rather, the ‘lexicalization’ now used is a formatting
convention: the hyperlink is colored and often un-
derlined, facilities offered by computer screens but
not available to speech or easy in traditional typeset-
ting.
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Abstract

Nested event structures are a common occur-
rence in both open domain and domain spe-
cific extraction tasks, e.g., a “crime” event
can cause a “investigation” event, which can
lead to an “arrest” event. However, most cur-
rent approaches address event extraction with
highly local models that extract each event and
argument independently. We propose a simple
approach for the extraction of such structures
by taking the tree of event-argument relations
and using it directly as the representation in a
reranking dependency parser. This provides a
simple framework that captures global prop-
erties of both nested and flat event structures.
We explore a rich feature space that models
both the events to be parsed and context from
the original supporting text. Our approach ob-
tains competitive results in the extraction of
biomedical events from the BioNLP’09 shared
task with a F1 score of 53.5% in development
and 48.6% in testing.

1 Introduction

Event structures in open domain texts are frequently
highly complex and nested: a “crime” event can
cause an “investigation” event, which can lead to an
“arrest” event (Chambers and Jurafsky, 2009). The
same observation holds in specific domains. For ex-
ample, the BioNLP’09 shared task (Kim et al., 2009)
focuses on the extraction of nested biomolecular
events, where, e.g., a REGULATION event causes a
TRANSCRIPTION event (see Figure 1a for a detailed
example). Despite this observation, many state-
of-the-art supervised event extraction models still

extract events and event arguments independently,
ignoring their underlying structure (Björne et al.,
2009; Miwa et al., 2010b).

In this paper, we propose a new approach for su-
pervised event extraction where we take the tree of
relations and their arguments and use it directly as
the representation in a dependency parser (rather
than conventional syntactic relations). Our approach
is conceptually simple: we first convert the origi-
nal representation of events and their arguments to
dependency trees by creating dependency arcs be-
tween event anchors (phrases that anchor events in
the supporting text) and their corresponding argu-
ments.1 Note that after conversion, only event an-
chors and entities remain. Figure 1 shows a sentence
and its converted form from the biomedical do-
main with four events: two POSITIVE REGULATION

events, anchored by the phrase “acts as a costim-
ulatory signal,” and two TRANSCRIPTION events,
both anchored on “gene transcription.” All events
take either protein entity mentions (PROT) or other
events as arguments. The latter is what allows for
nested event structures. Existing dependency pars-
ing models can be adapted to produce these seman-
tic structures instead of syntactic dependencies. We
built a global reranking parser model using multiple
decoders from MSTParser (McDonald et al., 2005;
McDonald et al., 2005b). The main contributions of
this paper are the following:

1. We demonstrate that parsing is an attractive ap-
proach for extracting events, both nested and
otherwise.

1While our approach only works on trees, we show how we
can handle directed acyclic graphs in Section 5.
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(a) Original sentence with nested events (b) After conversion to event dependencies

Figure 1: Nested events in the text fragment: “. . . the HTLV-1 transactivator protein, tax, acts as a costim-
ulatory signal for GM-CSF and IL-2 gene transcription . . . ” Throughout this paper, bold text indicates
instances of event anchors and italicized text denotes entities (PROTEINs in the BioNLP’09 domain). Note
that in (a) there are two copies of each type of event, which are merged to single nodes in the dependency
tree (Section 3.1).

2. We propose a wide range of features for event
extraction. Our analysis indicates that fea-
tures which model the global event structure
yield considerable performance improvements,
which proves that modeling event structure
jointly is beneficial.

3. We evaluate on the biomolecular event corpus
from the the BioNLP’09 shared task and show
that our approach obtains competitive results.

2 Related Work

The pioneering work of Miller et al. (1997) was
the first, to our knowledge, to propose parsing as
a framework for information extraction. They ex-
tended the syntactic annotations of the Penn Tree-
bank corpus (Marcus et al., 1993) with entity and
relation mentions specific to the MUC-7 evalua-
tion (Chinchor et al., 1997) — e.g., EMPLOYEE OF

relations that hold between person and organization
named entities — and then trained a generative pars-
ing model over this combined syntactic and seman-
tic representation. In the same spirit, Finkel and
Manning (2009) merged the syntactic annotations
and the named entity annotations of the OntoNotes
corpus (Hovy et al., 2006) and trained a discrimina-
tive parsing model for the joint problem of syntac-
tic parsing and named entity recognition. However,
both these works require a unified annotation of syn-
tactic and semantic elements, which is not always
feasible, and focused only on named entities and bi-
nary relations. On the other hand, our approach fo-
cuses on event structures that are nested and have
an arbitrary number of arguments. We do not need

a unified syntactic and semantic representation (but
we can and do extract features from the underlying
syntactic structure of the text).

Finkel and Manning (2009b) also proposed a
parsing model for the extraction of nested named en-
tity mentions, which, like this work, parses just the
corresponding semantic annotations. In this work,
we focus on more complex structures (events instead
of named entities) and we explore more global fea-
tures through our reranking layer.

In the biomedical domain, two recent papers pro-
posed joint models for event extraction based on
Markov logic networks (MLN) (Riedel et al., 2009;
Poon and Vanderwende, 2010). Both works propose
elegant frameworks where event anchors and argu-
ments are jointly predicted for all events in the same
sentence. One disadvantage of MLN models is the
requirement that a human expert develop domain-
specific predicates and formulas, which can be a
cumbersome process because it requires thorough
domain understanding. On the other hand, our ap-
proach maintains the joint modeling advantage, but
our model is built over simple, domain-independent
features. We also propose and analyze a richer fea-
ture space that captures more information on the
global event structure in a sentence. Furthermore,
since our approach is agnostic to the parsing model
used, it could easily be tuned for various scenarios,
e.g., models with lower inference overhead such as
shift-reduce parsers.

Our work is conceptually close to the recent
CoNLL shared tasks on semantic role labeling,
where the predicate frames were converted to se-
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Figure 2: Overview of the approach. Rounded rect-
angles indicate domain-independent components;
regular rectangles mark domain-specific modules;
blocks in dashed lines surround components not nec-
essary for the domain presented in this paper.

mantic dependencies between predicates and their
arguments (Surdeanu et al., 2008; Hajic et al., 2009).
In this representation the dependency structure is a
directed acyclic graph (DAG), i.e., the same node
can be an argument to multiple predicates, and there
are no explicit dependencies between predicates.
Due to this representation, all joint models proposed
for semantic role labeling handle semantic frames
independently.

3 Approach

Figure 2 summarizes our architecture. Our approach
converts the original event representation to depen-
dency trees containing both event anchors and entity
mentions, and trains a battery of parsers to recognize
these structures. The trees are built using event an-
chors predicted by a separate classifier. In this work,
we do not discuss entity recognition because in
the BioNLP’09 domain used for evaluation entities
(PROTEINs) are given (but including entity recog-
nition is an obvious extension of our model). Our
parsers are several instances of MSTParser2 (Mc-
Donald et al., 2005; McDonald et al., 2005b) con-
figured with different decoders. However, our ap-
proach is agnostic to the actual parsing models used
and could easily be adapted to other dependency
parsers. The output from the reranking parser is

2http://sourceforge.net/projects/mstparser/

converted back to the original event representation
and passed to a reranker component (Collins, 2000;
Charniak and Johnson, 2005), tailored to optimize
the task-specific evaluation metric.

Note that although we use the biomedical event
domain from the BioNLP’09 shared task to illustrate
our work, the core of our approach is almost do-
main independent. Our only constraints are that each
event mention be activated by a phrase that serves as
an event anchor, and that the event-argument struc-
tures be mapped to a dependency tree. The conver-
sion between event and dependency structures and
the reranker metric are the only domain dependent
components in our approach.

3.1 Converting between Event Structures and
Dependencies

As in previous work, we extract event structures at
sentence granularity, i.e., we ignore events which
span sentences (Björne et al., 2009; Riedel et al.,
2009; Poon and Vanderwende, 2010). These form
approximately 5% of the events in the BioNLP’09
corpus. For each sentence, we convert the
BioNLP’09 event representation to a graph (repre-
senting a labeled dependency tree) as follows. The
nodes in the graph are protein entity mentions, event
anchors, and a virtual ROOT node. Thus, the only
words in this dependency tree are those which par-
ticipate in events. We create edges in the graph in
the following way. For each event anchor, we cre-
ate one link to each of its arguments labeled with the
slot name of the argument (for example, connecting
gene transcription to IL-2 with the label THEME in
Figure 1b). We link the ROOT node to each entity
that does not participate in an event using the ROOT-
LABEL dependency label. Finally, we link the ROOT

node to each top-level event anchor, (those which do
not serve as arguments to other events) again using
the ROOT-LABEL label. We follow the convention
that the source of each dependency arc is the head
while the target is the modifier.

The output of this process is a directed graph,
since a phrase can easily play a role in two or more
events. Furthermore, the graph may contain self-
referential edges (self-loops) due to related events
sharing the same anchor (example below). To guar-
antee that the output of this process is a tree, we
must post-process the above graph with the follow-
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ing three heuristics:

Step 1: We remove self-referential edges. An exam-
ple of these can be seen in the text “the domain in-
teracted preferentially with underphosphorylated
TRAF2,” there are two events anchored by the same
underphosphorylated phrase, a NEGATIVE REGU-
LATION and a PHOSPHORYLATION event, and the
latter serves as a THEME argument for the former.
Due to the shared anchor, our conversion compo-
nent creates an self-referential THEME dependency.
By removing these edges, 1.5% of the events in the
training arguments are left without arguments, so we
remove them as well.

Step 2: We break structures where one argument par-
ticipates in multiple events, by keeping only the de-
pendency to the event that appears first in text. For
example, in the fragment “by enhancing its inactiva-
tion through binding to soluble TNF-alpha receptor
type II,” the protein TNF-alpha receptor type II is
an argument in both a BINDING event (binding) and
in a NEGATIVE REGULATION event (inactivation).
As a consequence of this step, 4.7% of the events in
training are removed.

Step 3: We unify events with the same types an-
chored on the same anchor phrase. For example,
for the fragment “Surface expression of intercellu-
lar adhesion molecule-1, P-selectin, and E-selectin,”
the BioNLP’09 annotation contains three distinct
GENE EXPRESSION events anchored on the same
phrase (expression), each having one of the proteins
as THEMEs. In such cases, we migrate all arguments
to one of the events, and remove the empty events.
21.5% of the events in training are removed in this
step (but no dependencies are lost).

Note that we do not guarantee that the resulting
tree is projective. In fact, our trees are more likely
to be non-projective than syntactic dependency trees
of English sentences, because in our representation
many nodes can be linked directly to the ROOT node.
Our analysis indicates that 2.9% of the dependencies
generated in the training corpus are non-projective
and 7.9% of the sentences contain at least one non-
projective dependency (for comparison, these num-
bers for the English Penn Treebank are 0.3% and
6.7%, respectively).

After parsing, we implement the inverse process,
i.e., we convert the generated dependency trees to

the BioNLP’09 representation. In addition to the
obvious conversions, this process implements the
heuristics proposed by Björne et al. (2009), which
reverse step 3 above, e.g., we duplicate GENE EX-
PRESSION events with multiple THEME arguments.
The heuristics are executed sequentially in the given
order:

1. Since all non-BINDING events can have at
most one THEME argument, we duplicate non-
BINDING events with multiple THEME argu-
ments by creating one separate event for each
THEME.

2. Similarly, since REGULATION events accepts
only one CAUSE argument, we duplicate REG-
ULATION events with multiple CAUSE argu-
ments, obtaining one event per CAUSE.

3. Lastly, we implement the heuristic of Björne et
al. (2009) to handle the splitting of BINDING

events with multiple THEME arguments. This is
more complex because these events can accept
one or more THEMEs. In such situations, we
first group THEME arguments by the label of the
first Stanford dependency (Marneffe and Man-
ning, 2008) from the head word of the anchor
to this argument. Then we create one event for
each combination of THEME arguments in dif-
ferent groups.

3.2 Recognition of Event Anchors

For anchor detection, we used a multiclass classifier
that labels each token independently.3 Since over
92% of the anchor phrases in our evaluation domain
contain a single word, we simplify the task by re-
ducing all multi-word anchor phrases in the training
corpus to their syntactic head word (e.g., “acts” for
the anchor “acts as a costimulatory signal”).

We implemented this model using a logistic re-
gression classifier with L2 regularization over the
following features:

3We experimented with using conditional random fields as a
sequence labeler but did not see improvements in the biomed-
ical domain. We hypothesize that the sequence tagger fails to
capture potential dependencies between anchor labels – which
are its main advantage over an i.i.d. classifier – because anchor
words are typically far apart in text. This result is consistent
with observations in previous work (Björne et al., 2009).
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• Token-level: The form, lemma, and whether
the token is present in a gazetteer of known an-
chor words.4

• Surface context: The above token features ex-
tracted from a context of two words around the
current token. Additionally, we build token bi-
grams in this context window, and model them
with similar features.

• Syntactic context: We model all syntactic de-
pendency paths up to depth two starting from
the token to be classified. These paths are built
from Stanford syntactic dependencies (Marn-
effe and Manning, 2008). We extract token
features from the first and last token in these
paths. We also generate combination features
by concatenating: (a) the last token in each path
with the sequence of dependency labels along
the corresponding path; and (b) the word to be
classified, the last token in each path, and the
sequence of dependency labels in that path.

• Bag-of-word and entity count: Extracted
from (a) the entire sentence, and (b) a window
of five words around the token to be classified.

3.3 Parsing Event Structures

Given the entities and event anchors from the pre-
vious stages in the pipeline, the parser generates la-
beled dependency links between them. Many de-
pendency parsers are available and we chose MST-
Parser for its ability to produce non-projective and
n-best parses directly. MSTParser frames parsing
as a graph algorithm. To parse a sentence, MST-
Parser finds the tree covering all the words (nodes)
in the sentence (graph) with the largest sum of edge
weights, i.e., the maximum weighted spanning tree.
Each labeled, directed edge in the graph represents a
possible dependency between its two endpoints and
has an associated score (weight). Scores for edges
come from the dot product between the edge’s corre-
sponding feature vector and learned feature weights.
As a result, all features for MSTParser must be edge-
factored, i.e., functions of both endpoints and the la-
bel connecting them. McDonald et al. (2006) ex-
tends the basic model to include second-order de-
pendencies (i.e., two adjacent sibling nodes and their

4These are automatically extracted from the training corpus.

parent). Both first and second-order modes include
projective and non-projective decoders.

Our features for MSTParser use both the event
structures themselves as well as the surrounding
English sentences which include them. By map-
ping event anchors and entities back to the original
text, we can incorporate information from the orig-
inal English sentence as well its syntactic tree and
corresponding Stanford dependencies. Both forms
of context are valuable and complementary. MST-
Parser comes with a large number of features which,
in our setup, operate on the event structure level
(since this is the “sentence” from the parser’s point
of view). The majority of additional features that
we introduced take advantage of the original text as
context (primarily its associated Stanford dependen-
cies). Our system includes the following first-order
features:
• Path: Syntactic paths in the original sentence

between nodes in an event dependency (as in
previous work by Björne et al. (2009)). These
have many variations including using Stanford
dependencies (“collapsed” and “uncollapsed”)
or constituency trees as sources, optionally lex-
icalizing the path, and using words or relation
names along the path. Additionally, we include
the bucketed length of the paths.
• Original sentence words: Words from the full

English sentence surrounding and between the
nodes in event dependencies, and their buck-
eted distances. This additional context helps
compensate for how our anchor detection pro-
vides only the head word of each anchor, which
does not necessarily provide the full context for
event disambiguation.
• Graph: Parents, children, and siblings of

nodes in the Stanford dependencies graph
along with label of the edge. This provides ad-
ditional syntactic context.
• Consistency: Soft constraints on edges be-

tween anchors and their arguments (e.g., only
regulation events can have edges labeled with
CAUSE). These features fire if their constraints
are violated.
• Ontology: Generalized types of the end-

points of edges using a given type hierar-
chy (e.g., POSITIVE REGULATION is a COM-
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PLEX EVENT5 is an EVENT). Values of
this feature are coded with the types of each
of the endpoints on an edge, running over
the cross-product of types for each endpoint.
For instance, an edge between a BINDING

event anchor and a POSITIVE REGULATION

could cause this feature to fire with the val-
ues [head:EVENT, child:COMPLEX EVENT] or
[head:SIMPLE EVENT, child:EVENT].6 The lat-
ter feature can capture generalizations such as
“simple event anchors cannot take other events
as arguments.”

Both Consistency and Ontology feature classes in-
clude domain-specific information but can be used
on other domains under different constraints and
type hierarchies. When using second-order de-
pendencies, we use additional Path and Ontol-
ogy features. We include the syntactic paths be-
tween sibling nodes (adjacent arguments of the same
event anchor). These Path features are as above
but differentiated as paths between sibling nodes.
The second-order Ontology features use the type
hierarchy information on both sibling nodes and
their parent. For example, a POSITIVE REGULA-
TION anchor attached to a PROTEIN and a BINDING

event would produce an Ontology feature with the
value [parent:COMPLEX EVENT, child1:PROTEIN,
child2:SIMPLE EVENT] (among several other possi-
ble combinations).

To prune the number of features used, we employ
a simple entropy-based measure. Our intuition is
that good features should typically appear with only
one edge label.7 Given all edges enumerated during
training and their gold labels, we obtain a distribu-
tion over edge labels (df ) for each feature f . Given
this distribution and the frequency of a feature, we
can score the feature with the following:

score(f) = α× log2

(
freq(f)

)
−H(df )

The α parameter adjusts the relative weight of the
two components. The log frequency component fa-
vors more frequent features while the entropy com-
ponent favors features with low entropy in their edge

5We define complex events are those which can accept other
events are arguments. Simple events can only take PROTEINs.

6We omit listing the other two combinations.
7Labels include ROOT-LABEL, THEME, CAUSE, and NULL.

We assign the NULL label to edges which aren’t in the gold data.

label distribution. Features are pruned by accepting
all features with a score above a certain threshold.

3.4 Reranking Event Structures

When decoding, the parser finds the highest scoring
tree which incorporates global properties of the sen-
tence. However, its features are edge-factored and
thus unable to take into account larger contexts. To
incorporate arbitrary global features, we employ a
two-step reranking parser. For the first step, we ex-
tend our parser to output its n-best parses instead
of just its top scoring parse. In the second step, a
discriminative reranker rescores each parse and re-
orders the n-best list. Rerankers have been success-
fully used in syntactic parsing (Collins, 2000; Char-
niak and Johnson, 2005; Huang, 2008) and semantic
role labeling (Toutanova et al., 2008).

Rerankers provide additional advantages in our
case due to the mismatch between the dependency
structures that the parser operates on and their cor-
responding event structures. We convert the out-
put from the parser to event structures (Section 3.1)
before including them in the reranker. This al-
lows the reranker to capture features over the ac-
tual event structures rather than their original de-
pendency trees which may contain extraneous por-
tions.8 Furthermore, this lets the reranker optimize
the actual BioNLP F1 score. The parser, on the other
hand, attempts to optimize the Labeled Attachment
Score (LAS) between the dependency trees and con-
verted gold dependency trees. LAS is approximate
for two reasons. First, it is much more local than
the BioNLP metric.9 Second, the converted gold de-
pendency trees lose information that doesn’t transfer
to trees (specifically, that event structures are really
multi-DAGs and not trees).

We adapt the maximum entropy reranker from
Charniak and Johnson (2005) by creating a cus-
tomized feature extractor for event structures — in
all other ways, the reranker model is unchanged. We
use the following types of features in the reranker:

• Source: Score and rank of the parse from the
8For instance, event anchors with no arguments could be

proposed by the parser. These event anchors are automatically
dropped by the conversion process.

9As an example, getting an edge label between an anchor
and its argument correct is unimportant if the anchor is missing
other arguments.
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Unreranked Reranked
Decoder(s) R P F1 R P F1
1P 65.6 76.7 70.7 68.0 77.6 72.5
2P 67.4 77.1 71.9 67.9 77.3 72.3
1N 67.5 76.7 71.8 — — —
2N 68.9 77.1 72.7 — — —
1P, 2P, 2N — — — 68.5 78.2 73.1

(a) Gold event anchors

Unreranked Reranked
Decoder(s) R P F1 R P F1
1P 44.7 62.2 52.0 47.8 59.6 53.1
2P 45.9 61.8 52.7 48.4 57.5 52.5
1N 46.0 61.2 52.5 — — —
2N 38.6 66.6 48.8 — — —
1P, 2P, 2N — — — 48.7 59.3 53.5

(b) Predicted event anchors

Table 1: BioNLP recall, precision, and F1 scores of individual decoders and the best decoder combination
on development data with the impact of event anchor detection and reranking. Decoder names include the
features order (1 or 2) followed by the projectivity (P = projective, N = non-projective).

decoder; number of different decoders produc-
ing the parse (when using multiple decoders).

• Event path: Path from each node in the event
tree up to the root. Unlike the Path features
in the parser, these paths are over event struc-
tures, not the syntactic dependency graphs from
the original English sentence. Variations of the
Event path features include whether to include
word forms (e.g., “binds”), types (BINDING),
and/or argument slot names (THEME). We also
include the path length as a feature.

• Event frames: Event anchors with all their ar-
guments and argument slot names.

• Consistency: Similar to the parser Consis-
tency features, but capable of capturing larger
classes of errors (e.g., incorrect number or
types of arguments). We include the number of
violations from four different classes of errors.

To improve performance and robustness, features
are pruned as in Charniak and Johnson (2005): se-
lected features must distinguish a parse with the
highest F1 score in a n-best list, from a parse with a
suboptimal F1 score at least five times.

Rerankers can also be used to perform model
combination (Toutanova et al., 2008; Zhang et al.,
2009; Johnson and Ural, 2010). While we use a sin-
gle parsing model, it has multiple decoders.10 When
combining multiple decoders, we concatenate their
n-best lists and extract the unique parses.

10We only have n-best versions of the projective decoders.
For the non-projective decoders, we use their 1-best parse.

4 Experimental Results

Our experiments use the BioNLP’09 shared task
corpus (Kim et al., 2009) which includes 800
biomedical abstracts (7,449 sentences, 8,597 events)
for training and 150 abstracts (1,450 sentences,
1,809 events) for development. The test set includes
260 abstracts, 2,447 sentences, and 3,182 events.
Throughout our experiments, we report BioNLP F1
scores with approximate span and recursive event
matching (as described in the shared task definition).
For preprocessing, we parsed all documents us-
ing the self-trained biomedical McClosky-Charniak-
Johnson reranking parser (McClosky, 2010). We
bias the anchor detector to favor recall, allowing the
parser and reranker to determine which event an-
chors will ultimately be used. When performing n-
best parsing, n = 50. For parser feature pruning,
α = 0.001.

Table 1a shows the performance of each of the de-
coders when using gold event anchors. In both cases
where n-best decoding is available, the reranker im-
proves performance over the 1-best parsers. We also
present the results from a reranker trained from mul-
tiple decoders which is our highest scoring model.11

In Table 1b, we present the output for the predicted
anchor scenario. In the case of the 2P decoder,
the reranker does not improve performance, though
the drop is minimal. This is because the reranker
chose an unfortunate regularization constant during
crossvalidation, most likely due to the small size of
the training data. In later experiments where more

11Including the 1N decoder as well provided no gains, possi-
bly because its outputs are mostly subsumed by the 2N decoder.
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data is available, the reranker consistently improves
accuracy (McClosky et al., 2011). As before, the
reranker trained from multiple decoders outperforms
unreranked models and reranked single decoders.
All in all, our best model in Table 1a scores 1 F1
point higher than the best system at the BioNLP’09
shared task, and the best model in Table 1b performs
similarly to the best shared task system (Björne et
al., 2009), which also scores 53.5% on development.

We show the effects of each system component
in Table 2. Note how our upper limit is 87.1%
due to our conversion process, which enforces the
tree constraint, drops events spanning sentences, and
performs approximate reconstruction of BINDING

events. Given that state-of-the-art systems on this
task currently perform in the 50-60% range, we are
not troubled by this number as it still allows for
plenty of potential.12 Björne et al. (2009) list 94.7%
as the upper limit for their system. Considering
this relatively large difference, we find the results
in the previous table very encouraging. As in other
BioNLP’09 systems, our performance drops when
switching from gold to predicted anchor informa-
tion. Our decrease is similar to the one seen in
Björne et al. (2009).

To show the potential of reranking, we provide or-
acle reranker scores in Table 3. An oracle reranker
picks the highest scoring parse from the available
parses. We limit the n-best lists to the top k parses
where k ∈ {1, 2, 10,All}. For single decoders,
“All” uses the entire 50-best list. For multiple de-
coders, the n-best lists are concatenated together.
The oracle score with multiple decoders and gold
anchors is only 0.4% lower than our upper limit (see
Table 2). This indicates that parses which could have
achieved that limit were nearly always present. Im-
proving the features in the reranker as well as the
original parsers will help us move closer to the limit.
With predicated anchors, the oracle score is about
13% lower but still shows significant potential.

Our final results on the test set, broken down by
class, are shown in Table 4. As with other systems,
complex events (e.g., REGULATION) prove harder
than simple events. To get a complex event cor-
rect, one must correctly detect and parse all events in

12Additionally, improvements such as document-level pars-
ing and DAG parsing would eliminate the need for much of the
approximate and lossy portions of the conversion process.

AD Parse RR Conv R P F1
X X X 45.9 61.8 52.7
X X X X 48.7 59.3 53.5
G X X 68.9 77.1 72.7
G X X X 68.5 78.2 73.1
G G G X 81.6 93.4 87.1

Table 2: Effect of each major component to the over-
all performance in the development corpus. Compo-
nents shown: AD — event anchor detection; Parse
— best individual parsing model; RR — reranking
multiple parsers; Conv — conversion between the
event and dependency representations. ‘G’ indicates
that gold data was used; ‘X’ indicates that the actual
component was used.

n-best parses considered
Anchors Decoder(s) 1 2 10 All

Gold
1P 70.7 76.6 84.0 85.7
2P 71.8 77.5 84.8 86.2
1P, 2P, 2N — — — 86.7

Predicted
1P 52.0 60.3 69.9 72.5
2P 52.7 60.7 70.1 72.5
1P, 2P, 2N — — — 73.4

Table 3: Oracle reranker BioNLP F1 scores for
our n-best decoders and their combinations before
reranking on the development corpus.

the event subtree allowing small errors to have large
effects. Top systems on this task obtain F1 scores
of 52.0% at the shared task evaluation (Björne et
al., 2009) and 56.3% post evaluation (Miwa et al.,
2010a). However, both systems are tailored to the
biomedical domain (the latter uses multiple syntac-
tic parsers), whereas our system has a design that is
virtually domain independent.

5 Discussion

We believe that the potential of our approach is
higher than what the current experiments show. For
example, the reranker can be used to combine not
only several parsers but also multiple anchor rec-
ognizers. This passes the anchor selection decision
to the reranker, which uses global information not
available to the current anchor recognizer or parser.
Furthermore, our approach can be adapted to parse
event structures in entire documents (instead of in-
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Event Class Count R P F1
Gene Expression 722 68.6 75.8 72.0
Transcription 137 42.3 51.3 46.4
Protein Catabolism 14 64.3 75.0 69.2
Phosphorylation 135 80.0 82.4 81.2
Localization 174 44.8 78.8 57.1
Binding 347 42.9 51.7 46.9
Regulation 291 23.0 36.6 28.3
Positive Regulation 983 28.4 42.5 34.0
Negative Regulation 379 29.3 43.5 35.0
Total 3,182 42.6 56.6 48.6

Table 4: Results in the test set broken by event class;
scores generated with the main official metric of ap-
proximate span and recursive event matching.

dividual sentences) by using a representation with a
unique ROOT node for all event structures in a doc-
ument. This representation has the advantage that
it maintains cross-sentence events (which account
for 5% of BioNLP’09 events), and it allows for
document-level features that model discourse struc-
ture. We plan to explore these ideas in future work.

One current limitation of the proposed model is
that it constrains event structures to map to trees. In
the BioNLP’09 corpus this leads to the removal of
almost 5% of the events, which generate DAGs in-
stead of trees. Local event extraction models (Björne
et al., 2009) do not have this limitation, because
their local decisions are blind to (and hence not
limited by) the global event structure. However,
our approach is agnostic to the actual parsing mod-
els used, so we can easily incorporate models that
can parse DAGs (Sagae and Tsujii, 2008). Addi-
tionally, we are free to incorporate any new tech-
niques from dependency parsing. Parsing using
dual-decomposition (Rush et al., 2010) seems espe-
cially promising in this area.

6 Conclusion

In this paper we proposed a simple approach for the
joint extraction of event structures: we converted
the representation of events and their arguments to
dependency trees with arcs between event anchors
and event arguments, and used a reranking parser to
parse these structures. Despite the fact that our ap-
proach has very little domain-specific engineering,
we obtain competitive results. Most importantly, we

showed that the joint modeling of event structures is
beneficial: our reranker outperforms parsing models
without reranking in five out of the six configura-
tions investigated.
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Abstract 

The automatic extraction of comparative in-

formation is an important text mining 

problem and an area of increasing interest. 

In this paper, we study how to build a 

Korean comparison mining system. Our 

work is composed of two consecutive tasks: 

1) classifying comparative sentences into 

different types and 2) mining comparative 

entities and predicates. We perform various 

experiments to find relevant features and 

learning techniques. As a result, we achieve 

outstanding performance enough for 

practical use.  

1 Introduction 

Almost every day, people are faced with a situation 

that they must decide upon one thing or the other. 

To make better decisions, they probably attempt to 

compare entities that they are interesting in. These 

days, many web search engines are helping people 

look for their interesting entities. It is clear that 

getting information from a large amount of web 

data retrieved by the search engines is a much 

better and easier way than the traditional survey 

methods. However, it is also clear that directly 

reading each document is not a perfect solution. If 

people only have access to a small amount of data, 

they may get a biased point of view. On the other 

hand, investigating large amounts of data is a time-

consuming job. Therefore, a comparison mining 

system, which can automatically provide a 

summary of comparisons between two (or more) 

entities from a large quantity of web documents, 

would be very useful in many areas such as 

marketing.  

We divide our work into two tasks to effectively 

build a comparison mining system. The first task is 

related to a sentence classification problem and the 

second is related to an information extraction 

problem. 

  

Task 1. Classifying comparative sentences into 

one non-comparative class and seven 

comparative classes (or types); 1) Equality, 2) 

Similarity, 3) Difference, 4) Greater or lesser, 5) 

Superlative, 6) Pseudo, and 7) Implicit 

comparisons. The purpose of this task is to 

efficiently perform the following task. 

Task 2. Mining comparative entities and 

predicates taking into account the characteristics 

of each type. For example, from the sentence 

“Stock-X is worth more than stock-Y.” belonging 

to “4) Greater or lesser” type, we extract “stock-

X” as a subject entity (SE), “stock-Y” as an 

object entity (OE), and “worth” as a comparative 

predicate (PR).  

  

These tasks are not easy or simple problems as 

described below.  

  

 Classifying comparative sentences (Task 1): For 

the first task, we extract comparative sentences 

from text documents and then classify the 

extracted comparative sentences into seven 
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comparative types. Our basic idea is a keyword 

search. Since Ha (1999a) categorized dozens of 

Korean comparative keywords, we easily build an 

initial keyword set as follows: 

  

▪ Кling = {“같 ([gat]: same)”, “보다 ([bo-da]: than)”, 

“가장 ([ga-jang]: most)”, …}  

  

In addition, we easily match each of these 

keywords to a particular type anchored to Ha‟s 

research, e.g., “같 ([gat]: same)” to “1) Equality”, 

“보다 ([bo-da]: than)” to “4) Greater or lesser”. 

However, any method that depends on just these 

linguistic-based keywords has obvious limitations 

as follows: 

  

1)  Кling is insufficient to cover all of the actual 

comparison expressions. 

2) There are many non-comparative sentences 

that contain some elements of Кling. 

3) There is no one-to-one relationship between 

keyword types and sentence types. 

  

Mining comparative entities and predicates 

(Task 2): Our basic idea for the second task is 

selecting candidates first and finding answers from 

the candidates later. We regard each of noun words 

as a candidate for SE/OE, and each of adjective (or 

verb) words as a candidate for PR. However, this 

candidate detection has serious problems as 

follows:  

  

4) There are many actual SEs, OEs, and PRs that 

consist of multiple words. 

5) There are many sentences with no OE, 

especially among superlative sentences. It 

means that the ellipsis is frequently occurred in 

superlative sentences. 

  

We focus on solving the above five problems. 

We perform various experiments to find relevant 

features and proper machine learning techniques. 

The final experimental results in 5-fold cross 

validation show the overall accuracy of 88.59% for 

the first task and the overall accuracy of 86.81% 

for the second task. 

The remainder of the paper is organized as 

follows. Section 2 briefly introduces related work. 

Section 3 and Section 4 describe our first task and 

second task in detail, respectively. Section 5 

reports our experimental results and finally Section 

6 concludes. 

2 Related Work 

Linguistic researchers focus on defining the syntax 

and semantics of comparative constructs. Ha 

(1999a; 1999b) classified the structures of Korean 

comparative sentences into several classes and 

arranged comparison-bearing words from a 

linguistic perspective. Since he summarized the 

modern Korean comparative studies, his research 

helps us have a linguistic point of view. We also 

refer to Jeong (2000) and Oh (2004). Jeong 

classified adjective superlatives using certain 

measures, and Oh discussed the gradability of 

comparatives. 

In computer engineering, we found five previous 

studies related to comparison mining. Jindal and 

Liu (2006a; 2006b) studied to mine comparative 

relations from English text documents. They used 

comparative and superlative POS tags, and some 

additional keywords. Their methods applied Class 

Sequential Rules and Label Sequential Rules. 

Yang and Ko (2009; 2011) studied to extract 

comparative sentences in Korean text documents. 

Li et al. (2010) studied to mine comparable entities 

from English comparative questions that users 

posted online. They focused on finding a set of 

comparable entities given a user‟s input entity.  

Opinion mining is also related to our work 

because many comparative sentences also contain 

the speaker‟s opinion/sentiment. Lee et al. (2008) 

surveyed various techniques that have been 

developed for the key tasks of opinion mining. 

Kim and Hovy (2006) introduced a methodology 

for analyzing judgment opinion. Riloff and Wiebe 

(2003) presented a bootstrapping process that 

learns linguistically rich extraction patterns for 

subjective expressions.  

In this study, three learning techniques are 

employed: the maximum entropy method (MEM) 

as a representative probabilistic model, the support 

vector machine (SVM) as a kernel model, and 

transformation-based learning (TBL) as a rule-

based model. Berger et al. (1996) presented a 

Maximum Entropy Approach to natural language 

processing. Joachims (1998) introduced SVM for 

text classification. Various TBL studies have been 

performed. Brill (1992; 1995) first introduced TBL 

and presented a case study on part-of-speech 
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tagging. Ramshaw and Marcus (1995) applied 

TBL for locating chunks in tagged texts. Black and 

Vasilakopoulos (2002) used a modified TBL 

technique for Named Entity Recognition.  

3 Classifying Comparative Sentences 

(Task 1) 

We first classify the sentences into comparatives 

and non-comparatives by extracting only 

comparatives from text documents. Then we 

classify the comparatives into seven types.  

3.1 Extracting comparative sentences from 

text documents 

Our strategy is to first detect Comparative 

Sentence candidates (CS-candidates), and then 

eliminate non-comparative sentences from the 

candidates. As mentioned in the introduction 

section, we easily construct a linguistic-based 

keyword set, Кling. However, we observe that Кling 

is not enough to capture all the actual comparison 

expressions. Hence, we build a comparison lexicon 

as follows: 

  

▪ Comparison Lexicon = Кling U {Additional 

keywords that are frequently used for actual 

comparative expressions} 

  

This lexicon is composed of three parts. The first 

part includes the elements of Кling and their 

synonyms. The second part consists of idioms. For 

example, an idiom “X 가 먼저 웃었다 [X-ga meon-jeo 

u-seot-da]” commonly means “The winner is X” 

while it literally means “X laughed first”. The last 

part consists of long-distance-words sequences, 

e.g., “<X 는 [X-neun], 지만 [ji-man], Y 는 [Y-neun], 다 

[da]>”. This sequence means that the sentence is 

formed as < S(X) + V + but + S(Y) + V > in 

English (S: subject phrase; V: verb phrase; X, Y: 

proper nouns). We could regard a word, “지만 ([ji-

man]: but),” as a single keyword. However, this 

word also captures numerous non-comparative 

sentences. Namely, the precision value can fall too 

much due to this word. By using long-distance-

words sequences instead of single keywords, we 

can keep the precision value from dropping 

seriously low. 

The comparison lexicon finally has a total of 

177 elements. We call each element “CK” 

hereafter. Note that our lexicon does not include 

comparative/superlative POS tags. Unlike English, 

there is no Korean comparative/superlative POS 

tag from POS tagger commonly. Our lexicon 

covers 95.96% of the comparative sentences in our 

corpus. It means that we successfully defined a 

comparison lexicon for CS-candidate detection. 

However, the lexicon shows a relatively low 

precision of 68.39%. While detecting CS-

candidates, the lexicon also captures many non-

comparative sentences, e.g., following Ex1: 

   

▪ Ex1. “내일은 주식이 오를 것 같다.” ([nai-il-eun ju-

sik-i o-reul-geot gat-da]: I think stock price will 

rise tomorrow.)  

  

This sentence is a non-comparative sentence even 

though it contains a CK, “같[gat].” This CK 

generally means “same,” but it often expresses 

“conjecture.” Since it is an adjective in both cases, 

it is difficult to distinguish the difference. 

To effectively filter out non-comparative 

sentences from CS-candidates, we use the 

sequences of “continuous POS tags within a radius 

of 3 words from each CK” as features. Each word 

in the sequence is replaced with its POS tag in 

order to reflect various expressions. However, as 

CKs play the most important role, they are 

represented as a combination of their lexicalization 

and POS tag, e.g., “같/pa
1
.” Finally, the feature has 

the form of “X  y” (“X” means a sequence and 

“y” means a class; y1: comparative, y2: non-

comparative). For instance, “<pv etm nbn 같/pa ef 

sf
2

 > y2” is one of the features from Ex1 

sentence. Finally, we achieved an f1-score of 

90.23% using SVM. 

3.2 Classifying comparative sentences into 

seven types 

As we extract comparative sentences successfully, 

the next step is to classify the comparatives into 

different types. We define seven comparative types 

and then employ TBL for comparative sentence 

classification.  

We first define six broad comparative types 

based on modern Korean linguistics: 1) Equality, 

2) Similarity, 3) Difference, 4) Greater or lesser, 

5) Superlative, 6) Pseudo comparisons. The first 

five types can be understood intuitively, whereas 

                                                           
1 The POS tag “pa” means “the stem of an adjective”.  
2 The labels such as “pv”, “etm” are Korean POS Tags.  
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the sixth type needs more explanation. “6) Pseudo” 

comparison includes comparative sentences that 

compare two (or more) properties of one entity 

such as “Smartphone-X is a computer rather than a 

phone.” This type of sentence is often classified 

into “4) Greater or lesser.” However, since this 

paper focuses on comparisons between different 

entities, we separate “6) Pseudo” type from “4) 

Greater or lesser” type.  

The seventh type is “7) Implicit” comparison.  It 

is added with the goal of covering literally 

“implicit” comparisons. For example, the sentence 

“Shopping Mall X guarantees no fee full refund, 

but Shopping Mall Y requires refund-fee” does not 

directly compare two shopping malls. It implicitly 

gives a hint that X is more beneficial to use than Y. 

It can be considered as a non-comparative sentence 

from a linguistic point of view. However, we 

conclude that this kind of sentence is as important 

as the other explicit comparisons from an 

engineering point of view.  

After defining the seven comparative types, we 

simply match each sentences to a particular type 

based on the CK types; e.g., a sentence which 

contains the word “가장 ([ga-jang]: most)” is 

matched to “Superlative” type. However, a method 

that uses just the CK information has a serious 

problem. For example, although we easily match 

the CK “보다 ([bo-da]: than)” to “Greater or lesser” 

without doubt, we observe that the type of CK 

itself does not guarantee the correct type of the 

sentence as we can see in the following three 

sentences: 

  

▪ Ex2. “X 의 품질은 Y 보다 좋지도 나쁘지도 않다.” ([X-

eui pum-jil-eun Y-bo-da jo-chi-do na-ppeu-ji-do an-

ta]: The quality of X is neither better nor worse 

than that of Y.)  It can be interpreted as “The 

quality of X is similar to that of Y.” (Similarity) 

▪ Ex3. “X 가 Y 보다 품질이 좋다.” ([X-ga Y-bo-da pum-

jil-I jo-ta]:  The quality of X is better than that of 

Y.)   It is consistent with the CK type 

(Greater or lesser) 

▪ Ex4. “X 는 다른 어떤 카메라보다 품질이 좋다.” ([X-

neun  da-reun eo-tteon ka-me-ra-bo-da pum-jil-i  jo-

ta]: X is better than any other cameras in 

quality.)  It can be interpreted as “X is the 

best camera in quality.” (Superlative) 

   

If we only rely on the CK type, we should label the 

above three sentences as “Greater or lesser”. 

However, each of these three sentences belongs to 

a different type. This fact addresses that many CKs 

could have an ambiguity problem just like the CK 

of “보다 ([bo-da]: than).”  

To solve this ambiguity problem, we employ 

TBL. We first roughly annotate the type of 

sentences using the type of CK itself. After this 

initial annotating, TBL generates a set of error-

driven transformation rules, and then a scoring 

function ranks the rules. We define our scoring 

function as Equation (1): 

  

Score(ri) = Ci - Ei                      (1) 

  

Here, ri is the i-th transformation rule, Ci is the 

number of corrected sentences after ri is applied, 

and Ei is the number of the opposite case. The 

ranking process is executed iteratively. The 

iterations stop when the scoring function reaches a 

certain threshold. We finally set up the threshold 

value as 1 after tuning. This means that we use 

only the rules whose score is 2 or more. 

4 Mining Comparative Entities and 

Predicates (Task 2) 

This section explains how to extract comparative 

entities and predicates. Our strategy is to first 

detect Comparative Element candidates (CE-

candidates), and then choose the answer among the 

candidates.  

In this paper, we only present the results of two 

types: “Greater or lesser” and “Superlative.” As 

we will see in the experiment section, these two 

types cover 65.8% of whole comparative sentences. 

We are still studying the other five types and plan 

to report their results soon. 

4.1 Comparative elements 

We extract three kinds of comparative elements in 

this paper: SE, OE and PR 

  

▪ Ex5. “X 파이가 Y 파이보다 싸고 맛있다.” ([X-pa-i-ga 

Y-pa-i-bo-da ssa-go mas-it-da]: Pie X is cheaper 

and more delicious than Pie Y.) 

▪ Ex6. “대선 후보들 중 Z 가 가장 믿음직하다.” ([dai-

seon hu-bo-deul jung Z-ga ga-jang mit-eum-jik-

ha-da]: “Z is the most trustworthy among the 

presidential candidates.”) 
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In Ex5 sentence, “X 파이 (Pie X)” is a SE, “Y 파이 

(Pie Y)” is an OE, and “싸고 맛있다 (cheaper and 

more delicious)” is a PR. In Ex6 sentence, “Z” is a 

SE, “대선 후보들 (the presidential candidates)” is an 

OE, and “믿음직하다 (trustworthy)” is a PR.  

Note that comparative elements are not limited 

to just one word. For example, “싸고 맛있다 

(cheaper and more delicious)” and “대선 후보들 (the 

presidential candidates)” are composed of multiple 

words. After investigating numerous actual 

comparison expressions, we conclude that SEs, 

OEs, and PRs should not be limited to a single 

word.  It can miss a considerable amount of 

important information to restrict comparative 

elements to only one word. Hence, we define as 

follows: 

  

▪ Comparative elements (SE, OE, and PR) are 

composed of one or more consecutive words. 

  

It should also be noted that a number of superlative 

sentences are expressed without OE. In our corpus, 

the percentage of the Superlative sentences without 

any OE is close to 70%. Hence, we define as 

follows: 

  

▪ OEs can be omitted in the Superlative sentences. 

  

4.2 Detecting CE-candidates 

As comparative elements are allowed to have 

multiple words, we need some preprocessing steps 

for easy detection of CE-candidates. We thus apply 

some simplification processes. Through the 

simplification processes, we represent potential 

SEs/OEs as one “N” and potential PRs as one “P”. 

The following process is one of the simplification 

processes for making “N” 

  

- Change each noun (or each noun compound) to 

a symbol “N”. 

  

And, the following two example processes are for 

“P”. 

  

- Change “pa (adjective)” and “pv (verb)” to a 

symbol “P”. 

- Change “P + ecc (a suffix whose meaning is 

“and”) + P” to one “P”, e.g., “cheaper and 

more delicious” is tagged as one “P”. 

  

In addition to the above examples, several 

processes are performed. We regard all the “N”s as 

CE-candidates for SE/OE and all the “P”s as CE-

candidates for PR. It is possible that a more 

analytic method is used instead of this 

simplification task, e.g., by a syntactic parser. We 

leave this to our future work.  

4.3 Finding final answers  

We now generate features. The patterns that 

consist of POS tags, CKs, and “P”/“N” sequences 

within a radius of 4 POS tags from each “N” or 

“P” are considered as features.  

  

Original  

sentence 

“X 파이가 Y 파이보다 싸고 맛있다.” 

(Pie X is cheaper and more 

delicious than Pie Y.) 

After POS 

tagging 

X 파이/nq + 가/jcs + Y 파이/nq + 

보다/jca + 싸/pa + 고/ecc + 맛있/pa + 

다/ef +./sf 

After 

simplification 

process 

X 파이/N(SE) + 가/jcs +  

Y 파이/N(OE) + 보다/jca + 

싸고맛있다/P(PR) + ./sf 

Patterns for  

SE  
<N(SE), jcs, N, 보다/jca,P>, …, 

<N(SE), jcs> 

Patterns for 

OE  

<N, jcs, N(OE), 보다/jca,P, sf>, …, 

<N(OE), 보다/jca > 

Patterns for  

PR  
<N, jcs, N, 보다/jca,P(PR), sf>, …, 

<P(PR), sf> 

  

Table 1: Feature examples for mining comparative 

elements 
  

Table 1 lists some examples. Since the CKs play 

an important role, they are represented as a 

combination of their lexicalization and POS tag. 

After feature generation, we calculate each 

probability value of all CE-candidates using SVM. 

For example, if a sentence has three “P”s, one “P” 

with the highest probability value is selected as the 

answer PR. 

5 Experimental Evaluation  

5.1 Experimental Settings 

The experiments are conducted on 7,384 sentences 

collected from the web by three trained human 

labelers. Firstly, two labelers annotated the corpus. 

A Kappa value of 0.85 showed that it was safe to 

say that the two labelers agreed in their judgments. 
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Secondly, the third labeler annotated the 

conflicting part of the corpus. All three labelers 

discussed any conflict, and finally reached an 

agreement. Table 2 lists the distribution of the 

corpus. 

  
Comparative  

Types 

Sentence 

Portion 

Non-comparative: 5,001 (67.7%) 

Comparative: 2,383 (32.3%) 

Total (Corpus) 7,384 (100%) 

Among  

Comparative 

Sentences 

 

1) Equality 3.6% 

2) Similarity 7.2% 

3) Difference 4.8% 

4) Greater or lesser 54.5% 

5) Superlative 11.3% 

6) Pseudo  1.3% 

7) Implicit 17.5% 

Total (Comparative) 100% 

  

Table 2: Distribution of the corpus 

  

5.2 Classifying comparative sentences  

Our experimental results for Task 1 showed an f1-

score of 90.23% in extracting comparative 

sentences from text documents and an accuracy of 

81.67% in classifying the comparative sentences 

into seven comparative types.  

The integrated results showed an accuracy of 

88.59%. Non-comparative sentences were regarded 

as an eighth comparative type in this integrated 

result. It means that we classify entire sentences 

into eight types (seven comparative types and one 

non-comparative type). 

5.2.1   Extracting comparative sentences. 

Before evaluating our proposed method for 

comparative sentence extraction, we conducted 

four experiments with all of the lexical unigrams 

and bigrams using MEM and SVM. Among these 

four cases, SVM with lexical unigrams showed the 

highest performance, an f1-score of 79.49%. We 

regard this score as our baseline performance.  

Next, we did experiments using all of the 

continuous lexical sequences and using all of the 

POS tags sequences within a radius of n words 

from each CK as features (n=1,2,3,4,5). Among 

these ten cases, “the POS tags sequences within a 

radius of 3” showed the best performance. Besides, 

as SVM showed the better performance than MEM 

in overall experiments, we employ SVM as our 

proposed learning technique. Table 3 summarizes 

the overall results. 

  
Systems Precision Recall F1-score 

baseline 87.86 72.57 79.49 

comparison lexicon 

only 
68.39 95.96 79.87 

comparison lexicon  

& SVM  

(proposed) 

92.24 88.31 90.23 

  

Table 3: Final results in comparative sentence 

extraction (%) 
  

As given above, we successfully detected CS-

candidates with considerably high recall by using 

the comparison lexicon. We also successfully 

filtered the candidates with high precision while 

still preserving high recall by applying machine 

learning technique. Finally, we could achieve an 

outstanding performance, an f1-score of 90.23%. 

5.2.2   Classifying comparative sentences into 

seven types. 

Like the previous comparative sentence extraction 

task, we also conducted experiments for type 

classification using the same features (continuous 

POS tags sequences within a radius of 3 words 

from each CK) and the same learning technique 

(SVM). Here, we achieved an accuracy of 73.64%. 

We regard this score as our baseline performance.  

Next, we tested a completely different technique, 

the TBL method. TBL is well-known to be 

relatively strong in sparse problems. We observed 

that the performance of type classification can be 

influenced by very subtle differences in many 

cases. Hence, we think that an error-driven 

approach can perform well in comparative type 

classification. Experimental results showed that 

TBL actually performed better than SVM or MEM.  

In the first step, we roughly annotated the type 

of a sentence using the type of the CK itself. Then, 

we generated error-driven transformation rules 

from the incorrectly annotated sentences. 

Transformation templates we defined are given in 

Table 4. Numerous transformation rules were 

generated on the basis of the templates. For 

example, “Change the type of the current sentence 

from “Greater or lesser” to “Superlative” if this 

sentence holds the CK of “보다 ([bo-da]: than)”, 
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and the second preceding word of the CK is tagged 

as mm” is a transformation rule generated by the 

third template. 

  
Change the type of the current sentence from x to y if 

this sentence holds the CK of k, and … 

1. the preceding word of k is tagged z. 

2. the following word of k is tagged z. 

3. the second preceding word of k is tagged z. 

4. the second following word of k is tagged z. 

5. the preceding word of k is tagged z, and the 

following word of k is tagged w. 

6. the preceding word of k is tagged z, and the 

second preceding word of k is tagged w. 

7. the following word of k is tagged z, and the 

second following word of k is tagged w. 

  

Table 4: Transformation templates 
  

For evaluation of threshold values, we 

performed experiments with three options as given 

in Table 5.  

  

Threshold 0 1 2 

Accuracy 79.99 81.67 80.04 

  

Table 5: Evaluation of threshold option (%); 
Threshold n means that the learning iterations continues while 

Ci-Ei ≥ n+1 

  

We achieved the best performance with the 

threshold option 1. Finally, we classified 

comparative sentences into seven types using TBL 

with an accuracy of 81.67%.  

5.2.3   Integrated results of Task 1 

We sum up our proposed method for Task 1 as two 

steps as follows; 

  

 1) The comparison lexicon detects CS-candidates 

in text documents, and then SVM eliminates 

the non-comparative sentences from the 

candidates. Thus, all of the sentences are 

divided into two classes: a comparative class 

and a non-comparative class. 

 2) TBL then classifies the sentences placed in the 

comparative class in the previous step into 

seven comparative types.  

  

The integrated results showed an overall accuracy 

of 88.59% for the eight-type classification. To 

evaluate the effectiveness of our two-step 

processing, we performed one-step processing 

experiments using SVM and TBL. Table 6 shows a 

comparison of the results.  

  

Processing Accuracy 

One-step 

processing 

(classifying eight 

types at a time) 

comparison 

lexicon & SVM 
75.64 

comparison 

lexicon & TBL 
72.49 

Two-step processing  

(proposed) 
88.59 

  

Table 6: Integrated results for Task 1 (%) 
  

As shown above, Task 1 was successfully divided 

into two steps.  

5.3 Mining comparative entities and 

predicates 

For the mining task of comparative entities and 

predicates, we used 460 comparative sentences 

(Greater or lesser: 300, Superlative: 160). As 

previously mentioned, we allowed multiple-word 

comparative elements. Table 7 lists the portion of 

multiple-word comparative elements.  

  

Multi-word rate SE OE PR 

Greater or lesser 30.0 31.3 8.3 

Superlative 24.4 
9.4 

(32.6) 
8.1 

  

Table 7: Portion (%) of multiple-word comparative 

elements 
   

As given above, each multiple-word portion, 

especially in SEs and OEs, is quite high. This fact 

proves that it is absolutely necessary to allow 

multiple-word comparative elements. Relatively 

lower rate of 9.4% in Superlative-OEs is caused by 

a number of omitted OEs. If sentences that do not 

have any OEs are excluded, the portion of 

multiple-words becomes 32.6% as written in 

parentheses. 

Table 8 shows the effectiveness of simplification 

processes. We calculated the error rates of CE-

candidate detection before and after simplification 

processes.  
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Simplification 

processes 
SE OE PR 

Greater or 

lesser 

Before 34.7 39.3 10.0 

After 4.7 8.0 1.7 

Superlative 

Before 26.3 
85.0 

(38.9) 
9.4 

After 1.9 
75.6 

(6.3) 
1.3 

  

Table 8: Error rate (%) in CE-candidate detection 
  

Here, the first value of 34.7% means that the real 

SEs of 104 sentences (among total 300 Greater or 

lesser sentences) were not detected by CE-

candidate detection before simplification processes. 

After the processes, the error rate decreased to 

4.7%. The significant differences between before 

and after indicate that we successfully detect CE-

candidates through the simplification processes. 

Although the Superlative-OEs still show the 

seriously high rate of 75.6%, it is also caused by a 

number of omitted OEs. If sentences that do not 

have any OEs are excluded, the error rate is only 

6.3% as written in parentheses.  

The final results for Task 2 are reported in Table 

9. We calculated each probability of CE-candidates 

using MEM and SVM. Both MEM and SVM 

showed outstanding performance; there was no 

significant difference between the two machine 

learning methods (SVM and MEM). Hence, we 

only report the results of SVM. Note that many 

sentences do not contain any OE. To identify such 

sentences, if SVM tagged every “N” in a sentence 

as “not OE”, we tagged the sentence as “no OE”.  

  

Final Results SE OE PR 

Greater or lesser 86.00 89.67 92.67 

Superlative 84.38 71.25 90.00 

Total 85.43 83.26 91.74 

  

Table 9: Final results of Task 2 (Accuracy, %) 
  

As shown above, we successfully extracted the 

comparative entities and predicates with 

outstanding performance, an overall accuracy of 

86.81%.  

6 Conclusions and Future Work 

This paper has studied a Korean comparison 

mining system. Our proposed system achieved an 

accuracy of 88.59% for classifying comparative 

sentences into eight types (one non-comparative 

type and seven comparative types), and an 

accuracy of 86.81% for mining comparative 

entities and predicates. These results demonstrated 

that our proposed method could be used effectively 

in practical applications. Since the comparison 

mining is an area of increasing interest around the 

world, our study can contribute greatly to text 

mining research. 

In our future work, we have the following plans. 

Our first plan is to complete the mining process on 

all the types of sentences. The second one is to 

conduct more experiments for obtaining better 

performance. The final one is about an integrated 

system. Since we perform Task 1 and Task 2 

separately, we need to build an end-to-end system.  
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