




Sentences Phenomena Count
There is a long red bus. Con 3
There are at least three men. Num 32
All windows are closed. Q 53
Every green tree is tall. Q 18
A man is wearing a hat. Rel 12
No umbrella is colorful. Neg 197
There is a train which is not red. Neg 6
There are two cups or three cups. Con, Num 5
All hairs are black or brown. Con, Q 46
A gray or black pole has two signs. Con, Num, Rel 6
Three cars are not red. Num, Neg 28
All women wear a hat. Q, Rel 2
A man is not walking on a street. Rel, Neg 76
A clock on a tower is not black. Rel, Neg 7
Two women aren’t having black hair. Num, Rel, Neg 10
Every man isn’t eating anything. Q, Rel, Neg 67

Table 4: Examples of query sentences In x4.1; Count
shows the number of images describing situations un-
der which each sentence is true.

replacing hobji , hattr i and hrel i in the templates
with them. As a result, we obtained 37 semanti-
cally complex queries as shown in Table 4. To as-
sign correct images to each query, two annotators
judged whether each of the test images entails the
query sentence. If the two judgments disagreed,
the first author decided the correct label.

In the experiment using GRIM, we adopted the
same procedure to create a test dataset and ob-
tained 19 query sentences and 194 images.

One of the issues in this dataset is that annotated
FOL structures contain only spatial relations such
as next to and near; to handle queries containing
general relations such as play and sing, our sys-
tem needs to utilize annotated captions (x3.3). To
evaluate if our system can effectively extract infor-
mation from captions, we split Rel of above lin-
guistic phenomena into spatial relation (Spa-Rel;
relations about spatial information) and general re-
lation (Gen-Rel; other relations), and report the
scores separately in terms of these categories.

4.1 Experimental Results on Visual Genome

Firstly, we evaluate the performance in terms of
our Graph translator’s conversion algorithm. As
described in x3.1, there are two translation algo-
rithms; simple one that conjunctively enumerates
all relation in a graph (SIMPLE in the following),
and one that selectively employs translation based
on Predicate Circumscription (HYBRID).

Table 5 shows image retrieval scores per lin-
guistic phenomenon, macro averages of F1 scores
of queries labeled with the respective phenomena.

Phenomena (#) SIMPLE HYBRID

Con (17) 36.40 41.66
Num (9) 43.07 45.45

Q (9) 8.59 28.18
Rel (11) 25.13 35.10
Neg (11) 66.38 73.39

Table 5: Experimental results on Visual Genome (F1).
“#” stands for the number of query sentences catego-
rized into that phenomenon.

HYBRID shows better performance for all phe-
nomena than SIMPLE one, improving by 19.59%
on Q, 9.97% on Rel and 7.01% on Neg, over SIM-
PLE, suggesting that the proposed complex trans-
lation is useful for inference using semantically
complex sentences including quantifier and nega-
tion. Figure 3 shows retrieved results for a query
(a) Every green tree is tall and (b) No umbrella is
colorful, each containing universal quantifier and
negation, respectively. Our system successfully
performs inference on these queries, returning the
correct images, while excluding wrong ones (note
that the third picture in (a) contains short trees).

(a) Every green tree is tall.

(b) No umbrella is colorful.

Figure 3: Predicted images of our system; Images in
green entail the queries, while those in red do not.

Error Analysis: One of the reasons for the
lower F1 of Q is the gap of annotation rule be-
tween Visual Genome and our test set. Quan-
tifiers in natural language often involve vague-
ness (Pezzelle et al., 2018). for example, the in-
terpretation of everyone depends on what counts
as an entity in the domain. Difficulties in fixing
the interpretation of quantifiers caused the lower
performance.

The low F1 in Rel is primarily due to lexical
gaps between formulas of a query and an image.
For example, sentences All women wear a hat and
All women have a hat are the same in their mean-
ing. However, if a scene graph contains only wear
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relation, our system can handle the former query,
while not the other. In future work, we will ex-
tend our system with a knowledge insertion mech-
anism (Martı́nez-Gómez et al., 2017).

4.2 Experimental Results on GRIM

We test our system on GRIM dataset. As noted
above, the main issue on this dataset is the lack of
relations other than spatial ones. We evaluate if
our system can be enhanced using the information
contained in captions. The F1 scores of the Hybrid
system with captions are the same with the one
without captions on the sets except for Gen-Rel;3
on the subset, the F1 score of the former improves
by 60% compared to the latter, which suggests that
captions can be integrated into FOL structures for
the improved performance.

5 Conclusion

We have proposed a logic-based system to achieve
advanced visual-textual inference, demonstrating
the importance of building a framework for rep-
resenting the richer semantic content of texts and
images. In the experiment, we have shown that our
CCG-based pipeline system, consisting of graph
translator, semantic parser and inference engine,
can perform visual-textual inference with seman-
tically complex sentences, without requiring any
supervised data.
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