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Classi�er optimization and ombination in the English all wordstask.V�eronique Hoste and Anne Kool and Walter DaelemansCNTS - Language Tehnology GroupUniversity of AntwerpUniversiteitsplein 1, 2610 Wilrijkhoste�uia.ua.a.be, kool�uia.ua.a.be, daelem�uia.ua.a.beAbstratWe report on the use of mahine learning teh-niques for word sense disambiguation in theEnglish all words task of SENSEVAL2. Thetask was to automatially assign the appropri-ate sense to a possibly ambiguous word formgiven its ontext. A \word expert" approahwas adopted, leading to a set of lassi�ers, eahspeialized in one single word form-POS ombi-nation. Experts onsist of multiple lassi�erstrained on Semor using two types of learn-ing tehniques, viz. memory-based learning andrule-indution. Through optimization by ross-validation of the individual lassi�ers and thevoting sheme for ombining them, the bestpossible word expert was determined. Resultsshow that espeially memory-based learning ina word-expert approah is a feasible method forunrestrited word-sense disambiguation, evenwith limited training data.1 IntrodutionWe report on the use of mahine learning,espeially memory-based learning and lassi-�er ombination, for word sense disambiguation(WSD) in the English all words task of SEN-SEVAL2. WSD an be desribed as the prob-lem of assigning the appropriate sense to a givenword in a given ontext. Mahine learning teh-niques show state-of-the-art auray on WSD,e.g. memory-based learning (Ng and Lee, 1996;Veenstra et al., 2000), deision lists (Yarowsky,2000), and ombination methods (Esudero etal., 2000).Results of the �rst SENSEVAL exerise forEnglish (Killgarri� and Rosenzweig, 2000), inwhih only a restrited set of words had to bedisambiguated, showed that supervised learn-ing systems outperform unsupervised ones, evenwhen little orpus training material was avail-

able. In our submission to SENSEVAL2, we in-vestigated whether the supervised learning ap-proah an be saled to the all-words task. As abak-o� for word-tag pairs for whih no or notenough training data was available, we used themost frequent sense in the WordNet1.7 senselexion (Fellbaum, 1998) as default lassi�er inthe disambiguation proess. Sense disambigua-tion was mainly performed by a memory-basedlearning lassi�er. Also the use of rule indu-tion was explored. Furthermore, the outputs ofthese di�erent lassi�ers were ombined in orderto study the usefulness of di�erent voting strate-gies. Results show that all lassi�ers outperformthe WordNet baseline and that memory-basedlearning ompares favorably to rule indutionand di�erent voting strategies.In the remainder of this paper, we �rst out-line the sense-disambiguation arhiteture usedin the experiments, and disuss the word ex-pert approah and the optimization proedure.Then we report on the generalization aurayahieved for the SENSEVAL2 test data.2 Experimental Setup2.1 PreproessingIn the experiments, the Semor orpus inludedin WordNet1.6 was used as training orpus. Inthe orpus, every word is linked to its appropri-ate sense in the lexion. Texts that were usedto reate the semanti onordanes were ex-trated from the Brown Corpus and then linkedto senses in the WordNet lexion. The trainingorpus onsists of 409,990 wordforms, of whih190,481 are sense-tagged. For eah word formin the orpus, a lemma and a part of speeh isgiven.The test data in the English all words taskonsist of three artiles on di�erent topis, withat total of 2,473 words to be sense-tagged. For
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Figure 1: Disambiguation proess.both the training and the test orpus, only theword forms were used and tokenization, lemma-tization and POS-tagging were done with ourown software. For the part of speeh tagging,the memory-based tagger MBT (Daelemans etal., 1996), trained on the Wall Street Journalorpus1, was used. On the basis of word andPOS information, lemmatization was done2.2.2 Word expertsAfter the preproessing stage, WordNet1.7 wasused to guide the sense disambiguation pro-ess. For every ombination of a word form anda POS, WordNet was onsulted to determinewhether this ombination had one or more pos-sible senses. In ase of only one possible sense(about 20% of the test words), the appropriateWordNet sense was assigned. In ase of morepossible senses, a threshold of 11 ourrenesin the Semor training data was determined.For all words below this threshold, the mostfrequent sense aording to WordNet was as-signed as sense-tag. For the other words, whihrepresent more than 60% of the word forms tobe sense-tagged, word experts were built foreah word form-POS ombination, leading to568 word experts for the SENSEVAL2 test data.These word experts onsist of di�erenttrained subomponents (see Figure 1) whih1ACL Data Colletion Initiative CD-Rom 1, Septem-ber 19912With a memory-based lemmatizer trained by Antalvan den Bosh, see http://ilk.kub.nl/

make use of di�erent knowledge.The �rst subomponent is trained us-ing TiMBL, a pakage ontaining severalmemory-based learning algorithms and metris(Daelemans et al., 2000). It takes as inputa vetor representing the loal ontext of thefous word in a window of three word forms tothe left and three to the right. For the fousword, also the lemma and POS are provided.For the ontext word forms, POS information isgiven. E.g., the following is a training instane:many JJ times NNS , , yet yet RB onIN eah JJ oasion NN yet%4:02:02::.During training, those instanes are stored inmemory and during sense-tagging, the instanemost similar to that of the ambiguous wordand its ontext is seleted and the assoiatedlass is returned as sense-tag.A seond subomponent of eah word ex-pert trained with TiMBL is trained with in-formation about possible disambiguating on-tent keywords in a ontext of three sentenes.The method used to extrat these keywords foreah sense is based on the work of (Ng andLee, 1996). They determine the probability ofa sense s of a fous word f given keyword k bydividing Ns;klo (the number of ourrenes ofa possible loal ontext keyword k with a par-tiular fous word-POS ombination w with apartiular sense s) by Nklo (the number of o-urrenes of a possible loal ontext keywordklo with a partiular fous word-POS ombi-



nation w ignoring its sense). In addition, wealso took into aount the frequeny of a pos-sible keyword in the omplete training orpusNkorp.p(sjk) = Ns;kloNklo � ( 1Nkorp )A word is a keyword for a given sense if (i) theword ours more than M1 times in that senses, where M1 is a prede�ned minimum numberof times and if (ii) p(sjk) �M2 for that sense s,where M2 is some prede�ned minimum proba-bility. Due to time restritions M1 was not op-timized by ross-validation, but arbitrarily setto 3 and M2 to 0.001.In addition to the keyword information ex-trated from the loal ontext of the fous word,possible disambiguating ontent words were alsoextrated from the examples that aompanythe di�erent sense de�nitions for a given fousword in WordNet. For eah ombination of aword form, POS and sense, all ontent wordswere extrated and added to the input vetorof the memory-based learner. Both the ontex-tual keywords and the example keywords wererepresented as binary features, with a value of1 when the keyword was present in the exampleand 0 if not3.The third subomponent of eah word expertwas trained with Ripper (Cohen, 1995), a rulelearning algorithm, allowing both single-valuedand set-valued attributes. In our disambigua-tion task, the ripper input vetor ontained lo-al ontext feature values (as the �rst TiMBL),and a set-valued feature with all ontent wordsin a ontext of three sentenes.3 Optimization and VotingIn order to improve the preditions of the dif-ferent single learning algorithms, algorithm pa-rameter optimization was performed where pos-sible. Furthermore, the possible gain in au-ray of di�erent voting strategies was explored.3.1 OptimizationFor the �rst TiMBL memory-based learner,bakward sequential seletion (BSS) (Aha and3Sine no length limitations were taken into aountwhen building these vetors, they ould grow very large.Therefore, a version of TiMBL was used that is opti-mized for sparse binary features, and allows a positionalrepresentation of the ative keywords rather than a bi-nary one, written by Jakub Zavrel.

Bankert, 1994) was performed for eah wordform-POS ombination. BSS starts from theomplete feature set and generates in eah iter-ation new subsets by disarding a feature. Thefeature string with the best performane is re-tained. Furthermore, the use of di�erent fea-ture weighting possibilities was explored, viz.gain ratio weighting, information gain weight-ing, hi-squared weighting and shared varianeweighting. For eah feature weighting possi-bility, the k value, representing the number ofnearest neighbours used for extrapolation, wasvaried between 1 and 19. Leave-one-out wasused as testing method: testing was done oneah instane of the training �le, while the re-mainder of the training �le funtioned as train-ing material.Due to the size of the feature vetors forthe seond memory-based learner, whih takesontent words from the surrounding sentenesand from the example sentenes in the Word-Net de�nitions as input, no feature seletionwas performed. For the same reasons, 10-foldross-validation was used as testing method: thetraining data was split into 10 di�erent partsand in eah iteration, one part served as testset, while the remainder was used to train thelassi�er. The k value was varied (1-19), dif-ferent weighting tehniques (gain ratio weight-ing, hi-squared weighting and log likelihoodweighting) and di�erent distane metris (num-ber of mismathes, number of mathes, numberof mathes minus number of mismathes) wereexplored.For Ripper, the default parameter settingswere used, due to time onstraints and the slow-ness of the ross-validation proess. 10-fold-ross-validation was used as testing method.3.2 VotingOn the output of these three (optimized) lassi-�ers and the default WordNet1.7. most frequentsense, both majority voting and weighted vot-ing was performed. In ase of majority voting,eah sense-tagger is given one vote and the tagwith most votes is seleted. In weighted vot-ing, more weight is given to the taggers witha higher overall auray. In ase of ties whenvoting over the output of 4 lassi�ers, the �rstdeision (TiMBL) was taken as output lass.Voting was also performed on the output of thethree learning lassi�ers without taking into a-



Classi�er no. WEDefault (WordNet1.7) 16TiMBL (ontext) 155TiMBL (keywords) 185Ripper 16Majority Voting 33Weighted Voting 58Majority Voting (no WordNet) 53Weighted Voting (no WordNet) 52568Table 1: Best performing word experts on theSemor train setount the WordNet lass. Table 1 shows thebest performing lassi�ers per word form-POSombination of the Semor train set: both op-timized memory-based learners outperform theother lassi�ers.4 ResultsTable 2 shows the auray of our disambigua-tion system on the English all words test set.Sine all 2,473 word forms were overed, no dis-tintion is made between preision and reall.An auray of 63.61% and 64.54% were ob-tained aording to the �ne-grained and oarse-grained SENSEVAL2 soring, respetively. Justas in the �rst SENSEVAL task for English (Kill-garri� and Rosenzweig, 2000), top performanewas for the nouns. All 86 \unknown" wordforms, for whih the test set annotators deidedthat no WordNet1.7 sense-tag was appliable,were obviously inorretly lassi�ed.key �ne % oarse %noun (%1) 1,067 74.51 75.45verb (%2) 554 47.83 49.64adj. (%3-%5) 465 62.58 63.44adv. (%2) 301 73.42 73.42unkn. 86 0.00 0.00total 2,473 63.61 64.54Table 2: Results on the SENSEVAL2 test data.5 ConlusionThis paper reported on the arhiteture and theresults of the CNTS-Antwerp automati disam-biguation system in the ontext of the SENSE-VAL2 English all words task. Disambiguation
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