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Introduction to *SEM 2013

Building on the momentum generated by the spectacular success of the Joint Conference on Lexical and
Computational Semantics (*SEM) in 2012, bringing together the ACL SIGLEX and ACL SIGSEM
communities, we are delighted to bring to you the second edition of the conference, as a top-tier
showcase of the latest research in computational semantics. We accepted 14 papers (11 long and 3
short) for publication at the conference, out of a possible 45 submissions (a 31% acceptance rate).
This is on par with some of the most competitive conferences in computational linguistics, and we are
confident will set the stage for a scintillating conference.

This year, we started a tradition that we intend to maintain in all future iterations of the conference in
integrating a shared task into the conference. The shared task was selected by an independent committee
comprising members from SIGLEX and SIGSEM, based on an open call for proposals, and revolved
around Semantic Textual Similarity (STS). The task turned out to be a huge success with 34 teams
participating, submitting a total of 103 system runs.

*SEM 2013 features a number of highlight events:

Day One, June 13th:

e A timely and impressive panel on Towards Deep Natural Language Understanding,
featuring the following panelists:

Kevin Knight (USC/Information Sciences Institute)

Chris Manning (Stanford University)

Martha Palmer (University of Colorado at Boulder)

Owen Rambow (Columbia University)

Dan Roth (University of Illinois at Urbana-Champaign)

e A Reception and Shared Task Poster Session in the evening, thanks to the generous
sponsorship of the DARPA Deft program.

Day Two, June 14th:

e In the morning, a keynote address by David Forsyth from the Computer Science Department
at the University of Illinois at Urbana Champagne on issues of Vision and Language. It
promises to be an extremely stimulating speech, and is not to be missed.

e In the early afternoon, a panel on the relation between and future of *SEM, the *SEM
Shared Task, SemEval and other events on computational semantics. In this panel, we will
attempt to clarify and explain as well as devise plans for these different entities.

e Finally, at the end of the day, an award ceremony for the Best Long Paper and Best Short
Paper.
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As always, *SEM 2013 would not have been possible without the considerable efforts of our area chairs
and an impressive assortment of reviewers, drawn from the ranks of SIGLEX and SIGSEM, and the
computational semantics community at large. We would also like to acknowledge the generous support
for the STS Task from the DARPA Deft Program.

We hope you enjoy *SEM 2013, and look forward to engaging with all of you,

Mona Diab (The George Washington University, General Chair)
Timothy Baldwin (The University of Mebourne, Program Committee Co-Chair)
Marco Baroni (University of Trento, Program Committee Co-Chair)
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Introduction to SemEval

The Semantic Evaluation (SemEval) series of workshops focus on the evaluation and comparison
of systems that can analyse diverse semantic phenomena in text with the aim of extending the
current state-of-the-art in semantic analysis and creating high quality annotated datasets in a range of
increasingly challenging problems in natural language semantics. SemEval provides an exciting forum
for researchers to propose challenging research problems in semantics and to build systems/techniques
to address such research problems.

SemEval-2013 is the seventh workshop in the series. The first three workshops, SensEval-1 (1998),
SensEval-2 (2001), and SensEval-3 (2004), were focused on word sense disambiguation, each time
growing in the number of languages offered in the tasks and in the number of participating teams. In
2007 the workshop was renamed SemEval and in the next three workshops SemEval-2007, SemEval-
2010 and SemEval-2012 the nature of the tasks evolved to include semantic analysis tasks outside of
word sense disambiguation. Starting in 2012 SemEval turned into a yearly event associated with *SEM.

This volume contains papers accepted for presentation at the SemEval-2013 International Workshop
on Semantic Evaluation Exercises. SemEval-2013 is co-organized with the *SEM-2013 The Second
Joint Conference on Lexical and Computational Semantics and co-located with The 2013 Conference
of the North American Chapter of the Association for Computational Linguistics: Human Language
Technologies (NAACL HLT).

SemEval-2013 included the following 12 tasks for evaluation:

e TempEval-3 Temporal Annotation

e Sentiment Analysis in Twitter

e Spatial Role Labeling

e Free Paraphrases of Noun Compounds

e Evaluating Phrasal Semantics

e The Joint Student Response Analysis and 8th Recognizing Textual Entailment Challenge
e Cross-lingual Textual Entailment for Content Synchronization

e Extraction of Drug-Drug Interactions from BioMedical Texts

e Cross-lingual Word Sense Disambiguation

e Evaluating Word Sense Induction & Disambiguation within An End-User Application
e Multilingual Word Sense Disambiguation

e Word Sense Induction for Graded and Non-Graded Senses



About 100 teams submitted more than 300 systems for the 12 tasks of SemEval-2013. This volume
contains both Task Description papers that describe each of the above tasks and System Description
papers that describe the systems that participated in the above tasks. A total of 12 task description
papers and 101 system description papers are included in this volume.

We are indebted to all program committee members for their high quality, elaborate and thoughtful
reviews. The papers in this proceedings have surely benefited from this feedback. We are grateful
to *SEM 2013 and NAACL-HLT 2013 conference organizers for local organization and the forum.
We most gratefully acknowledge the support of our sponsors, the ACL Special Interest Group on the
Lexicon (SIGLEX) and the ACL Special Interest Group on Computational Semantics (SIGSEM).

Welcome to SemEval-2013!

Suresh Manandhar and Deniz Yuret
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Veronique Hoste (Ghent University), Dirk Hovy (USC’s Information Sciences Institute), Nancy Ide (Vassar
College), Adrian Iftene (Al. 1. Cuza University of Iasi), Diana Inkpen (University of Ottawa), Sambhav Jain
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(University of Oxford), Lauri Karttunen (Stanford University), Sophia Katrenko (Utrecht University), Bill
Keller (The University of Sussex), Douwe Kiela (University of Cambridge Computer Laboratory), Su Nam
Kim, Alexandre Klementiev (Saarland University), Valia Kordoni (Humboldt University Berlin), Ioannis
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XX1X



Day 3: Saturday June 15, 2013 (continued)
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Sergio Jimenez, Claudia Becerra and Alexander Gelbukh

UKP-BIU: Similarity and Entailment Metrics for Student Response Analysis
Omer Levy, Torsten Zesch, Ido Dagan and Iryna Gurevych

SemEval-2013 Task 13: Word Sense Induction for Graded and Non-Graded Senses
David Jurgens and loannis Klapaftis

AI-KU: Using Substitute Vectors and Co-Occurrence Modeling For Word Sense Induction
and Disambiguation
Osman Baskaya, Enis Sert, Volkan Cirik and Deniz Yuret

(10:30-11:00) Coffee Break
Session SE6: (11:00-13:10) Session 6

unimelb: Topic Modelling-based Word Sense Induction
Jey Han Lau, Paul Cook and Timothy Baldwin

SemEval-2013 Task 2: Sentiment Analysis in Twitter
Preslav Nakov, Sara Rosenthal, Zornitsa Kozareva, Veselin Stoyanov, Alan Ritter and
Theresa Wilson

NRC-Canada: Building the State-of-the-Art in Sentiment Analysis of Tweets
Saif Mohammad, Svetlana Kiritchenko and Xiaodan Zhu

GU-MLT-LT: Sentiment Analysis of Short Messages using Linguistic Features and
Stochastic Gradient Descent
Tobias Giinther and Lenz Furrer

AVAYA: Sentiment Analysis on Twitter with Self-Training and Polarity Lexicon Expansion
Lee Becker, George Erhart, David Skiba and Valentine Matula

SemEval-2013 Task 9 : Extraction of Drug-Drug Interactions from Biomedical Texts
(DDIExtraction 2013)
Isabel Segura-Bedmar, Paloma Martinez and Maria Herrero Zazo

FBK-irst : A Multi-Phase Kernel Based Approach for Drug-Drug Interaction Detection
and Classification that Exploits Linguistic Information
Md. Faisal Mahbub Chowdhury and Alberto Lavelli

WBI-NER: The impact of domain-specific features on the performance of identifying and

classifying mentions of drugs
Tim Rocktidschel, Torsten Huber, Michael Weidlich and Ulf Leser
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Day 3: Saturday June 15, 2013 (continued)
Session SP3: (13:10-15:30) Lunch Break + Poster Session 3 for Tasks 2, 3,7, 9, 13

SemEval-2013 Task 2: Sentiment Analysis in Twitter
Preslav Nakov, Sara Rosenthal, Zornitsa Kozareva, Veselin Stoyanov, Alan Ritter and
Theresa Wilson

AMI&ERIC: How to Learn with Naive Bayes and Prior Knowledge: an Application to
Sentiment Analysis
Mohamed Dermouche, Leila Khouas, Julien Velcin and Sabine Loudcher

UNITOR: Combining Syntactic and Semantic Kernels for Twitter Sentiment Analysis
Giuseppe Castellucci, Simone Filice, Danilo Croce and Roberto Basili

GU-MLT-LT: Sentiment Analysis of Short Messages using Linguistic Features and
Stochastic Gradient Descent
Tobias Giinther and Lenz Furrer

AVAYA: Sentiment Analysis on Twitter with Self-Training and Polarity Lexicon Expansion
Lee Becker, George Erhart, David Skiba and Valentine Matula

TJP: Using Twitter to Analyze the Polarity of Contexts
Tawunrat Chalothorn and Jeremy Ellman

uOttawa: System description for SemEval 2013 Task 2 Sentiment Analysis in Twitter
Hamid Poursepanj, Josh Weissbock and Diana Inkpen

UT-DB: An Experimental Study on Sentiment Analysis in Twitter
Zhemin Zhu, Djoerd Hiemstra, Peter Apers and Andreas Wombacher

USNA: A Dual-Classifier Approach to Contextual Sentiment Analysis
Ganesh Harihara, Eugene Yang and Nate Chambers

KLUE: Simple and robust methods for polarity classification
Thomas Proisl, Paul Greiner, Stefan Evert and Besim Kabashi

SINAI: Machine Learning and Emotion of the Crowd for Sentiment Analysis in Microblogs
Eugenio Martinez-Camara, Arturo Montejo-Raez, M. Teresa Martin-Valdivia and L. Al-
fonso Urefia-Lépez

ECNUCS: A Surface Information Based System Description of Sentiment Analysis in Twit-
ter in the SemEval-2013 (Task 2)
Zhu Tiantian, Zhang Fangxi and Man Lan

Umigon: sentiment analysis for tweets based on terms lists and heuristics
Clement Levallois
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[LVIC-LIMSI]: Using Syntactic Features and Multi-polarity Words for Sentiment Analysis
in Twitter
Morgane Marchand, Alexandru Ginsca, Romaric Besangon and Olivier Mesnard

SwatCS: Combining simple classifiers with estimated accuracy
Sam Clark and Rich Wicentwoski

NTNU: Domain Semi-Independent Short Message Sentiment Classification
@yvind Selmer, Mikael Brevik, Bjorn Gambick and Lars Bungum

SAIL: A hybrid approach to sentiment analysis
Nikolaos Malandrakis, Abe Kazemzadeh, Alexandros Potamianos and Shrikanth
Narayanan

UMCC_DLSI-(SA): Using a ranking algorithm and informal features to solve Sentiment
Analysis in Twitter

Yoan Gutiérrez, Andy Gonzalez, Roger Pérez, José 1. Abreu, Antonio Fernandez Orquin,
Alejandro Mosquera, Andrés Montoyo, Rafael Mufioz and Franc Camara

ASVUniOfLeipzig: Sentiment Analysis in Twitter using Data-driven Machine Learning
Techniques
Robert Remus

Experiments with DBpedia, WordNet and SentiWordNet as resources for sentiment analy-
sis in micro-blogging
Hussam Hamdan, Frederic Béchet and Patrice Bellot

OPTWIMA: Comparing Knowledge-rich and Knowledge-poor Approaches for Sentiment
Analysis in Short Informal Texts
Alexandra Balahur

FBK: Sentiment Analysis in Twitter with Tiveetsted
Md. Faisal Mahbub Chowdhury, Marco Guerini, Sara Tonelli and Alberto Lavelli

SU-Sentilab : A Classification System for Sentiment Analysis in Twitter
Gizem Gezici, Rahim Dehkharghani, Berrin Yanikoglu, Dilek Tapucu and Yucel Saygin

Columbia NLP: Sentiment Detection of Subjective Phrases in Social Media
Sara Rosenthal and Kathy McKeown

FBM: Combining lexicon-based ML and heuristics for Social Media Polarities

Carlos Rodriguez-Penagos, Jordi Atserias Batalla, Joan Codina-Filba, David Garcia-
Narbona, Jens Grivolla, Patrik Lambert and Roser Sauri
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REACTION: A naive machine learning approach for sentiment classification
Silvio Moreira, Jodo Filgueiras, Bruno Martins, Francisco Couto and Mario J. Silva

IITB-Sentiment-Analysts: Participation in Sentiment Analysis in Twitter SemEval 2013
Task
Karan Chawla, Ankit Ramteke and Pushpak Bhattacharyya

SSA-UO: Unsupervised Sentiment Analysis in Twitter
Reynier Ortega Bueno, Adrian Fonseca Bruzén, Yoan Gutiérrez and Andres Montoyo

senti.ue-en: an approach for informally written short texts in SemEval-2013 Sentiment
Analysis task
José Saias and Hilario Fernandes

teragram: Rule-based detection of sentiment phrases using SAS Sentiment Analysis
Hilke Reckman, Cheyanne Baird, Jean Crawford, Richard Crowell, Linnea Micciulla,
Saratendu Sethi and Fruzsina Veress

CodeX: Combining an SVM Classifier and Character N-gram Language Models for Sen-
timent Analysis on Twitter Text
Qi Han, Junfei Guo and Hinrich Schuetze

sielers : Feature Analysis and Polarity Classification of Expressions from Twitter and SMS
Data
Harshit Jain, Aditya Mogadala and Vasudeva Varma

Kea: Expression-level Sentiment Analysis from Twitter Data
Ameeta Agrawal and Aijun An

NRC-Canada: Building the State-of-the-Art in Sentiment Analysis of Teets
Saif Mohammad, Svetlana Kiritchenko and Xiaodan Zhu

UoM: Using Explicit Semantic Analysis for Classifying Sentiments
Sapna Negi and Michael Rosner

bwbaugh : Hierarchical sentiment analysis with partial self-training
Wesley Baugh

Serendio: Simple and Practical lexicon based approach to Sentiment Analysis
Prabu palanisamy, Vineet Yadav and Harsha Elchuri

SZTE-NLP: Sentiment Detection on Twitter Messages
Viktor Hangya, Gabor Berend and Richérd Farkas
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BOUNCE: Sentiment Classification in Twitter using Rich Feature Sets
Nadin Kokciyan, Arda Celebi, Arzucan Ozgiir and Suzan Uskiidarh

nlp.cs.aueb.gr: Two Stage Sentiment Analysis
Prodromos Malakasiotis, Rafael Michael Karampatsis, Konstantina Makrynioti and John
Pavlopoulos

NILC_USP: A Hybrid System for Sentiment Analysis in Twitter Messages
Pedro Balage Filho and Thiago Pardo

SemEval-2013 Task 3: Spatial Role Labeling
Oleksandr Kolomiyets, Parisa Kordjamshidi, Marie-Francine Moens and Steven Bethard

UNITOR-HMM-TK: Structured Kernel-based learning for Spatial Role Labeling
Emanuele Bastianelli, Danilo Croce, Roberto Basili and Daniele Nardi

SemEval-2013 Task 7: The Joint Student Response Analysis and 8th Recognizing Textual
Entailment Challenge

Myroslava Dzikovska, Rodney Nielsen, Chris Brew, Claudia Leacock, Danilo Giampic-
colo, Luisa Bentivogli, Peter Clark, Ido Dagan and Hoa Trang Dang

UKP-BIU: Similarity and Entailment Metrics for Student Response Analysis
Omer Levy, Torsten Zesch, Ido Dagan and Iryna Gurevych

ETS: Domain Adaptation and Stacking for Short Answer Scoring
Michael Heilman and Nitin Madnani

EHU-ALM: Similarity-Feature Based Approach for Student Response Analysis
Itziar Aldabe, Montse Maritxalar and Oier Lopez de Lacalle

CNGL: Grading Student Answers by Acts of Translation
Ergun Bicici and Josef van Genabith

Celi: EDITS and Generic Text Pair Classification
Milen Kouylekov, Luca Dini, Alessio Bosca and Marco Trevisan

LIMSIILES: Basic English Substitution for Student Answer Assessment at SemEval 2013
Martin Gleize and Brigitte Grau

SOFTCARDINALITY: Hierarchical Text Overlap for Student Response Analysis
Sergio Jimenez, Claudia Becerra and Alexander Gelbukh

CU : Computational Assessment of Short Free Text Answers - A Tool for Evaluating Stu-

dents’ Understanding
IFEYINWA OKOYE, Steven Bethard and Tamara Sumner
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CoMeT: Integrating different levels of linguistic modeling for meaning assessment
Niels Ott, Ramon Ziai, Michael Hahn and Detmar Meurers

SemEval-2013 Task 9 : Extraction of Drug-Drug Interactions from Biomedical Texts
(DDIExtraction 2013)
Isabel Segura-Bedmar, Paloma Martinez and Maria Herrero Zazo

UC3M: A kernel-based approach to identify and classify DDIs in bio-medical texts.
Daniel Sanchez-Cisneros

UEM-UC3M: An Ontology-based named entity recognition system for biomedical texts.
Daniel Sanchez-Cisneros and Fernando Aparicio Gali

FBK-irst : A Multi-Phase Kernel Based Approach for Drug-Drug Interaction Detection
and Classification that Exploits Linguistic Information
Md. Faisal Mahbub Chowdhury and Alberto Lavelli

WBI-DDI: Drug-Drug Interaction Extraction using Majority Voting
Philippe Thomas, Mariana Neves, Tim Rocktischel and Ulf Leser

WBI-NER: The impact of domain-specific features on the performance of identifying and
classifying mentions of drugs
Tim Rocktidschel, Torsten Huber, Michael Weidlich and Ulf Leser

UMCC_DLSI: Semantic and Lexical features for detection and classification Drugs in
biomedical texts

Armando Collazo, Alberto Ceballo, Dennys D. Puig, Yoan Gutiérrez, José I. Abreu, Roger
Pérez, Antonio Ferndndez Orquin, Andrés Montoyo, Rafael Mufioz and Franc Camara

NIL_UCM: Extracting Drug-Drug interactions from text through combination of sequence
and tree kernels
Behrouz Bokharaeian and ALBERTO DIAZ

UTurku: Drug Named Entity Recognition and Drug-Drug Interaction Extraction Using
SVM Classification and Domain Knowledge
Jari Bjorne, Suwisa Kaewphan and Tapio Salakoski

LASIGE: using Conditional Random Fields and ChEBI ontology
Tiago Grego, Francisco Pinto and Francisco M Couto

UWM-TRIADS: Classifying Drug-Drug Interactions with Two-Stage SVM and Post-

Processing
Majid Rastegar-Mojarad, Richard D. Boyce and Rashmi Prasad
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SCAI: Extracting drug-drug interactions using a rich feature vector
Tamara Bobic, Juliane Fluck and Martin Hofmann-Apitius

UColorado_SOM: Extraction of Drug-Drug Interactions from Biomedical Text using
Knowledge-rich and Knowledge-poor Features
Negacy Hailu, Lawrence E. Hunter and K. Bretonnel Cohen

SemEval-2013 Task 13: Word Sense Induction for Graded and Non-Graded Senses
David Jurgens and loannis Klapaftis

UoS: A Graph-Based System for Graded Word Sense Induction
David Hope and Bill Keller

AI-KU: Using Substitute Vectors and Co-Occurrence Modeling For Word Sense Induction
and Disambiguation

Osman Baskaya, Enis Sert, Volkan Cirik and Deniz Yuret

unimelb: Topic Modelling-based Word Sense Induction
Jey Han Lau, Paul Cook and Timothy Baldwin
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Abstract

Within the SemEval-2013 evaluation exercise, the
TempEval-3 shared task aims to advance research
on temporal information processing. It follows on
from TempEval-1 and -2, with: a three-part struc-
ture covering temporal expression, event, and tem-
poral relation extraction; a larger dataset; and new
single measures to rank systems — in each task and in
general. In this paper, we describe the participants’
approaches, results, and the observations from the
results, which may guide future research in this area.

1 Introduction

The TempEval task (Verhagen et al., 2009) was added as a
new task in SemEval-2007. The ultimate aim of research
in this area is the automatic identification of temporal ex-
pressions (timexes), events, and temporal relations within
a text as specified in TimeML annotation (Pustejovsky et
al., 2005). However, since addressing this aim in a first
evaluation challenge was deemed too difficult a staged
approach was suggested.

TempEval (henceforth TempEval-1) was an initial
evaluation exercise focusing only on the categorization of
temporal relations and only in English. It included three
relation types: event-timex, event-det,! and relations be-
tween main events in consecutive sentences.

TempEval-2 (Verhagen et al., 2010) extended
TempEval-1, growing into a multilingual task, and con-
sisting of six subtasks rather than three. This included
event and timex extraction, as well as the three relation
tasks from TempEval-1, with the addition of a relation
task where one event subordinates another.

TempEval-3 (UzZaman et al., 2012b) is a follow-up
to TempEval 1 and 2, covering English and Spanish.
TempEval-3 is different from its predecessors in a few
respects:

IDCT stands for document creation time

hllorens@dlsi.ua.es,

leon@dcs.shef.ac.uk

Size of the corpus: the dataset used has about 600K
word silver standard data and about 100K word gold stan-
dard data for training, compared to around 50K word cor-
pus used in TempEval 1 and 2. Temporal annotation is
a time-consuming task for humans, which has limited
the size of annotated data in previous TempEval exer-
cises. Current systems, however, are performing close to
the inter-annotator reliability, which suggests that larger
corpora could be built from automatically annotated data
with minor human reviews. We want to explore whether
there is value in adding a large automatically created sil-
ver standard to a hand-crafted gold standard.

End-to-end temporal relation processing task: the
temporal relation classification tasks are performed from
raw text, i.e. participants need to extract their own events
and temporal expressions first, determine which ones to
link and then obtain the relation types. In previous Tem-
pEvals, gold timexes, events, and relations (without cate-
gory) were given to participants.

Temporal relation types: the full set of temporal re-
lations in TimeML are used, rather than the reduced set
used in earlier TempEvals.

Platinum test set: A new test dataset has been devel-
oped for this edition. It is based on manual annotations
by experts over new text (unseen in previous editions).

Evaluation: we report a temporal awareness score for
evaluating temporal relations, which helps to rank sys-
tems with a single score.

2 Data

In TempEval-3, we reviewed and corrected existing cor-
pora, and also released new corpora.

2.1 Reviewing Existing Corpora

We considered the existing TimeBank (Pustejovsky et al.,
2003) and AQUAINT? data for TempEval-3. TempEval-

2See http://timeml.org/site/timebank/timebank. htm]
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Entity Agreement
Event 0.87
Event class 0.92
Timex 0.87
Timex value 0.88

Table 1: Platinum corpus entity inter-annotator agreement.

Corpus #of words  Standard
TimeBank 61,418 Gold
AQUAINT 33,973 Gold
TempEval-3 Silver 666,309 Silver
TempEval-3 Eval 6,375  Platinum
TimeBank-ES Train 57,977 Gold
TimeBank-ES Eval 9,833 Gold

Table 2: Corpora used in TempEval-3.

1 and TempEval-2 had the same documents as TimeBank
but different relation types and events.

For both TimeBank and AQUAINT, we, (i) cleaned up
the formatting for all files making it easy to review and
read, (ii) made all files XML and TimeML schema com-
patible, (iii) added some missing events and temporal ex-
pressions. In TimeBank, we, (i) borrowed the events from
the TempEval-2 corpus and (ii) borrowed the temporal re-
lations from TimeBank corpus, which contains a full set
of temporal relations. In AQUAINT, we added the tem-
poral relations between event and DCT (document cre-
ation time), which was missing for many documents in
that corpus. These existing corpora comprised the high-
quality component of our training set.

2.2 New Corpora

We created two new datasets: a small, manually-
annotated set over new text (platinum); and a machine-
annotated, automatically-merged dataset based on out-
puts of multiple systems (silver).

The TempEval-3 platinum evaluation corpus was anno-
tated/reviewed by the organizers, who are experts in the
area. This process used the TimeML Annotation Guide-
lines v1.2.1 (Sauri et al., 2006). Every file was anno-
tated independently by at least two expert annotators, and
a third was dedicated to adjudicating between annotations
and merging the final result. Some annotators based their
work on TIPSem annotation suggestions (Llorens et al.,
2012b). The GATE Annotation Diff tool was used for
merging (Cunningham et al., 2013), a custom TimeML
validator ensured integrity,> and CAVaT (Derczynski and
Gaizauskas, 2010) was used to determine various modes
of TimeML mis-annotation and inconsistency that are in-
expressable via XML schema. Post-exercise, that corpus
(TempEval-3 Platinum with around 6K tokens, on com-
pletely new text) is released for the community to review

3See https://github.com/hllorens/TimeML-validator

and improve.* Inter-annotator agreement (measured with
F1, as per Hripcsak and Rothschild (2005)) and the num-
ber of annotation passes per document were higher than
in existing TimeML corpora, hence the name. Details are
given in Table 1. Attribute value scores are given based
on the agreed entity set. These are for exact matches.

The TempEval-3 silver evaluation corpus is a 600K
word corpus collected from Gigaword (Parker et
al.,, 2011). We automatically annotated this corpus
by TIPSem, TIPSem-B (Llorens et al., 2013) and
TRIOS (UzZaman and Allen, 2010). These systems were
retrained on the corrected TimeBank and AQUAINT cor-
pus to generate the original TimeML temporal relation
set. We then merged these three state-of-the-art sys-
tem outputs using our merging algorithm (Llorens et al.,
2012a). In our selected merged configuration all entities
and relations suggested by the best system (TIPSem) are
added in the merged output. Suggestions from other sys-
tems (TRIOS and TIPSem-B) are added in the merged
output, only if they are also supported by another system.
The weights considered in our configuration are: TIPSem
0.36, TIPSemB 0.32, TRIOS 0.32.

For Spanish, Spanish TimeBank 1.0 corpus (Sauri and
Badia, 2012) wads used. It is the same corpus that was
used in TempEval-2, with a major review of entity anno-
tation and an important improvement regarding temporal
relation annotation. For TempEval-3, we converted ES-
TimeBank link types to the TimeML standard types based
on Allen’s temporal relations (Allen, 1983).

Table 2 summarizes our released corpora, measured
with PTB-scheme tokens as words. All data produced
was annotated using a well-defined subset of TimeML,
designed for easy processing, and for reduced ambigu-
ity compared to standard TimeML. Participants were en-
couraged to validate their submissions using a purpose-
built tool to ensure that submitted runs were legible. We
called this standard TimeML-strict, and release it sepa-
rately (Derczynski et al., 2013).

3 Tasks

The three main tasks proposed for TempEval-3 focus on
TimeML entities and relations:

3.1 Task A (Timex extraction and normalization)

Determine the extent of the timexes in a text as defined
by the TimeML TIMEX3 tag. In addition, determine the
value of the features TYPE and VALUE. The possible
values of TYPE are time, date, duration, and set; VALUE
is anormalized value as defined by the TIMEX3 standard.

“4In the ACL data and code repository, reference ADCR2013T001.
See also https://bitbucket.org/leondz/te3-platinum



3.2 Task B (Event extraction and classification)

Determine the extent of the events in a text as defined by
the TimeML EVENT tag and the appropriate CLASS.

3.3 Task ABC (Annotating temporal relations)

This is the ultimate task for evaluating an end-to-end sys-
tem that goes from raw text to TimeML annotation of
entities and links. It entails performing tasks A and B.
From raw text extract the temporal entities (events and
timexes), identify the pairs of temporal entities that have
a temporal link (TLINK) and classify the temporal re-
lation between them. Possible pair of entities that can
have a temporal link are: (i) main events of consecu-
tive sentences, (ii) pairs of events in the same sentence,
(iii) event and timex in the same sentence and (iv) event
and document creation time. In TempEval-3, TimeML
relation are used, i.e.: BEFORE, AFTER, INCLUDES, IS-
INCLUDED, DURING, SIMULTANEOUS, IMMEDIATELY
AFTER, IMMEDIATELY BEFORE, IDENTITY, BEGINS,
ENDS, BEGUN-BY and ENDED-BY.

In addition to this main tasks, we also include two extra
temporal relation tasks:

Task C (Annotating relations given gold entities)
Given the gold entities, identify the pairs of entities that
have a temporal link (TLINK) and classify the temporal
relations between them.

Task C relation only (Annotating relations given gold
entities and related pairs) Given the temporal entities
and the pair of entities that have a temporal link, classify
the temporal relation between them.

4 Evaluation Metrics

The metrics used to evaluate the participants are:

4.1 Temporal Entity Extraction

To evaluate temporal entities (events and temporal ex-
pressions), we need to evaluate, (i) How many entities are
correctly identified, (ii) If the extents for the entities are
correctly identified, and (iii) How many entity attributes
are correctly identified. We use classical precision and
recall for recognition.

How many entities are correctly identified: We evalu-
ate our entities using the entity-based evaluation with the

equations below.
— |SysentityNRefentityl
[Sysentityl

Recall = ISys(""”'titymR‘efentity|
‘Refentzty‘

where, Sysentity contains the entities extracted by the
system that we want to evaluate, and Re fc,+;t, contains
the entities from the reference annotation that are being
compared.

Precision

If the extents for the entities are correctly identified:
We compare our entities with both strict match and re-
laxed match. When there is a exact match between the
system entity and gold entity then we call it strict match,
e.g. “sunday morning” vs “sunday morning”. When there
is a overlap between the system entity and gold entity
then we call it relaxed match, e.g. “sunday” vs “sunday
morning”. When there is a relaxed match, we compare
the attribute values.

How many entity attributes are correctly identified: We
evaluate our entity attributes using the attribute F1-score,
which captures how well the system identified both the
entity and attribute (attr) together.

Attribute Recall =
{Vz | 2€(SysentityNRE fentity) ANSYSattr()==Refarer(x)}|
|Refcntity|

Attribute Precision =
{Vz | z€(SysentityNRefentity)NSYSater()==Refartr(x)}|
|Sy5entz‘ty\
Attribute F1-score = 2;’%
Attribute (Attr) accuracy, precision and recall can be
calculated as well from the above information.
Attr Accuracy = Attr F1 / Entity Extraction F1
Attr R = Attr Accuracy * Entity R

Attr P = Attr Accuracy * Entity P

4.2 Temporal Relation Processing

To evaluate relations, we use the evaluation metric pre-
sented by UzZaman and Allen (2011).°> This metric cap-
tures the temporal awareness of an annotation in terms
of precision, recall and F1 score. Temporal awareness
is defined as the performance of an annotation as identi-
fying and categorizing temporal relations, which implies
the correct recognition and classification of the tempo-
ral entities involved in the relations. Unlike TempEval-
2 relation score, where only categorization is evaluated
for relations, this metric evaluates how well pairs of enti-
ties are identified, how well the relations are categorized,
and how well the events and temporal expressions are ex-

tracted.
NReft

2 fretation]

Precision — [Z¥retation
|Sys

relation|
- +
Recall = ‘RefTﬂ’ationmsysrslation|
IRef ctation]

where, G is the closure of graph G and G~ is the
reduced of graph G, where redundant relations are re-
moved.®

We calculate the Precision by checking the number
of reduced system relations (Sys,._;,;:,,,) that can be veri-
fied from the reference annotation temporal closure graph

(Re f;re lation)» OUL of number of temporal relations in the

SWe used a minor variation of the formula, where we consider the
reduced graph instead of all system or reference relations. Details can
be found in Chapter 6 of UzZaman (2012).

6 A relation is redundant if it can be inferred through other relations.



strict | value
F1 P R F1 F1

HeidelTime-t 90.30 93.08 87.68 81.34 | 77.61
Heidel Time-bf 87.31 90.00 84.78 78.36 | 72.39
HeidelTime-1.2 86.99 89.31 84.78 78.07 | 72.12
NavyTime-1,2 90.32 89.36 91.30 79.57 | 70.97
ManTIME-4 89.66 95.12 84.78 74.33 | 68.97
ManTIME-6 87.55 98.20 78.99 73.09 | 68.27
ManTIME-3 87.06 94.87 80.43 69.80 | 67.45
SUTime 90.32 89.36  91.30 79.57 | 67.38
ManTIME-1 87.20 97.32 7899 70.40 | 67.20
ManTIME-5 8720 9732 7899 69.60 | 67.20
ManTIME-2 88.10 9737 8043 7222 | 66.67
ATT-2 8525 98.11 7536 78.69 | 65.57
ATT-1 85.60 99.05 7536 79.01 | 65.02
ClearTK-1,2 90.23 93.75 86.96 82.71 | 64.66
JU-CSE 86.38 9328 8043 7549 | 63.81
KUL 83.67 9292 7609 69.32 | 62.95
KUL-TE3RunABC  82.87 92.04 7536 7331 | 62.15
ClearTK-3,4 8794 9496 81.88 77.04 | 61.48
ATT-3 80.85 9794 6884 7234 | 60.43
FSS-TimEx 85.06 9024 8043 49.04 | 58.24
TIPSem (TE2) 8490 9720 7536 81.63 | 65.31

Table 3: Task A - Temporal Expression Performance.

reduced system relations (SYs, ;o) Similarly, we
calculate the Recall by checking the number of reduced
reference annotation relations (Ref,_;,:.,) that can be
verified from the system output’s temporal closure graph
(S ysjelation), out of number of temporal relations in the

reduced reference annotation (Ref,_;,/ion)-

This metric evaluates Task ABC together. For Task C
and Task C - relation only, all the gold annotation entities
were provided and then evaluated using the above metric.

Our evaluation toolkit that evaluated TempEval-3 par-
ticipants is available online.’

5 Evaluation Results

The aim of this evaluation is to provide a meaningful re-
port of the performance obtained by the participants in
the tasks defined in Section 3.

Furthermore, the results include TIPSem as reference
for comparison. This was used as a pre-annotation system
in some cases. TIPSem obtained the best results in event
processing task in TempEval-2 and offered very compet-
itive results in timex and relation processing. The best
timex processing system in TempEval-2 (HeidelTime) is
participating in this edition as well, therefore we included
TIPSem as a reference in all tasks.

We only report results in main measures. Results are

divided by language and shown per task. Detailed scores
can be found on the task website.®

7See http://www.cs.rochester.edu/u/naushad/temporal
8See http://www.cs.york.ac.uk/semeval-2013/task1/

5.1 Results for English

5.1.1 Task A: Timexes

We had nine participants and 21 unique runs for tem-
poral expression extraction task, Task A. Table 3 shows
the results. Details about participants’ approaches can be
found in Table 4.

We rank the participants for Task A on the F1 score
of most important timex attribute — Value. To get the
attribute Value correct, a system needs to correctly nor-
malise the temporal expression. This score (Value F1)
captures the performance of extracting the timex and
identifying the attribute Value together (Value F1 = Timex
F1 * Value Accuracy).

Participants approached the temporal expression ex-
traction task with rule-engineered methods, machine
learning methods and also hybrid methods. For temporal
expression normalization (identifying the timex attribute
value), all participants used rule-engineered approaches.

Observations: We collected the following observa-
tions from the results and from participants’ experiments.

Strategy: Competition was close for timex recogni-
tion and the best systems all performed within 1% of
each other. On our newswire corpus, statistical systems
(ClearTK) performed best at strict matching, and rule-
engineered system best at relaxed matching (NavyTime,
SUTime, HeidelTime).

Strategy: post-processing, on top of machine learning-
base temporal expression extraction, provided a statisti-
cally significant improvement in both precision and recall
(ManTIME).

Data: using the large silver dataset, alone or together
with human annotated data, did not give improvements in
performance for Task A. Human-annotated gold standard
data alone provided the best performance (ManTIME).

Data: TimeBank alone was better than TimeBank and
AQUAINT together for Task A (ClearTK).

Features: syntactic and gazetteers did not provide any
statistically significant increment of performance with re-
spect to the morphological features alone (ManTIME).

Regarding the two sub-tasks of timex annotation,
recognition and interpretation/normalisation, we noticed
a shift in the state of the art. While normalisation is
currently (and perhaps inherently) done best by rule-
engineered systems, recognition is now done well by a
variety of methods. Where formerly, rule-engineered
timex recognition always outperformed other classes of
approach, now it is clear that rule-engineering and ma-
chine learning are equally good at timex recognition.

5.1.2 Task B: Events

For event extraction (Task B) we had seven participants
and 10 unique runs. The results for this task can be found
in Table 6. We rank the participants for TaskB on the F1
score of most important event attribute — Class. Class



Strategy System Training data Classifier used
Data-driven ATT-1,2,3 TBAQ + TE3Silver MaxEnt
ClearTK-1, 2 TimeBank SVM, Logit
ClearTK-3, 4 TBAQ SVM, Logit
JU-CSE TBAQ CRF
ManTIME-1 TBAQ + TE3Silver CRF
ManTIME-3 TBAQ CRF
ManTIME-5 TE3Silver CRF
Temp : ESAfeature TBAQ MaxEnt
Temp : WordNetfeature = TBAQ MaxEnt
TIPSem (TE2) TBAQ CRF
Rule-based  FSS-TimEx (EN) None None
FSS-TimEx (ES) None None
HeidelTime-1.2, bf (EN) None None
HeidelTime-t (EN) TBAQ None
HeidelTime (ES) Gold None
NavyTime-1, 2 None None
SUTime None None
Hybrid KUL TBAQ + TE3Silver Logit + post-processing
KUL-TE3RunABC TBAQ +TE3Silver  Logit + post-processing
ManTIME-2 TBAQ + TE3Silver CRF + post-processing
ManTIME-4 TBAQ CRF + post-processing
ManTIME-6 TE3Silver CRF + post-processing
Table 4: Automated approaches for TE3 Timex Extraction
Strategy System Training data Classifier used  Linguistic
Knowledge
Data-driven ATT-1,2,3 TBAQ + TE3Silver MaxEnt ms, ss
ClearTK-1, 2 TimeBank SVM, Logit ms
ClearTK-3, 4 TBAQ SVM, Logit ms
JU-CSE TBAQ CRF
KUL TBAQ +TE3Silver  Logit ms, Is
KUL-TE3RunABC TBAQ +TE3Silver  Logit ms, Is
NavyTime-1 TBAQ MaxEnt ms, s
NavyTime-2 TimeBank MaxEnt ms, Is
Temp : ESAfeature TBAQ MaxEnt ms, Is, ss
Temp : WordNetfeature TBAQ MaxEnt ms, s
TIPSem (TE2) TBAQ CRF/SVM ms, Is, ss
Rule-based  FSS-TimEx (EN) None None Is, ms
FSS-TimEx (ES) None None Is, ms

Table 5: Automated approaches for Event Extraction



Fl1 P R class F1
ATT-1 81.05 81.44 80.67 71.88
ATT-2 80.91 81.02 80.81 71.10
KUL 79.32  80.69  77.99 70.17
ATT-3 78.63  81.95 75.57 69.55
KUL-TE3RunABC 77.11 7758 76.64 68.74
ClearTK-3,4 78.81 8140 76.38 67.87
NavyTime-1 80.30 80.73  79.87 67.48
ClearTK-1,2 7734 81.86 73.29 65.44
NavyTime-2 79.37 80.52 78.26 64.81
Temp:ESAfeature 68.97 7833 61.61 54.55
JU-CSE 78.62 80.85 7651 52.69
Temp:WordNetfeature ~ 63.90 78.90  53.69 50.00
FSS-TimEx 65.06 63.13 67.11 42.94
TIPSem (TE2) 82.89 83.51 8228 75.59

Table 6: Task B - Event Extraction Performance.

F1 P R
ClearTK-2 30.98 34.08 28.40
ClearTK-1 29.77 3449 26.19
ClearTK-3 28.62 3094 26.63
ClearTK-4 2846  29.73  27.29
NavyTime-1 27.28 3125 2420
JU-CSE 24.61 19.17 3436
NavyTime-2 21.99 2652  18.78
KUL-TE3RunABC  19.01 17.94 20.22
TIPSem (TE2) 4239  38.79 46.74

Table 7: Task ABC - Temporal Awareness Evaluation (Task C
evaluation from raw text).

F1 captures the performance of extracting the event and
identifying the attribute Class together (Class F'1 = Event
F1 * Class Accuracy).

All the participants except one used machine learning
approaches. Details about the participants’ approaches
and the linguistic knowledge’ used to solve this problem,
and training data, are in Table 5.

Observations: We collected the following observa-
tions from the results and from participants’ experiments.

Strategy: All the high performing systems for event
extraction (Task B) are machine learning-based.

Data: Systems using silver data, along with the hu-
man annotated gold standard data, performed very well
(top three participants in the task — ATT, KUL, KUL-
TE3RunABC). Additionally, TimeBank and AQUAINT
together performed better than just TimeBank alone
(NavyTime-1, ClearTK-3,4).

Linguistic Features: Semantic features (Is and ss) have
played an important role, since the best systems (TIPSem,
ATT1 and KUL) include them. However, these three are
not the only systems using semantic features.

9 Abbreviations used in the table: TBAQ — TimeBank + AQUAINT
corpus ms — morphosyntactic information, e.g. POS, lexical informa-
tion, morphological information and syntactic parsing related features;
Is —lexical semantic information, e.g. WordNet synsets; ss — sentence-
level semantic information, e.g. Semantic Role labels.

F1 P R
ClearTK-2 36.26 37.32 3525
ClearTK-4 3586 3517 36.57
ClearTK-1 3519  37.64 33.04
UTTime-5 3490 3594 3392
ClearTK-3 34.13 3327 35.03
NavyTime-1 31.06 3548 27.62
UTTime-4 28.81 3741 2343
JU-CSE 2641 21.04 3547
NavyTime-2 25.84 31.10 22.10
KUL-TE3RunABC  24.83 2335 26.52
UTTime-1 2465 15.18  65.64
UTTime-3 2428 15.10 61.99
UTTime-2 2405 1480 64.20
TIPSem (TE2) 4425 3971 49.94

Table 8: Task C - TLINK Identification and Classification.

F1 P R
UTTime-1,4 5645 55.58 57.35
UTTime-3,5 5470 53.85 55.58
UTTime-2 5426 5320 55.36
NavyTime-1  46.83  46.59 47.07
NavyTime-2  43.92 43.65 44.20
JU-CSE 3477  35.07 3448

Table 9: Task C - relation only: Relation Classification.

5.1.3 Task C: Relation Evaluation

For complete temporal annotation from raw text (Task
ABC - Task C from raw text) and for temporal relation
only tasks (Task C, Task C relation only), we had five
participants in total.

For relation evaluation, we primarily evaluate on Task
ABC (Task C from raw text), which requires joint entity
extraction, link identification and relation classification.
The results for this task can be found in Table 7.

While TIPSem obtained the best results in task ABC,
especially in recall, it was used by some annotators to
pre-label data. In the interest of rigour and fairness, we
separate out this system.

For task C, for provided participants with entities and
participants identified: between which entity pairs a rela-
tion exists (link identification); and the class of that rela-
tion. Results are given in Table 8. We also evaluate the
participants on the relation by providing the entities and
the links (performance in Table 9) — TIPSem could not be
evaluated in this setting since the system is not prepared
to do categorization only unless the relations are divided
as in TempEval-2. For these Task C related tasks, we had
only one new participant, who didn’t participate in Task
A and B: UTTime.

Identifying which pair of entities to consider for tem-
poral relations is a new task in this TempEval challenge.
The participants approached the problems in data-driven,
rule-based and also in hybrid ways (Table 10'?). On

10New abbreviation in the table, e-attr — entity attributes, e.g. event
class, tense, aspect, polarity, modality; timex type, value.



Strategy System Training data Classifier used Linguistic
Knowledge
Data-driven  ClearTK-1 TimeBank SVM, Logit e-attr, ms
ClearTK-2 TimeBank + Bethard et al. (2007)  SVM, Logit e-attr, ms
ClearTK-3 TBAQ SVM, Logit e-attr, ms
ClearTK-4 TBAQ + Muller’s inferences SVM, Logit e-attr, ms
KULRunABC TBAQ SVM, Logit ms
Rule-based JU-CSE None None
UTTime-1,2,3 None None
TIPSem (TE2) None None e-attr, ms, s, ss
Hybrid NavyTime-1 TBAQ MaxEnt ms
NavyTime-2 TimeBank MaxEnt ms
UTTime-4 TBAQ Logit ms, ls, ss
UTTime-5 TBAQ + inverse relations Logit ms, Is, ss
Table 10: Automated approaches for TE3 TLINK Identification
Strategy System Training data Classifier used ~ Linguistic
Knowledge
Data-driven  ClearTK-1 TimeBank SVM, Logit ms, s
ClearTK-2 TimeBank + Bethard et al. (2007)  SVM, Logit ms, ls
ClearTK-3 TBAQ SVM, Logit ms, s
ClearTK-4 TBAQ + Muller’s inferences SVM, Logit ms, s
JU-CSE TBAQ CRF
KULRunABC TBAQ SVM, Logit ms
NavyTime-1 TBAQ MaxEnt ms, s
NavyTime-2 TimeBank MaxEnt ms, s
UTTime-1,4, 2 TBAQ Logit ms, s, ss
UTTime-3,5 TBAQ + inverse relations Logit ms, Is, ss
TIPSem (TE-2) TBAQ CRF/SVM ms, Is, ss

Table 11: Automated approaches for Relation Classification

the other hand, all the participants used data-driven ap-

proaches for temporal relations (Table 11).
Observations: We collected the following observa-

tions from the results and from participants’ experiments.

Strategy: For relation classification, all participants
used partially or fully machine learning-based systems.

Data: None of the participants implemented their sys-
tems training on the silver data. Most of the systems use
the combined TimeBank and AQUAINT (TBAQ) corpus.

Data: Adding additional high-quality relations, either
Philippe Muller’s closure-based inferences or the verb
clause relations from Bethard et al. (2007), typically in-
creased recall and the overall performance (ClearTK runs
two and four).

Features: Participants mostly used the morphosyntac-
tic and lexical semantic information. The best perform-
ing systems from TempEval-2 (TIPSem and TRIOS) ad-
ditionally used sentence level semantic information. One
participant in TempEval-3 (UTTime) also did deep pars-
ing for the sentence level semantic features.

Features: Using more Linguistic knowledge is impor-
tant for the task, but it is more important to execute it
properly. Many systems performed better using less lin-
guistic knowledge. Hence a system (e.g. ClearTK) with
basic morphosyntactic features is hard to beat with more
semantic features, if not used properly.

entity extraction

strict relaxed
F1 F1 P R value
HeidelTime 853 90.1 96.0 849 875
TIPSemB-F 826 874 937 819 820
FSS-TimEx 495 652 86.6 523 627

Table 12: Task A: Temporal Expression (Spanish).

class tense  aspect
F1 P R F1 F1 F1
FSS-TimEx  57.6 89.8 424 249 - -
TIPSemB-F  88.8 91.7 860 57.6 410 36.3

Table 13: Task B: Event Extraction (Spanish).

Classifier: Across the various tasks, ClearTK tried
Mallet CRF, Mallet MaxEnt, OpenNLP MaxEnt, and LI-
BLINEAR (SVMs and logistic regression). They picked
the final classifiers by running a grid search over models
and parameters on the training data, and for all tasks, a
LIBLINEAR model was at least as good as all the other
models. As an added bonus, it was way faster to train
than most of the other models.

6 Evaluation Results (Spanish)

There were two participants for Spanish. Both partici-
pated in task A and only one of them in task B. In this



F1 P R
TIPSemB-F  41.6 37.8 462

Table 14: Task ABC: Temporal Awareness (Spanish).

entity extraction attributes
strict relaxed val type
Fl1 F1 P R Fl1 Fl1

HeidelTime  86.4 89.8 940 859 875 898
FSS-TimEx  42.1 68.4 867 565 487 658
TIPSem 869 937 988 89.1 754 88.0
TIPSemB-F  84.3 899 930 870 820 86.5

Table 15: Task A: TempEval-2 test set (Spanish).

case, TIPSemB-Freeling is provided as a state-of-the-art
reference covering all the tasks. TIPSemB-Freeling is the
Spanish version of TIPSem with the main difference that
it does not include semantic roles. Furthermore, it uses
Freeling (Padr6 and Stanilovsky, 2012) to obtain the lin-
guistic features automatically.

Table 12 shows the results obtained for task A. As it
can be observed HeidelTime obtains the best results. It
improves the previous state-of-the-art results (TIPSemB-
F), especially in normalization (value F1).

Table 13 shows the results from event extraction. In
this case, the previous state-of-the-art is not improved.

Table 14 only shows the results obtained in temporal
awareness by the state-of-the-art system since there were
not participants on this task. We observe that TIPSemB-F
approach offers competitive results, which is comparable
to results obtained in TE3 English test set.

6.1 Comparison with TempEval-2

TempEval-2 Spanish test set is included as a subset of this
TempEval-3 test set. We can therefore compare the per-
formance across editions. Furthermore, we can include
the full-featured TIPSem (Llorens et al., 2010), which
unlike TIPSemB-F used the AnCora (Taulé et al., 2008)
corpus annotations as features including semantic roles.
For timexes, as can be seen in Table 15, the origi-
nal TIPSem obtains better results for timex extraction,
which favours the hypothesis that machine learning sys-
tems are very well suited for this task (if the training data
is sufficiently representative). However, for normaliza-
tion (value F1), HeidelTime — a rule-engineered system —
obtains better results. This indicates that rule-based ap-
proaches have the upper hand in this task. TIPSem uses

class  tense  aspect
Fl1 P R F1 F1 Fl1
FSS-TimEx  59.0 903 439 246 - -
TIPSemB-F  90.2 925 880 586 397 38.1
TIPSem 882 90.6 858 58.7 849 78.7

Table 16: Task B: TempEval-2 test set (Spanish).

a partly data-driven normalization approach which, given
the small amount of training data available, seemed less
suited to the task.

Table 16 shows event extraction performance in TE2
test set. TIPSemB-F and TIPSem obtained a similar per-
formance. TIPSemB-F performed better in extraction and
TIPSem better in attribute classification.

7 Conclusion

In this paper, we described the TempEval-3 task within
the SemEval 2013 exercise. This task involves identify-
ing temporal expressions (timexes), events and their tem-
poral relations in text. In particular participating systems
were required to automatically annotate raw text using
TimeML annotation scheme

This is the first time end-to-end systems are evalu-
ated with a new single score (temporal awareness). In
TempEval-3 participants had to obtain temporal relations
from their own extracted timexes and events which is a
very challenging task and was the ultimate evaluation aim
of TempEval. It was proposed at TempEval-1 but has not
been carried out until this edition.

The newly-introduced silver data proved not so useful
for timex extraction or relation classification, but did help
with event extraction. The new single-measure helped to
rank systems easily.

Future work could investigate temporal annotation in
specific applications. Current annotations metrics evalu-
ate relations for entities in the 