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Abstract

Nowadays, social media have become a plat-
form where people can easily express their
opinions and emotions about any topic such
as politics, movies, music, electronic prod-
ucts and many others. On the other hand,
politicians, companies, and businesses are in-
terested in analyzing automatically people’s
opinions and emotions. In the last decade, a
lot of efforts has been put into extracting sen-
timent polarity from texts. Recently, the focus
has expanded to also cover emotion recogni-
tion from texts. In this work, we expand an
existing emotion lexicon, DepecheMood, by
leveraging semantic knowledge from English
WordNet (EWN). We create an expanded lex-
icon, EmoWordNet, consisting of 67K terms
aligned with EWN, almost 1.8 times the size of
DepecheMood. We also evaluate EmoWord-
Net in an emotion recognition task using Se-
mEval 2007 news headlines dataset and we
achieve an improvement compared to the use
of DepecheMood. EmoWordNet is publicly
available to speed up research in the field on
http://oma-project.com.

1 Introduction

Emotion recognition models have been exten-
sively explored based on different modalities such
as human computer interaction (Cowie et al.,
2001; Pantic and Rothkrantz, 2003; Fragopanagos
and Taylor, 2005; Jaimes and Sebe, 2007; Hibbeln
et al., 2017; Patwardhan and Knapp, 2017; Con-
stantine et al., 2016) and facial images and ex-
pressions (Goldman and Sripada, 2005; Gunes and
Piccardi, 2007; Trad et al., 2012; Wegrzyn et al.,
2017). Recently, special attention has been given
to emotion recognition from text (Wu et al., 2006;
Alm et al., 2005; Shaheen et al., 2014; Abdul-
Mageed and Ungar, 2017; Badaro et al., 2018b,a).
In fact, a tremendous amount of opinionated and
emotionally charged text data is nowadays avail-

able on the Internet due to the increase of num-
ber of users of social networks such as Twitter and
Facebook. For instance, Facebook reached more
than 2 billion users on September 2017.1 Rec-
ognizing emotions from text has several applica-
tions: first, it helps companies and businesses in
shaping their marketing strategies based on con-
sumers’ emotions (Bougie et al., 2003); second,
it allows improving typical collaborative filtering
based recommender systems (Badaro et al., 2013,
2014c,d) in terms of products or advertisements
recommendations (Mohammad and Yang, 2011);
third, politicians can learn how to adapt their polit-
ical speech based on people emotions (Pang et al.,
2008) and last but not least emotion classification
helps in stock market predictions (Bollen et al.,
2011).

While plenty of works exist for sentiment anal-
ysis for different languages including analysis
of social media data for sentiment characteris-
tics (Al Sallab et al., 2015; Baly et al., 2014,
2017b,a), few works focused on emotion recogni-
tion from text. Since sentiment lexicons helped
in improving the accuracy of sentiment classifi-
cation models (Liu and Zhang, 2012; Al-Sallab
et al., 2017; Badaro et al., 2014a,b, 2015), sev-
eral researchers are working on developing emo-
tion lexicons for different languages such as En-
glish, French, Polish and Chinese (Mohammad,
2017; Bandhakavi et al., 2017; Yang et al., 2007;
Poria et al., 2012; Mohammad and Turney, 2013;
Das et al., 2012; Mohammad et al., 2013; Abdaoui
et al., 2017; Staiano and Guerini, 2014; Maziarz
et al., 2016; Janz et al., 2017). While sentiment
is usually represented by three labels namely pos-
itive, negative or neutral, several representation
models exist for emotions such as Ekman repre-
sentation (Ekman, 1992) (happiness, sadness, fear,

1https://www.statista.com/statistics/272014/global-
social-networks-ranked-by-number-of-users/
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anger, surprise and disgust) or Plutchik model
(Plutchik, 1994) that includes trust and anticipa-
tion in addition to Ekman’s six emotions. De-
spite the efforts for creating large scale emotion
lexicons for English, the size of existing emo-
tion lexicons remain much smaller compared to
sentiment lexicons. For example, DepecheMood
(Staiano and Guerini, 2014), one of the largest
publicly available emotion lexicon for English,
includes around 37K terms while SentiWordNet
(SWN) (Esuli and Sebastiani, 2007; Baccianella
et al., 2010), a large scale English sentiment
lexicon semi-automatically generated using En-
glish WordNet (EWN) (Fellbaum, 1998), includes
around 150K terms annotated with three sentiment
scores: positive, negative and objective.

In this paper, we focus on expanding cov-
erage of existing emotion lexicon, namely De-
pecheMood, using the synonymy semantic rela-
tion available in English WordNet. We decide to
expand DepecheMood since it is one of the largest
emotion lexicon publicly available, and since its
terms are aligned with EWN, thus allowing us to
benefit from powerful semantic relations in EWN.

The paper is organized as follows. In section
2, we conduct a brief literature survey on existing
emotion lexicons. In section 3, we describe the
expansion approach to build EmoWordNet. In sec-
tion 4, we compare the performance of EmoWord-
Net against DepecheMood using SemEval 2007
dataset and in section 5, we present a conclusion
of our results and future work.

2 Literature Review

Strapparava et al. (2004) developed WordNet Af-
fect by tagging specific synsets with affective
meanings in EWN. They identified first a core
number of synsets that represent emotions of a
lexical database for emotions. They expanded
then the coverage of the lexicon by checking se-
mantically related synsets compared to the core
set. They were able to annotate 2,874 synsets and
4,787 words. WordNet Affect was also tested in
different applications such as affective text sens-
ing systems and computational humor. WordNet
Affect is of good quality given that it was manu-
ally created and validated, however, it is of limited
size. Mohammad and Turney (2013) presented
challenges that researchers face for developing
emotion lexicons and devised an annotation strat-
egy to create a good quality and inexpensive emo-

tion lexicon, EmoLex, by utilizing crowdsourc-
ing. To create EmoLex, the authors first identified
target terms for annotation extracted from Mac-
quarie Thesaurus (Bernard and Bernard, 1986),
WordNet Affect and the General Inquirer (Stone
et al., 1966). Then, they launched the annota-
tion task on Amazon’s Mechanical Turk. EmoLex
has around 10K terms annotated for emotions as
well as for sentiment polarities. They evaluated
the annotation quality using different techniques
such as computing inter-annotator agreement and
comparing a subsample of EmoLex with existing
gold data. AffectNet (Cambria et al., 2012), part
of the SenticNet project, includes also around 10K
terms extracted from ConceptNet (Liu and Singh,
2004) and aligned with WordNet Affect. They
extended WordNet Affect using the concepts in
ConceptNet. While WordNet Affect, EmoLex and
AffectNet include terms with emotion labels, Af-
fect database (Neviarouskaya et al., 2007) and De-
pecheMood (Staiano and Guerini, 2014) include
words that have emotion scores instead, which
can be useful for compositional computations of
emotion scores. Affect database extends SentiFul
and covers around 2.5K words presented in their
lemma form along with the corresponding part of
speech (POS) tag. DepecheMood was automat-
ically built by harvesting social media data that
were implicitly annotated with emotions. Staiano
and Guerini (2014) utilized news articles from rap-
pler.com. The articles are accompanied by Rap-
pler’s Mood Meter, which allows readers to ex-
press their emotions about the article they are read-
ing. DepecheMood includes around 37K lemmas
along with their part of speech tags and the lem-
mas are aligned with EWN. Staiano and Guerini
also evaluated DepecheMood in emotion regres-
sion and classification tasks in unsupervised set-
tings. They claim that although they utilized a
naı̈ve unsupervised model, they were able to out-
perform existing lexicons when applied on Se-
mEval 2007 dataset (Strapparava and Mihalcea,
2007). Since DepecheMood is aligned with EWN,
is publicly available and has a better coverage and
claimed performance compared to existing emo-
tion lexicons, we decide to expand it using EWN
semantic relations as described below in section 3.

To summarize, there are mainly two approaches
that have been followed for building emotion lex-
icons for English. The first set of methods relies
on manual annotation either done by specific indi-
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viduals or through crowdsourcing, where the list
of words is extracted from lexical resources. The
second approach is automatic or semi-automatic
and is based on annotated corpora for emotion.
The first approach tends to produce limited size
and highly accurate emotion lexicons but it is rel-
atively expensive. On the other hand, the second
approach is cheap and results in large scale emo-
tion lexicons but with lower accuracy compared to
manually developed emotion lexicons in terms of
accurately representing the emotion of the term.

3 EmoWordNet

In this section, we describe the approach we
followed in order to expand DepecheMood and
build EmoWordNet. DepecheMood consists of
37,771 lemmas along with their corresponding
POS tags where each entry is appended with
scores for 8 emotion labels: afraid, amused, an-
gry, annoyed, don’t care, happy, inspired and
sad. Three variations of score representations ex-
ist for DepecheMood. We select to expand the
DepecheMood variation with normalized scores
since this variation performed best according to
the presented results in (Staiano and Guerini,
2014).

In Fig. 1, we show an overview of the steps
followed to expand DepecheMood.

Figure 1: Overview of DepecheMood Expansion Ap-
proach.

Step 1: EWN synsets that include lemmas of
DepecheMood were retrieved. A score was then
computed for each retrieved synset, s. Let S de-
notes the set of all such synsets. Two cases might
appear: either the retrieved synset included only
one lemma from DepecheMood, in this case the
synset was assigned the same score of the lemma,
or, the synset included multiple lemmas that exist

in DepecheMood, in this case the synset’s score
was the average of the scores of its corresponding
lemmas. Step 2: A synset, s, includes two set of
terms: T, terms that are in DepecheMood, and T̄ ,
terms not in DepecheMood. Using the synonymy
semantic relation in EWN, and based on the con-
cept that synonym words would likely share the
same emotion scores, we assigned the synset’s
scores to its corresponding terms T̄ . Again, a term
t in T̄ might appear in one or multiple synsets from
S. Hence, the score assigned to t would be either
the one of its corresponding synset or the average
of the scores of its corresponding synsets that be-
long to S. Step 3: after performing step 2, new
synsets might be explored. Terms in T̄ might also
appear in synsets s̄ that do not belong to S. s̄ would
get the score of its corresponding terms. Step 2
and 3 were repeated until no new terms or synsets
were added and scores of added terms converged.
It is important to note that we decided to consider
only synonyms for expansion since synonymy is
the only semantic relation that mostly preserves
the emotion orientation and does not require man-
ual validation as described by Strapparava et al.
(2004).

As a walking example of the steps described
above, let us consider the DepecheMood term
“bonding” having noun as POS tag. “bond-
ing” can be found in three different EWN noun
synsets with the following offset IDs: “00148653;
05665769; 13781820”. Since “bonding” is the
only term having a DepecheMood representation
in the three synsets, the three synsets will have the
same emotion scores as “bonding”. While synsets
“05665769; 13781820” have only the term “bond-
ing”, “00148653” includes as well the lemma “sol-
dering” which is not in DepecheMood. Thus, from
step 2, “soldering” will have the same scores as
“bonding”. “soldering” does not appear in any
other EWN synset so there are no more iterations.

Using the described automatic expansion ap-
proach, we were able to extend the size of De-
pecheMood by a factor of 1.8. We obtained emo-
tion scores for an additional 29,967 EWN terms
and for 59,952 EWN synsets. Overall, we con-
struct EmoWordNet, an emotion lexicon consist-
ing of 67,738 EWN terms and of 59,952 EWN
synsets annotated with emotion scores.

Next, we present a simple extrinsic evaluation
of EmoWordNet similar to the one performed for
DepecheMood.
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4 Evaluation of EmoWordNet

In this section, we evaluate the effectiveness of
EmoWordNet in emotion recognition task from
text. We evaluate regression as well as classi-
fication of emotions in unsupervised settings us-
ing similar techniques used for evaluating De-
pecheMood.

4.1 Dataset & Coverage

We utilized the dataset provided publicly by Se-
mEval 2007 task on Affective text (Strapparava
and Mihalcea, 2007). The dataset consists of one
thousand news headlines annotated with six emo-
tion scores: anger, disgust, fear, joy, sadness and
surprise. For the regression task, a score between
0 and 1 is provided for each emotion. For the
classification task, a threshold is applied on the
emotion scores to get a binary representation of
the emotions: if the score of a certain emotion
is greater than 0.5, the corresponding emotion la-
bel is set to 1, otherwise it is 0. The emotion la-
bels used in the dataset correspond to the six emo-
tions of the Ekman model (Ekman, 1992) while
those in EmoWordNet, as well as DepecheMood,
follow the ones provided by Rappler Mood Me-
ter. We considered the same emotion mapping as-
sumptions presented in the work of (Staiano and
Guerini, 2014): Fear→ Afraid, Anger→ Angry,
Joy → Happy, Sadness → Sad and Surprise →
Inspired. Disgust was not aligned with any emo-
tion in EmoWordNet and hence was discarded as
also assumed in (Staiano and Guerini, 2014). One
important aspect of the extrinsic evaluation was
checking the coverage of EmoWordNet against
SemEval dataset. In order to compute coverage,
we performed lemmatization of the news head-
lines using WordNet lemmatizer available through
Python NLTK package. We excluded all words
with POS tags different than noun, verb, adjec-
tive and adverb. EmoWordNet achieved a cover-
age of 68.6% while DepecheMood had a cover-
age of 67.1%. An increase in coverage was ex-
pected but since the size of the dataset is rela-
tively small, the increase was only around 1.5%.
In terms of headline coverage, only one headline
(“Toshiba Portege R400”) was left without any
emotion scores when using both EmoWordNet and
DepecheMood since none of its terms were found
in any of the two lexicons.

4.2 Regression and Classification Results

We followed an approach similar to the one pre-
sented for evaluating DepecheMood. For prepro-
cessing, we first lemmatized the headlines using
WordNet lemmatizer available in Python NLTK
package. We also accounted for multi-word terms
that were solely available in EmoWordNet by
looking at n-grams (up to n=3) after lemmatiza-
tion. We then removed all terms that did not be-
long to any of the four POS tags: noun, verb,
adjective and adverbs. For features computation,
we considered two variations: the sum and the
average of the emotion scores for the five emo-
tion labels that overlapped between EmoWordNet
and SemEval dataset. Using average turned out to
perform better than when using sum for both lex-
icons. As stated in (Staiano and Guerini, 2014)
paper, ‘Disgust’ emotion was excluded since there
was no corresponding mapping in EmoWord-
Net/DepecheMood. The first evaluation consisted
of measuring Pearson Correlation between the
scores computed using the lexicons and those pro-
vided in SemEval. The results are reported in Ta-
ble 1. We could see that the results are relatively
close to each other: EmoWordNet slightly outper-
formed DepecheMood for the five different emo-
tions. It was expected to have close results given
that the coverage of EmoWordNet is very close to
DepecheMood. Given the slight improvement, we
expect EmoWordNet to perform much better on
larger datasets.

For the classification task, we first transformed
the numerical emotion scores of the headlines to a
binary representation. We applied min-max nor-
malization on the computed emotion scores per
headline, and then assigned a ‘1’ for the emotion
label with score greater than ‘0.5’, and a ‘0’ other-
wise. We used F1 measure for evaluation. Results
are shown in Table 2. More significant improve-
ment was observed in classification task compared
to regression task when using EmoWordNet.

4.3 Results Analysis

In this section, we present some quantitative and
qualitative analyses of the results. For quantita-
tive analysis, we checked first whether the count
of terms in a headline is correlated with having a
correct emotion classification. Overall, the length
of headlines was varying between 2 and 15 terms.
Headlines with length between 5 and 10 terms
were mostly correctly classified. Hence, one can
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Emotion EmoWordNet DepecheMood
Fear 0.59 0.54

Anger 0.42 0.38
Joy 0.33 0.21

Sadness 0.43 0.40
Surprise 0.51 0.47
Average 0.46 0.40

Table 1: Pearson Correlation values between predicted
and golden scores.

Emotion EmoWordNet DepecheMood
Fear 0.45 0.32

Anger 0.17 0.00
Joy 0.48 0.16

Sadness 0.46 0.30
Surprise 0.43 0.40
Average 0.40 0.24

Table 2: F1-Measure results for emotion classification.

conclude that having a headline with couple of
terms only may not allow the system to clearly
decide on the emotion label and having headlines
with many terms may cause the system to over pre-
dict emotions. In addition to headline length, we
checked whether POS tags are correlated with cor-
rect or erroneous emotion predictions. Given that
the dataset consists of news headlines, the “noun”
POS tag was the most frequent in both correctly
classified headlines and misclassified ones.

For qualitative analysis, we analyze few cor-
rectly classified headlines and few other misclas-
sified ones. We show in Table 3 few examples of
correctly classified headlines and in table 4 other
examples of misclassified headlines. By looking
at the misclassified examples, we observe that the
golden annotation tend to be sometimes conflict-
ing such as the second and the fifth examples in
Table 4 where we have joy and sadness as assigned
emotions for the two headlines. An explanation
for having conflicting emotions for the same head-
line is that the annotators reflected their personal
point of view of the information conveyed by the
headline. Hence, some people were happy to read
the headline others were sad. In order to incorpo-
rate such challenging aspect of emotion recogni-
tion from text, more sophisticated emotion recog-
nition models need to be considered and tested.

Headline Emotions
Hackers attack root servers Anger; Fear
Subway collapse caught on
camera

Fear; Sadness

Action games improve eye-
sight

Joy; Surprise

Study finds gritty air raises
heart disease risk in older
women

Fear; Sadness;
Surprise

Wizardry at Harvard:
physicists move light

Surprise

Table 3: Examples of correctly classified headlines.

Headline Gold Predicted
A film star in Kam-
pala, conjuring
aminos ghost

Fear;
Surprise

Anger;
Joy;
Sadness

Damaged Japanese
whaling ship may
resume hunting off
Antarctica

Joy; Sad-
ness

Anger;
Fear;
Surprise

Apple revs up Mac
attacks on Vista

Surprise Anger;
Fear; Joy;
Sadness

Serbia rejects
United Nation’s
Kosovo plan

Anger;
Sadness;
Surprise

Fear; Joy

Taliban leader killed
in airstrike

Joy; Sad-
ness

Anger;
Fear;
Surprise

Table 4: Examples of misclassified headlines.

5 Conclusion and Future Work

We presented EmoWordNet, a large scale emotion
lexicon, consisting of around 67K EWN words
and 58K EWN synsets annotated with 8 emotion
scores. EmoWordNet is automatically constructed
by applying a semantic expansion approach us-
ing EWN and DepecheMood. When utilized for
emotion recognition, EmoWordNet outperformed
existing emotion lexicons and had a better lexical
coverage. For future work, we would like to eval-
uate the performance of EmoWordNet on larger
datasets and we would like to improve the accu-
racy of the recognition model. EmoWordNet is
publicly available on http://oma-project.com.
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and Pascal Poncelet. 2017. Feel: a french ex-
panded emotion lexicon. Language Resources
and Evaluation, 51(3):833–855.

Muhammad Abdul-Mageed and Lyle Ungar. 2017.
Emonet: Fine–grained emotion detection with
gated recurrent neural networks. In Proceedings
of the 55th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long
Papers), volume 1, pages 718–728.

Ahmad Al-Sallab, Ramy Baly, Hazem Hajj,
Khaled Bashir Shaban, Wassim El-Hajj, and
Gilbert Badaro. 2017. Aroma: A recursive deep
learning model for opinion mining in arabic as
a low resource language. ACM Transactions
on Asian and Low-Resource Language Informa-
tion Processing (TALLIP), 16(4):25.

Ahmad A Al Sallab, Ramy Baly, Gilbert Badaro,
Hazem Hajj, Wassim El Hajj, and Khaled B
Shaban. 2015. Deep learning models for sen-
timent analysis in arabic. In ANLP Workshop,
volume 9.

Cecilia Ovesdotter Alm, Dan Roth, and Richard
Sproat. 2005. Emotions from text: machine
learning for text-based emotion prediction. In
Proceedings of the conference on human lan-
guage technology and empirical methods in nat-
ural language processing, pages 579–586. As-
sociation for Computational Linguistics.

Stefano Baccianella, Andrea Esuli, and Fabrizio
Sebastiani. 2010. Sentiwordnet 3.0: An en-
hanced lexical resource for sentiment analysis
and opinion mining. In LREC, volume 10, pages
2200–2204.

Gilbert Badaro, Ramy Baly, Rana Akel, Linda
Fayad, Jeffrey Khairallah, Hazem Hajj, Khaled
Shaban, and Wassim El-Hajj. 2015. A light
lexicon-based mobile application for sentiment
mining of arabic tweets. In Proceedings of the
Second Workshop on Arabic Natural Language
Processing, pages 18–25.

Gilbert Badaro, Ramy Baly, Hazem Hajj, Nizar
Habash, and Wassim El-Hajj. 2014a. A large
scale Arabic sentiment lexicon for Arabic opin-
ion mining. ANLP 2014, 165.

Gilbert Badaro, Ramy Baly, Hazem Hajj, Nizar
Habash, Wassim El-hajj, and Khaled Shaban.
2014b. An efficient model for sentiment classi-
fication of Arabic tweets on mobiles. In Qatar
Foundation Annual Research Conference, 1,
page ITPP0631.

Gilbert Badaro, Obeida El Jundi, Alaa Khaddaj,
Alaa Maarouf, Raslan Kain, Hazem Hajj, and
Wassim El-Hajj. 2018a. Ema at semeval-2018
task 1: Emotion mining for arabic. In Pro-
ceedings of International Workshop on Seman-
tic Evaluation (SemEval-2018).

Gilbert Badaro, Hazem Hajj, Wassim El-Hajj, and
Lama Nachman. 2013. A hybrid approach
with collaborative filtering for recommender
systems. In Wireless Communications and Mo-
bile Computing Conference (IWCMC), 2013 9th
International, pages 349–354. IEEE.

Gilbert Badaro, Hazem Hajj, Ali Haddad, Wassim
El-Hajj, and Khaled Bashir Shaban. 2014c. A
multiresolution approach to recommender sys-
tems. In Proceedings of the 8th Workshop on
Social Network Mining and Analysis, page 9.
ACM.

Gilbert Badaro, Hazem Hajj, Ali Haddad, Was-
sim El-Hajj, and Khaled Bashir Shaban. 2014d.
Recommender systems using harmonic analy-
sis. In Data Mining Workshop (ICDMW), 2014
IEEE International Conference on, pages 1004–
1011. IEEE.

Gilbert Badaro, Hussein Jundi, Hazem Hajj, Was-
sim El-Hajj, and Nizar Habash. 2018b. Arsel:
A large scale arabic sentiment and emotion lex-
icon. In Proceedings of the 3rd Workshop on
Open-Source Arabic Corpora and Processing
Tools (OSACT3) co-located with LREC2018.

Ramy Baly, Gilbert Badaro, Georges El-Khoury,
Rawan Moukalled, Rita Aoun, Hazem Hajj,
Wassim El-Hajj, Nizar Habash, and Khaled
Shaban. 2017a. A characterization study of ara-
bic twitter data with a benchmarking for state-
of-the-art opinion mining models. In Proceed-
ings of the Third Arabic Natural Language Pro-
cessing Workshop, pages 110–118.

Ramy Baly, Gilbert Badaro, Hazem Hajj, Nizar
Habash, Wassim El Hajj, and Khaled Shaban.

91



2014. Semantic model representation for hu-
man’s pre-conceived notions in arabic text with
applications to sentiment mining. In Qatar
Foundation Annual Research Conference, 1,
page ITPP1075.

Ramy Baly, Gilbert Badaro, Ali Hamdi, Rawan
Moukalled, Rita Aoun, Georges El-Khoury,
Ahmad Al Sallab, Hazem Hajj, Nizar Habash,
Khaled Shaban, et al. 2017b. Omam at semeval-
2017 task 4: Evaluation of english state-of-the-
art sentiment analysis models for arabic and a
new topic-based model. In Proceedings of the
11th International Workshop on Semantic Eval-
uation (SemEval-2017), pages 603–610.

Anil Bandhakavi, Nirmalie Wiratunga, Stewart
Massie, and Deepak Padmanabhan. 2017. Lexi-
con generation for emotion detection from text.
IEEE intelligent systems, 32(1):102–108.

John Rupert Lyon-Bowes Bernard and John Ru-
pert Lyon-Bowes Bernard. 1986. The Mac-
quarie Thesaurus. Macquarie.

Johan Bollen, Huina Mao, and Xiaojun Zeng.
2011. Twitter mood predicts the stock market.
Journal of computational science, 2(1):1–8.

Roger Bougie, Rik Pieters, and Marcel Zeelen-
berg. 2003. Angry customers don’t come back,
they get back: The experience and behavioral
implications of anger and dissatisfaction in ser-
vices. Journal of the Academy of Marketing Sci-
ence, 31(4):377–393.

Erik Cambria, Catherine Havasi, and Amir Hus-
sain. 2012. Senticnet 2: A semantic and affec-
tive resource for opinion mining and sentiment
analysis. In FLAIRS conference, pages 202–
207.

Layale Constantine, Gilbert Badaro, Hazem Hajj,
Wassim El-Hajj, Lama Nachman, Mohamed
BenSaleh, and Abdulfattah Obeid. 2016. A
framework for emotion recognition from human
computer interaction in natural setting. 22nd
ACM SIGKDD Conference on Knowledge Dis-
covery and Data Mining (KDD 2016), Work-
shop on Issues of Sentiment Discovery and
Opinion Mining (WISDOM 2016).

Roddy Cowie, Ellen Douglas-Cowie, Nicolas
Tsapatsoulis, George Votsis, Stefanos Kollias,

Winfried Fellenz, and John G Taylor. 2001.
Emotion recognition in human-computer in-
teraction. IEEE Signal processing magazine,
18(1):32–80.

Dipankar Das, Soujanya Poria, and Sivaji Bandy-
opadhyay. 2012. A classifier based approach to
emotion lexicon construction. In NLDB, pages
320–326. Springer.

Paul Ekman. 1992. An argument for basic emo-
tions. Cognition & emotion, 6(3-4):169–200.

Andrea Esuli and Fabrizio Sebastiani. 2007. Sen-
tiwordnet: A high-coverage lexical resource for
opinion mining. Evaluation, pages 1–26.

Christiane Fellbaum. 1998. WordNet. Wiley On-
line Library.

N Fragopanagos and John G Taylor. 2005. Emo-
tion recognition in human–computer interac-
tion. Neural Networks, 18(4):389–405.

Alvin I Goldman and Chandra Sekhar Sripada.
2005. Simulationist models of face-based emo-
tion recognition. Cognition, 94(3):193–213.

Hatice Gunes and Massimo Piccardi. 2007. Bi-
modal emotion recognition from expressive
face and body gestures. Journal of Network and
Computer Applications, 30(4):1334–1345.

Martin Hibbeln, Jeffrey L Jenkins, Christoph
Schneider, Joseph S Valacich, and Markus
Weinmann. 2017. How is your user feeling?
inferring emotion through human–computer in-
teraction devices. MIS Quarterly, 41(1).

Alejandro Jaimes and Nicu Sebe. 2007. Mul-
timodal human–computer interaction: A sur-
vey. Computer vision and image understanding,
108(1):116–134.

Arkadiusz Janz, Jan Kocoń, Maciej Piasecki, and
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