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Preface

The computational linguistics and language technology communities in the Nordic and Baltic
countries have always considered the NODALIDA conference as one of the important events for
meeting and interchanging new research in the field. Through the establishment of the Northern
European Association of Language Technology (NEALT) in 2006, the NODALIDA conference has
increased its importance and is now recognized outside the Nordic regions, as can be seen by the
fact that we have received several European submissions from outside the Nordic and Baltic
countries, as well as submissions from outside Europe such as the US, India, and Pakistan. We are
very pleased to hereby present the Proceedings of NODALIDA 2011, the 18th Nordic Conference
of Computational Linguistics, held 11-13 May 2011 in Riga, Latvia. We hope that these
proceedings will serve as a useful and comprehensive repository of information, will facilitate
research in language technology and will encourage the development of further language resources
for the Nordic and Baltic languages!

According to the reviews provided by the review committee, a vast majority of the papers submitted
for the conference this year were of very good quality. This is a positive sign of the fact that
language technology in the Nordic and Baltic countries is striving. However, maintaining the
tradition of the NODALIDA conference running over two days plus a workshop day, time scarcity
has enforced us to accept only a limited number of papers. This means that even with an acceptance
rate above 60%, several quality papers have been rejected. To sum up in figures, we received
altogether 85 submissions from 20 countries in the four categories of full papers, short /demo
papers, student papers, and workshops. Each submission received three reviews and borderline
cases were further subjected to discussion among the Program Committee members. For the
conference, we have accepted 52 papers which appear in these proceedings, as well as three
workshops which will produce their own proceedings. Of the accepted papers in the main
conference, 33 are long papers presented as talk or poster, 14 are short papers presented as poster or
demo and five are student papers of which three are presented as talk and two as poster. It should be
pointed out that most of the submissions are from the Nordic countries and only a limited number of
papers are from the Baltic region. This may be because the Baltic HLT conference was held only
recently. The papers selected for the conference represent a wide range of topics of research,
including corpus linguistics, lexicography, morphological and syntactic processing, machine
translation, speech technologies, semantics, and other areas of language technology.

We also have the pleasure of presenting three invited speakers at NODALIDA 2011, one of which
is invited to present ongoing research in the host country, Latvia, and two others to present ongoing
research in Sweden and Scotland, respectively. The invited talks concern central aspects of
language technology such as discourse analysis, dependency parsing, and controlled natural
languages. Bonnie Webber from University of Edinburgh talks about discourse structures and
language technology and discusses how discourse structures can help to improve language
technologies, and further, how language technologies can help to induce and model discourse
structures. Joakim Nivre from Uppsala University gives a survey of recent advances in so-called
bare-bones dependency parsing; focusing in particular on transition-based methods for highly
efficient parsing. Guntis Barzdin$ from University of Latvia talks about a new kind of rich
controlled natural language which allows to narrow the gap with true natural language.

In addition, the conference program includes three workshops; two on the specialized topics
terminology and Constraint Grammar, and one with the broader focus on visibility of language
resources.
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Moreover, the conference has attracted a satellite event, held before the workshops: The project-
related meeting in META-NET/META-NORD which is the Nordic and Baltic branch of a Network
of Excellence dedicated to building the technological foundations of a multilingual European
information society. Finally, during the conference there will be the third NEALT business meeting.

The organization of a conference of this size is a joint effort between several organizational units.
We would first like to thank our reviewers for their conscientious work in reviewing all the
submitted contributions. We also wish to thank the Program Committee for inviting the reviewers
as well as for the fruitful discussions regarding how to ensure a conference of high quality. A big
thank you goes to the Local Organization Committee at the Institute of Mathematics and Computer
Science of University of Latvia for their work concerning practical issues for the conference.
Special thanks go to Mare Koit, Editor-in-Chief of the NEALT Publication Series at University of
Tartu, for producing the electronic proceedings.

We wish you an inspiring conference!

Bolette Sandford Pedersen
Program Chair
NODALIDA 2011

Inguna Skadina
Local Chair
NODALIDA 2011
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When FrameNet meets a Controlled Natural Language

Guntis Barzdins
University of Latvia
Riga, Latvia

guntis.barzdins@mii.lu.lv

Abstract

There are two approaches to the natural lan-
guage processing — one is going in width to
cover at shallow level (parsing, syntax) the
rich linguistic variety found in the natural lan-
guage, while another is going in depth (seman-
tics, discourse structure) for a monosemous
subset of natural language referred to as a con-
trolled natural language (CNL). Today we are
nowhere near to bridging the gap between the
two approaches. In this presentation I argue
that despite elusiveness of this goal, FrameNet
might provide a sufficient insight into the dee-
per semantic layers of the natural language to
envision a new kind of a rich CNL narrowing
the gap with the true natural language. A blue-
print for PAO, a procedural CNL of such new
kind is discussed.

1 Introduction

Despite substantial achievements in the computa-
tional linguistics, such as rather reliable POS-
tagging, syntax-tree parsing, word sense disam-
biguation, and statistical translation, in reality
computational linguistics is still no where near to
really understanding the natural language. All the
mentioned techniques fail in certain situations
and a human verification is always needed to
achieve true accuracy - this is why accuracy
measures such as precision and recall are com-
monly used to evaluate the computation linguis-
tics methods. Missing background knowledge is
often considered as the key reason for shortcom-
ings of the machine-based systems.

On the other hand there are controlled natural
languages (CNL) - their sole purpose is to go
further in language semantics understanding than
we are able for unrestricted natural language
(Wiener, 2010). ACE (Fuchs, 2006), HALO

project (Friedland, 2004), CYC NL subsystem
(Lenat, 1995) and various OWL verbalizations
(Schwitter, 2008) are among the best known
CNLs. Although these CNLs are rooted in natu-
ral language, due to their narrow coverage li-
mited by the underlying logical representation,
these languages still largely resemble a pro-
gramming language with strict grammar and mo-
nosemous lexicon. The main advantage of CNLs
so far is that CNL text can be read and unders-
tood by an untrained person, while writing a cor-
rect CNL text is quite difficult and is similar to
programming, where certain syntax and semantic
constraints shall be strictly followed.

In this presentation will be discussed a possi-
bility for constructing a more natural controlled
language based on the ideas of FrameNet and
situation semantics in general (Frame). The pro-
posed approach incorporates the elements of tra-
ditional logic-based CNLs, but extends them
with explicit procedural constructs derived from
FrameNet. Since FrameNet itself covers a large
portion of natural language constructs (Johans-
son, 2008), such approach bears a promise for a
substantially more natural controlled language. A
procedural extension of ACE-OWL (Kaljurand,
2007) controlled language (named PAO) will be
used to illustrate the proposed approach (Gruzi-
tis, 2010).

2 Defining the Background Knowledge

The key difference of PAO is that it adds support
for procedural background knowledge through
FrameNet like constructs besides the more tradi-
tional declarative background knowledge typical-
ly expressed through OWL ontologies. Based on
the available background knowledge, PAO de-
fines a translation from the controlled language
input text into a combination of OWL and
SPARQL statements.

In PAO background knowledge consists of
two parts — declarative OWL ontologies (Fig.1)

Bolette Sandford Pedersen, Gunta NeSpore and Inguna Skadina (Eds.)
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When FrameNet meets a Controlled Natural Language

and procedural templates (Fig.2). The purpose of
ontologies is to define the concept hierarchies
(OWL classes), their relationships (OWL proper-
ties) and restriction axioms (cardinality restric-
tions and others).

tation of SELECT, INSERT, DELETE, MODI-
FY and WHERE patterns of the corresponding
SPARQL statement and at the same time it pre-
serves compatibility with PDDL for planning
purposes. Elements of planning will become ne-
cessary in the final steps of

Core (cr:)

+stores.

<<owlClass>>
Thing

PAO interpretation de-
scribed later.
The ontologies and pro-

Sports (sp:) Buildings (bd:)
<<owIClass>> | T84S | < cowiClass>> <<owlClass>>
Equipment Game Building
<<owlClass>> || <<owlClass>> <<owlClass>> <<owlClass ﬂ
Basket Ball Basketball Farmhouse

<<disj
<<owlClass>> | _ _
fd-Container

cedural templates shown in
Fig.1 and Fig.2 are specifi-

Nith>>
| <<owlClass>>
sp:Equipment

Food (fd:)

+contains,
<<owlClass>> | [subProperty of stores}| . cowiClass>>
Food Container
al al i i

+contains {only}

People (pp:)

<<owlClass>>
+hasGranny People

cally crafted for the PAO
example in the next sec-
5 tion; for more realistic ap-

al
+hasMother

<<owlClass>>
Basket iy

<<owlClass>>
Bottle

<<owlClass>>

<<owlClass>>
Cake i

Wine

Granny

<<nwlCIass>rﬁI

plications it would be ne-
cessary to create a much

<<nwlCIass>>*

<<owlClass>
’ LittleRedRidingHood

Mother

Fig 1: Declarative background knowledge ontologies

In Fig.1 OWL ontologies are visualized using
UML-style OWLGrEd editor (Barzdins, 2010).
Alternatively, ontologies may be defined verbal-
ly in CNL itself through ACE-OWL statements
like:

Every Bottle is a Container.
Everything that contains something is a
Container.
Everything that is contained by something is a
Food.
If X contains Y then X stores Y.

The procedural background knowledge in Fig.2
provides a link between the action words (verbs)
and their ‘meaning’ in SPARQL. The distinction
between actions and properties is often neglected
in CNLs, but in PAO they are strictly separated:
in PAO action is a non-ontological SPARQL
procedure, which creates/deletes OWL individu-
als or connects/disconnects them through the
OWL properties. PAO action, unlike binary
OWL properties, has no arity restriction — it can
link any number of arguments as is typical for
verb valencies in natural language. Syntactically
a procedural template in PAO is a combination
of elements inspired by FrameNet (Fillmore,
2003), Planning Domain Description Language
(PDDL) (McDermott, 1998) and SPARQL. The
procedural template itself corresponds to a Fra-
meNet frame, the parameters section corresponds
to FrameNet frame elements, and the lexical
units section is a direct copy from FrameNet.
Inclusion of precondition and effect sections in
the procedural template is inspired by PDDL and
has two-fold purpose: this is a compact represen-

larger collection of ontolo-
gies and procedural templates covering the whole
lexicon and domain-knowledge of interest.

Procedure: Residence
:parameters (?resident ?co-resident ?location)
:precondition ()
:effect (and(stores ?location ?resident)
(stores ?location ?co_resident))
:lexicalUnits (camp, inhabit, live, lodge, stay)

Procedure: Removing
:parameters (?agent ?source ?theme)
:precondition (stores ?source ?theme)
:effect (and(stores ?agent ?theme)
(not(stores ?source ?theme)))
:lexicalUnits (confiscate, remove, take)

Procedure: Bringing
:parameters (?agent ?goal ?theme)
:precondition (and(stores 7agent ?theme)
(stores 7a 7agent) (not(= ?a ?goal)))
:effect (and(stores ?goal ?theme)
(stores ?goal 7agent)
(not(stores ?agent ?theme))
(not(stores ?a ?agent)))
:lexicalUnits (bring, carry, convey, drive)

Fig 2: Procedural templates of background knowledge

3 Example of PAO Text Processing

In PAO text has to be written in simple present
tense to avoid complex event sequencing — the
described events are assumed to be atomic and to
occur sequentially as they are mentioned in the
text. The following PAO input text will be used
to illustrate the PAO processing stages:
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“LittleRedRidingHood lives in a farmhouse with
her mother. She takes a basket from the farm-
house and carries it to her granny.”

The initial stage of PAO processing is anaphora
resolution and paraphrasing of the input text into
the sequence of elementary statements as shown
in Fig.3.

Obj4 is a LittleRedRidingHood.
Obj4 lives in Obj8 with Obj11.
0Obj8 is a farmhouse.

Obj4 hasMother Obj11.

Obj4 takes Obj15 from Obj8.
0Obj15 is a food-basket.

Obj4 carries Obj15 to Obj25.
Obj4 hasGranny Obj25.

TOTEmoow>

Fig. 3: Paraphrased PAO input text

Note that in the generated paraphrase in Fig.3 the
statements A, C, D, F, and H are actually regular
ACE-OWL factual statements about individuals
and thus translate into regular OWL/RDF triples:

A:(<obj4> <rdfitype> <LittleRedRidingHood>)
C: (<obj8> <rdf:type> <Farmhouse>)
D: (<obj4> <hasMother> <obj11>)
(<obj11> <rdf:type> <Mother>)
F: (<obj15> <rdf:type> <Basket>)
H: (<obj4> <hasGranny> <obj25>)
(<obj25> <rdf:type> <Granny>)

Meanwhile the procedural statements B, E, and
G do not belong to ACE-OWL and require a
procedural template from the background know-
ledge in Fig.2 for their translation. The transla-
tion includes mapping of syntactic roles into pro-
cedural template parameters and converting the
precondition and effect notation into equivalent
SPARQL statements. PDDL-like planning stage
is needed as well, because in the input text some
obvious intermediate steps of action might often
be omitted and they need to be filled-in by the
planning to satisfy the procedural template pre-
conditions — in our example for Little Red Rid-
ing Hood to be able to take a basket from the
farmhouse, the basket had to be at the farmhouse
in the first place.

The last analysis stage is to generate the RDF
database content trace resulting from the execu-
tion of the above OWL/RDF and SPARQL trans-
lations — Fig.4 shows the resulting stepwise
RDF database content trace.
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Fig. 4: RDF content trace and its spatial visualization

The generated RDF database content trace is the
final result of PAO text analysis — this trace is
the actual discourse conveyed by the PAO input
text. In the right column of Fig.4 the discourse is
optionally visualized also as a sequence of
graphic scenes — similarly to text-to-scene ani-
mation approach described in (Johansson, 2005).
These visualizations can be generated automati-
cally from the graphic icons provided for OWL
classes in the background knowledge (Fig.1 ac-
tually includes the necessary icons); OWL prop-
erties are visualized as labeled arrows or alterna-
tively as graphic inclusion for spatial properties
like “stores”. These visual scenes highlight the
similarity of PAO analysis result to the dynamic
scene likely imagined by a human reader incre-
mentally reading the same input text.

4 Query Answering in PAO

The constructed RDF database trace in Fig.4 can
further be used to answer queries about the input
text, for example:

1. Who delivered a basket to a granny?
2. Did LittleRedRidingHood visit her granny?
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3. Where initially was the basket?
4. When did the granny got the basket?

These queries can be answered through translat-
ing them into the appropriate SPARQL queries
through techniques similar to those used to trans-
late PAO paraphrase in Fig.3 earlier. The an-
swers produced by such SPARQL queries on the
RDF trace in Fig.4 would be:

1. 7x = obj4
2. yes

3. ?x = obj8
4. m=H

These very technical SPARQL answers can af-
terwards be rendered into more verbose answers:

1. LittleRedRidingHood [delivered a basket to
granny].

2. Yes [, LittleRedRidingHood visited granny].

3. [Basket initially was] in the farmhouse.

4. In step H [, when LittleRedRidingHood
brought the basket to granny].

Although we have not described the question
answering process here in detail, these examples
provide an overview of PAO potential for factual
and temporal question answering over narrative
input texts.

5 Conclusion

The described PAO controlled language is only a
rather simple attempt to exploit the rich declara-
tive and procedural background knowledge in a
CNL to make it more natural through the inclu-
sion of FrameNet like procedural semantics. The
added expressivity allows for rich query answer-
ing about the provided input text. We are quite
pleased to to been able to include ACE-OWL as
a proper subset of PAO thus achieving a com-
plementary integration of procedural and dec-
larative approaches.

An obvious limitation of the presented PAO
language is its treatment of time only as a linear
sequence of events mentioned in the input text. A
richer time conceptualization would be generally
needed, including hypothetical, parallel and ne-
gated events to handle texts like “Mother told
LittleRedRidingHood to go directly to the gran-
ny’s house and not to engage in conversations
with strangers”.

The briefly mentioned optional visualization of
PAO discourse is a promising area for further

exploration — inversion of the mentioned visua-
lization technique could potentially lead to a vis-
ual data acquisition in the form of CNL grounded
in the same ontological and procedural back-
ground knowledge.
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Abstract

If all we want from a syntactic parser is a
dependency tree, what do we gain by first
computing a different representation such
as a phrase structure tree? The principle of
parsimony suggests that a simpler model
should be preferred over a more complex
model, all other things being equal, and
the simplest model is arguably one that
maps a sentence directly to a dependency
tree — a bare-bones dependency parser. In
this paper, I characterize the parsing prob-
lem faced by such a system, survey the
major parsing techniques currently in use,
and begin to examine whether the simpler
model can in fact rival the performance
of more complex systems. Although the
empirical evidence is still limited, I con-
clude that bare-bones dependency parsers
fare well in terms of parsing accuracy and
often excel in terms of efficiency.

1 Introduction

The notion of dependency has come to play an in-
creasingly central role in natural language pars-
ing in recent years. On the one hand, lexical
dependencies have been incorporated in statisti-
cal models for a variety of syntactic representa-
tions such as phrase structure trees (Collins, 1999),
LFG representations (Riezler et al., 2002), and
CCG derivations (Clark and Curran, 2004). On
the other hand, dependency relations extracted
from such representations have been exploited in
many practical applications, for example, infor-
mation extraction (Culotta and Sorensen, 2004),
question answering (Bouma et al., 2005), and ma-
chine translation (Ding and Palmer, 2004). Given
these developments, it is not surprising that there
has also been a growing interest in parsing models
that map sentences directly to dependency trees,

an approach that will be referred to as bare-bones
dependency parsing to distinguish it from parsing
methods where dependencies are embedded into
or extracted from other types of syntactic repre-
sentations.

The bare-bones model can be motivated by the
principle known as Occam’s razor, which says that
entities should not be postulated beyond neces-
sity. If we can show that bare-bones dependency
parsers produce dependency trees with at least the
same accuracy and efficiency as more complex
models, then they would be preferred on grounds
of simplicity. In this paper, I will begin by ex-
plaining how the parsing problem for bare-bones
dependency parsers differs from the more familiar
parsing problem for phrase structure parsers. I will
go on to survey the main techniques that are cur-
rently in use, grouped into four broad categories:
chart parsing, constraint-based parsing, transition-
based parsing, and hybrid methods. Finally, I will
examine a number of recent studies that compare
the performance of different types of parsers and
conclude that bare-bones dependency parsers fare
well in terms of accuracy as well as efficiency.

2 Parsing Problem

A dependency structure for a sentence wy, . . ., Wy
is a directed graph whose nodes represent the input
tokens wy, ..., w, and whose arcs represent syn-
tactic relations from head to dependent. Arcs are
normally labeled with dependency types, although
unlabeled dependency graphs are also used. De-
pending on what formal constraints are adopted,
we get different classes of dependency graphs,
with different expressivity and complexity. If we
only require graphs to be connected and acyclic,
then words can have more than one head, which
is convenient for representing deep syntactic rela-
tions. If we require the graph to be a tree, then
each word can have at most one head, but we can
still represent extraction phenomena using non-
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Figure 1: Dependency graphs: directed acyclic graph (left), tree (middle), projective tree (right).

projective arcs. If we require every subtree to have
a contiguous yield, finally, we get the class of pro-
jective trees. The different classes are illustrated
in Figure 1.

Regardless of what restrictions we put on de-
pendency graphs, the parsing problem consists in
finding the optimal set of arcs, given the nodes
as input. This is different from phrase structure
parsing, where only the terminal nodes are given
as input and both internal nodes and edges have
to be inferred during parsing. Many algorithms
for dependency parsing are restricted to projective
trees, which reduces the complexity of the parsing
problem, but a number of systems are capable of
handling non-projective trees, either by using non-
standard algorithms or through post-processing.
Very few systems can deal with directed acyclic
graphs. Dependency parsers are generally evalu-
ated by measuring precision and recall on depen-
dency relations, with or without labels. When de-
pendency graphs are restricted to trees, precision
and recall coincide and are normally referred to as
the attachment score.

3 Parsing Techniques

3.1 Chart Parsing Techniques

A straightforward method for dependency parsing
is to view it as a restricted form of context-free
parsing and reuse chart parsing algorithms like
CKY and Earley, an idea that is implicit already
in Hays (1964). Thanks to the constraints on de-
pendency trees, it is possible to reduce complexity
to O(n?) for lexicalized parsing using the span-
based representation proposed by Eisner (1996).
Coupled with statistical models of increasing com-
plexity, this technique has resulted in excellent
parsing accuracy for projective trees, with features
defined over single arcs (McDonald et al., 2005a),
pairs of arcs (McDonald and Pereira, 2006; Car-
reras, 2007) or even triples of arcs (Koo and
Collins, 2010). These models are usually referred
to as first-, second- and third-order models. One
limitation of this parsing approach is that it does
not easily extend to non-projective trees, let alone

directed acyclic graphs. However, as shown by
McDonald and Pereira (2006), it is possible to re-
cover both non-projective arcs and multiple heads
through post-processing.

3.2 Parsing as Constraint Satisfaction

A different approach is to view parsing as a con-
straint satisfaction problem, starting from a com-
pact representation of all dependency graphs com-
patible with the input and successively eliminat-
ing invalid graphs through the propagation of
grammatical constraints, as originally proposed by
Maruyama (1990). By adding numerical weights
to constraints and defining the score of a graph as
a function of the weights of violated constraints,
Menzel and Schroder (1998) turned this into an
optimization problem where the goal is to find the
highest-scoring dependency graph. Constraint-
based parsing can easily accommodate different
classes of dependency graphs and do not have
the same inherent limitations on features or con-
straints as chart parsing, but the parsing prob-
lem is computationally intractable in general, so
exact search methods cannot be used except in
special cases. An interesting special case is the
arc-factored model defined by McDonald et al.
(2005b), where the score of a dependency tree is a
sum of independent arc weights. Under these as-
sumptions, finding the highest scoring dependency
tree is equivalent to finding the maximum directed
spanning tree in a complete graph containing all
possible dependency arcs, a problem that can be
computed in O(n?) time using algorithms from
graph theory. Unfortunately, any attempt to extend
the scope of weighted constraints beyond single
arcs makes the parsing problem NP complete. An-
other variation of the constraint-based approach is
the use of integer linear programming, which was
pioneered by Riedel et al. (2006) and further im-
proved by Martins et al. (2009).

3.3 Transition-Based Parsing

A third prominent method is to view parsing
as deterministic search through a transition sys-
tem (or state machine), guided by a statistical
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Parser Type UAS
Yamada and Matsumoto (2003) | Trans-Local | 90.3
McDonald et al. (2005a) Chart-1st 90.9

Collins (1999) PCFG 91.5
McDonald and Pereira (2006) | Chart-2nd 91.5
Charniak (2000) PCFG 92.1

Koo et al. (2010)

Sagae and Lavie (2006)
Zhang and Nivre (2011)
Koo and Collins (2010)

Hybrid-Dual | 92.5
Hybrid-MST | 92.7
Trans-Global | 92.9
Chart-3rd 93.0

Table 1: Dependency parsing for English (WSJ-
PTB, Penn2Malt); unlabeled attachment scores.

model for predicting the next transition, an idea
first proposed by Yamada and Matsumoto (2003).
Transition-based parsing can be very efficient,
with linear running time for projective depen-
dency trees (Nivre, 2003) and limited subsets of
non-projective trees (Attardi, 2006). For arbitrary
non-projective trees, the worst-case complexity is
quadratic, but observed running time can still be
linear with an appropriate choice of transition sys-
tem Nivre (2009), and transition systems can be
extended to handle directed acyclic graphs (Sagae
and Tsujii, 2008). Transition-based parsers can
base their decisions on very rich representations
of the derivation history (including the partially
built dependency graph) but may suffer from er-
ror propagation due to search errors especially if
the statistical model is trained to maximize the ac-
curacy of local transitions rather than complete
transition sequences. Zhang and Clark (2008)
showed how these problems can be alleviated by
global optimization and beam search, and Huang
and Sagae (2010) obtained further improvements
through ambiguity packing.

3.4 Hybrid Methods

For parsing as for many other problems, it is often
possible to improve accuracy by combining meth-
ods with different strengths. Thus, Zeman and
Zabokrtsky (2005) reported substantial improve-
ments in parsing Czech by letting a number of
parsers vote for the syntactic head of each word.
A drawback of this simple voting scheme is that
the output may not be a well-formed dependency
graphs even if all the component parsers output
well-formed graphs. This problem was solved by
Sagae and Lavie (2006), who showed that we can
use the spanning tree method of McDonald et al.
(2005b) for parser combination by letting parsers
vote for arcs in the complete graph and then ex-
tract the maximum spanning tree. Another hybrid

Parser Type UAS
Collins (1999) PCFG 82.2
McDonald et al. (2005a) Chart-1st 83.3
Charniak (2000) PCFG 84.3
McDonald et al. (2005b) MST 84.4

Hall and Novak (2005)
McDonald and Pereira (2006) | Chart-2nd+Post | 85.2
Nivre (2009) Trans-Local 86.1
Zeman and Zabokrtsky (2005) | Hybrid-Greedy | 86.3
Koo et al. (2010) Hybrid-Dual 87.3

PCFG+Post 85.0

Table 2: Dependency parsing for Czech (PDT);
unlabeled attachment scores.

technique is parser stacking, where one parser is
used to generate input features for another parser,
a method that was used by Nivre and McDonald
(2008) to combine chart parsing and transition-
based parsing, with further improvements reported
by Torres Martins et al. (2008). Finally, Koo et al.
(2010) used dual decomposition to combine third-
order chart parsing and arc-factored spanning tree
parsing with excellent empirical results.

4 Comparative Evaluation

When Yamada and Matsumoto (2003) presented
the first comparative evaluation of dependency
parsing for English, using data from the WSJ
section of the Penn Treebank (Marcus et al.,
1993) with what has later become known as the
Penn2Malt conversion to dependencies, they ob-
served that although their own bare-bones depen-
dency parser had the advantage of simplicity and
efficiency, it was not quite as accurate as the
parsers of Collins (1999) and Charniak (2000).
However, as the results reported in Table 1 clearly
show, there has been a tremendous development
since then, and the third-order chart parser of
Koo and Collins (2010) is now as accurate as any
phrase structure parser. Bare-bones dependency
parsers are also the most efficient parsers avail-
able, with an average parsing time per sentence of
20 msec for the parser of Zhang and Nivre (2011),
for example. As shown in Table 2, a very similar
development has taken place in the case of Czech
dependency parsing, as evaluated on the Prague
Dependency Treebank (Hajic et al., 2001).

Cer et al. (2010) evaluated a number of systems
for producing Stanford typed dependencies (de
Marneffe et al., 2006) and found that bare-bones
dependency parsers like MaltParser (Nivre et al.,
2006) and MSTParser (McDonald and Pereira,
2006) had considerably lower accuracy than the
best phrase structure parsers like the Berkeley



Bare-Bones Dependency Parsing — A Case for Occam’s Razor?

parser (Petrov et al., 2006; Petrov and Klein, 2007)
and the parser of Charniak and Johnson (2005).
However, the evaluation was performed after con-
verting the parser output to so-called collapsed de-
pendencies, a conversion process that is less ac-
curate for dependency trees than for phrase struc-
ture trees. More importantly, the bare-bones de-
pendency parsers were run without proper opti-
mization, whereas most of the phrase structure
parsers have been optimized for a long time not
only for English but in particular for the type
of Wall Street Journal text that was used in the
evaluation. It is therefore likely that the evalu-
ation results, although representative for out-of-
the-box comparisons on this particular data set,
do not generalize to other settings. Evidence for
this conclusion comes from a similar study by
Candito et al. (2010), where different types of
parsers were evaluated on data from the French
Treebank, and where there was practically no dif-
ference in accuracy between the best bare-bones
dependency parsers (MaltParser, MSTParser) and
the best phrase structure parser (Berkeley). With
respect to efficiency, the transition-based Malt-
Parser was found to be about ten times faster than
the other two parsers.

Rimell et al. (2009) evaluated a number of sta-
tistical parsers specifically on their capacity to re-
cover unbounded dependencies like those involved
in different types of relative clauses, interroga-
tive clauses and right node raising. The eval-
uation was extended to bare-bones dependency
parsers in Nivre et al. (2010), and the overall re-
sults show that systems like MaltParser and MST-
Parser, augmented with simple post-processing for
inferring multiple heads, perform at least as well
as other types of treebank parsers, although not
quite as well as grammar-driven systems like those
of Clark and Curran (2004) and Miyao and Tsujii
(2005).

5 Conclusion

Although the available evidence is still scattered
and incomplete, the empirical results so far seem
to support the hypothesis that bare-bones depen-
dency parsers can achieve the same level of accu-
racy as more complex systems. Since they have
the advantage of simplicity and are often highly
efficient, they clearly seem to merit their place in
contexts where the main requirement on syntactic
analysis is to produce a dependency tree. To what

extent they are also adequate as theoretical models
of natural language syntax in general is of course
a completely different question.
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1 Introduction

I want to tell a story about computational ap-
proaches to discourse structure. Like all such
stories, it takes some liberty with actual events
and times, but I think stories put things into
perspective, and make it easier to understand
where we are and how we might progress.

Part 1 of the story (Section 2) is the past.
Here we see early computational work on dis-
course structure aiming to assign a simple tree
structure to a discourse. At issue was what its
internal nodes corresponded to. The debate
was fierce, and suggestions that other struc-
tures might be more appropriate were ignored
or subjected to ridicule. The main uses of
discourse structure were text generation and
summarization, but mostly in small-scale ex-
periments.

Part 2 of the story (Section 3) is the present.
We now see different types of discourse struc-
ture being recognized, though perhaps not
always clearly distinguished. An increasing
number of credible efforts are aimed at recog-
nizing these structures automatically, though
performance on unrestricted text still resem-
bles that of the early days of robust pars-
ing. Generic applications are also beginning
to appear, as researchers recognize the value
of these structures to tasks of interest to them.

Part 3 of the story (Section 4) is the fu-
ture. We now see the need for a mid-line be-
tween approaches hostage to theory and em-
pirical approaches free of theory. An empirical
approach underpinned by theory will not only
motivate sensible back-off strategies in the face
of unseen data, but also enable us to under-
stand how the different discourse structures
inter-relate and thereby to exploit their mu-
tual recognition. This should allow more chal-
lenging applications, such as improving the

performance of statistical machine translation
(SMT) through the extended locality of dis-
course structures and the linguistic phenom-
ena they correlate with.

2 Early computatational
approaches to discourse structure

Early computational work generally assumed
discourse structure had an underlying tree
structure, similar to the parse tree of a sen-
tence. At issue was what its internal nodes
and other formal properties corresponded to.
In Rhetorical Structure Theory (Mann and
Thompson, 1988), used in both text genera-
tion (Scott and de Souza, 1990; Moore, 1995;
O’Donnell et al., 2001) and analysis (Marcu,
1996; Marcu, 2000), an internal node corre-
sponded to a rhetorical relation holding be-
tween the text units associated with its daugh-
ters, and precedence corresponded to their or-
der in the text. In work on generating task
instructions (Dale, 1992), each internal node
corresponded to the next step to take to ac-
complish the plan associated with its par-
ent. In (Grosz and Sidner, 1986), which I
will return to in Section 4, internal nodes cor-
responded to speaker intentions, with domi-
nance in the tree corresponding to a daugh-
ter node’s intention supporting that of its
parent and precedence corresponding to one
intention needing to be accomplished before
another. The internal nodes in (Moser and
Moore, 1996) reflected an attempt to recon-
cile Grosz and Sidner’s approach with that of
Mann and Thompson.

Work that attempted to show that a sim-
ple linear model might be a better account for
types of expository text (Sibun, 1992) was, by
and large, ignored.
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3 Current computatational
approaches to discourse

As well as further elaboration of recursive dis-
course structures (Asher and Lascarides, 2003;
Polanyi et al., 2004), current computational
approaches have focussed on discourse struc-
tures more easily linked to data: structure as-
sociated with changes in topic, structure as-
sociated with the function of the parts of a
text within a given genre, and structure asso-
ciated with what one might call higher-order
predicate-argument relations or discourse re-
lations.

3.1 Topic structure

Expository text can be viewed as a linear
sequence of topically coherent segments (se-
quences of sentences), where the sequence of
topics is either specific to a text or conven-
tionalized (Figure 1).

Interest in topic structure originally came
from its perceived potential to improve infor-
mation retrieval (Hearst, 1994; Hearst, 1997).
More recent interest comes from its potential
use in segmenting lectures, meetings or other
speech events, making them more amenable
to search (Galley et al., 2003; Malioutov and
Barzilay, 2006).

Computational approaches to topic segmen-
tation all assume that: (1) Relations hold be-
tween the topic of discourse segments and the
topic of the discourse as a whole (eg, History
of Vermont — Vermont). (2) The only rela-
tion holding between sister segments, if any,
is sequence, though certain sequences may be
more common than others (Figure 1). (3) The
topic of a segment will differ from those of its
adjacent sisters. (Adjacent spans that share
a topic will belong to the same segment.) (4)
Topic predicts lexical choice, either of all the
words of a segment or just of its content words
(ie, excluding “stop-words”).

Making topic structure explicit (ie, topic
segmentation) is based on either semantic-
relatedness, where each segment is taken to
consist of words more related to each other
than to words outside the segment (Hearst,
1994; Hearst, 1997; Choi et al., 2001; Best-
gen, 2006; Galley et al., 2003; Malioutov and
Barzilay, 2006) or topic models, where each
segment is taken to be produced by a dis-

tinct, compact lexical distribution (Purver et
al., 2006; Eisenstein and Barzilay, 2008; Chen
et al., 2009).

3.2 Function-based structure

Texts within a given genre (eg, news reports,
errata, scientific papers, letters to the editor,
etc.) generally share a similar structure that
is independent of topic and reflects the func-
tion played by each of its parts. Best known is
the inverted pyramid of news reports, consist-
ing of a headline; a lead paragraph, conveying
who is involved, what happened, when it hap-
pened, where it happened, why it happened,
and (optionally) how it happened; a body that
provides more detail; and a tail, containing less
important information. This is why the first
(ie, lead) paragraph can provide the best ez-
tractive summary of a news report.

In the genre of scientific papers (and, more
recently, their abstracts), high-level structure
comprises the following ordered sections: Ob-
jective (also called Introduction, Background,
Aim, or Hypothesis); Methods (also called
Method, Study Design, or Methodology); Re-
sults (also called Outcomes); Discussion and
optionally, Conclusions. This does not mean
that every sentence within a section realises
the same function: Fine-grained functional
characterizations of scientific papers (Liakata
et al., 2010; Teufel, 2010) show a range of func-
tions served by the sentences in a section.

Interest in automatic annotation of func-
tional structure comes from its value for sum-
marization (noted above), sentiment analysis,
where words may have an objective sense in
one section and a subjective sense in another
(Taboada et al., 2009), and citation analysis,
where a citation may mean different things in
different sections (Teufel, 2010).

As with computational models of topic-
based structure, computational models of
function-based structure make assumptions
that may or may not actually hold: (1) Rela-
tions hold between the function of a segment
and that of the discourse as a whole: While
relations may hold between sisters (eg, Meth-
ods constrain Results), only sequence has been
used in modelling. (2) Function predicts more
than lexical choice: it can predict indicative
phrases such as “results show” (— Results)
or indicative stop-words such as “then” (—
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[ ]| Wisconsin | Louisiana | Vermont
1 | Etymology Etymology Geography
2 | History Geography History
3 | Geography History Demographics
4 | Demographics Demographics Economy
5 | Law and government | Economy Transportation
6 | Economy Law and government | Media
7 | Municipalities Education Utilities
8 | Education Sports Law and government
9 | Culture Culture Public Health

Figure 1: Structure of Wikipedia articles about US states, as shown in sub-headings

Method). (3) Functional segments usually ap-
pear in a specific order, so either sentence posi-
tion is a feature used in modelling or sequential
models are used..

While the internal structure of a functional
segment has usually been ignored in high-
level modeling (Chung, 2009; Lin et al., 2006;
McKnight and Srinivasan, 2003; Ruch et al.,
2007), (Hirohata et al., 2008) found that as-
suming that properties of the first sentence of
a segment differ from those of the rest (as in
'BIO’ approaches to Named Entity Recogni-
tion) leads to improved performance in seg-
mentation (ie, 94.3% per sentence accuracy vs.
93.3%).

While most functional modelling has been
on biomedical text, where texts with explicitly
labelled sections serve as “free” training data
for segmenting unlabelled texts, there has also
been some work on functional segmentation of
legal texts and student essays.

3.3 “Higher-order” pred-arg structure

The third type of discourse structure receiv-
ing significant attention from the computa-
tional world is what can be called higher-order
predicate-argument structure, or structure as-
sociated with discourse relations. Whereas
at the sentence level, pred-arg structures are
usually headed by a verb (Kingsbury and
Palmer, 2002) or a noun (Gerber et al., 2009),
predicate-argument structures in discourse are
usually headed by a discourse connective — eg,
a conjunction like because or but, or a discourse
adverbial like nevertheless or instead.

And just as pred-arg relations within a sen-
tence can conveyed through adjacency (eg, En-
glish noun-noun modifiers such as container
ship crane operator courses — courses to train
operators of cranes that load/unload ships
whose cargo is packed in containers), pred-arg

relations in discourse can be conveyed through
adjacency between clauses or sentences.

The Penn Discourse TreeBank is currently
the largest resource manually annotated for
discourse connectives, their arguments, and
the senses they convey (Prasad et al., 2008).
Related resources are also being created
for Modern Standard Arabic (Al-Saif and
Markert, 2010), Chinese (Xue, 2005), Czech
(Mladové et al., 2008), Danish and Italian par-
allel treebanks (Buch-Kromann and Korzen,
2010), Dutch (van der Vliet et al., 2011), Ger-
man (Stede, 2004; Stede, 2008), Hindi (Oza et
al., 2009), and Turkish (Zeyrek et al., 2010).

The potential value of being able to au-
tomatically recognize these discourse rela-
tions, their arguments and their senses comes
from their help in question generation (Man-
nem et al., 2010), extractive summarization
(Louis et al., 2010) and sentiment detection
(Taboada et al., 2009). So efforts are increas-
ing to automatically recognize them (Elwell
and Baldridge, 2008; Lin et al., 2010; Pitler
et al., 2008; Pitler et al., 2009; Pitler and
Nenkova, 2009; Prasad et al., 2010; Wellner
and Pustejovsky, 2007; Wellner, 2008).

4 Future computatational
approaches to discourse

This story closes with some speculations about
the future. I have sketched a past in which
computational approaches to discourse struc-
ture were hostage to theory and a present
in which they are essentially free of theory.
What we really want is an empirical ap-
proach underpinned by theory, that allows us
to understand (at the very least) the ways in
which the various types of discourse structures
fit together. FEarly on, (Grosz and Sidner,
1986) attempted to meld a theory of intention-
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based discourse structure with a theory of
attentional structure (ie, what the conversa-
tional participants were attending to), but the
link between theory and data was not suffi-
ciently robust. Later attempts to link mul-
tiple discourse structures were motivated by
purely practical concerns. (Marcu, 2000) used
semantic-relatedness methods from topic seg-
mentation to decide what RST-relation to as-
sign to adjacent non-elementary text spans be-
cause he could find no other way to do so
reliably. (Schilder, 2002) just assumed that
RST-relations could only be computed reliably
for elementary spans (ie, single clauses or sen-
tences), and used semantic-relatedness meth-
ods for other decisions. More recently, (Louis
et al., 2010) have shown that features based on
RST text structures complement those from
discourse relations when it comes to choos-
ing sentences for extractive summaries that are
similar to those chosen manually.

While these purely practical links between
discourse structures clearly lead to better per-
formance in applications, extensive improve-
ments can, I think, only come with a more
theoretically-grounded understanding of how
the different types of discourse structure fit to-
gether.
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Abstract

The following work describes a method to au-
tomatically classify the sense selection of the
complex type Location/Organization —which
depends on regular polysemy— using shallow
features, as well as a way to increase the vo-
lume of sense-selection gold standards by us-
ing monosemous data as filler. The classifier
results show that grammatical features are the
most relevant cues for the identification of
sense selection in this instance of regular poly-
semy.

1 Introduction

In this paper we report on our experiments
to automatically assess the distributional evi-
dence that allow the recognition of sense selec-
tion for regular polysemy, focusing on the Loca-
tion/Organization alternation or dot type (Puste-
jovsky, 1995). Broadly speaking, regular poly-
semy involves the predictable alternation be-
tween senses in a systematic way for a signifi-
cant number of words, i.e. a semantic class or
type (cf. section 2). The definition of dot type is
further elaborated in 2.1.

The analysis of this data has been imple-
mented by applying a decision tree classifier to
the shallow features obtained from a set of occur-
rences of dot-type words in order to obtain their
selected sense. In this aspect, our work is akin to
Word Sense Disambiguation (WSD) but it in-
cludes an attempt to identify underspecified
senses. The machine-learning strategy is also
different from state-of-the-art WSD, as seen in
sections 3 and 4.

We also propose a method to increase the
volume of gold-standard training data by using
monosemous words as an aid to provide distribu-
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tional information of one of the possible senses
in a sense alternation.

The results