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Preface

The workshop series, Named Entities WorkShop (NEWS), focuses on research on all aspects of
the Named Entities, such as, identifying and analyzing named entities, mining, translating and
transliterating named entities, etc. The first of the NEWS workshops (NEWS 2009) was held as a
part of ACL-IJCNLP 2009 conference in Singapore; the second one, NEWS 2010, was held as an
ACL 2010 workshop in Uppsala, Sweden; and the third one, NEWS 2011, was held as an IJCNLP
2011 workshop in Chiang Mai, Thailand. The current edition, NEWS 2012, was held as an ACL 2012
workshop in Jeju, Korea.

The purpose of the NEWS workshop series is to bring together researchers across the world interested
in identification, analysis, extraction, mining and transformation of named entities in monolingual or
multilingual natural language text corpora. The workshop scope includes many interesting specific
research areas pertaining to the named entities, such as, orthographic and phonetic characteristics,
corpus analysis, unsupervised and supervised named entities extraction in monolingual or multilingual
corpus, transliteration modeling, and evaluation methodologies, to name a few. For this year edition,
7 research papers were submitted, each of which was reviewed by 3 reviewers from the program
committee. 3 papers were chosen for publication, covering machine transliteration and transliteration
mining from comparable corpus and wiki.

Following the tradition of the NEWS workshop series, NEWS 2012 continued the machine
transliteration shared task this year as well. The shared task was first introduced in NEWS 2009 and
continued in NEWS 2010 and NEWS 2011. In NEWS 2012, by leveraging on the previous success
of NEWS workshop series, we released the hand-crafted parallel named entities corpora to include 14
different language pairs from 12 language families, and made them available as the common dataset
for the shared task. In total, 7 international teams participated from around the globe. The approaches
ranged from traditional learning methods (such as, Phrasal SMT-based, Conditional Random Fields,
etc.) to somewhat new approaches (such as, RNN Language Model, Syllable-based Approach (Fine-
grained English Segmentation), Two-Stage CRF, Optimization against multiple references and the
intermediate representation of Chinese and Arabic). A report of the shared task that summarizes all
submissions and the original whitepaper are also included in the proceedings, and will be presented in
the workshop. The participants in the shared task were asked to submit short system papers (4 content
pages each) describing their approaches, and each of such papers was reviewed by three members of
the program committee to help improve the quality. All the 7 system papers were finally accepted to be
published in the workshop proceedings.

We hope that NEWS 2012 would provide an exciting and productive forum for researchers working in
this research area, and the NEWS-released data continues to serve as a standard dataset for machine
transliteration generation and mining. We wish to thank all the researchers for their research submission
and the enthusiastic participation in the transliteration shared tasks. We wish to express our gratitude
to CJK Institute, Institute for Infocomm Research, Microsoft Research India, Thailand National
Electronics and Computer Technology Centre and The Royal Melbourne Institute of Technology
(RMIT)/Sarvnaz Karimi for preparing the data released as a part of the shared tasks. Finally, we thank
all the program committee members for reviewing the submissions in spite of the tight schedule.
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Abstract

Transliteration is defined as phonetic
translation of names across languages.
Transliteration of Named Entities (NEs)
is necessary in many applications, such
as machine translation, corpus alignment,
cross-language IR, information extraction
and automatic lexicon acquisition. All
such systems call for high-performance
transliteration, which is the focus of
shared task in the NEWS 2012 workshop.
The objective of the shared task is to pro-
mote machine transliteration research by
providing a common benchmarking plat-
form for the community to evaluate the
state-of-the-art technologies.

1 Task Description

The task is to develop machine transliteration sys-
tem in one or more of the specified language pairs
being considered for the task. Each language pair
consists of a source and a target language. The
training and development data sets released for
each language pair are to be used for developing
a transliteration system in whatever way that the
participants find appropriate. At the evaluation
time, a test set of source names only would be
released, on which the participants are expected
to produce a ranked list of transliteration candi-
dates in another language (i.e. n-best translitera-
tions), and this will be evaluated using common
metrics. For every language pair the participants
must submit at least one run that uses only the
data provided by the NEWS workshop organisers
in a given language pair (designated as “standard”
run, primary submission). Users may submit more
“stanrard” runs. They may also submit several
“non-standard” runs for each language pair that

∗http://translit.i2r.a-star.edu.sg/news2012/

use other data than those provided by the NEWS
2012 workshop; such runs would be evaluated and
reported separately.

2 Important Dates

Research paper submission deadline 25 March 2012

Shared task
Registration opens 18 Jan 2012
Registration closes 11 Mar 2012
Training/Development data release 20 Jan 2012
Test data release 12 Mar 2012
Results Submission Due 16 Mar 2012
Results Announcement 20 Mar 2012
Task (short) Papers Due 25 Mar 2012

For all submissions
Acceptance Notification 20 April 2012
Camera-Ready Copy Deadline 30 April 2012
Workshop Date 12/13/14 July 2012

3 Participation

1. Registration (18 Jan 2012)

(a) NEWS Shared Task opens for registra-
tion.

(b) Prospective participants are to register to
the NEWS Workshop homepage.

2. Training & Development Data (20 Jan 2012)

(a) Registered participants are to obtain
training and development data from the
Shared Task organiser and/or the desig-
nated copyright owners of databases.

(b) All registered participants are required
to participate in the evaluation of at least
one language pair, submit the results and
a short paper and attend the workshop at
ACL 2012.

3. Test data (12 March 2012)1



(a) The test data would be released on 12
March 2012, and the participants have a
maximum of 5 days to submit their re-
sults in the expected format.

(b) One “standard” run must be submit-
ted from every group on a given lan-
guage pair. Additional “standard” runs
may be submitted, up to 4 “standard”
runs in total. However, the partici-
pants must indicate one of the submit-
ted “standard” runs as the “primary sub-
mission”. The primary submission will
be used for the performance summary.
In addition to the “standard” runs, more
“non-standard” runs may be submitted.
In total, maximum 8 runs (up to 4 “stan-
dard” runs plus up to 4 “non-standard”
runs) can be submitted from each group
on a registered language pair. The defi-
nition of “standard” and “non-standard”
runs is in Section 5.

(c) Any runs that are “non-standard” must
be tagged as such.

(d) The test set is a list of names in source
language only. Every group will pro-
duce and submit a ranked list of translit-
eration candidates in another language
for each given name in the test set.
Please note that this shared task is a
“transliteration generation” task, i.e.,
given a name in a source language one
is supposed to generate one or more
transliterations in a target language. It
is not the task of “transliteration discov-
ery”, i.e., given a name in the source lan-
guage and a set of names in the target
language evaluate how to find the ap-
propriate names from the target set that
are transliterations of the given source
name.

4. Results (20 March 2012)

(a) On 20 March 2012, the evaluation re-
sults would be announced and will be
made available on the Workshop web-
site.

(b) Note that only the scores (in respective
metrics) of the participating systems on
each language pairs would be published,
and no explicit ranking of the participat-
ing systems would be published.

(c) Note that this is a shared evaluation task
and not a competition; the results are
meant to be used to evaluate systems on
common data set with common metrics,
and not to rank the participating sys-
tems. While the participants can cite the
performance of their systems (scores on
metrics) from the workshop report, they
should not use any ranking information
in their publications.

(d) Furthermore, all participants should
agree not to reveal identities of other
participants in any of their publications
unless you get permission from the other
respective participants. By default, all
participants remain anonymous in pub-
lished results, unless they indicate oth-
erwise at the time of uploading their re-
sults. Note that the results of all systems
will be published, but the identities of
those participants that choose not to dis-
close their identity to other participants
will be masked. As a result, in this case,
your organisation name will still appear
in the web site as one of participants, but
it will not be linked explicitly to your re-
sults.

5. Short Papers on Task (25 March 2012)

(a) Each submitting site is required to sub-
mit a 4-page system paper (short paper)
for its submissions, including their ap-
proach, data used and the results on ei-
ther test set or development set or by n-
fold cross validation on training set.

(b) The review of the system papers will be
done to improve paper quality and read-
ability and make sure the authors’ ideas
and methods can be understood by the
workshop participants. We are aiming
at accepting all system papers, and se-
lected ones will be presented orally in
the NEWS 2012 workshop.

(c) All registered participants are required
to register and attend the workshop to
introduce your work.

(d) All paper submission and review will be
managed electronically through https://
www.softconf.com/acl2012/news2012/.2



4 Language Pairs

The tasks are to transliterate personal names or
place names from a source to a target language as
summarised in Table 1. NEWS 2012 Shared Task
offers 14 evaluation subtasks, among them ChEn
and ThEn are the back-transliteration of EnCh and
EnTh tasks respectively. NEWS 2012 releases
training, development and testing data for each of
the language pairs. NEWS 2012 continues all lan-
guage pairs that were evaluated in NEWS 2011. In
such cases, the training and development data in
the release of NEWS 2012 are the same as those
in NEWS 2011. However, the test data in NEWS
2012 are entirely new.

Please note that in order to have an accurate
study of the research progress of machine transla-
tion technology, different from previous practice,
the test/reference sets of NEWS 2011 are not re-
leased to the research community. Instead, we
use the test sets of NEWS 2011 as progress test
sets in NEWS 2012. NEWS 2012 participants are
requested to submit results on the NEWS 2012
progress test sets (i.e., NEWS 2011 test sets). By
doing so, we would like to do comparison studies
by comparing the NEWS 2012 and NEWS 2011
results on the progress test sets. We hope that we
can have some insightful research findings in the
progress studies.

The names given in the training sets for Chi-
nese, Japanese, Korean, Thai and Persian lan-
guages are Western names and their respective
transliterations; the Japanese Name (in English)
→ Japanese Kanji data set consists only of native
Japanese names; the Arabic data set consists only
of native Arabic names. The Indic data set (Hindi,
Tamil, Kannada, Bangla) consists of a mix of In-
dian and Western names.

Examples of transliteration:

English → Chinese
Timothy →�«�

English → Japanese Katakana
Harrington →ÏêóÈó

English → Korean Hangul
Bennett → 베넷

Japanese name in English → Japanese Kanji
Akihiro →Ë�

English → Hindi
San Francisco → सैन फ्रान्सिस्को

English → Tamil
London → லண்டன்

English → Kannada
Tokyo → ಟೋಕ್ಯೋ

Arabic → Arabic name in English
→ Khalid!"#$

5 Standard Databases

Training Data (Parallel)
Paired names between source and target lan-
guages; size 7K – 37K.
Training Data is used for training a basic
transliteration system.

Development Data (Parallel)
Paired names between source and target lan-
guages; size 1K – 2.8K.
Development Data is in addition to the Train-
ing data, which is used for system fine-tuning
of parameters in case of need. Participants
are allowed to use it as part of training data.

Testing Data
Source names only; size 1K – 2K.
This is a held-out set, which would be used
for evaluating the quality of the translitera-
tions.

Progress Testing Data
Source names only; size 0.6K – 2.6K.
This is the NEWS 2011 test set, it is held-out
for progress study.

1. Participants will need to obtain licenses from
the respective copyright owners and/or agree
to the terms and conditions of use that are
given on the downloading website (Li et al.,
2004; MSRI, 2010; CJKI, 2010). NEWS
2011 will provide the contact details of each
individual database. The data would be pro-
vided in Unicode UTF-8 encoding, in XML
format; the results are expected to be sub-
mitted in UTF-8 encoding in XML format.
The XML formats details are available in Ap-
pendix A.

2. The data are provided in 3 sets as described
above.

3. Name pairs are distributed as-is, as provided
by the respective creators.3



Name origin Source script Target script Data Owner Data Size Task IDTrain Dev Progress Test 2012 Test

Western English Chinese Institute for Infocomm Research 37K 2.8K 2K 1K EnCh
Western Chinese English Institute for Infocomm Research 28K 2.7K 2.2K 1K ChEn
Western English Korean Hangul CJK Institute 7K 1K 609 1K EnKo
Western English Japanese Katakana CJK Institute 26K 2K 1.8K 1K EnJa
Japanese English Japanese Kanji CJK Institute 10K 2K 571 1K JnJk
Arabic Arabic English CJK Institute 27K 2.5K 2.6K 1K ArEn
Mixed English Hindi Microsoft Research India 12K 1K 1K 1K EnHi
Mixed English Tamil Microsoft Research India 10K 1K 1K 1K EnTa
Mixed English Kannada Microsoft Research India 10K 1K 1K 1K EnKa
Mixed English Bangla Microsoft Research India 13K 1K 1K 1K EnBa
Western English Thai NECTEC 27K 2K 2K 1K EnTh
Western Thai English NECTEC 25K 2K 1.9K 1K ThEn
Western English Persian Sarvnaz Karimi / RMIT 10K 2K 2K 1K EnPe
Western English Hebrew Microsoft Research India 9.5K 1K 1K 1K EnHe

Table 1: Source and target languages for the shared task on transliteration.

(a) While the databases are mostly man-
ually checked, there may be still in-
consistency (that is, non-standard usage,
region-specific usage, errors, etc.) or in-
completeness (that is, not all right varia-
tions may be covered).

(b) The participants may use any method to
further clean up the data provided.

i. If they are cleaned up manually, we
appeal that such data be provided
back to the organisers for redistri-
bution to all the participating groups
in that language pair; such sharing
benefits all participants, and further
ensures that the evaluation provides
normalisation with respect to data
quality.

ii. If automatic cleanup were used,
such cleanup would be considered a
part of the system fielded, and hence
not required to be shared with all
participants.

4. Standard Runs We expect that the partici-
pants to use only the data (parallel names)
provided by the Shared Task for translitera-
tion task for a “standard” run to ensure a fair
evaluation. One such run (using only the data
provided by the shared task) is mandatory for
all participants for a given language pair that
they participate in.

5. Non-standard Runs If more data (either par-
allel names data or monolingual data) were
used, then all such runs using extra data must
be marked as “non-standard”. For such “non-

standard” runs, it is required to disclose the
size and characteristics of the data used in the
system paper.

6. A participant may submit a maximum of 8
runs for a given language pair (including the
mandatory 1 “standard” run marked as “pri-
mary submission”).

6 Paper Format

Paper submissions to NEWS 2012 should follow
the ACL 2012 paper submission policy, includ-
ing paper format, blind review policy and title and
author format convention. Full papers (research
paper) are in two-column format without exceed-
ing eight (8) pages of content plus two (2) extra
page for references and short papers (task paper)
are also in two-column format without exceeding
four (4) pages content plus two (2) extra page for
references. Submission must conform to the offi-
cial ACL 2012 style guidelines. For details, please
refer to the ACL 2012 website2.

7 Evaluation Metrics

We plan to measure the quality of the translitera-
tion task using the following 4 metrics. We accept
up to 10 output candidates in a ranked list for each
input entry.

Since a given source name may have multiple
correct target transliterations, all these alternatives
are treated equally in the evaluation. That is, any
of these alternatives are considered as a correct
transliteration, and the first correct transliteration
in the ranked list is accepted as a correct hit.

2http://www.ACL2012.org/4



The following notation is further assumed:
N : Total number of names (source

words) in the test set
ni : Number of reference transliterations

for i-th name in the test set (ni ≥ 1)
ri,j : j-th reference transliteration for i-th

name in the test set
ci,k : k-th candidate transliteration (system

output) for i-th name in the test set
(1 ≤ k ≤ 10)

Ki : Number of candidate transliterations
produced by a transliteration system

1. Word Accuracy in Top-1 (ACC) Also
known as Word Error Rate, it measures correct-
ness of the first transliteration candidate in the can-
didate list produced by a transliteration system.
ACC = 1 means that all top candidates are cor-
rect transliterations i.e. they match one of the ref-
erences, and ACC = 0 means that none of the top
candidates are correct.

ACC =
1
N

N∑
i=1

{
1 if ∃ ri,j : ri,j = ci,1;
0 otherwise

}
(1)

2. Fuzziness in Top-1 (Mean F-score) The
mean F-score measures how different, on average,
the top transliteration candidate is from its closest
reference. F-score for each source word is a func-
tion of Precision and Recall and equals 1 when the
top candidate matches one of the references, and
0 when there are no common characters between
the candidate and any of the references.

Precision and Recall are calculated based on the
length of the Longest Common Subsequence be-
tween a candidate and a reference:

LCS(c, r) =
1
2

(|c|+ |r| − ED(c, r)) (2)

where ED is the edit distance and |x| is the length
of x. For example, the longest common subse-
quence between “abcd” and “afcde” is “acd” and
its length is 3. The best matching reference, that
is, the reference for which the edit distance has
the minimum, is taken for calculation. If the best
matching reference is given by

ri,m = arg min
j

(ED(ci,1, ri,j)) (3)

then Recall, Precision and F-score for i-th word

are calculated as

Ri =
LCS(ci,1, ri,m)

|ri,m|
(4)

Pi =
LCS(ci,1, ri,m)

|ci,1|
(5)

Fi = 2
Ri × Pi

Ri + Pi
(6)

• The length is computed in distinct Unicode
characters.

• No distinction is made on different character
types of a language (e.g., vowel vs. conso-
nants vs. combining diereses� etc.)

3. Mean Reciprocal Rank (MRR) Measures
traditional MRR for any right answer produced by
the system, from among the candidates. 1/MRR
tells approximately the average rank of the correct
transliteration. MRR closer to 1 implies that the
correct answer is mostly produced close to the top
of the n-best lists.

RRi =
{

minj
1
j if ∃ri,j , ci,k : ri,j = ci,k;

0 otherwise

}
(7)

MRR =
1
N

N∑
i=1

RRi (8)

4. MAPref Measures tightly the precision in the
n-best candidates for i-th source name, for which
reference transliterations are available. If all of
the references are produced, then the MAP is 1.
Let’s denote the number of correct candidates for
the i-th source word in k-best list as num(i, k).
MAPref is then given by

MAPref =
1
N

N∑
i

1
ni

(
ni∑

k=1

num(i, k)

)
(9)

8 Contact Us

If you have any questions about this share task and
the database, please email to

Mr. Ming Liu
Institute for Infocomm Research (I2R),
A*STAR
1 Fusionopolis Way
#08-05 South Tower, Connexis
Singapore 138632
mliu@i2r.a-star.edu.sg5



Dr. Min Zhang
Institute for Infocomm Research (I2R),
A*STAR
1 Fusionopolis Way
#08-05 South Tower, Connexis
Singapore 138632
mzhang@i2r.a-star.edu.sg
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A Training/Development Data

• File Naming Conventions:
NEWS12 train XXYY nnnn.xml
NEWS12 dev XXYY nnnn.xml
NEWS12 test XXYY nnnn.xml
NEWS11 test XXYY nnnn.xml
(progress test sets)

– XX: Source Language
– YY: Target Language
– nnnn: size of parallel/monolingual

names (“25K”, “10000”, etc)

• File formats:
All data will be made available in XML for-
mats (Figure 1).

• Data Encoding Formats:
The data will be in Unicode UTF-8 encod-
ing files without byte-order mark, and in the
XML format specified.

B Submission of Results

• File Naming Conventions:
You can give your files any name you like.
During submission online you will need to
indicate whether this submission belongs to
a “standard” or “non-standard” run, and if it
is a “standard” run, whether it is the primary
submission.

• File formats:
All data will be made available in XML for-
mats (Figure 2).

• Data Encoding Formats:
The results are expected to be submitted in
UTF-8 encoded files without byte-order mark
only, and in the XML format specified.

7



<?xml version="1.0" encoding="UTF-8"?>

<TransliterationCorpus
CorpusID = "NEWS2012-Train-EnHi-25K"
SourceLang = "English"
TargetLang = "Hindi"
CorpusType = "Train|Dev"
CorpusSize = "25000"
CorpusFormat = "UTF8">

<Name ID=�1�>
<SourceName>eeeeee1</SourceName>
<TargetName ID="1">hhhhhh1_1</TargetName>

<TargetName ID="2">hhhhhh1_2</TargetName>
...
<TargetName ID="n">hhhhhh1_n</TargetName>

</Name>
<Name ID=�2�>

<SourceName>eeeeee2</SourceName>
<TargetName ID="1">hhhhhh2_1</TargetName>
<TargetName ID="2">hhhhhh2_2</TargetName>
...
<TargetName ID="m">hhhhhh2_m</TargetName>

</Name>
...
<!-- rest of the names to follow -->
...

</TransliterationCorpus>

Figure 1: File: NEWS2012 Train EnHi 25K.xml
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<?xml version="1.0" encoding="UTF-8"?>

<TransliterationTaskResults
SourceLang = "English"
TargetLang = "Hindi"
GroupID = "Trans University"
RunID = "1"
RunType = "Standard"
Comments = "HMM Run with params: alpha=0.8 beta=1.25">

<Name ID="1">
<SourceName>eeeeee1</SourceName>
<TargetName ID="1">hhhhhh11</TargetName>
<TargetName ID="2">hhhhhh12</TargetName>
<TargetName ID="3">hhhhhh13</TargetName>
...
<TargetName ID="10">hhhhhh110</TargetName>

<!-- Participants to provide their
top 10 candidate transliterations -->

</Name>
<Name ID="2">

<SourceName>eeeeee2</SourceName>
<TargetName ID="1">hhhhhh21</TargetName>
<TargetName ID="2">hhhhhh22</TargetName>
<TargetName ID="3">hhhhhh23</TargetName>
...
<TargetName ID="10">hhhhhh110</TargetName>
<!-- Participants to provide their
top 10 candidate transliterations -->

</Name>
...
<!-- All names in test corpus to follow -->
...

</TransliterationTaskResults>

Figure 2: Example file: NEWS2012 EnHi TUniv 01 StdRunHMMBased.xml

9
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Abstract

This report documents the Machine
Transliteration Shared Task conducted as
a part of the Named Entities Workshop
(NEWS 2012), an ACL 2012 workshop.
The shared task features machine translit-
eration of proper names from English to
11 languages and from 3 languages to
English. In total, 14 tasks are provided.
7 teams participated in the evaluations.
Finally, 57 standard and 1 non-standard
runs are submitted, where diverse translit-
eration methodologies are explored and
reported on the evaluation data. We report
the results with 4 performance metrics.
We believe that the shared task has
successfully achieved its objective by pro-
viding a common benchmarking platform
for the research community to evaluate the
state-of-the-art technologies that benefit
the future research and development.

1 Introduction

Names play a significant role in many Natural
Language Processing (NLP) and Information Re-
trieval (IR) systems. They are important in Cross
Lingual Information Retrieval (CLIR) and Ma-
chine Translation (MT) as the system performance
has been shown to positively correlate with the
correct conversion of names between the lan-
guages in several studies (Demner-Fushman and
Oard, 2002; Mandl and Womser-Hacker, 2005;
Hermjakob et al., 2008; Udupa et al., 2009). The
traditional source for name equivalence, the bilin-
gual dictionaries — whether handcrafted or sta-
tistical — offer only limited support because new
names always emerge.

All of the above point to the critical need for ro-
bust Machine Transliteration technology and sys-
tems. Much research effort has been made to ad-

dress the transliteration issue in the research com-
munity (Knight and Graehl, 1998; Meng et al.,
2001; Li et al., 2004; Zelenko and Aone, 2006;
Sproat et al., 2006; Sherif and Kondrak, 2007;
Hermjakob et al., 2008; Al-Onaizan and Knight,
2002; Goldwasser and Roth, 2008; Goldberg and
Elhadad, 2008; Klementiev and Roth, 2006; Oh
and Choi, 2002; Virga and Khudanpur, 2003; Wan
and Verspoor, 1998; Kang and Choi, 2000; Gao
et al., 2004; Zelenko and Aone, 2006; Li et al.,
2009b; Li et al., 2009a). These previous work
fall into three categories, i.e., grapheme-based,
phoneme-based and hybrid methods. Grapheme-
based method (Li et al., 2004) treats translitera-
tion as a direct orthographic mapping and only
uses orthography-related features while phoneme-
based method (Knight and Graehl, 1998) makes
use of phonetic correspondence to generate the
transliteration. Hybrid method refers to the com-
bination of several different models or knowledge
sources to support the transliteration generation.

The first machine transliteration shared task (Li
et al., 2009b; Li et al., 2009a) was held in NEWS
2009 at ACL-IJCNLP 2009. It was the first time
to provide common benchmarking data in diverse
language pairs for evaluation of state-of-the-art
techniques. While the focus of the 2009 shared
task was on establishing the quality metrics and
on baselining the transliteration quality based on
those metrics, the 2010 shared task (Li et al.,
2010a; Li et al., 2010b) expanded the scope of
the transliteration generation task to about a dozen
languages, and explored the quality depending on
the direction of transliteration, between the lan-
guages. In NEWS 2011 (Zhang et al., 2011a;
Zhang et al., 2011b), we significantly increased
the hand-crafted parallel named entities corpora to
include 14 different language pairs from 11 lan-
guage families, and made them available as the
common dataset for the shared task. NEWS 2012
was a continued effort of NEWS 2011, NEWS10



2010 and NEWS 2009.
The rest of the report is organised as follows.

Section 2 outlines the machine transliteration task
and the corpora used and Section 3 discusses the
metrics chosen for evaluation, along with the ratio-
nale for choosing them. Sections 4 and 5 present
the participation in the shared task and the results
with their analysis, respectively. Section 6 con-
cludes the report.

2 Transliteration Shared Task

In this section, we outline the definition and the
description of the shared task.

2.1 “Transliteration”: A definition

There exists several terms that are used inter-
changeably in the contemporary research litera-
ture for the conversion of names between two
languages, such as, transliteration, transcription,
and sometimes Romanisation, especially if Latin
scripts are used for target strings (Halpern, 2007).

Our aim is not only at capturing the name con-
version process from a source to a target lan-
guage, but also at its practical utility for down-
stream applications, such as CLIR and MT. There-
fore, we adopted the same definition of translit-
eration as during the NEWS 2009 workshop (Li
et al., 2009a) to narrow down ”transliteration” to
three specific requirements for the task, as fol-
lows:“Transliteration is the conversion of a given
name in the source language (a text string in the
source writing system or orthography) to a name
in the target language (another text string in the
target writing system or orthography), such that
the target language name is: (i) phonemically
equivalent to the source name (ii) conforms to the
phonology of the target language and (iii) matches
the user intuition of the equivalent of the source
language name in the target language, consider-
ing the culture and orthographic character usage
in the target language.”

Following NEWS 2011, in NEWS 2012, we
still keep the three back-transliteration tasks. We
define back-transliteration as a process of restor-
ing transliterated words to their original lan-
guages. For example, NEWS 2012 offers the tasks
to convert western names written in Chinese and
Thai into their original English spellings, and ro-
manized Japanese names into their original Kanji
writings.

2.2 Shared Task Description

Following the tradition of NEWS workshop se-
ries, the shared task at NEWS 2012 is specified
as development of machine transliteration systems
in one or more of the specified language pairs.
Each language pair of the shared task consists of a
source and a target language, implicitly specifying
the transliteration direction. Training and develop-
ment data in each of the language pairs have been
made available to all registered participants for de-
veloping a transliteration system for that specific
language pair using any approach that they find
appropriate.

At the evaluation time, a standard hand-crafted
test set consisting of between 500 and 3,000
source names (approximately 5-10% of the train-
ing data size) have been released, on which the
participants are required to produce a ranked list
of transliteration candidates in the target language
for each source name. The system output is
tested against a reference set (which may include
multiple correct transliterations for some source
names), and the performance of a system is cap-
tured in multiple metrics (defined in Section 3),
each designed to capture a specific performance
dimension.

For every language pair each participant is re-
quired to submit at least one run (designated as a
“standard” run) that uses only the data provided by
the NEWS workshop organisers in that language
pair, and no other data or linguistic resources. This
standard run ensures parity between systems and
enables meaningful comparison of performance
of various algorithmic approaches in a given lan-
guage pair. Participants are allowed to submit
more “standard” runs, up to 4 in total. If more than
one “standard” runs is submitted, it is required to
name one of them as a “primary” run, which is
used to compare results across different systems.
In addition, up to 4 “non-standard” runs could be
submitted for every language pair using either data
beyond that provided by the shared task organisers
or linguistic resources in a specific language, or
both. This essentially may enable any participant
to demonstrate the limits of performance of their
system in a given language pair.

The shared task timelines provide adequate time
for development, testing (more than 1 month after
the release of the training data) and the final re-
sult submission (4 days after the release of the test
data).11



2.3 Shared Task Corpora

We considered two specific constraints in select-
ing languages for the shared task: language diver-
sity and data availability. To make the shared task
interesting and to attract wider participation, it is
important to ensure a reasonable variety among
the languages in terms of linguistic diversity, or-
thography and geography. Clearly, the ability of
procuring and distributing a reasonably large (ap-
proximately 10K paired names for training and
testing together) hand-crafted corpora consisting
primarily of paired names is critical for this pro-
cess. At the end of the planning stage and after
discussion with the data providers, we have cho-
sen the set of 14 tasks shown in Table 1 (Li et al.,
2004; Kumaran and Kellner, 2007; MSRI, 2009;
CJKI, 2010).

NEWS 2012 leverages on the success of NEWS
2011 by utilizing the training set of NEWS 2011 as
the training data of NEWS 2012 and the dev data
of NEWS 2011 as the dev data of NEWS 2012.
NEWS 2012 provides entirely new test data across
all 14 tasks for evaluation.

The names given in the training sets for Chi-
nese, Japanese, Korean, Thai, Persian and Hebrew
languages are Western names and their respective
transliterations; the Japanese Name (in English)
→ Japanese Kanji data set consists only of native
Japanese names; the Arabic data set consists only
of native Arabic names. The Indic data set (Hindi,
Tamil, Kannada, Bangla) consists of a mix of In-
dian and Western names.

For all of the tasks chosen, we have been
able to procure paired names data between the
source and the target scripts and were able to
make them available to the participants. For
some language pairs, such as English-Chinese and
English-Thai, there are both transliteration and
back-transliteration tasks. Most of the task are just
one-way transliteration, although Indian data sets
contained mixture of names of both Indian and
Western origins. The language of origin of the
names for each task is indicated in the first column
of Table 1.

Finally, it should be noted here that the corpora
procured and released for NEWS 2012 represent
perhaps the most diverse and largest corpora to be
used for any common transliteration tasks today.

3 Evaluation Metrics and Rationale

The participants have been asked to submit results
of up to four standard and four non-standard runs.
One standard run must be named as the primary
submission and is used for the performance sum-
mary. Each run contains a ranked list of up to
10 candidate transliterations for each source name.
The submitted results are compared to the ground
truth (reference transliterations) using 4 evalua-
tion metrics capturing different aspects of translit-
eration performance. The same as the NEWS
2011, we have dropped two MAP metrics used
in NEWS 2009 because they don’t offer additional
information to MAPref . Since a name may have
multiple correct transliterations, all these alterna-
tives are treated equally in the evaluation, that is,
any of these alternatives is considered as a correct
transliteration, and all candidates matching any of
the reference transliterations are accepted as cor-
rect ones.

The following notation is further assumed:
N : Total number of names (source

words) in the test set
ni : Number of reference transliterations

for i-th name in the test set (ni ≥ 1)
ri,j : j-th reference transliteration for i-th

name in the test set
ci,k : k-th candidate transliteration (system

output) for i-th name in the test set
(1 ≤ k ≤ 10)

Ki : Number of candidate transliterations
produced by a transliteration system

3.1 Word Accuracy in Top-1 (ACC)

Also known as Word Error Rate, it measures cor-
rectness of the first transliteration candidate in the
candidate list produced by a transliteration system.
ACC = 1 means that all top candidates are cor-
rect transliterations i.e. they match one of the ref-
erences, and ACC = 0 means that none of the top
candidates are correct.

ACC =
1
N

N∑
i=1

{
1 if ∃ri,j : ri,j = ci,1;
0 otherwise

}
(1)

3.2 Fuzziness in Top-1 (Mean F-score)

The mean F-score measures how different, on av-
erage, the top transliteration candidate is from its
closest reference. F-score for each source word12



Name origin Source script Target script Data Owner Data Size Task IDTrain Dev Test

Western English Chinese Institute for Infocomm Research 37K 2.8K 2K 1K EnCh
Western Chinese English Institute for Infocomm Research 28K 2.7K 2.2K 1K ChEn
Western English Korean Hangul CJK Institute 7K 1K 609 1K EnKo
Western English Japanese Katakana CJK Institute 26K 2K 1.8K 1K EnJa
Japanese English Japanese Kanji CJK Institute 10K 2K 571 1K JnJk
Arabic Arabic English CJK Institute 27K 2.5K 2.6K 1K ArEn
Mixed English Hindi Microsoft Research India 12K 1K 1K 1K EnHi
Mixed English Tamil Microsoft Research India 10K 1K 1K 1K EnTa
Mixed English Kannada Microsoft Research India 10K 1K 1K 1K EnKa
Mixed English Bangla Microsoft Research India 13K 1K 1K 1K EnBa
Western English Thai NECTEC 27K 2K 2K 1K EnTh
Western Thai English NECTEC 25K 2K 1.9K 1K ThEn
Western English Persian Sarvnaz Karimi / RMIT 10K 2K 2K 1K EnPe
Western English Hebrew Microsoft Research India 9.5K 1K 1K 1K EnHe

Table 1: Source and target languages for the shared task on transliteration.

is a function of Precision and Recall and equals 1
when the top candidate matches one of the refer-
ences, and 0 when there are no common characters
between the candidate and any of the references.

Precision and Recall are calculated based on
the length of the Longest Common Subsequence
(LCS) between a candidate and a reference:

LCS(c, r) =
1
2

(|c|+ |r| − ED(c, r)) (2)

where ED is the edit distance and |x| is the length
of x. For example, the longest common subse-
quence between “abcd” and “afcde” is “acd” and
its length is 3. The best matching reference, that
is, the reference for which the edit distance has
the minimum, is taken for calculation. If the best
matching reference is given by

ri,m = arg min
j

(ED(ci,1, ri,j)) (3)

then Recall, Precision and F-score for i-th word
are calculated as

Ri =
LCS(ci,1, ri,m)

|ri,m|
(4)

Pi =
LCS(ci,1, ri,m)

|ci,1|
(5)

Fi = 2
Ri × Pi

Ri + Pi
(6)

• The length is computed in distinct Unicode
characters.

• No distinction is made on different character
types of a language (e.g., vowel vs. conso-
nants vs. combining diereses etc.)

3.3 Mean Reciprocal Rank (MRR)
Measures traditional MRR for any right answer
produced by the system, from among the candi-
dates. 1/MRR tells approximately the average
rank of the correct transliteration. MRR closer to 1
implies that the correct answer is mostly produced
close to the top of the n-best lists.

RRi =
{

minj
1
j if ∃ri,j , ci,k : ri,j = ci,k;

0 otherwise

}
(7)

MRR =
1
N

N∑
i=1

RRi (8)

3.4 MAPref

Measures tightly the precision in the n-best can-
didates for i-th source name, for which reference
transliterations are available. If all of the refer-
ences are produced, then the MAP is 1. Let’s de-
note the number of correct candidates for the i-th
source word in k-best list as num(i, k). MAPref

is then given by

MAPref =
1
N

N∑
i

1
ni

(
ni∑

k=1

num(i, k)

)
(9)

4 Participation in Shared Task

7 teams submitted their transliteration results. Ta-
ble 3 shows the details of registration tasks. Teams
are required to submit at least one standard run for
every task they participated in. In total, we re-
ceive 57 standard and 1 non-standard runs. Table 2
shows the number of standard and non-standard
runs submitted for each task. It is clear that the
most “popular” task is the transliteration from En-
glish to Chinese being attempted by 7 participants.13



English to
Chinese

Chinese to
English

English to
Thai

Thai to En-
glish

English to
Hindi

English to
Tamil

English to
Kannada

Language pair code EnCh ChEn EnTh ThEn EnHi EnTa EnKa

Standard runs 14 5 2 2 2 2 2
Non-standard runs 0 0 0 0 0 0 0

English to
Japanese
Katakana

English
to Korean
Hangul

English to
Japanese
Kanji

Arabic to
English

English to
Bengali
(Bangla)

English to
Persian

English to
Hebrew

Language pair code EnJa EnKo JnJk ArEn EnBa EnPe EnHe

Standard runs 3 4 4 5 4 4 4
Non-standard runs 0 1 0 0 0 0 0

Table 2: Number of runs submitted for each task. Number of participants coincides with the number of
standard runs submitted.

Team
ID

Organisation EnCh ChEn EnTh ThEn EnHi EnTa EnKa EnJa EnKo JnJk ArEn EnBa EnPe EnHe

1 University of Alberta x
2 NICT x x x x x x x x x x x x x x
3 MIT@Lab of HIT x
4 IASL, Academia

Sinica
x

5 Yahoo Japan Corpora-
tion

x x x x x x x x

6 Yuan Ze University x
7 CMU x x x x x x x x x x x x x x

Table 3: Participation of teams in different tasks.

5 Task Results and Analysis

5.1 Standard runs

All the results are presented numerically in Ta-
bles 4–17, for all evaluation metrics. These are the
official evaluation results published for this edition
of the transliteration shared task.

The methodologies used in the ten submitted
system papers are summarized as follows. Similar
to their NEWS 2011 system, Finch et al. (2012)
employ non-Parametric Bayesian method to co-
segment bilingual named entities for model train-
ing and report very good performance. This sys-
tem is based on phrase-based statistical machine
transliteration (SMT) (Finch and Sumita, 2008),
an approach initially developed for machine trans-
lation (Koehn et al., 2003), where the SMT sys-
tem’s log-linear model is augmented with a set of
features specifically suited to the task of translit-
eration. In particular, the model utilizes a fea-
ture based on a joint source-channel model, and

a feature based on a maximum entropy model that
predicts target grapheme sequences using the local
context of graphemes and grapheme sequences in
both source and target languages. Different from
their NEWS 2011 system, in order to solve the
data sparseness issue, they use two RNN-based
LM to project the grapheme set onto a smaller hid-
den representation: one for the target grapheme se-
quence and the other for the sequence of grapheme
sequence pair used to generate the target.

Zhang et al. (2012) also use the statistical
phrase-based SMT framework. They propose the
fine-grained English segmentation algorithm and
other new features and achieve very good perfor-
mance. Wu et al. (2012) uses m2m-aligner and
DirecTL-p decoder and two re-ranking methods:
co-occurrence at web corpus and JLIS-Reranking
method based on the features from alignment re-
sults. They report very good performance at
English-Korean tasks. Okuno (2012) studies the
mpaligner (an improvement of m2m-aligner) and14



shows that mpaligner is more effective than m2m-
aligner. They also find that de-romanization is cru-
cial to JnJk task and mora is the best alignment
unit for EnJa task. Ammar et al. (2012) use CRF
as the basic model but with two innovations: a
training objective that optimizes toward any of a
set of possible correct labels (i.e., multiple refer-
ences) and a k-best reranking with non-local fea-
tures. Their results on ArEn show that the two
features are very effective in accuracy improve-
ment. Kondrak et al. (2012) study the language-
specific adaptations in the context of two language
pairs: English to Chinese (Pinyin representation)
and Arabic to English (letter mapping). They con-
clude that Pinyin representation is useful while let-
ter mapping is less effective. Kuo et al. (2012) ex-
plore two-stage CRF for Enligsh-to-Chinese task
and show that the two-stage CRF outperform tra-
ditional one-stage CRF.

5.2 Non-standard runs

For the non-standard runs, we pose no restrictions
on the use of data or other linguistic resources.
The purpose of non-standard runs is to see how
best personal name transliteration can be, for a
given language pair. In NEWS 2012, only one
non-standard run (Wu et al., 2012) was submitted.
Their reported web-based re-validation method is
very effective.

6 Conclusions and Future Plans

The Machine Transliteration Shared Task in
NEWS 2012 shows that the community has a con-
tinued interest in this area. This report summa-
rizes the results of the shared task. Again, we
are pleased to report a comprehensive calibra-
tion and baselining of machine transliteration ap-
proaches as most state-of-the-art machine translit-
eration techniques are represented in the shared
task.

In addition to the most popular techniques such
as Phrase-Based Machine Transliteration (Koehn
et al., 2003), CRF, re-ranking, DirecTL-p de-
coder, Non-Parametric Bayesian Co-segmentation
(Finch et al., 2011), and Multi-to-Multi Joint
Source Channel Model (Chen et al., 2011) in the
NEWS 2011, we are delighted to see that sev-
eral new techniques have been proposed and ex-
plored with promising results reported, including
RNN-based LM (Finch et al., 2012), English Seg-
mentation algorithm (Zhang et al., 2012), JLIS-

reranking method (Wu et al., 2012), improved
m2m-aligner (Okuno, 2012), multiple reference-
optimized CRF (Ammar et al., 2012), language
dependent adaptation (Kondrak et al., 2012) and
two-stage CRF (Kuo et al., 2012). As the stan-
dard runs are limited by the use of corpus, most of
the systems are implemented under the direct or-
thographic mapping (DOM) framework (Li et al.,
2004). While the standard runs allow us to con-
duct meaningful comparison across different al-
gorithms, we recognise that the non-standard runs
open up more opportunities for exploiting a vari-
ety of additional linguistic corpora.

Encouraged by the success of the NEWS work-
shop series, we would like to continue this event
in the future conference to promote the machine
transliteration research and development.
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Team ID ACC F -score MRR MAPref Organisation

Primary runs
3 0.330357 0.66898 0.413062 0.320285 MIT@Lab of HIT
1 0.325397 0.67228 0.418079 0.316296 University of Alberta
2 0.310516 0.66585 0.44664 0.307788 NICT
4 0.310516 0.662467 0.37696 0.299266 IASL, Academia Sinica
5 0.300595 0.655091 0.376025 0.292252 Yahoo Japan Corporation
7 0.031746 0.430698 0.055574 0.030265 CMU

Non-primary standard runs
3 0.330357 0.676232 0.407755 0.3191 MIT@Lab of HIT
1 0.325397 0.673053 0.409452 0.316055 University of Alberta
1 0.324405 0.668165 0.424517 0.316248 University of Alberta
3 0.31746 0.666551 0.399476 0.308187 MIT@Lab of HIT
4 0.298611 0.658836 0.362263 0.288725 IASL, Academia Sinica
5 0.298611 0.656974 0.357481 0.289373 Yahoo Japan Corporation
4 0.294643 0.651988 0.357495 0.284274 IASL, Academia Sinica
4 0.290675 0.653565 0.370733 0.282545 IASL, Academia Sinica

Table 4: Runs submitted for English to Chinese task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.20314 0.736058 0.308801 0.199569 NICT
3 0.176644 0.701791 0.257324 0.172991 MIT@Lab of HIT
7 0.030422 0.489705 0.048211 0.03004 CMU
5 0.012758 0.258962 0.017354 0.012758 Yahoo Japan Corporation

Non-primary standard runs
5 0.007851 0.258013 0.012163 0.007851 Yahoo Japan Corporation

Table 5: Runs submitted for Chinese to English back-transliteration task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.122168 0.746824 0.183318 0.122168 NICT
7 0.000809 0.288585 0.001883 0.000809 CMU

Table 6: Runs submitted for English to Thai task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.139968 0.765534 0.21551 0.139968 NICT
7 0 0.417451 0.000566 0 CMU

Table 7: Runs submitted for Thai to English back-transliteration task.
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Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.668 0.923347 0.73795 0.661278 NICT
7 0.048 0.645666 0.087842 0.048528 CMU

Table 8: Runs submitted for English to Hindi task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.592 0.908444 0.67881 0.5915 NICT
7 0.052 0.638029 0.083728 0.052 CMU

Table 9: Runs submitted for English to Tamil task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.546 0.900557 0.640534 0.545361 NICT
7 0.116 0.737857 0.180234 0.11625 CMU

Table 10: Runs submitted for English to Kannada task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.400774 0.810109 0.522758 0.397386 NICT
5 0.362052 0.802701 0.468973 0.35939 Yahoo Japan Corporation
7 0 0.147441 0.00038 0 CMU

Table 11: Runs submitted for English to Japanese Katakana task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
6 0.398095 0.731212 0.398095 0.396905 Yuan Ze University
2 0.38381 0.721247 0.464553 0.383095 NICT
5 0.334286 0.687794 0.411264 0.334048 Yahoo Japan Corporation
7 0 0 0.00019 0 CMU

Non-standard runs
6 0.458095 0.756755 0.484048 0.458095 Yuan Ze University

Table 12: Runs submitted for English to Korean task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.513242 0.693184 0.598304 0.418708 NICT
5 0.512329 0.693029 0.581803 0.400505 Yahoo Japan Corporation
7 0 0 0 0 CMU

Non-primary standard runs
5 0.511416 0.691131 0.580485 0.402127 Yahoo Japan Corporation

Table 13: Runs submitted for English to Japanese Kanji back-transliteration task.19



Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.588235 0.929787 0.709003 0.506991 NICT
7 0.58391 0.925292 0.694338 0.367162 CMU
1 0.583045 0.932959 0.670457 0.42041 University of Alberta

Non-primary standard runs
7 0.57699 0.93025 0.678898 0.330353 CMU

7 0.573529 0.925306 0.675125 0.328782 CMU

Table 14: Runs submitted for Arabic to English task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
2 0.46 0.891476 0.582944 0.458417 NICT
5 0.404 0.882395 0.514541 0.402917 Yahoo Japan Corporation
7 0.178 0.783893 0.248674 0.177139 CMU

Non-primary standard runs
5 0.398 0.880286 0.510148 0.396528 Yahoo Japan Corporation

Table 15: Runs submitted for English to Bengali (Bangla) task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
5 0.658349 0.940642 0.761223 0.639873 Yahoo Japan Corporation
2 0.65547 0.941044 0.773843 0.642663 NICT
7 0.18618 0.803002 0.311881 0.184961 CMU

Non-primary standard runs
5 0.054702 0.627335 0.082754 0.054367 Yahoo Japan Corporation

Table 16: Runs submitted for English to Persian task.

Team ID ACC F -score MRR MAPref Organisation

Primary runs
5 0.190909 0.808491 0.253575 0.19 Yahoo Japan Corporation
2 0.153636 0.787254 0.228649 0.152727 NICT
7 0.097273 0.759444 0.130955 0.096818 CMU

Non-primary standard runs
5 0.165455 0.803019 0.241948 0.164545 Yahoo Japan Corporation

Table 17: Runs submitted for English to Hebrew task.
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Abstract

We present a new approach to named-entity
recognition that jointly learns to identify
named-entities in parallel text. The sys-
tem generates seed candidates through local,
cross-language edit likelihood and then boot-
straps to make broad predictions across both
languages, optimizing combined contextual,
word-shape and alignment models. It is com-
pletely unsupervised, with no manually la-
beled items, no external resources, only us-
ing parallel text that does not need to be eas-
ily alignable. The results are strong, with
F > 0.85 for purely unsupervised named-
entity recognition across languages, compared
to just F = 0.35 on the same data for su-
pervised cross-domain named-entity recogni-
tion within a language. A combination of un-
supervised and supervised methods increases
the accuracy toF = 0.88. We conclude that
we have found a viable new strategy for unsu-
pervised named-entity recognition across low-
resource languages and for domain-adaptation
within high-resource languages.

1 Introduction

At first pass, our approach sounds like it shouldn’t
work, as ‘unsupervised’tasks significantly under-
perform their supervised equivalents and for most
cross-linguistic tasks‘unaligned’ will mean ‘unus-
able’. However, even among very loosely aligned
multilingual text it is easy to see why named-entities
are different: they are the least likely words/phrases
to change form in translation. We can see this in the
following example which shows the named-entities
in both a Krèyol message and its English translation:

Lopital Sacre-Coeurki nan vil Milot, 14
km nan sid vil Okap, pre pou li resevwa
moun malad e lap mande pou moun ki
malad yo ale la.

Sacre-Coeur Hospitalwhich located in
this village Milot 14 km south of Oakp
is ready to receive those who are injured.
Therefore, we are asking those who are
sick to report to that hospital.

The example is taken from the parallel corpus of
English and Haitian Krèyol text messages used in
the2010 Shared Task for the Workshop on Machine
Translation(Callison-Burch et al., 2011), which is
the corpus used for evaluation in this paper.

The similarities in the named-entities across the
translation are clear, as should be the intuition for
how we can leverage these for named-entity ex-
traction. Phrases with the least edit distance be-
tween the two languages, such as‘Lopital Sacre-
Coeur’, ‘Milot’ , and ‘Okap’, can be treated as
high-probability named-entity candidates, and then
a model can be bootstrapped that exploits predictive
features, such as word shape (e.g.: more frequent
capitalization) and contextual cues such as the pre-
ceding‘vil’ in two cases above.

However, the problem of identifying entities in
this way is non-trivial due to a number of complicat-
ing factors. The inexact translation repeats the non-
entity ‘hospital’ which limits machine-translation-
style alignments and has an equal edit-distance with
the entity‘Loptial’ . The entity‘Hospital’ and ‘Lo-
pital’ are not an exact match and are not perfectly
aligned, changing position within the phrase. The
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capitalization of entities is not always so consistent
(here and in short-message communications more
generally). A typographic error in the translation
writes ‘Okap’ as ‘Oakp’. ‘Okap’ is itself slang for
‘Cap-Häıtien’ and other messages translated this lo-
cation across the different spellings (‘Cap-Haitien’,
‘Cap Haitien’, ‘Kap’ , ‘Kapayisyen’, etc.), which in-
creases the edit distance. There are few resources
for Haitian Krèyol such as gazatteers of place names
(except at the Department/major Town/City level –
at the time these messages were sent,Google Maps
andOpen Street Maplisted only a handful of loca-
tions in Haiti, and such resources tend not to include
slang terms). Finally, what was one sentence in the
original message is split into two in the translation.

As Kay points out, most parallel textsshouldn’t
be alignable, as different contexts mean different
translation strategies, most of which will not result
in usable input for machine translation (Kay, 2006).
This is true of the corpus used here – the translations
were made for quick understanding by aid workers,
explaining much of the above: it was clearer to break
the translation into two sentences; it reduced ambi-
guity to repeat ‘hospital’ rather than leave it under-
specified; the typo simply didn’t matter. We con-
firmed the ‘unalignability’ of this corpus using the
GIZA++ aligner in theMosestoolkit (Koehn et al.,
2007); by notingMicrosoft Research’s work on the
same data where they needed to carefully retranslate
the messages for training (Lewis, 2010); and from
correspondence with participants in the2011 Work-
shop on Machine Translationwho reported the need
for substantial preprocessing and mixed results.

We do not rule out the alignability of the corpus
altogether – the system presented here could even be
used to create better alignment models – noting only
that it is rare that translations can be used straight-of-
the-box, while in our case wecanstill make use of
this data. Even with perfect alignment, the accuracy
for named-entity extraction in Haitian Krèyol could
only be as accurate as that for English, which in this
case wasF = 0.336 with a supervised model, so
alignment is therefore only part of the problem.

For the same reasons, we are deliberately omitting
another important aspect of cross-linguistic named-
entity recognition: transliteration. Latin Script
may be wide-spread, especially for low resource
languages where it is the most common script for

transcribing previously non-written languages, but
some of the most widely spoken languages include
those that use Arabic, Bengali, Cyrillic, Devanagari
(Hindi) and Hanzi (Chinese) scripts, and the meth-
ods proposed here would be even richer if they could
also identify named entities across scripts. A first
pass on cross-script data looks like itis possible to
apply our methods across scripts, especially because
the seeds only need to be drawn from the most con-
fident matches and across scripts there seem to be
some named entities that are more easier to translit-
erate than others (which is not surprising, of course –
most cross-linguistic tasks are heterogeneous in this
way). However, with a few notable exceptions like
Tao et al. (2006), transliteration is typically a super-
vised task. As with machine translation it is likely
that the methods used here could aid transliteration,
providing predictions that can be used within a fi-
nal, supervised transliteration model (much like the
semi-supervised model proposed later on).1

1.1 The limitations of edit-distance and
supervised approaches

Despite the intuition that named-entities are less
likely to change form across translations, it is clearly
only a weak trend. Even if we assume oracle knowl-
edge of entities in English (that is, imagining that
we have perfect named-entity-recognition for En-
glish), by mapping the lowest edit-distance phrase
in the parallel Krèyol message to each entity we can
only identify an entity with about 61%, accuracy.
Withoutoracle knowledge – training on an existing
English NER corpora, tagging the English transla-
tions, and mapping via edit distance – identifies an
entity with only around 15% accuracy. This is not
particularly useful and we could probably achieve
the same results with naive techniques like cross-
linguistic gazetteers.

Edit distance and cross-linguistic supervised
named-entity recognition arenot, therefore, partic-
ularly useful as standalone strategies. However, we
are able to use aspects of both in an unsupervised
approach.

1On a more practical level, we also note that this year’s
shared task for the Named Entity Workshop is on translitera-
tion. With the leading researchers in the field currently tackling
the transliteration problem, it is likely that any methods we pre-
sented here would soon be outdated.
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In this paper we focus on named-entity identifica-
tion, only briefly touching on named-entity classifi-
cation (distinguishing between types of entities), pri-
marily because the named-entity identification com-
ponent of our system is more novel and therefore
deserves greater attention.

We use 3,000 messages in Haitian Krèyol
and their English translations, with named-entities
tagged in an evaluation set of 1,000 of the messages.
To keep the task as unsupervised a possible, the sys-
tem was designed and parameters were set without
observing the actual tags.

1.2 Strategy and potential applications

Our approach is two-step for pairs of low resource
languages, and three-step for pairs of languages
where one has named-entity resources:

1. Generate seeds by calculating the edit like-
lihood deviation. For all cross-language
pairs of messages, extract the cross-language
word/phrase pairs with the highest edit like-
lihood, normalized for length. Calculate the
intramessage deviation of this edit likelihood
from the mean pair-wise likelihood from all
candidate pairs within the message. Across
all messages, generate seeds by selecting the
word/phrase pairs with the highest and lowest
intramessage edit likelihood deviation.

2. Learn context, word-shape and alignment mod-
els. Using the seeds from Step 1, learn mod-
els over the context, word-shape and align-
ment properties (but not edit distance). Apply
the models to all candidate pairs. Because we
have the candidate alignments between the lan-
guages, we can also jointly learn to identify
named-entities by leveraging the context and
word-shape features in the parallel text, in com-
bination with the alignment predictions.

3. Learn weighted models over the context, word-
shape, alignment and supervised predictions
(with high-resource languages only). Using the
seeds from Step 1 and predictions from Step 2,
learn models over the broader features and su-
pervised predictions from a model in the high-
resource language, applying the models to all
candidate pairs.

The results are very strong, withF > 0.85
for purely unsupervised named-entity recognition
across languages. This is compared to justF = 0.35
for supervised approaches across domains within a
language (MUC/CoNLL-trained English applied to
the English translations of the messages).

The combined unsupervised/supervised methods
increase the accuracy toF = 0.88. Inter-annotator
agreement is around0.95, so this may be close to the
best possible result.

This leads us to conclude that cross-linguistic un-
supervised named-entity recognition, even when not
alignable via machine-translation methods, is a pow-
erful, scalable technique for named-entity recogni-
tion in low resource languages.

The potential applications of are broad. There are
some 5,000 languages in the connected world, most
of which will have no resourcesother than loose
translations, so there is great application potential.
For high-resource languages, the results here indi-
cate that the technique can be used to increase ac-
curacy in cross-domain named-entity recognition, a
consistent problem across even closely-related do-
mains. For the specific corpus used there is also
direct practical value – the messages include high
volumes of time-critical requests for aid, citing lo-
cations that did not appear on any map in a language
with few resources.

2 STEP 1: Establish Edit Likelihood
Deviation

As we state in the introduction, we cannot simply
tag in English and then find the least-edit distance
word/phrase in the parallel Krèyol.

We evaluated several different edit distance func-
tions, including the well-known Levenshtein and
slightly more complex Jaro-Winkler measures. We
also extended the Levenshtein measure by reducing
the edit penalty for pairs of letters of phonetic relat-
edness, such as ‘c’ and ‘k’, following the subword
modeling work of Munro and Manning on this cor-
pus and previous subword modeling for short mes-
sages (Munro, 2011; Munro and Manning, 2010).2

2We also attempted a more sophisticated approach to learn-
ing weights for edits by extracting edit probabilities fromthe fi-
nal model. This also made little improvement, but it could have
simply been the result data-sparseness over only 3000 pairsof
entities, so no strong conclusions can be drawn.
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The more sophisticated edit distance functions
gave more accurate predictions (which is unsurpris-
ing), but the advantages were lost in the following
step when calculating the deviation from the norm,
with all approaches producing more or less the same
seeds. Rather than the String Similarity Estimate be-
ing the key factor, we conclude that our novel treat-
ment of edit distance (calculating the local devia-
tion) is the critical factor in generating seeds for the
model.

All else being equal, then, we report results from
the simplestapproach to edit distance, normalizing
Levenshtein’s measure,LEV () by length to a 0-
1 scale. Candidate words/phrases were limited to
a maximum of four words, delimited by space or
punctuation, simply to cap the cost of theLEV ().
Given a stringS in messageM , MS and and its can-
didate pairM ′

S′ , and a length functionLEN(), this
gives usSSE(MS ,M

′

S′) =

1−
(2(LEV (MS ,M

′

S′)) + 1

LEN(MS) + LEN(M ′
S′) + 1

The+1 smoothing is to avoid too much variation
at smaller lengths, which is fairly common practice
in subword models looking at morphological varia-
tion (Tchoukalov et al., 2010).

The String Similarity Estimate is a global measure
that is not sensitive to the contexts of the given pairs.
Suppose a sentencewasn’ta translation, but simply
a repetition, or that much of the translation was a
direct (non-translated) quote of the original. Both
occur in the data we used.

We propose, then, that the best candidate seeds
for named-entities are those that display the highest
likelihood relative to the other candidate pairs within
the same pairs of messages. In other words, when
there are two phrases with very little edit distance,
but when there is very high cross-language edit dis-
tance between the contexts of the phrases. We define
this asEdit Likelihood Deviation, ELD().

There are many ways to calculating deviation.
Again, to keep it as simple as possible we report re-
sults using the most well-known deviation metric, z-
scores. Given average and standard deviation func-
tionsAV () andSD(), givesELD(MS ,M

′

S′) =

(SSE(MS ,M
′

S′))−AV (SSE(M0−n,M
′

0−m))

SD(SSE(M0−n,M ′
0−m))

Figure 1: A comparison of the different approaches to
generating seeds from edit distance. The comparison
shows that local deviation, the novel method introduced
in this paper, is the most successful. With about 10%
of the most confident entity candidates by Edit Likeli-
hood Deviation or Weighted Deviation Estimate, there is
greater than95% precision, giving a clean enough divi-
sion of the data to seed a model.

At this point, we have the global string similarity of
each candidate entity pair across languages,SSE(),
and the local string similarity deviation of each can-
didate pair,ELD().

A combination was also explored that combined
the two, creating an equally weighted product of
SSE and ELD(), Weighted Deviation Estimate,
WDE() (equation omitted for space). As Figure
1 shows, there is only a slight improvement from
the combination of the two, showing thatEdit Like-
lihood Deviation, the novel approach here, con-
tributes the most to identifying candidate seeds.

We can calculate the first accuracies here by as-
suming that the best candidate in each message pair
was an entity. All results also summarized at the end
of the paper:

Precision Recall F-value
Krèyol: 0.619 0.619 0.619
English: 0.633 0.633 0.633

The results are reasonably strong for methods that
made few assumptions about the data and were not
optimized, with errors in a little under half the pre-
dictions.

While the different equations are monotonically
distributedwithin each pair of messages, the esti-
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matesbetweenmessages now take into account both
local and global edit likelihoods, allowing us to rank
the candidates byWDE and sample the most likely
and least likely. Here, we simply took the top and
bottom 5%.3

3 STEP 2: Learn joint alignment and
word-shape models using the likelihood
estimates as seeds.

Taking the seeds from Step 1, we can then treat them
as training items in a linear model.

We used the Stanford Maximum Entropy Classi-
fier. Model-choice is only important in that a dis-
criminative learner is required. The 5% ‘non-entity’
pairs were still the highest String Similarity for their
particular message/translation, but simply did not
deviate greatly from the average within that mes-
sage/translation. Therefore, we are explicitly target-
ing the border between entities and non-entities in
the high String Similarity part of the vector space.
This sampling strategy would not work for a gener-
ative learner.

For the same reason, though, we donot include
raw edit distance or the String Similarity Estimate
among the features. If we did, then the model will
simply relearn and overfit this bias and give all the
weight to edit distance.

We build the model on features that include con-
text (the entity itself and surrounding words), word-
shape features (capitalization, punctuation, segmen-
tation, and numerical patterns), and alignment (ab-
solute and relative character offsets between the can-
didates in the messages and translation). For word-
shape features, we used a simple representation that
converted all sequences of capitalized letters, lower-
case letters, and non-letter characters into ‘C’, ‘c’
and ‘n’, respectively. Therefore, ‘Port-au-Prince’,
‘Port au Prince’ and ‘Port.a.Prons’ would all get
the same word-shape feature, ‘CcncnCc’. We al-

3There are clearly many more parameters and variants of
equations that could be explored. As an unsupervised approach,
it is by conscious choice that only the most well-known equa-
tions are used and tunable parameters are set at sensible defaults
(like the equal weights here). This is to keep the experiments as
cleanly ‘unsupervised’ as possible, and to demonstrate that the
accurate results here are not simply a quirk of a particular equa-
tion, but a broadly applicable approach to generating seedsby
local deviation estimates.

Figure 2: Comparing the predictions for the String Sim-
ilarity for the same candidates, to the jointly-learned
model. (Coding scheme: tp = true-positive, etc.) The
distribution shows that while String Similarity correlates
with named-entities, it is not a clean division. Note espe-
cially the mass of true-negatives in the bottom-right cor-
ner of the graph. These would be a relatively high vol-
ume of false-positives for String Similarity alone, but the
model that bootstraps knowledge of context, word-shape
and alignment has little trouble distinguishing them and
correctly assigning them zero-probably of being an entity.

lowed the model to also find character-ngrams over
these shapes to capture features which would rep-
resent characteristics like ‘is-capitalized’, ‘contains-
internal-capital’, and ‘is-multiword-phrase’.

As a relatively small set of features, we also
model the intersection of each of them. This al-
lows the model to learn, for example, that words that
are perfectly aligned, but are both all lower-case, are
weighted0.06 more likely as a non-entity. Despite
the simplicity and low number of features, this is a
fairly powerful concept to model.

As with all unsupervised methods that bootstrap
predictions through seeded data, the success relies
on a representative feature space to avoid learning
only one part of the problem. The results are strong:

Precision Recall F-value
Krèyol: 0.907 0.687 0.781
English: 0.932 0.766 0.840

There is a reasonably high precision-recall ratio
which is typical of unsupervised learning that learns
a model on seeded data, but the results are still
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strong for both Krèyol and English, indicating that
the seeding method in Step 1 did, in fact, produce
candidates that occurred in broad range of contexts,
overcoming one of the limits of gazetteer-based ap-
proaches.

Perhaps the most obvious extension is to jointly
learn the models on both languages, using the candi-
date alignment models in combination with the con-
texts in both the original text and the translation:

Precision Recall F-value
Krèyol: 0.904 0.794 0.846
English: 0.915 0.813 0.861

This improves the results for both, especially the
Krèyol which can now take advantage of the more
consistent capitalization and spelling in the English
translations.

For many supervised learners,0.846 would be a
strong result. Here, we are able to get this in Hatian
Krèyol using only unsupervised methods and a few
thousand loosely translated sentences.

4 STEP 3: Learning weighted models over
the context, word-shape, alignment and
supervised predictions (with
high-resource languages)

The natural extension to the supervised comparison
is to combine the methods. We included the Stanford
NER predictions in the features for the final model,
allowing the bootstrapped model to arrive at the op-
timal weights to apply to the supervised predictions
in the given context.

From the perspective of supervised NER, this
can be thought of as leveraging unsupervised align-
ment models for domain-adaptation. The Stanford
NER predictions were added as features in the final
model, directly for the English phrases and across
the candidate alignments for the Krèyol phrases.

Taken alone, the unsupervised strategies clearly
improve the results, but for someone coming from a
supervised learning background in NER (which will
be most NER researchers) this should provide an in-
tuition as to exactly how good. We cannot compare
the Krèyol as there is no supervised NER corpus for
Krèyol, and our labeled evaluation data is too small
to train on. However, we can compare the English
results to near state-of-the-art NER taggers.

We compared our system to the predictions made
by the Stanford NER parser trained on MUC and
CoNLL data (Sang, 2002; Sang and De Meulder,
2003):

Precision Recall F-value
English: 0.915 0.206 0.336

The low cross-domain result is expected, but 0.336
for supervised cross-domain predictions within a
language ismuch less than 0.861 for unsupervised
cross-language predictions. This clearly shows that
the methods and evaluation used here really do
demonstrate a new strategy for NER. It also shows
that domain-specificity might be even be more im-
portant than language-specificity when we can boot-
strap our knowledge of context.4

Combining the two approaches, we get the most
accurate results:

Precision Recall F-value
Krèyol: 0.838 0.902 0.869
English: 0.846 0.916 0.880

Even though English is a high-resource language,
this is still a very good result for cross-domain adap-
tation, withF > 0.5 improvement over the super-
vised model alone. It is clear that this strategy could
be used for domain adaptation more broadly wher-
ever loose translations exists.

While not as big a gain in accuracy as the previ-
ous steps, theF > 0.02 gain is still significant. Al-
though untested here, it is easy to imagine that with a
small amount of labeled data or improved gazetteers
the supervised approach should further. About 10%
of the error can be attributed to capitalization, too,
which is a slight bias against the MUC/CoNLL
trained data where the capitalization of named enti-
ties was consistent. A realistic deployment approach
would be to create an initial model using the unsu-
pervised methods described in this paper and then to
further bootstrap the accuracy through supervised la-
beling. This particular approach to semi-supervised
learning is outside the scope of this paper.

4For the edge cases and entity boundary errors, we always
gave the benefit of the doubt to the Stanford NER tagger.
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4.1 Distinguishing Types of Entity

NER often distinguishes types of Entities (eg: Peo-
ple, Locations, Organizations); a frequent subtask
sometimes callednamed-entity discriminationor
named-entity classification. We discuss this briefly.

By seeding the data with the Stanford NER pre-
dictions for ‘Person’, ‘Location’, and ‘Organization’
and learning a three-way distinction within the enti-
ties, we saw that it wasn’t a difficult problem for this
particular corpus. The main potential complication
was between organizations and locations (especially
for radio stations) but there were relatively few or-
ganizations in the data so the micro-fvalue would
change very little. No doubt, in other texts the lo-
cation/organization division would compose a big-
ger part of the problem. These observations about
distinguishing NERs are consistent with the known
problems in NER more broadly. The Stanford NER
only made predictions for 114 of the entities that
were confidently mapped to their Krèyol counter-
parts in Step 1:

Precision Recall F-value
English: 0.512 0.782 0.619

To exploit any signal here, let alone a respectable
F = 0.619 is a good result, but clearly more im-
provements are possible.

5 Analysis

The results presented in the paper are summarized
in Table 1. Taken together, they make it clear that
this is a very promising new method for named-
entity recognition in low resources languages, and
for domain-adaptation in high-resource languages.

Analysis of the consistent errors shows several
clear patterns. Products like‘aquatab’ were a com-
mon false positive, although a product could be a
named-entity in certain coding schemas. Dates, fig-
ures and currency (‘250gd’) were also frequent false
positives, but would be reasonably easy to filter as
they follow predictable patterns.

Some cognates and borrowings also
made it through as false-positives: ‘antibi-
otics’/‘antibiotik’ , ‘drinking water’/‘drinking wa-
ter’, ‘medicine’/‘medicament’, ‘vitamin c’/‘vitamine
c’, ‘cyber’/‘cyber’, ‘radio’ /‘radyo’, although‘cyber

cafe’ almost always referred to a specific location
and‘radio’ was often part of an organization name,
‘radio enspirasyon’.

The false-negatives were almost all very low-
frequency words or high-frequency words that were
more commonly used as non-entities. This is con-
sistent with named-entity recognition more broadly.

6 Background and Related Work

We were surprised that no one had previously re-
ported looked at leveraging cross-linguistic named-
entity recognition in this way. Perhaps previous
researchers had found (like us) that edit distance
alone was not particularly useful in cross-linguistic
named-entity recognition, and therefore not pursued
it. While the approach is novel, the general observa-
tion that named-entities change form less than other
words cross-linguistically is one of the oldest in lan-
guage studies. Shakespeare’s ‘River Avon’ simply
means ‘River River’, as ‘Avon’ is, literally, ‘River’
in the pre-English Celtic language of the region.

For parallel short-message corpora, named-entity
recognition is completely unresearched, but there is
growing work in classification (Munro and Man-
ning, 2010; Munro, 2011) and translation (Lewis,
2010), the latter two using the same corpus as here.

Past ‘Multilingual Named-Entity Recognition’
systems meant training the same supervised system
on different languages, which was the focus of the
past CoNLL tasks. While the goal of these systems
was the same as ours – broad cross-linguistic cov-
erage for named-entity recognition – this isnot the
same ‘cross-linguistic’ as the one employed here.

More closely related to our work, Steinberger
and Pouliquen have found cross-linguistic named-
entity recognition to be possible by aligning texts
at the granularity of news stories (Steinberger and
Pouliquen, 2007), but using a supervised approach
for the first pass and focusing on transliteration. In
other related work, the 2007 NISTREFLEXeval-
uation (Song and Strassel, 2008), tasked partici-
pants with using alignment models to map named-
entities between English, Arabic, and Chinese data.
They found that relying on alignment models alone
was very poor, even among these high-resource lan-
guages, although it was a relatively small corpus
(about 1,000 aligned entities). The focus was more
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on transliteration – an important aspect of translation
that we simply aren’t addressing here.

Most earlier work used a tagger in one language
in combination with machine translation-style align-
ments models. Among these, Huang et al. is the
most closely related to our work as they are translat-
ing rare named-entities, and are therefore in a similar
low-resource context (Huang et al., 2004). As with
the NIST project, most work building on Huang et
al. has been in transliteration.

Although not cross-linguistic, Piskorski et al.’s
work on NER for inflectional languages (2009) also
relied on the similarities in edit distance between the
intra-language variation of names.

In gazetteer-related work, Wang et al. and others
since, have looked at edit distance within a language,
modeling the distance between observed words and
lists of entities (Wang et al., 2009). Similarly, there
is a cluster of slightly older work on unsupervised
entity detection, also within one language (Pedersen
et al., 2006; Nadeau et al., 2006), but all relying on
web-scale quantities of unlabeled data.

While the implementation is not related, it is
also worth highlighting Lin et al.’s very recent work
on unsupervised language-independent name trans-
lation the mines data from Wikipedia ‘infoboxes’,
(Lin et al., 2011) however the infoboxes give a fairly
and highly structured resource, that might be consid-
ered more supervised than not.

In alignment work, the foundational work is
Yarowsky et al.’s induction of projections across
aligned corpora (Yarowsky et al., 2001), most suc-
cessfully adapted to cross-linguistic syntactic pars-
ing (Hwa et al., 2005). The machine translation sys-
tems used named-entity recognition are too many to
list here, but as we say, the system we present could
aid translation considerably, especially in the con-
text of low resources languages and humanitarian
contexts, a recent focus in the field (Callison-Burch
et al., 2011; Lewis et al., 2011).

7 Conclusions

We have presented a promising a new strategy
for named-entity recognition from unaligned paral-
lel corpora, finding that unsupervised named-entity
recognition across languages can be bootstrapped
from calculating the local edit distance deviation be-

Unsupervised Precision Recall F-value
Edit likelihood deviation
Krèyol: 0.619 0.619 0.619
English: 0.633 0.633 0.633
Language-specific models
Krèyol: 0.907 0.687 0.781
English: 0.932 0.766 0.840
Jointly-learned models
Krèyol: 0.904 0.794 0.846
English: 0.915 0.813 0.861

Supervised
English: 0.915 0.206 0.336

Semi-supervised
Identification
Krèyol: 0.838 0.902 0.869
English: 0.846 0.916 0.880
Classification (micro-F)
English: 0.512 0.782 0.619

Table 1: A summary of the results presented in this paper
showing promising new methods for unsupervised and
semi-supervised named-entity recognition.

tween candidate entities. Purely unsupervised ap-
proaches are able to identify named entities with
F = 0.846 accuracy for Krèyol andF = 0.861 for
English, leveraging the candidate alignments for im-
proved accuracy in both cases. Combined with su-
pervised learning, the accuracy rises toF = 0.869
andF = 0.880 respectively, which is approaching
the level of accuracy achieved by in-domain super-
vised systems. It is rare for unsupervised systems
to be competitive with supervised approaches as ac-
curacy is usually lost for coverage, but here it looks
like the method can be effective for both.

There is the potential to apply this system to a
large number of natural language processing prob-
lems, and to extend the system in a number of di-
rections. Each of the three steps has parameters
that could be optimized, especially in combination
with supervised approaches. The linguistic nature
of the language pairs might also influence the effec-
tiveness. The results here are therefore the first pre-
sentation of a new strategy – one that will hopefully
lead to more research in extracting rich information
from a diverse range of low-resource languages.
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Abstract

Transliteration has been usually recog-
nized by spelling-based supervised models.
However, a single model cannot deal with
mixture of words with different origins,
such as “get” in “piaget” and “target”.
Li et al. (2007) propose a class translit-
eration method, which explicitly models
the source language origins and switches
them to address this issue. In contrast
to their model which requires an explic-
itly tagged training corpus with language
origins, Hagiwara and Sekine (2011) have
proposed the latent class transliteration
model, which models language origins as
latent classes and train the transliteration
table via the EM algorithm. However, this
model, which can be formulated as uni-
gram mixture, is prone to overfitting since
it is based on maximum likelihood estima-
tion. We propose a novel latent seman-
tic transliteration model based on Dirichlet
mixture, where a Dirichlet mixture prior
is introduced to mitigate the overfitting
problem. We have shown that the pro-
posed method considerably outperform the
conventional transliteration models.

1 Introduction
Transliteration (e.g., バラクオバマ baraku

obama “Barak Obama”) is phonetic transla-
tion between languages with different writing
systems, which is a major way of importing
foreign words into different languages. Su-
pervised, spelling-based grapheme-to-grapheme
models such as (Brill and Moore, 2000; Li et

al., 2004), which directly align characters in the
training corpus without depending on phonetic
information, and statistically computing their
correspondence, have been a popular method to
detect and/or generate transliterations, in con-
trast to phonetic-based methods such as (Knight
and Jonathan, 1998). However, single, mono-
lithic models fail to deal with sets of foreign
words with multiple language origins mixed to-
gether. For example, the “get” part of “pi-
aget / ピアジェpiaje” and “target / ターゲッ
ト tāgetto” differ in pronunciation and spelling
correspondence depending on their source lan-
guages, which are French and English in this
case.

To address this issue, Li et al. (2007) have
proposed class transliteration model, which ex-
plicitly models and classifies classes of languages
(such as Chinese Hanzi, Japanese Katakana,
and so on) and genders, and switches corre-
sponding transliteration models based on the
input. This model requires training sets of
transliterated word pairs tagged with language
origin, which is difficult to obtain. Hagiwara
and Sekine proposed the latent class translitera-
tion (LCT) model (Hagiwara and Sekine, 2011),
which models source language origins as directly
unobservable latent classes and applies appro-
priate transliteration models to given transliter-
ation pairs. The model parameters are learned
from corpora without language origins in an un-
supervised manner. This enables us to correctly
assign latent classes for English and French to
“piaget / ピアジェpiaje” and “target / ターゲッ
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ト tāgetto” and to identify their transliteration
correspondence correctly. However, this model
is based on maximum likelihood estimation on
multinomials and thus sensitive to noise in the
training data such as transliteration pairs with
irregular pronunciation, and tends to overfit the
data.

Considering the atomic re-writing unit
(transliteration unit, or TU, e.g., “get / ゲッ
ト getto”) as a word, and a transliteration pair
as a document consisting of a word sequence,
class-based transliteration can be modeled by
the perfect analogy to document topic models
proposed in tha past. In fact, the LCT model,
where the transliteration probability is defined
by a mixture of multinomials, can be regarded
as a variant of a topic model, namely Unigram
Mixuture (UM) (Nigam et al., 2000). There
has been an extension of unigram mixture pro-
posed (Sjölander et al., 1996; Yamamoto and
Sadamitsu, 2005) which introduces a Dirichlet
mixture distribution as a prior and alleviates the
overfitting problem. We can expect to improve
the transliteration accuracy by formulating the
transliteration problem using a similar frame-
work to these topic models.

In this paper, we formalize class-based
transliteration based on language origins in the
framework of topic models. We then propose the
latent semantic transliteration model based on
Dirichlet mixture (DM-LST). We show through
experiments that it can significantly improve the
transliteration performance by alleviating the
overfitting issue.

Note that we tackle the task of transliteration
generation in this paper, in contrast to translit-
eration recognition. A transliteration generation
task is, given an input word s (such as “piaget”),
the system is asked to generate from scratch
the most probable transliterated word t (e.g.,
“ピアジェpiaje”). The transliteration recogni-
tion task, on the other hand, is to induce the
most probable transliteration t∗ ∈ T such that
t∗ = arg maxt∈T P (〈s, t〉) given the input word
s and a pool of transliteration candidates T . We
call P (〈s, t〉) transliteration model in this paper.

This model can be regarded as the hy-
brid of an unsupervised alignment technique

for transliteration and class-based translitera-
tion. Related researches for the former in-
clude (Ahmad and Kondrak, 2005), who esti-
mate character-based error probabilities from
query logs via the EM algorithm. For the lat-
ter, Llitjos and Black (2001) showed that source
language origins may improve the pronunciation
of proper nouns in text-to-speech systems.

The structure of this paper is as follows:
we introduce the alpha-beta model(Brill and
Moore, 2000) in Section 2, which is the most ba-
sic spelling-based transliteration model on which
other models are based. In the following Section
3, we introduce and relate the joint source chan-
nel (JSC) model (Li et al., 2004) to the alpha-
beta model. We describe the LCT model as an
extension to the JSC model in Section 4. In
Section 5, we propose the DM-LST model, and
show the experimental results on transliteration
generation in Section 6.

2 Alpha-Beta Model
In this section, we describe the alpha-beta

model, which is one of the simplest spelling-
based transliteration models. Though simple,
the model has been shown to achieve better
performance in tasks such as spelling correction
(Brill and Moore, 2000), transliteration (Brill et
al., 2001), and query alteration (Hagiwara and
Suzuki, 2009).

The method directly models spelling-based
re-writing probabilities of transliteration pairs.
It is an extension to the normal edit distance,
where the cost of operations (substitution, in-
sertion, and deletion) is fixed to 1, and assigns a
probability to a string edit operation of the form
si → ti (si and ti are any substrings of length 0
to w). We call the unit operation of string re-
writing ui = 〈si, ti〉 as transliteration unit (TU)
as in (Li et al., 2004). The total transliteration
probability of re-writing a word s to t is given
by

PAB(〈s, t〉) = max
u1...uf

f∏
i=1

P (ui), (1)

where f is the number of TUs and u1...uf is any
sequence of TUs (e.g., “pi ／ピ a ／ア get ／
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ジェ”) created by splitting up the input/output
transliteration pair 〈s, t〉. The above equa-
tion can be interpreted as a problem of find-
ing a TU sequence u1...uf which maximizes the
probability defined by the product of individ-
ual probabilities of independent TUs. After tak-
ing the logarithm of the both sides, and regard-
ing − log P (ui) as the cost of string substitution
si → ti, the problem is equivalent to minimizing
the sum of re-writing costs, and therefore can
be efficiently solved by dynamic programming
as done in the normal edit distance.

TU probabilities P (ui) are calculated from a
training set of transliteration pairs. However,
training sets usually lack alignment information
specifying which characters in s corresponding
which characters in t. Brill and Moore (2000)
resorted to heuristics to align same characters
and to induce the alignment of string chunks.
Hagiwara and Sekine (2011) converted Japanese
Katakana sequences into Roman alphabets be-
cause their model also assumed that the strings
si and ti are expressed in the same alphabet sys-
tem. Our method on the contrary, does not pose
such assumption so that strings in different writ-
ing systems (such as Japanese Katakana and
English alphabets, and Chinese characters and
English alphabets, etc.) can be aligned without
being converted to phonetic representation. For
this reason, we cannot adopt algorithms (such
as the one described in (Brill and Moore, 2000))
which heuristically infer alignment based on the
correspondence of the same characters.

When applying this alpha-beta model, we
computed TU probabilities by counting relative
frequencies of all the alignment possibilities for a
transliteration pair. For example, all the align-
ment possibilities for a pair of strings “abc” and
“xy” are (a-x b-y c-ε), (a-x b-ε c-y), and (a-ε b-x
c-y). By considering merging up to two adjacent
aligned characters in the first alignment, one ob-
tains the following five aligned string pairs: a-x,
b-y, c-ε, ab-xy bc-y. Note that all the translit-
eration models described in this paper implic-
itly depend on the parameter w indicating the
maximum length of character n-grams. We fixed
w = 3 throughout this paper.

3 Joint Source Channel Model
The alpha-beta model described above has

shortcomings that the character alignment is
fixed based on heuristics, and it cannot cap-
ture the dependencies between TUs. One ex-
ample of such dependencies is the phenomenon
that the suffix “-ed” in English verbs following
a voiced consonant is pronounced /d/, whereas
the one followed by an unvoiced consonant is
/t/. This section describes the JSC model(Li
et al., 2004), which was independently proposed
from the alpha-beta model. The JSC model is
essentially equivalent to the alpha-beta model
except: 1) it can also incorporate higher order
of n-grams of TUs and 2) the TU statistics is
taken not by fixing the heuristic initial align-
ment but by iteratively updating via an EM-like
algorithm.

In the JSC model, the transliteration proba-
bility is defined by the n-gram probabilities of
TUs ui = 〈si, ti〉 as follows:

PJSC(〈s, t〉) =

f∏
i=1

P (ui|ui−n+1, ..., ui−1). (2)

Again, f is the number of TUs. The TU n-gram
probabilities P (ui|ui−n+1, ..., ui−1) can be calcu-
lated by the following iterative updates similar
to the EM algorithm:

1. Set the initial alignment randomly.

2. E-step: Take the TU n-gram statistics fix-
ing the current alignment, and update the
transliteration model.

3. M-step: Compute the alignment based on
the current transliteration model. The
alignment is inferred by dynamic program-
ming similar to the alpha-beta model.

4. Iterate the E- and M- step until conver-
gence.

Notice the alpha-beta model and the JSC
model are both transliteration recognition mod-
els. In order to output a transliterated word t
for a given input s, we generated transliteration
candidates with high probability using a stack
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Figure 1: Overview of the stack decoder (generation
of “スミス sumisu” from the input “smith”)

decoder, whose overview is shown in Figure 1.
One character in the input string s (which is
“smith” in the figure) is given at a time, which
is appended at the end of the last TUs for each
candidate. (the append operation in the fig-
ure). Next, the last TU of each candidate is
either reduced or shifted. When it is reduced,
top R TUs with highest probabilities are gener-
ated and fixed referring to the TU table (shown
in the bottom-left of the figure). In Figure 1,
two candidates, namely (“s”, “ス su”) and (“s”,
“ズ zu”) are generated after the character “s” is
given. When the last TU is shifted, it remains
unchanged and unfixed for further updates. Ev-
ery time a single character is given, the translit-
eration probability is computed using Eq. 2 for
each candidate, and all but the top-B candidates
with highest probabilities are discarded. The re-
duce width R and the beam width B were deter-
mined using the determined using development
sets, as mentioned in Section 6.

4 Latent Class Transliteration Model

As mentioned in Section 1, the alpha-beta
model and the JSC model build a single translit-
eration model which is simply the monolithic
average of training set statistics, failing to cap-
ture the difference in the source language ori-
gins. Li et al. (2004) address this issue by defin-
ing classes c, i.e., the factors such as source lan-
guage origins, gender, and first/last names, etc.
which affect the transliteration probability. The
authors then propose the class transliteration
model which gives the probability of s → t as

follows:

PLI(t|s) =
∑

c

P (t, c|s) =
∑

c

P (c|s)P (t|c, s) (3)

However, this model requires a training set
explicitly tagged with the classes. Instead of
assigning an explicit class c to each transliter-
ated pair, Hagiwara and Sekine (2011) introduce
a random variable z which indicates implicit
classes and conditional TU probability P (ui|z).
The latent class transliteration (LCT) model is
then defined as1:

PLCT(〈s, t〉) =
K∑

z=1

P (z)

f∏
i=1

P (ui|z) (4)

where K is the number of the latent classes.
The latent classes z correspond to classes such
as the language origins and genders mentioned
above, shared by sets of transliterated pairs with
similar re-writing characteristics. The classes z
are not directly observable from the training set,
but can be induced by maximizing the training
set likelihood via the EM algorithm as follows.

Parameters: P (z = k) = πk, P (ui|z) (5)

E-Step: γnk =
πkP (〈sn, tn〉|z = k)∑K

k′=1 πk′P (〈sn, tn〉|z = k′)
, (6)

P (〈sn, tn〉|z) = max
u1..uf

fn∏
i=1

P (ui|z) (7)

M-Step: πnew
k ∝

N∑
n=1

γnk, (8)

P (ui|z = k)new =
1

Nk

N∑
n=1

γnk
fn(ui)

fn
(9)

where Nk =
∑

n γnk. Here, 〈sn, tn〉 is the n-
th transliterated pair in the training set, and fn

and fn(ui) indicate how many TUs there are in
total in the n-th transliterated pair, and how
many times the TU ui appeared in it, respec-
tively. As done in the JSC model, we update the
alignment in the training set before the E-Step
for each iteration. Thus fn takes different values

1Note that this LCT model is formalized by intro-
ducing a latent variable to the transliteration generative
probability P (〈s, t〉) as in the JSC model, not to P (t|s).
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from iteration to iteration in general. Further-
more, since the alignment is updated based on
P (ui|z) for each z = k, M different alignment
candidates are retained for each transliterated
pairs, which makes the value of fn dependent
on k, i.e., fk

n . We initialize P (z = k) = 1/M
to and P (ui|z) = PAB(u) + ε, that is, the TU
probability induced by the alpha-beta algorithm
plus some random noise ε.

Considering a TU as a word, and a translit-
eration pair as a document consisting of a word
sequence, this LCT model defines the transliter-
ation probability as the mixture of multinomi-
als defined over TUs. This can be formulated
by unigram mixture (Nigam et al., 2000), which
is a topic model over documents. This follows a
generation story where documents (i.e., translit-
erated pairs) are generated firstly by choosing a
class z by P (z) and then by generating a word
(i.e., TU) by P (ui|z). Nevertheless, as men-
tioned in Section 1, since this model trains the
parameters based on the maximum likelihood
estimation over multinomials, it is vulnerable to
noise in the training set, thus prone to overfit
the data.

5 Latent Semantic Transliteration
Model based on Dirichlet Mixture

We propose the latent semantic translitera-
tion model based on Dirichlet mixture (DM-
LST), which is an extension to the LCT model
based on unigram mixture. This model enables
to prevent multinomials from being exceedingly
biased towards the given data, still being able to
model the transliteration generation by a mix-
ture of multiple latent classes, by introducing
Dirichlet mixture as a prior to TU multinomi-
als. The compound distribution of multinomi-
als when their parameters are given by Dirichlet
mixtures is given by the Polya mixture distribu-

tion(Yamamoto and Sadamitsu, 2005):

PDM (〈s, t〉) (10)

=

∫
PMul(〈s, t〉; p)PDM (p; λ, αK

1 )dp

∝
K∑

k=1

λkPPolya(〈s, t〉; αK
1 ) (11)

=

K∑
k=1

λk
Γ(αk)

Γ(αk + f)

f∏
i=1

Γ(f(ui) + αkui
)

Γ(αkui
)

where PMul(∗; p) is multinomial with the pa-
rameter p. PDM is Dirichlet mixture, which
is a mixture (with co-efficients λ1, ..., λK) of K
Dirichlet distributions with parameters αK

1 =
(α1, α2, ..., αK).

The model parameters can be induced by the
following EM algorithm. Notice that we adopted
a fast induction algorithm which extends an in-
duction method using leaving-one-out to mix-
ture distributions(Yamamoto et al., 2003).

Parameters: λ = (λ1, ..., λK),
(12)

αK
1 = (α1, α2, ...,αK) (13)

E-Step: ηnk =
λkPPolya(〈sn, tn〉; αk)∑
k′ λk′PPolya(〈sn, tn〉; αk′)

(14)

M-Step: λnew
k ∝

N∑
n=1

ηnk (15)

αnew
ku = αku

∑
n ηnk{fn(u)/(fn(u)− 1 + αku)}∑

n ηnk{fn/(fn − 1 + αk)}
(16)

The prediction distribution when a sin-
gle TU u is the input is given PDM (u) =∑K

k=1 λkαku/αk. We therefore updated the
alignment in the training corpus, as done in the
JSC model updates, based on the probability
proportional to αku/αk for each k before ev-
ery M-Step. The parameters are initially set to
λk = 1/K, αku = PAB(u) + ε, as explained in
the previous section.

Since neither LCT nor DM-LST is a translit-
eration generation model, we firstly generated
transliteration candidates T by using the JSC
model and the stack decoder (Section 3) as a
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baseline, then re-ranked the candidates using
the probabilities given by LCT (Eq. 4 or DM-
LST (Eq. 11), generating the re-ranked list
of transliterated outputs. Because the parame-
ters trained by the EM algorithm differ depend-
ing on the initial values, we trained 10 models
P 1

DM , ..., P 10
DM using the same training data and

random initial values and computed the aver-
age 1

10

∑10
j=1 P j

DM (〈s, t〉) to be used as the final
transliteration model.

It is worth mentioning that another topic
model, namely latent Dirichlet allocation (LDA)
(Blei et al., 2003), assumes that words in a doc-
ument can be generated from different topics
from each other. This assumption corresponds
to the notion that TUs in a single transliter-
ated pairs can be generated from different source
languages, which is presumably a wrong as-
sumption for transliteration tasks, probably ex-
cept for compound-like words with mixed ori-
gins such as “naïveness”. In fact, we con-
firmed through a preliminary experiment that
LDA does not improve the transliteration per-
formance over the baseline.

6 Experiments
6.1 Evaluation

In this section, we compare the following
models: alpha-beta (AB), joint source channel
(JSC), latent class transliteration (LCT), and
latent semantic transliteration based on Dirich-
let mixture (DM-LST).

For the performance evaluation, we used three
language pairs, namely, English-Japanese (En-
Ja), English-Chinese (En-Ch), and English-
Korean (En-Ko), from the transliteration shared
task at NEWS 2009 (Li et al., 2009a; Li et al.,
2009b). The size of each training/test set is
shown in the first column of Table 1. In general,
rn, a set of one or more reference transliterated
words, is associated with the n-th input sn in the
training/test corpus. Let cn,i, cn,2, ... be the out-
put of the transliteration system, i.e., the candi-
dates with highest probabilities assigned by the
transliteration model being evaluated. We used
the following three performance measures:

• ACC (averaged Top-1 accuracy): For ev-

ery 〈sn, rn〉, let an be an = 1 if the can-
didate with the highest probability cn,1 is
contained in the reference set rn and an =
0 otherwise. ACC is then calculated as
ACC 1

N

∑N
i=1 sn.

• MFS (mean F score): Let the
reference transliterated word clos-
est to the top-1 candidate cn, 1 be
r∗n = arg minrn,j∈rn ED(cn,1, rn,j), where
ED is the edit distance. The F-score of the
top candidate cn,1 for the n-th input sn is
then given by:

Pn = LSC(cn,1, r
∗
n)/|cn,1| (17)

Rn = LCS(cn,1, r
∗
n)/|r∗n| (18)

Fn = 2RiPi/(Ri + Pi), (19)

where |x| is the length of string x, and
LCS(x, y) is the length of the longest com-
mon subsequence of x and y. Edit distance,
lengths of strings, and LCS are measured
in Unicode characters. Finally, MFS is de-
fined as MFS = 1

N

∑N
i=1 Fn.

• MRR (mean reciprocal rank): Of the
ranked candidates cn,1, cn,2, ..., let the high-
est ranked one which is also included in
the reference set rn be cn,j . We then
define reciprocal rank RRn = 1/j. If
none of the candidates are in the refer-
ence, RRn = 0. MRR is then defined by
MRR = 1

N

∑N
n=1 RRn.

We used Kneser-Nay smoothing to smooth the
TU probabilities for LCT. The number of EM
iterations is fixed to 15 for all the models, based
on the result of preliminary experiments.

The reduce width R and the beam width B
for the stack decoder are fixed to R = 8 and
B = 32, because the transliteration generation
performance increased very little beyond these
widths based on the experiment using the de-
velopment set. We also optimized M , i.e., the
number of latent classes for LCT and DM-LST,
for each language pair and model in the same
way based on the development set.
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Table 1: Performance comparison of transliteration
models

Language pair Model ACC MFS MRR
En-Ja AB 0.293 0.755 0.378
Train: 23,225 JSC 0.326 0.770 0.428
Test: 1,489 LCT 0.345 0.768 0.437

DM-LST 0.349 0.776 0.444
En-Ch AB 0.358 0.741 0.471
Train: 31,961 JSC 0.417 0.761 0.527
Test: 2,896 LCT 0.430 0.764 0.532

DM-LST 0.445 0.770 0.546
En-Ko AB 0.145 0.537 0.211
Train: 4,785 JSC 0.151 0.543 0.221
Test: 989 LCT 0.079 0.483 0.167

DM-LST 0.174 0.556 0.237

6.2 Results

We compared the performance of each
transliteration model in Table 1. For the lan-
guage pairs En-Ja and En-Ch, all the perfor-
mance increase in the order of AB < JSC <
LCT < DM-LST, showing the superiority our
proposed method. For the language pair En-
Ko, the performance for LCT re-ranking con-
siderably decreases compared to JSC. We sus-
pect this is due to the relatively small number
of training set, which caused the excessive fitting
to the data. We also found out that the optimal
value of M which maximizes the performance of
DM-LST is equal to or smaller than that of LCT.
This goes along with the findings (Yamamoto
and Sadamitsu, 2005) that Dirichlet mixture of-
ten achieves better language model perplexity
with smaller dimensionality compared to other
models.

Specific examples in the En-Ja test set whose
transliteration is improved by the proposed
methods include “dijon ／ディジョン dijon” and
“goldenberg ／ゴールデンバーグ gōrudenbāgu”.
Conventional methods, including LCT, sug-
gested “ディヨン diyon” and “ゴールデンベルグ
gōrudenberugu”, meaning that the translitera-
tion model is affected and biased towards non-
English pronunciation. The proposed method
can retain the major class of transliteration char-
acteristics (which is English in this case) and can

deal with multiple language origins depending
on transliteration pairs at the same time.

This trend can be also confirmed in other
language pairs, En-Ch and En-Ko. In En-Ch,
the transliterated words of “covell” and “nether-
wood” are improved “ “科夫尔 kefuer →科维
尔 keweier” and “内特赫伍德 neitehewude →内
瑟伍德 neisewude”, respectively. in En-Ko, the
transliterated word of “darling” is improved “다
르링 dareuling” → “달링 dalling”.

We also observed that “gutheim ／古特海姆
gutehaimu in En-Ch and martina ／마르티
나 mareutina in En-Ko are correctly translated
by the proposed method, even though they do
not have the English origin. Generally speak-
ing, however, how these non-English words are
pronounced depend on the context, as “charles”
has different pronunciation in English and in
French, with the soft “sh” sound at the begin-
ning. We need external clues to disambiguate
such transliteration, such as context information
and/or Web statistics.

7 Conclusion

In this paper, we proposed the latent seman-
tic transliteration model based on Dirichlet mix-
ture (DM-LST) as the extension to the latent
class transliteration model. The experimental
results showed the superior transliteration per-
formance over the conventional methods, since
DM-LST can alleviate the overfitting problem
and can capture multiple language origins. One
drawback is that it cannot deal with dependen-
cies of higher order of TU n-grams than bigrams.
How to incorporate these dependencies into the
latent transliteration models is the future work.
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Abstract

Supervised Named Entity Recognizers require
large amounts of annotated text. Since manual
annotation is a highly costly procedure, reduc-
ing the annotation cost is essential. We present
a fully automatic method to build NE anno-
tated corpora from Wikipedia. In contrast to
recent work, we apply a new method, which
maps the DBpedia classes into CoNLL NE
types. Since our method is mainly language-
independent, we used it to generate corpora
for English and Hungarian. The corpora are
freely available.

1 Introduction

Named Entity Recognition (NER), the task of iden-
tifying Named Entities (NEs) in unstructured texts
and classifying them into pre-selected classes, is
one of the most important subtasks in many NLP
tasks, such as information retrieval, information ex-
traction or machine translation. The NER task
was introduced with the 6th Message Understanding
Conference (MUC) in 1995 (Grishman and Sund-
heim, 1996). In MUC shared tasks the NER con-
sists of three subtasks: entity names, temporal and
number expressions. Although there is a general
agreement in the NER community about the inclu-
sion of temporal expressions and some numerical
expressions, the most studied types are names of
persons, locations and organizations. The fourth
type, called “miscellaneous”, was introduced in the
CoNLL NER tasks in 2002 (Tjong Kim Sang, 2002)
and 2003 (Tjong Kim Sang and De Meulder, 2003),
and includes proper names falling outside the three

classic types. Since then, MUC and CoNLL datasets
and annotation schemes have been the major stan-
dards applied in the field of NER.

The standard datasets are highly domain-specific
(mostly newswire) and are restricted in size. Re-
searchers attempting to merge these datasets to get
a bigger training corpus are faced with the prob-
lem of combining different tagsets and annotation
schemes. Manually annotating large amounts of
text with linguistic information is a time-consuming,
highly skilled and delicate job, but large, accurately
annotated corpora are essential for building robust
supervised machine learning NER systems. There-
fore, reducing the annotation cost is a key challenge.

One approach is to generate the resources auto-
matically, another one is to use collaborative anno-
tation and/or collaboratively constructed resources,
such as Wikipedia, Wiktionary, Linked Open Data,
or DBpedia. In this paper we combine these ap-
proaches by automatically generating freely avail-
able NE tagged corpora from Wikipedia.

The paper is structured as follows. In Section 2
we give an overview of related work. Section 3
contains a description of our method, and Section
4 shows how it is applied to Hungarian. The corpus
format is described in Section 5. In Section 6 we
present experiments and results on the newly gener-
ated datasets. Section 7 concludes the paper with a
summary.

2 Wikipedia and NER

Wikipedia (WP, see http://wikipedia.org),
a free multilingual Internet encyclopedia, written
collaboratively by volunteers, is a goldmine of infor-
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mation: at the time of writing, WP contains about 21
million interlinked articles. Of these, 3,903,467 are
English, and 212,120 are Hungarian. WP has been
applied to several NLP tasks such as word sense dis-
ambiguation, ontology and thesaurus building, and
question answering (see Medelyan et al. (2009) for
a survey). It is recognized as one of the largest
available collections of entities, and also as a re-
source that can improve the accuracy of NER. The
most obvious utilization of WP for NER is extract-
ing gazetteers containing person names, locations or
organizations (e.g. Toral and Muñoz (2006)). Cre-
ating dictionaries of entities is also a common step
of NE disambiguation (Bunescu and Pasca, 2006;
Cucerzan, 2007). Both supervised and unsuper-
vised NER systems use such lists, see e.g. Nadeau
et al. (2006) The knowledge embodied in WP may
also be incorporated in NER learning as features,
e.g. Kazama and Torisawa (2007) showed that au-
tomatic extraction of category labels from WP im-
proves the accuracy of a supervised NE tagger.

Another approach to improve NER with WP is
the automatic creation of training data. Richman
and Schone (2008) built corpora for less commonly
taught languages annotated with NE tags. They
used the inherent category structure of WP to de-
termine the NE type of a proposed entity. Nothman
et al. (2008) used a similar method to create a NE
annotated text in English. They transformed the WP
links into NE annotations by classifying the target
articles into standard entity classes. Their approach
to classification is based primarily on category head
nouns and the opening sentences of articles where
definitions are often given.

Our approach to recognize and classify NEs in
corpora generated from WP was to map the DBpedia
ontology classes to standard NE tags and assign
these to WP entities (see more details in Section
3.1). Except for the Semantically Annotated Snap-
shot of the English WP (SASWP) (Zaragoza et al.,
2007), no such automatically built corpora are freely
available. SASWP provides a wide range of lin-
guistic information: POS tags, dependency labels,
WordNet super senses and NE annotation accord-
ing to WSJ and CoNLL tagsets. Even though the
SASWP NEs were tagged by the best available open
source taggers, the tags provided here, being based
on the manual judgement of thousands of WP volun-

teers, are more reliable. Given the huge number of
WP articles we can build sufficiently large corpora
for less resourced languages as well, as our method
is largely language-independent. We demonstrate
this on Hungarian, a highly agglutinative language,
with free word order and other typological char-
acteristics detailed later in Section 4. There are
smaller, manually annotated CoNLL-style datasets,
but the one presented here is the first automatically
NE annotated corpus for Hungarian.

3 Creating the English Corpus

Our goal is to create a large NE annotated corpus,
automatically generated from WP articles. We fol-
lowed a similar path to Nothman et al. (2008) and
broke down the process into four steps:

1. Classify WP articles into entity classes.

2. Parse WP and split articles into sentences.

3. Label named entities in the text.

4. Select the sentences for inclusion in the corpus.

In this section, we describe how these steps were
implemented. This section explains the general ap-
proach and its execution for English; Section 4 de-
scribes how the idea is adapted to Hungarian.

3.1 Articles as Entities

Many authors, such as Kazama and Torisawa (2007)
and Nothman et al. (2008) used semi-supervised
methods based on WP categories and text to clas-
sify articles into NE types. To avoid the inevitable
classification errors, we obtain entity type informa-
tion from the DBpedia knowledge base (Bizer et al.,
2009), which presents type, properties, home pages,
etc. information about pages in WP in structured
form. With DBpedia we have high precision infor-
mation about entity types at the expense of recall:
of the 3,903,467 English WP pages, 1,470,293 are
covered by DBpedia (as of 18 March, 2012).

The types in DBpedia are organized into a class
hierarchy, available as an OWL1 ontology contain-
ing 320 frequent entity categories, arranged into
a taxonomy under the base class owl:Thing.

1http://www.w3.org/TR/owl-ref/
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Most of the classes belong to the 6 largest sub-
hierarchies: Person, Organisation, Event,
Place, Species and Work. The taxonomy is
rather flat: the top level contains 44 classes and there
are several nodes with a branching factor of 20.

The type of entities is extracted automatically
from WP categories. However, the mapping be-
tween WP categories and classes in the DBpedia
ontology is manually defined. This, together with
the fact that the existence of the reference ontology
prevents the proliferation of categories observable in
WP (Bizer et al., 2009), ensures that type informa-
tion in DBpedia can be considered gold quality.

From the available NER annotation standards we
elected to use the CoNLL (Tjong Kim Sang and De
Meulder, 2003) NE types. It is not difficult to see
the parallels between the DBpedia sub-hierarchies
Person, Organisation and Place and the
CoNLL NE types PER, ORG and LOC. The fourth
category, MISC is more elusive; according to the
CoNLL NER annotation guide2, the sub-hierarchies
Event and Work belong to this category, as well as
various other classes outside the main hierarchies.

While the correspondence described above holds
for most classes in the sub-hierarchies, there
are some exceptions. For instance, the class
SportsLeague is part of the Organisation
sub-hierarchy, but according to the CoNLL anno-
tation scheme, they should be tagged as MISC. To
avoid misclassification, we created a file of DBpedia
class–NE category mappings. Whenever an entity is
evaluated, we look up its class and the ancestors of
its class, and assign to it the category of the class
that matches it most closely. If no match is found,
the entity is tagged with O.

As of version 3.7, the DBpedia ontology allows
multiple superclasses, making a directed acyclic
graph3. Since selecting the right superclass, and
hence, CoNLL tag, for classes with more than one
parent cannot be reliably done automatically, the
class-to-category mapping had to be determined
manually. The only such class in version 3.7,
Library, can be traced back to both Place and
Organisation; its CoNLL tag is LOC. Using the
mapping thus created, we compile a list that contains

2http://www.cnts.ua.ac.be/conll2003/ner/annotation.txt
3http://blog.dbpedia.org/2011/09/11/dbpedia-37-released-

including-15-localized-editions

all entities in DBpedia tagged with the appropriate
CoNLL category.

We note here that our method can be trivially
modified to work with any tagset compatible with
the DBpedia ontology (indeed, the DBpedia classes
define a NE tagset themselves), but we leave the ex-
ploration of these possibilities for future work.

3.2 Parsing Wikipedia

WP is a rich source of information; in addition to
the article text, a huge amount of data is embedded
in infoboxes, templates, and the category structure.
Our task requires only the links between the articles
and the article text. In addition to in-article links,
our method takes advantage of the redirect and in-
terlanguage links, available as SQL dumps. The
English corpus is based on the WP snapshot as of
January 15, 2011. The XML files were parsed by
the mwlib parser4, the raw text was tokenized by a
modified version of the Punkt sentence and word to-
kenizers (Kiss and Strunk, 2002). For lemmatization
we used the Wordnet Lemmatizer in NLTK (Bird et
al., 2009), and for part-of-speech tagging the Hun-
POS tagger (Halácsy et al., 2007).

3.3 Named Entity Labeling

In order to automatically prepare sentences where
NEs are accurately tagged, two tasks need to be per-
formed: identifying entities in the sentence and tag-
ging them with the correct tag. Sentences for which
accurate tagging could not be accomplished must be
removed from the corpus. Our approach is based on
the work of Nothman et al. (2008). The WP cross-
references found in the article text are used to iden-
tify entities. We assume that individual WP articles
describe NEs. A link to an article can then be per-
ceived as a mapping that identifies its anchor text
with a particular NE.

The discovered entities are tagged with the
CoNLL label assigned to them in the entity list ex-
tracted from DBpedia. If the link target is not in
the entity list, or the link points to a disambiguation
page, we cannot determine the type of the entity, and
tag it as UNK for subsequent removal from the cor-
pus. Links to redirect pages are resolved to point in-
stead to the redirect target, after which they are han-

4http://code.pediapress.com
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dled as regular cross-references. Finally, sentences
with UNK links in them are removed from the cor-
pus.

The following sub-sections describe how the
method explained above can be improved to in-
crease precision, sentence coverage and to account
for peculiarities in the English orthography and the
CoNLL guidelines.

3.3.1 Non-entity Links
Strictly speaking, our original assumption of

equating WP articles with NEs is not valid: many
pages describe common nouns (Book, Aircraft),
calendar-related concepts (March 15, 2007), or other
concepts that fall outside the scope of NER. To in-
crease sentence coverage, we modified the algorithm
to prevent it from misclassifying links to these pages
as unknown entities and discarding the sentence.

Common noun links are filtered by POS tags; if a
link contains no NNPs, it is ignored.

Time expression links require special attention, be-
cause dates and months are often linked to the
respective WP pages. We circumvented this
problem by compiling a list of calendar-related
pages and adding them to the main entity list
tagged with the CoNLL category O.

Lowercase links for entities referred to by common
nouns, such as republic to Roman Republic are
not considered NEs and are ignored.

3.3.2 Unmarked Entities
In a WP article, typically only the first occurrence

of a particular entity is linked to the corresponding
page. Subsequent mentions are unmarked and often
incomplete – e.g. family names are used instead of
full names. To account for such mentions, we ap-
ply Nothman’s (2008) solution. For each page, we
maintain a list of entities discovered in the page so
far and try to associate capitalized words in the ar-
ticle text with these entities. We augment the list
with the aliases of every entity, such as titles of redi-
rect pages that target it, the first and last names in
case of a PER entity and any numbers in the name.
If the current page is a NE, the title and its aliases
are added to the list as well; moreover, as WP usu-
ally includes the original name of foreign entities in

the article text, localized versions of the title are also
added to the list as aliases. Nothman’s solution used
a trie to store the entity list, while we use a set, with
more alias types than what he used. We expect more
precise tagging from our slightly more rigorous so-
lution.

3.3.3 Special Cases
Derived words According to the CoNLL guide-

lines, words derived from NEs are tagged as
MISC. We complied with this rule by tagging
each entity whose head is not a noun, as well
as when the link’s anchor text is not contained
in the entity’s name, as MISC. The most promi-
nent example for such entities are nationalities,
which can be linked to their home country, a
LOC; e.g. Turkish to Turkey. Our solution as-
signs the correct tag to these entities.

First word in a sentence As first words are always
capitalized, labeling them is difficult if they are
unlinked and not contained in the entity alias
set. We base the decision on the POS tag of
the first word: if it is NNP, we tag it as UNK;
otherwise, O.

Reference cleansing Page titles and anchor texts
may contain more than just the entity name.
Personal titles are part of the entity name in
WP, but not in CoNLL, and punctuation marks
around the entity may become part of the link
by mistake. We tag all punctuation marks after
the entity name as O.

To handle personal titles, we extracted a list
from the WP page List of titles, which con-
tains titles in many languages. We manually
removed all titles that also function as given
names, such as Regina. If a link to a PER or
UNK entity, or an unlinked entity starts with, or
consists solely of a title in the list, we tag the
words that make up the title as O.

Incidental capitalization Various non-NNP words
in English are capitalized: names of months,
the pronoun I, and non-entity acronyms such as
RSVP. While the latter two types are unlikely to
appear in WP text, we assembled a list of these
words and tag them as O unless they are part of
the alias set.
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3.4 Sentence Filtering

As mentioned above, sentences with words tagged
as UNK are discarded. Furthermore, there are many
incomplete sentences in the WP text: image cap-
tions, enumerations items, contents of table cells,
etc. On the one hand, these sentence fragments may
be of too low quality to be of any use in the tra-
ditional NER task. On the other hand, they could
prove to be invaluable when training a NER tag-
ger for User Generated Content, which is known to
be noisy and fragmented. As a compromise we in-
cluded these fragments in the corpus, but labelled
them as “low quality”, so that users of the corpus
can decide whether they want to use them or not. A
sentence is labelled as such if it either lacks a punc-
tuation mark at the end, or it contains no finite verb.

4 Creating the Hungarian Corpus

The procedure described in the previous section was
used to generate the Hungarian corpus as well. How-
ever, typological differences posed several prob-
lems. In this section we describe the differences be-
tween the two languages related to labeling NEs, and
the changes they prompted in the method.

4.1 Parsing the Hungarian Wikipedia

Although Hungarian is reckoned to be a less re-
sourced language, and it is not supported in NLTK,
several high quality language processing tools have
been developed for Hungarian in recent years. For
tokenization and sentence segmentation we used an
in-house statistical tool tailored for Hungarian. It
has been trained on the largest manually annotated
Hungarian corpus (Csendes et al., 2004), and it
handles the peculiarities of Hungarian orthography,
such as the periods placed after numbers in date ex-
pressions. Lemmatization was performed by Hun-
Morph (Trón et al., 2005) and HunDisambig, an
in-house disambiguator to select the right analysis
based on the word context.

For the most part Hungarian expresses grammat-
ical elements within a word form using affixes.
HunMorph outputs KR-codes (Kornai et al., 2004),
which, in addition to the POS category, also in-
clude inflectional information, making it much bet-
ter suited to agglutinative languages than Penn Tree-
bank POS tags. One shortcoming of the KR-code is

that it does not differentiate between common and
proper nouns. Since in Hungarian only proper nouns
are capitalized, we can usually decide whether a
noun is proper based on the initial letter. However,
this rule can not be used if the noun is at the be-
ginning of a sentence, so sentences that begin with
nouns have been removed from the corpus.

4.2 Named Entity Labeling in Hungarian

For well-resourced languages, DBpedia has interna-
tionalized chapters, but not for Hungarian. Instead,
the Hungarian entity list comprises of the pages in
the English list that have their equivalents in the
Hungarian WP. Two consequences follow. First,
in order to identify which pages denote entities in
the Hungarian WP, an additional step is required,
in which the Hungarian equivalents of the English
pages are added to the entity list. The English titles
are retained because (due to the medium size of the
Hungarian WP) in-article links sometimes point to
English articles.

Second, entities without a page in the English WP
are absent from the entity list. This gives rise to two
potential problems. One is that compared to En-
glish, the list is relatively shorter: the entity/page
ratio is 12.12%, as opposed to the 37.66% of the En-
glish WP. The other, since mostly Hungarian people,
places and organizations are missing, a NER tagger
that takes the surface forms of words into account
might be mislead as to the language model of entity
names. To overcome these problems, the list has to
be extended with Hungarian entity pages that do not
have a corresponding English page. We leave this
for future work.

To annotate our corpus with NE tags, we chose
to follow the annotation guidelines of the largest
human-annotated NER corpus for Hungarian, the
Szeged NER corpus (Szarvas et al., 2006). It is sim-
ilar to CoNLL standards: contains newswire texts,
comprises ca. 200,000 tokens, and is annotated with
NE class labels in line with the CoNLL annotation
scheme. However, the convention of what consti-
tutes a NE is slightly different for Hungarian.

4.2.1 Special cases
The Szeged NER guideline relies heavily on the

rules of capitalization to decide which words should
be marked as NEs. The following concepts are not
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train test precision recall F-measure
Szeged NER Szeged NER 94.50 94.35 94.43
huwiki huwiki 90.64 88.91 89.76
huwiki Szeged NER 63.08 70.46 66.57
Szeged NER with wikilists Szeged NER 95.48 95.48 95.48
Szeged NER with wikitags Szeged NER 95.38 94.92 95.15

Table 1: Hungarian results.

proper nouns in Hungarian, and thus are not consid-
ered as NEs: names of languages, nationalities, reli-
gions, political ideologies; adjectives derived from
NEs; names of months, days, holidays; names of
special events and wars.

There is another special case in Hungarian: unlike
in English, the number of compound words is quite
large, and NEs can also be subject to compounding.
In this case the common noun following the NE is
joined with a hyphen, so they constitute one token.
However, the joint common noun can modify the
original sense of NE, depending on the semantics
of the common noun. For example in the compound
Nobel-dı́j [‘Nobel Prize’] the common noun changes
the labeling from PER to MISC, while in the case
of the compound WorldCom-botrány [‘WorldCom
scandal’] the NE tag changes from ORG to O. The
solution to this problem is not obvious, and needs
more investigation.

5 Data Description

The corpora are available under the Creative Com-
mons Attribution-Sharealike 3.0 Unported License
(CC-BY-SA), the same license under which the text
of WP is released. The data files can be freely down-
loaded from http://hlt.sztaki.hu. The
corpora will also be distributed through the META-
SHARE network, which is an open, distributed fa-
cility for exchanging and sharing resources, and is
one of the lines of action of META-NET, a Network
of Excellence funded by the European Commission.

The files are in multitag format. Content lines
are tab separated; there is one column for the tokens
plus one column per tagset. Sentence boundaries are
marked by empty lines. The linguistic features in-
clude the lemmatized form of the word and its POS
tag. Two NE tags are included with each word: the
most specific DBpedia category it belongs to and the

CoNLL NE tag. While the NE tags can be consid-
ered as a “silver standard”, the linguistic features are
provided on a “best-effort” basis.

6 Evaluation

Having the obvious advantages, an automatically
generated corpus can not serve as a gold standard
dataset. Then what can we do with silver standard
corpora? They can be very useful for improving
NER in several ways: (a) for less resourced lan-
guages, they can serve as training corpora in lieu of
gold standard datasets; (b) they can serve as sup-
plementary or independent training sets for domains
differing from newswire; (c) they can be sources of
huge entity lists, and (d) feature extraction.

To evaluate our corpora we used a maximum en-
tropy NE tagger (Varga and Simon, 2007), which
was originally developed for labeling NEs in Hun-
garian texts, but can be tuned for different languages
as well. Corpus-specific features (e.g. NP chunks,
WP links) were removed to get better comparability,
so the feature set consists of gazetteer features; sen-
tence start and end position; Boolean-valued ortho-
graphic properties of the word form; string-valued
surface properties of the word form; and morpho-
logical information.

We used the CoNLL standard method for evalu-
ation. According to this, an automatic labeling is
correct if it gives the same start and end position,
and the same NE class as the gold standard. Based
on this, precision and recall can be calculated, and
the F-measure, as usual, the harmonic mean of these
two values.

6.1 Wikipedia data

Our automatic annotation process retains all of the
WP sentences which remained after our two-step fil-
tering method, so sentences without NEs are also in-
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enwiki enwiki filtered CoNLL huwiki huwiki filtered Szeged NER
token 60,520,819 21,718,854 302,811 19,108,027 3,512,249 225,963
NE 3,169,863 3,169,863 50,758 456,281 456,281 25,896
NE density 5.23% 14.59% 16.76% 2.38% 12.99% 11.46%

Table 2: Corpus size and NE density.

train test precision recall F-measure
CoNLL CoNLL 85.13 85.13 85.13
enwiki enwiki 72.46 73.33 72.89
enwiki CoNLL 56.55 49.77 52.94
CoNLL with wikilists CoNLL 86.33 86.35 86.34
CoNLL with wikitags CoNLL 85.88 85.94 85.91

Table 3: English results.

cluded in the corpus. The rationale behind this is
that we wanted to reserve the original distribution
of names in WP as much as possible. However, after
further investigation of the NE density in our corpora
and gold standard corpora, we decided not to include
the sentences without NEs in evaluation datasets.

Table 2 summarizes the data regarding corpus
size and NE density. The English (enwiki) and the
Hungarian WP (huwiki) corpora originally have the
NE density of 5.23% and 2.38%, respectively. In
comparison to the gold standard datasets (CoNLL,
Szeged NER) these counts are quite low. It can be
due to the difference between domains: newswire
articles usually contain more NEs, typically ORG.
The other reason might be that we discarded sen-
tences containing unidentified NEs (cf. Section 3).

6.2 Experiments and results

The English WP corpus was evaluated against itself
and a manually annotated English corpus. Since the
filtered English WP corpus, containing only the sen-
tences with NEs, is still very large, our experiments
were performed with a sample of 3.5 million tokens,
the size of our filtered Hungarian corpus, divided
into train and test sets (90%-10%).

For English cross-corpus evaluation the CoNLL-
2003 corpus was chosen. As is well known, train-
ing and testing across different corpora decreases F-
measure. Domain differences certainly affect NER
performance, and the different annotation schemes
pose several compatibility problems. Nothman et

al. (2008) showed that each set of gold standard
training data performs better on corresponding test
sets than on test sets from other sources. The sit-
uation here is similar (see Table 3 for results): the
NE tagger trained on WP does not achieve as high
performance tested against CoNLL test set (enwiki-
CoNLL) as one trained on its own train set (enwiki-
enwiki).

WP-derived corpora can also be used for improv-
ing NER accuracy in other ways. First, we collected
gazetteer lists from the corpus for each NE category,
which improved the overall F-measure given to the
NE tagger training and testing on CoNLL dataset
(CoNLL with wikilists). A second trial was label-
ing the CoNLL datasets by the model trained on WP
corpus, and giving these labels as extra features to
the next CoNLL train (CoNLL with wikitags). Both
methods result in improved F-measure on CoNLL
test set.

Since in Hungarian NE tagging we followed the
Szeged NER corpus annotation guidelines, we per-
formed the experiments on this dataset. Hungarian
results are similar to the English ones (see Table 1),
the only difference is that F-measures for Hungarian
are significantly higher. This can be due to the fact
that the MISC category for Hungarian contains less
types of names, thus the inconsistency of this class
is smaller (cf. Section 4). In contrast to the CoNLL
corpus, the Szeged NER corpus was accurately an-
notated with an inter-annotator agreement over 99%.

Due to the quite good F-measure of training on
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our Hungarian train corpus and testing on the corre-
sponding test set, our Hungarian corpus can serve
as a training corpus to build NE taggers for non-
newswire domains.

7 Conclusion

We have presented freely available NE tagged cor-
pora for English and Hungarian, fully automati-
cally generated from WP. In contrast to the meth-
ods used so far for automatic annotation of NEs in
WP texts, we applied a new approach, namely map-
ping DBpedia ontology classes to standard CoNLL
NE tags, and assigning them to WP entities. Follow-
ing Nothman (2008), the process can be divided into
four main steps: classifying WP articles into entity
classes; parsing WP and splitting articles into sen-
tences; labeling NEs in the text; and selecting sen-
tences for inclusion in the corpus.

The huge amount of WP articles opens the pos-
sibility of building large enough corpora for other-
wise less resourced languages such as Hungarian.
Due to the particularities of Hungarian, some steps
are slightly different, and special linguistic phenom-
ena pose several problems related to the NER task to
solve.

Automatically generated corpora can be useful for
improving NER in more ways. We showed that
gazetteer lists extracted from our corpora, and train-
ing with extra features given by the model trained
on our corpora, improve F-measure. Moreover, our
Hungarian corpus can serve as a training corpus for
more general domains than the classic newswire.
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$EVWUDFW

7KH V\VWHP HQWHUHG LQWR WKLV \HDU¶V VKDUHG
WUDQVOLWHUDWLRQ HYDOXDWLRQ LV LPSOHPHQWHG
ZLWKLQ D SKUDVH�EDVHG VWDWLVWLFDO PDFKLQH
WUDQVOLWHUDWLRQ �607� IUDPHZRUN� 7KH V\VWHP
LV EDVHG RQ D MRLQW VRXUFH�FKDQQHO PRGHO LQ
FRPELQDWLRQ ZLWK D WDUJHW ODQJXDJH PRGHO DQG
PRGHOV WR FRQWURO WKH OHQJWK RI WKH VHTXHQFHV
JHQHUDWHG� 7KH MRLQW VRXUFH�FKDQQHO PRGHO
ZDV WUDLQHG XVLQJ D PDQ\�WR�PDQ\ %D\HVLDQ
ELOLQJXDO DOLJQPHQW� 7KH IRFXV RI WKLV \HDU¶V
V\VWHP LV RQ LQSXW UHSUHVHQWDWLRQ� ,Q RUGHU DW�
WHPSW WR PLWLJDWH GDWD VSDUVHQHVV LVVXHV LQ WKH
MRLQW VRXUFH�FKDQQHO PRGHO� ZH DXJPHQWHG WKH
V\VWHP ZLWK UHFXUUHQW QHXUDO QHWZRUN �511�
PRGHOV WKDW FDQ OHDUQ WR SURMHFW WKH JUDSKHPH
VHW RQWR D VPDOOHU KLGGHQ UHSUHVHQWDWLRQ� :H
SHUIRUPHG H[SHULPHQWV RQ GHYHORSPHQW GDWD
WR HYDOXDWH WKH HIIHFWLYHQHVV RI RXU DSSURDFK�
2XU UHVXOWV VKRZ WKDW XVLQJ DQ 511 ODQJXDJH
PRGHO FDQ LPSURYH SHUIRUPDQFH IRU ODQJXDJH
SDLUV ZLWK ODUJH JUDSKHPH VHWV RQ WKH WDUJHW
VLGH�

� ,QWURGXFWLRQ

2XU V\VWHP IRU WKH 1(:6 VKDUHG HYDOXDWLRQ RQ
WUDQVOLWHUDWLRQ JHQHUDWLRQ LV EDVHG RQ WKH V\VWHP HQ�
WHUHG LQWR ODVW \HDUV HYDOXDWLRQ �)LQFK HW DO�� ������
6RPH PLQRU LPSURYHPHQWV KDYH EHHQ PDGH WR VRPH
RI WKH FRPSRQHQWV� EXW WKH PDMRU GLIIHUHQFH LV WKH
DGGLWLRQ RI D UH�VFRULQJ VWHS ZLWK WKUHH UHVFRULQJ
PRGHOV� DQ 511 WDUJHW ODQJXDJH PRGHO� DQ 511
MRLQW VRXUFH�FKDQQHO PRGHO� DQG DPD[LPXP HQWURS\
PRGHO �WKLV PRGHO ZDV SDUW RI ODVW \HDU¶V V\VWHP
EXW KDV EHHQ PRYHG IURP WKH GHFRGLQJ VWHS LQWR WKH
UH�VFRULQJ VWHS IRU HIILFLHQF\�� ,Q DOO RXU H[SHUL�
PHQWV ZH KDYH WDNHQ D VWULFWO\ ODQJXDJH LQGHSHQ�
GHQW DSSURDFK� (DFK RI WKH ODQJXDJH SDLUV ZHUH SUR�
FHVVHG DXWRPDWLFDOO\ IURP WKH JUDSKHPLF UHSUHVHQWD�

WLRQ VXSSOLHG IRU WKH VKDUHG WDVNV� ZLWK QR ODQJXDJH
VSHFLILF WUHDWPHQW IRU DQ\ RI WKH ODQJXDJH SDLUV�
5HFHQW UHVHDUFK UHVXOWV RQ WKH DSSOLFDWLRQ RI UH�

FXUUHQW QHXUDO QHWZRUN PRGHOV WR ODQJXDJH PRGHO�
LQJ KDYH VKRZQ WKDW YHU\ SURPLVLQJ UHGXFWLRQV LQ
WH[W GDWD SHUSOH[LW\ UHODWLYH WR WUDGLWLRQDO Q�JUDP ODQ�
JXDJHPRGHO DSSURDFKHV DUH SRVVLEOH �0LNRORY HW DO��
����� 0LNRORY HW DO�� ������ 7KH 511 DSSURDFK
GLIIHUV IURP WKH VWDQGDUG Q�JUDP DSSURDFK LQ WKDW
511V DUH DEOH WR VPRRWK E\ SURMHFWLQJ WKH JUDSKHPH
VHW RQWR D VHW RI KLGGHQ XQLWV� D SURFHVV WKDW HI�
IHFWLYHO\ FOXVWHUV VLPLODU JUDSKHPHV� )XUWKHUPRUH�
511V KDYH EHHQ UHSRUWHG WR EH HIIHFWLYH ZKHUH GDWD
UHVRXUFHV DUH OLPLWHG �.RPEULQN HW DO�� ������
7KHVH FKDUDFWHULVWLFV PRWLYDWH XV WR LQYHVWLJDWH

WKH HIIHFW RI DSSO\LQJ WKLV DSSURDFK LQ PRGHOLQJ DW
WKH JUDSKHPH �RU JUDSKHPH VHTXHQFH SDLU� OHYHO�
SDUWLFXODUO\ DV WZR RI WKH PRVW LPSRUWDQW PRGHOV LQ
RXU V\VWHP DUH ERWK ODQJXDJH PRGHOV� 7KH PDLQ
GUDZEDFN RI 511 EDVHG PRGHOV� WKHLU H[FHSWLRQDOO\
KLJK WUDLQLQJ FRPSXWDWLRQDO FRPSOH[LW\ �0LNRORY HW
DO�� ����� LV QRW DQ REVWDFOH IRU WUDLQLQJ PRGHOV IRU
WKLV VKDUHG WDVN� WKRXJK LW PD\ EH DQ LVVXH LI ODUJH
DPRXQWV RI PRQROLQJXDO GDWD DUH XVHG WR EXLOG WKH
ODQJXDJH PRGHOV� :H UXQ H[SHULPHQWV XVLQJ WKLV
WHFKQLTXH WR LQYHVWLJDWH LWV HIIHFW RQ ERWK FRUSXV SHU�
SOH[LW\ DQG HQG�WR�HQG V\VWHP SHUIRUPDQFH �VLQFH
LW LV QRW QHFHVVDULO\ WKH FDVH WKDW JDLQV LQ ODQJXDJH
PRGHO SHUSOH[LW\ UHVXOW LQ EHWWHU V\VWHPV �&KHQ HW DO��
�������
7KURXJKRXW WKLV SDSHU ZH ZLOO UHIHU WR JUDSKHPHV�

JUDSKHPH VHTXHQFHV DQG JUDSKHPH VHTXHQFH SDLUV�
%\ JUDSKHPH� ZH PHDQ D VLQJOH XQLFRGH FKDUDFWHU�
IRU H[DPSOH µD¶ LQ (QJOLVK� µア¶ LQ -DSDQHVH RU µ明¶
LQ &KLQHVH� *UDSKHPH VHTXHQFHV DUH DUELWUDU\ VH�
TXHQFHV RI WKHVH JUDSKHPHV� DQG JUDSKHPH VHTXHQFH
SDLUV DUH ��WXSOHV RI JUDSKHPH VHTXHQFHV� HDFK HOH�
PHQW LQ WKH WXSOH EHLQJ D JUDSKHPH VHTXHQFH LQ D
JLYHQ ODQJXDJH� IRU H[DPSOH� �µKHOOR¶�µハロー¶��
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� 6\VWHP 'HVFULSWLRQ

��� %LOLQJXDO %D\HVLDQ *UDSKHPH $OLJQPHQW

7R WUDLQ WKH MRLQW�VRXUFH�FKDQQHO PRGHO�V� LQ RXU
V\VWHP� ZH SHUIRUP D PDQ\�WR�PDQ\ JUDSKHPH�WR�
JUDSKHPH DOLJQPHQW� 7R GLVFRYHU WKLV DOLJQPHQW
ZH XVH WKH %D\HVLDQ QRQ�SDUDPHWULF WHFKQLTXH GH�
VFULEHG LQ �)LQFK DQG 6XPLWD� ����� ZKLFK LV D UHO�
DWLYH RI WKH WHFKQLTXH SURSRVHG E\ �+XDQJ HW DO��
������ %D\HVLDQ WHFKQLTXHV W\SLFDOO\ EXLOG FRPSDFW
PRGHOV ZLWK IHZ SDUDPHWHUV WKDW GR QRW RYHUILW WKH
GDWD DQG KDYH EHHQ VKRZQ WR EH HIIHFWLYH IRU WUDQVOLW�
HUDWLRQ �)LQFK DQG 6XPLWD� ����� )LQFK HW DO�� ������

��� 3KUDVH�EDVHG 607 0RGHOV

7KH GHFRGLQJ ZDV SHUIRUPHG XVLQJ D VSHFLDOO\ PRGL�
ILHG YHUVLRQ RI WKH 2&7$9,$1 GHFRGHU �)LQFK HW DO��
������ DQ LQ�KRXVH PXOWL�VWDFN SKUDVH�EDVHG GHFRGHU
WKDW RSHUDWHV RQ WKH VDPH SULQFLSOHV DV WKH 026(6
GHFRGHU �.RHKQ HW DO�� ������ 7KLV FRPSRQHQW RI
WKH V\VWHP LV LPSOHPHQWHG DV D ORJ�OLQHDU FRPELQD�
WLRQ RI � GLIIHUHQW PRGHOV� D MRLQW VRXUFH�FKDQQHO
PRGHO� D WDUJHW ODQJXDJH PRGHO� D JUDSKHPH LQVHU�
WLRQ SHQDOW\ PRGH� DQG D JUDSKHPH VHTXHQFH SDLU LQ�
VHUWLRQ SHQDOW\ PRGHO� 7KH IROORZLQJ VHFWLRQV GH�
VFULEH HDFK RI WKHVH PRGHOV LQ GHWDLO� 'XH WR WKH
VPDOO VL]H RI PDQ\ RI WKH GDWD VHWV LQ WKH VKDUHG WDVNV�
ZH XVHG DOO RI WKH GDWD WR EXLOG PRGHOV IRU WKH ILQDO
V\VWHPV�

����� 1�JUDP MRLQW VRXUFH�FKDQQHO PRGHO
7KH Q�JUDP MRLQW VRXUFH�FKDQQHO PRGHO XVHG GXU�

LQJ GHFRGLQJ E\ WKH 607 GHFRGHU ZDV WUDLQHG IURP
WKH 9LWHUEL DOLJQPHQW DULVLQJ IURP WKH ILQDO LWHUDWLRQ
RI WKH %D\HVLDQ VHJPHQWDWLRQ SURFHVV RQ WKH WUDLQ�
LQJ GDWD �IRU WKH PRGHO XVHG LQ SDUDPHWHU WXQLQJ��
DQG WKH WUDLQLQJ GDWD DGGHG WR WKH GHYHORSPHQW GDWD
�IRU WKH PRGHO XVHG WR GHFRGH WKH WHVW GDWD�� :H
XVHG WKH 0,7 ODQJXDJH PRGHOLQJ WRRONLW �%R�MXQH HW
DO�� ����� ZLWK PRGLILHG .QHVVHU�1H\ VPRRWKLQJ WR
EXLOG WKLV PRGHO� ,Q DOO H[SHULPHQWV ZH XVHG D ODQ�
JXDJH PRGHO RI RUGHU ��

����� 1�JUDP WDUJHW /DQJXDJH PRGHO
7KH WDUJHW PRGHO ZDV WUDLQHG IURP WDUJHW VLGH RI

WKH WUDLQLQJ GDWD �IRU PRGHO XVHG LQ SDUDPHWHU WXQ�
LQJ�� DQG WKH WUDLQLQJ GDWD DGGHG WR WKH GHYHORSPHQW
GDWD �IRU WKH PRGHO XVHG WR GHFRGH WKH WHVW GDWD��
:H XVHG WKH 0,7 ODQJXDJH PRGHOLQJ WRRONLW ZLWK
.QHVVHU�1H\ VPRRWKLQJ WR EXLOG WKLV PRGHO� ,Q DOO
H[SHULPHQWV ZH XVHG D ODQJXDJH PRGHO RI RUGHU ��

����� ,QVHUWLRQ SHQDOW\ PRGHOV
%RWK JUDSKHPH EDVHG DQG JUDSKHPH�VHTXHQFH�

SDLU�EDVHG LQVHUWLRQ SHQDOW\ PRGHOV DUH VLPSOH PRG�
HOV WKDW DGG D FRQVWDQW YDOXH WR WKHLU VFRUH HDFK WLPH
D JUDSKHPH �RU JUDSKHPH VHTXHQFH SDLU� LV DGGHG WR
WKH WDUJHW K\SRWKHVHV� 7KHVH PRGHOV FRQWURO WKH WHQ�
GHQF\ ERWK RI WKH MRLQW VRXUFH�FKDQQHO PRGHO DQG WKH
WDUJHW ODQJXDJH PRGHO WR JHQHUDWH GHULYDWLRQV WKDW
DUH WRR VKRUW�

��� 5H�VFRULQJ 6WHS
����� 2YHUYLHZ
7KH V\VWHP KDV D VHSDUDWH UH�VFRULQJ VWDJH WKDW

OLNH WKH 607 PRGHOV GHVFULEHG LQ WKH SUHYLRXV VHF�
WLRQ LV LPSOHPHQWHG DV D ORJ�OLQHDU PRGHO� 7KH ORJ�
OLQHDU ZHLJKWV DUH WUDLQHG XVLQJ WKH VDPH 0(57
�2FK� ����� SURFHGXUH� ,Q SULQFLSOH� WKH ZHLJKWV IRU
WKH PRGHOV LQ WKLV VWDJH FRXOG EH WUDLQHG LQ D VLQ�
JOH VWHS WRJHWKHU ZLWK WKH 607 ZHLJKWV� DQG LQ ODVW
\HDU¶V V\VWHP WKLV ZDV WKH FDVH IRU WKH 0( PRGHO�
+RZHYHU WKH PRGHOV LQ WKLV VWDJH DUH PRUH FRPSX�
WDWLRQDOO\ H[SHQVLYH� DQG WR UHGXFH WUDLQLQJ WLPH ZH
WUDLQ WKHLU ZHLJKWV LQ D VHFRQG VWHS� 7KH WKUHH PRG�
HOV XVHG IRU UH�VFRULQJ ����EHVW� DUH GHVFULEHG LQ WKH
IROORZLQJ VHFWLRQV�

����� 0D[LPXP�HQWURS\ PRGHO
7KH PD[LPXP HQWURS\ PRGHO XVHG IRU UH�VFRULQJ

HPERGLHV D VHW RI IHDWXUHV GHVLJQHG WR WDNH WKH
ORFDO FRQWH[W RI VRXUFH DQG WDUJHW JUDSKHPHV DQG
JUDSKHPH VHTXHQFHV LQWR DFFRXQW� 7KH IHDWXUHV FDQ
EH SDUWLWLRQHG LQWR WZR FODVVHV� JUDSKHPH�EDVHG IHD�
WXUHV DQG JUDSKHPH VHTXHQFH�EDVHG IHDWXUHV� ,Q ERWK
FDVHV ZH XVH D FRQWH[W RI � WR WKH OHIW DQG ULJKW IRU WKH
VRXUFH� DQG � WR WKH OHIW IRU WKH WDUJHW� 6HTXHQFH EH�
JLQ DQG HQGPDUNHUV DUH DGGHG WR ERWK VRXUFH DQG WDU�
JHW DQG DUH XVHG LQ WKH FRQWH[W� 7KH IHDWXUHV XVHG LQ
WKH 0(PRGHO FRQVLVW RI DOO SRVVLEOH ELJUDPV RI FRQ�
WLJXRXV HOHPHQWV LQ WKH FRQWH[W� :H GR QRW PL[ IHD�
WXUHV DW WKH JUDSKHPH OHYHO DQG JUDSKHPH VHTXHQFH
OHYHO� VR IRU H[DPSOH� D JUDSKHPH VHTXHQFH ELJUDP
FDQ RQO\ FRQVLVW RI JUDSKHPH VHTXHQFHV �LQFOXGLQJ
VHTXHQFHV RI OHQJWK ���

����� 511 /DQJXDJH PRGHOV
:H LQWURGXFH WZR 511 ODQJXDJH PRGHOV

�0LNRORY HW DO�� ����� LQWR WKH UH�VFRULQJ VWHS RI
RXU V\VWHP� 7KH ILUVW PRGHO LV D ODQJXDJH PRGHO
RYHU JUDSKHPH VHTXHQFHV LQ WKH WDUJHW ODQJXDJH�
WKH VHFRQG PRGHO LV D MRLQW VRXUFH�FKDQQHO PRGHO
RYHU ELOLQJXDO JUDSKHPH VHTXHQFH SDLUV� 7KHVH
PRGHOV ZHUH WUDLQHG RQ WKH VDPH GDWD DV WKHLU
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/DQJXDJH 3DLU $FFXUDF\ LQ WRS�� 0HDQ )�VFRUH 055 0$3UHI
$UDELF WR (QJOLVK �$U(Q� ����� ����� ����� �����
&KLQHVH WR (QJOLVK �&K(Q� ����� ����� ����� �����
(QJOLVK WR %HQJDOL �%DQJOD� �(Q%D� ����� ����� ����� �����
(QJOLVK WR &KLQHVH �(Q&K� ����� ����� ����� �����
(QJOLVK WR +HEUHZ �(Q+H� ����� ����� ����� �����
(QJOLVK WR +LQGL �(Q+L� ����� ����� ����� �����
(QJOLVK WR -DSDQHVH .DWDNDQD �(Q-D� ����� ����� ����� �����
(QJOLVK WR .DQQDGD �(Q.D� ����� ����� ����� �����
(QJOLVK WR .RUHDQ +DQJXO �(Q.R� ����� ����� ����� �����
(QJOLVK WR 3HUVLDQ �(Q3H� ����� ����� ����� �����
(QJOLVK WR 7DPLO �(Q7D� ����� ����� ����� �����
(QJOLVK WR 7KDL �(Q7K� ����� ����� ����� �����
(QJOLVK WR -DSDQHVH .DQML �-Q-N� ����� ����� ����� �����
7KDL WR (QJOLVK �7K(Q� ����� ����� ����� �����

7DEOH �� 7KH HYDOXDWLRQ UHVXOWV RQ WKH ���� VKDUHG WDVN IRU RXU V\VWHP LQ WHUPV RI WKH RIILFLDO PHWULFV�

Q�JUDP FRXQWHUSDUWV GHVFULEHG LQ 6HFWLRQV ����� DQG
������ 7KH PRGHOV ZHUH WUDLQHG XVLQJ WKH WUDLQLQJ
SURFHGXUH GHVFULEHG LQ 6HFWLRQ ����

��� 3DUDPHWHU 7XQLQJ
7KH H[SRQHQWLDO ORJ�OLQHDU PRGHO ZHLJKWV RI ERWK WKH
607 DQG UH�VFRULQJ VWDJHV RI RXU V\VWHP ZHUH VHW
E\ WXQLQJ WKH V\VWHP RQ GHYHORSPHQW GDWD XVLQJ WKH
0(57 SURFHGXUH �2FK� ����� E\ PHDQV RI WKH SXE�
OLFO\ DYDLODEOH =0(57 WRRONLW � �=DLGDQ� ������ 7KH
V\VWHPV UHSRUWHG LQ WKLV SDSHU XVHG D PHWULF EDVHG RQ
WKH ZRUG�OHYHO )�VFRUH� DQ RIILFLDO HYDOXDWLRQ PHWULF
IRU WKH VKDUHG WDVNV �=KDQJ HW DO�� ������ ZKLFK PHD�
VXUHV WKH UHODWLRQVKLS RI WKH ORQJHVW FRPPRQ VXE�
VHTXHQFH RI WKH WUDQVOLWHUDWLRQ SDLU WR WKH OHQJWKV RI
ERWK VRXUFH DQG WDUJHW VHTXHQFHV�

��� 2IILFLDO 5HVXOWV
7KH RIILFLDO VFRUHV IRU RXU V\VWHP DUH JLYHQ LQ 7D�
EOH �� 6RPH RI WKH GDWD WUDFNV ZLOO EHQHILW IURP
D ODQJXDJH�GHSHQGHQW WUHDWPHQW IRU H[DPSOH LQ .R�
UHDQ LW LV DGYDQWDJHRXV WR GHFRPSRVH WKH FKDUDFWHUV�
DQG RWKHU ODQJXDJHV EHQHILW IURP URPDQL]DWLRQ DV
WKLV FDQ UHGXFH GDWD VSDUVHQHVV LVVXH DQG DOORZ WKH
WUDQVODWLRQ RI XQNQRZQ JUDSKHPHV LQ WHVW GDWD�

� ([SHULPHQWV

��� 3HUSOH[LW\
,Q WKLV VHFWLRQ ZH H[DPLQH WKH SHUIRUPDQFH RI WKH
511 ODQJXDJH PRGHO LQ WHUPV RI LWV SHUSOH[LW\ RQ
XQVHHQ GDWD� )RU WKHVH H[SHULPHQWV ZH GLYLGHG WKH

�KWWS���ZZZ�FV�MKX�HGX�∼R]DLGDQ�]PHUW�

WUDLQLQJ LQWR WZR SDUWV� D WUDLQLQJ VHW ���� RI WKH
GDWD� DQG D YDOLGDWLRQ VHW �WKH UHPDLQLQJ ����� DQG
XVHG WKH GHYHORSPHQW VHW DV WKH WHVW GDWD RQ ZKLFK
WKH SHUSOH[LW\ FDOFXODWLRQV ZHUH PDGH�
7KH 511 PRGHO ZDV EXLOW XVLQJ WKH SXEOLFO\

DYDLODEOH 511/0 WRRONLW �� $ VHW RI SLORW H[SHUL�
PHQWV ZDV UXQ RQ VXEVHWV RI WKH WUDLQLQJ GDWD WR ILQG
VXLWDEOH YDOXHV IRU WKH QXPEHU RI KLGGHQ XQLWV DQG
QXPEHU RI FODVVHV XVHG WR WUDLQ WKH 511� DQG D VLP�
SOH JULG VHDUFK ZH XVHG WR ILQG WKH EHVW SDUDPHWHUV
IRU HDFK ODQJXDJH SDLU� $OO RWKHU SDUDPHWHUV ZHUH
OHIW DW WKHLU GHIDXOW YDOXHV� 7KH Q�JUDP ODQJXDJH
PRGHO ZDV WUDLQHG XVLQJ WKH 65, ODQJXDJH PRGHOLQJ
WRRONLW �6WROFNH� ������ :H XVHG D ��JUDP PRGHO LQ
WKHVH H[SHULPHQWV WUDLQHG ZLWK :LWWHQ�%HOO VPRRWK�
LQJ�
7DEOH � VKRZV WKH UHVXOWV RI WKLV H[SHULPHQW� ,Q �

RXW RI WKH �� H[SHULPHQWV WKH 511 ODQJXDJH PRGHO
KDG ORZHU SHUSOH[LW\ WKDQ WKH ��JUDP EDFNRII ODQ�
JXDJH PRGHO� )XUWKHUPRUH� LQ DOO RI WKH H[SHULPHQWV
WKH LQWHUSRODWHG PRGHO �D PRGHO IRUPHG E\ OLQHDUO\
LQWHUSRODWLQJ WKH WZR PRGHOV WRJHWKHU ZLWK HTXDO
ZHLJKWV� KDG FRQVLGHUDEO\ ORZHU SHUSOH[LW\ WKDQ HL�
WKHU FRPSRQHQW PRGHO� 7KH ODUJHVW UHODWLYH JDLQV
ZHUH REVHUYHG LQ -Q�-N� (Q�.R DQG (Q�&K� WKHVH
WKUHH ODQJXDJHV KDG E\ IDU WKH ODUJHVW JUDSKHPH VHW
VL]HV RXW RI DOO WKH ODQJXDJH SDLUV� 7KLV UHVXOW LV QRW
VXUSULVLQJ EHFDXVH RI WKH PDQQHU LQ ZKLFK WKH 511
ODQJXDJH PRGHOV DUH DEOH WR VPRRWK E\ SURMHFWLRQ RI
WKH JUDSKHPH VHW RQWR WKH VHW RI KLGGHQ XQLWV�

�KWWS���ZZZ�ILW�YXWEU�F]�ƭPLNRORY�UQQOP�LQGH[�KWPO
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/DQJXDJH 511 1�JUDP ,QWHUSRODWHG *UDSKHPH &RUSXV VL]H )�VFRUH )�VFRUH
3DLU SHUSOH[LW\ SHUSOH[LW\ SHUSOH[LW\ VHW VL]H �JUDSKHPHV� ZLWK 511 QR 511
$U�(Q ���� ���� ���� �� ����. ����� �����
&K�(Q ����� ����� ����� �� ���. ����� �����
(Q�%D ����� ����� ����� �� ��. ����� �����
(Q�&K ����� ����� ����� ��� ���. ����� �����
(Q�+H ���� ����� ���� �� ��. ����� �����
(Q�+L ����� ����� ����� �� ��. ����� �����
(Q�-D ����� ����� ����� �� ���. ����� �����
(Q�.D ����� ����� ����� �� ��. ����� �����
(Q�.R ����� ����� ����� ��� ��. ����� �����
(Q�3H ����� ����� ����� �� ��. ����� �����
(Q�7D ���� ���� ���� �� ��. ����� �����
(Q�7K ���� ���� ���� �� ���. ����� �����
-Q�-N ����� ����� ����� ���� ��. ����� �����
7K�(Q ����� ���� ���� �� ���. ����� �����

7DEOH �� /DQJXDJH PRGHO SHUSOH[LW\ VFRUHV RQ WKH GHYHORSPHQW VHW ZLWK Q�JUDP� 511 DQG LQWHUSRODWHG ODQJXDJH
PRGHOV� WRJHWKHU ZLWK V\VWHP SHUIRUPDQFH ZLWK DQG ZLWKRXW WKH 511 PRGHOV�

��� 6\VWHP 3HUIRUPDQFH
,Q WKLV VHFWLRQ ZH ORRN DW ZKHWKHU WKH JDLQV IURP
LQFRUSRUDWLQJ WKH 511 ODQJXDJH PRGHOV UHVXOW LQ
JDLQV LQ RYHUDOO V\VWHP SHUIRUPDQFH� :H UDQ H[SHUL�
PHQWV RQ WKH GDWD XVHG LQ WKH SHUSOH[LW\ H[SHULPHQWV�
7KH RQO\ GLIIHUHQFH LQ WKH V\VWHPV ZH FRPSDUH ZDV
ZKHWKHU RU QRW WKH 511 ODQJXDJH PRGHOV ZHUH LQ�
FOXGHG LQ WKH UH�VFRULQJ SURFHVV� WKH 511PRGHO EH�
LQJ HIIHFWLYHO\ LQWHUSRODWHG LQ D ORJ�OLQHDU PDQQHU
ZLWK WKH RWKHU PRGHOV ZKHQ LW ZDV LQFOXGHG� 0(57
SDUDPHWHU WXQLQJ ZDV SHUIRUPHG VHSDUDWHO\ IRU V\V�
WHPV ZLWK DQG ZLWKRXW WKH 511 PRGHOV� 7KH UHVXOWV
LQ WHUPV RI )�VFRUH DUH VKRZQ LQ 7DEOH �� 7KH UHVXOWV
VKRZ VPDOO JDLQV LQ SHUIRUPDQFH IRU �� RI WKH �� ODQ�
JXDJH SDLUV� LQGLFDWLQJ WKDW WKH 511 PRGHOV DUH HI�
IHFWLYH� 2I WKH ODQJXDJHV ZLWK ODUJHU JUDSKHPH VHW
VL]HV WKDW VKRZHG KLJKHU LPSURYHPHQWV LQ SHUSOH[�
LW\� WZR �-Q�-N DQG (Q�&K� VKRZHG ODUJHU WKDQ DYHU�
DJH LPSURYHPHQW LQ RYHUDOO V\VWHP SHUIRUPDQFH�

� &RQFOXVLRQ

7KH V\VWHP XVHG IRU WKLV \HDU¶V VKDUHG HYDOXDWLRQ
ZDV LPSOHPHQWHG ZLWKLQ D SKUDVH�EDVHG VWDWLVWL�
FDO PDFKLQH WUDQVODWLRQ IUDPHZRUN DXJPHQWHG E\
D MRLQW�VRXUFH FKDQQHO PRGHO WUDLQHG IURP D PDQ\�
WR�PDQ\ DOLJQPHQW RI JUDSKHPH VHTXHQFHV XVLQJ D
%D\HVLDQ DOLJQPHQW DSSURDFK� 7KH V\VWHP KDG D UH�
VFRULQJ VWHS WKDW LQWHJUDWHV IHDWXUHV IURP DPD[LPXP
HQWURS\ PRGHO ZLWK WZR 511 ODQJXDJH PRGHOV� RQH
IRU WKH WDUJHW JUDSKHPH VHTXHQFH� DQG WKH RWKHU IRU
WKH VHTXHQFH RI JUDSKHPH VHTXHQFH SDLUV XVHG WR

JHQHUDWH WKH WDUJHW�
:H UDQ H[SHULPHQWV WR GHWHUPLQH WKH HIIHFWLYHQHVV

RI WKH 511 ODQJXDJH PRGHOV RQ WKH WUDQVOLWHUDWLRQ
WDVNV� :H IRXQG WKDW WKH DSSURDFK ZDV JHQHUDOO\ HI�
IHFWLYH DQG SDUWLFXODUO\ HIIHFWLYH IRU WDVNV ZLWK ODUJH
JUDSKHPH VHW VL]HV�
,Q IXWXUH ZRUN ZH ZRXOG OLNH WR LQYHVWLJDWH DO�

WHUQDWLYH ZD\V RI LQWHJUDWLQJ 511 PRGHOV LQWR RXU
V\VWHP� ,Q SDUWLFXODU LW PD\ EH IHDVLEOH WR LQVHUW WKH
PRGHOV GLUHFWO\ LQWR WKH 607 FRPSRQHQW RI RXU V\V�
WHP VR WKDW WKH\ FDQ EH XVHG GLUHFWO\ LQ WKH GHFRGLQJ
SURFHVV� )XUWKHUPRUH� ZH LQWHQG WR H[DPLQH KRZ WKH
LPSDFW RI WKHVH PRGHOV LQ WKH FDVH ZKHUH ODUJHU FRU�
SRUD RI PRQROLQJXDO GDWD DUH XVHG�

$FNQRZOHGJHPHQWV
)RU WKH (QJOLVK�-DSDQHVH� (QJOLVK�.RUHDQ DQG
$UDELF�(QJOLVK GDWDVHWV� WKH UHDGHU LV UHIHUUHG WR
WKH &-. ZHEVLWH� KWWS���ZZZ�FMN�RUJ� )RU (QJOLVK�
+LQGL� (QJOLVK�7DPLO� DQG (QJOLVK�.DQQDGD� DQG
(QJOLVK�%DQJOD WKH GDWD VHWV RULJLQDWHG IURP WKH
ZRUN RI �.XPDUDQ DQG .HOOQHU� ����� �� 7KH &KL�
QHVH ODQJXDJH FRUSRUD FDPH IURP WKH ;LQKXD QHZV
DJHQF\ �;LQKXD 1HZV $JHQF\� ������ 7KH (QJOLVK
3HUVLDQ FRUSXV RULJLQDWHV IURP WKH ZRUN RI �.DULPL
HW DO�� ����� .DULPL HW DO�� ������

�KWWS���UHVHDUFK�PLFURVRIW�FRP�LQGLD
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5HIHUHQFHV

%R�MXQH� 3DXO +VX� DQG -DPHV *ODVV� ����� ,WHUDWLYH ODQ�
JXDJH PRGHO HVWLPDWLRQ� (IILFLHQW GDWD VWUXFWXUH DQG
DOJRULWKPV� ,Q 3URF� ,QWHUVSHHFK�

6WDQOH\ &KHQ� 'RXJODV %HHIHUPDQ� DQG 5RQDOG 5RVHQ�
IHOG� ����� (YDOXDWLRQ PHWULFV IRU ODQJXDJH PRGHOV�

$QGUHZ )LQFK DQG (LLFKLUR 6XPLWD� ����� $ %D\HVLDQ
0RGHO RI %LOLQJXDO 6HJPHQWDWLRQ IRU 7UDQVOLWHUDWLRQ�
,Q 0DUFHOOR )HGHULFR� ,DQ /DQH� 0LFKDHO 3DXO� DQG
)UDQoRLV <YRQ� HGLWRUV� 3URFHHGLQJV RI WKH VHYHQWK ,Q�
WHUQDWLRQDO :RUNVKRS RQ 6SRNHQ /DQJXDJH 7UDQVOD�
WLRQ �,:6/7�� SDJHV ���±����

$QGUHZ )LQFK� (WLHQQH 'HQRXDO� +LGHR 2NXPD� 0LFKDHO
3DXO� +LURIXPL <DPDPRWR� .HLML <DVXGD� 5XLTLDQJ
=KDQJ� DQG (LLFKLUR 6XPLWD� ����� 7KH 1,&7�$75
VSHHFK WUDQVODWLRQ V\VWHP IRU ,:6/7 ����� ,Q 3UR�
FHHGLQJV RI WKH ,:6/7� 7UHQWR� ,WDO\�

$QGUHZ )LQFK� 3DXO 'L[RQ� DQG (LLFKLUR 6XPLWD�
����� ,QWHJUDWLQJ PRGHOV GHULYHG IURP QRQ�SDUDPHWULF
ED\HVLDQ FR�VHJPHQWDWLRQ LQWR D VWDWLVWLFDO PDFKLQH
WUDQVOLWHUDWLRQ V\VWHP� ,Q 3URFHHGLQJV RI WKH 1DPHG
(QWLWLHV :RUNVKRS� SDJHV ��±��� &KLDQJ 0DL� 7KDL�
ODQG� 1RY� $VLDQ )HGHUDWLRQ RI 1DWXUDO /DQJXDJH 3UR�
FHVVLQJ�

<XQ +XDQJ� 0LQ =KDQJ� DQG &KHZ /LP 7DQ� �����
1RQSDUDPHWULF %D\HVLDQ 0DFKLQH 7UDQVOLWHUDWLRQ ZLWK
6\QFKURQRXV $GDSWRU *UDPPDUV� ,Q $&/ �6KRUW 3D�
SHUV�� SDJHV ���±����

6DUYQD] .DULPL� $QGUHZ 7XUSLQ� DQG )DON 6FKROHU� �����
(QJOLVK WR SHUVLDQ WUDQVOLWHUDWLRQ� ,Q 63,5(� SDJHV
���±����

6DUYQD] .DULPL� $QGUHZ 7XUSLQ� DQG )DON 6FKROHU� �����
&RUSXV HIIHFWV RQ WKH HYDOXDWLRQ RI DXWRPDWHG WUDQVOLW�
HUDWLRQ V\VWHPV� 3URFHHGLQJV RI WKH ��WK $QQXDO 0HHW�
LQJ RI WKH $VVRFLDWLRQ RI &RPSXWDWLRQDO /LQJXLVWLFV�

3KLOLSS .RHKQ� +LHX +RDQJ� $OH[DQGUD %LUFK� &KULV
&DOOLVRQ�%XUFK� 0DUFHOOR )HGHULFR� 1LFROD %HUWROGL�
%URRNH &RZD� :DGH 6KHQ� &KULVWLQH 0RUDQ� 5LFKDUG
=HQV� &KULV '\HU� 2QGUHM %RMDU� $OH[DQGUD &RQVWDQWLQ�
DQG (YDQ +HUEVW� ����� 0RVHV� RSHQ VRXUFH WRRONLW
IRU VWDWLVWLFDO PDFKLQH WUDQVODWLRQ� ,Q $&/ ����� SUR�
FHHGLQJV RI GHPR DQG SRVWHU VHVVLRQV� SDJHV ���±����
3UDJXH� &]HFN 5HSXEOLF� -XQH�

6WHIDQ .RPEULQN� 7RPiã 0LNRORY� 0DUWLQ .DUDILiW� DQG
/XNiã %XUJHW� ����� 5HFXUUHQW QHXUDO QHWZRUN EDVHG
ODQJXDJH PRGHOLQJ LQ PHHWLQJ UHFRJQLWLRQ� ,Q 3UR�
FHHGLQJV RI ,QWHUVSHHFK ����� YROXPH ����� SDJHV
����±����� ,QWHUQDWLRQDO 6SHHFK &RPPXQLFDWLRQ $V�
VRFLDWLRQ�

$� .XPDUDQ DQG 7RELDV .HOOQHU� ����� $ JHQHULF IUDPH�
ZRUN IRU PDFKLQH WUDQVOLWHUDWLRQ� ,Q 6,*,5¶��� SDJHV
���±����

7RPiã 0LNRORY� 0DUWLQ .DUDILiW� /XNiã %XUJHW� -DQ ýHU�
QRFNê� DQG 6DQMHHY .KXGDQSXU� ����� 5HFXUUHQW
QHXUDO QHWZRUN EDVHG ODQJXDJH PRGHO� ,Q 3URFHHG�
LQJV RI WKH ��WK $QQXDO &RQIHUHQFH RI WKH ,QWHUQDWLRQDO
6SHHFK &RPPXQLFDWLRQ $VVRFLDWLRQ �,17(563((&+
������ YROXPH ����� SDJHV ����±����� ,QWHUQDWLRQDO
6SHHFK &RPPXQLFDWLRQ $VVRFLDWLRQ�

7RPiã 0LNRORY� $QRRS 'HRUDV� 6WHIDQ .RPEULQN� /XNiã
%XUJHW� DQG -DQ ýHUQRFNê� ����� (PSLULFDO HYDOXDWLRQ
DQG FRPELQDWLRQ RI DGYDQFHG ODQJXDJH PRGHOLQJ WHFK�
QLTXHV� ,Q 3URFHHGLQJV RI ,QWHUVSHHFK ����� YROXPH
����� SDJHV ���±���� ,QWHUQDWLRQDO 6SHHFK &RPPXQL�
FDWLRQ $VVRFLDWLRQ�

)UDQ] -� 2FK� ����� 0LQLPXP HUURU UDWH WUDLQLQJ IRU
VWDWLVWLFDO PDFKLQH WUDQVODWLRQ� ,Q 3URFHHGLQJV RI WKH
$&/�

$QGUHDV 6WROFNH� ����� 6ULOP � DQ H[WHQVLEOH ODQJXDJH
PRGHO WRRONLW�

;LQKXD 1HZV $JHQF\� ����� &KLQHVH WUDQVOLWHUDWLRQ RI
IRUHLJQ SHUVRQDO QDPHV� 7KH &RPPHUFLDO 3UHVV�

2PDU )� =DLGDQ� ����� =�0(57� $ IXOO\ FRQILJXUDEOH
RSHQ VRXUFH WRRO IRU PLQLPXP HUURU UDWH WUDLQLQJ RI
PDFKLQH WUDQVODWLRQ V\VWHPV� 7KH 3UDJXH %XOOHWLQ RI
0DWKHPDWLFDO /LQJXLVWLFV� �����±���

0LQ =KDQJ� +DL]KRX /L� /LX 0LQJ� DQG $� .XPDUDQ�
����� :KLWHSDSHU RI QHZV ���� VKDUHG WDVN RQ PD�
FKLQH WUDQVOLWHUDWLRQ� ,Q 3URFHHGLQJV RI WKH ����
1DPHG (QWLWLHV :RUNVKRS� -HMX� .RUHD� $VVRFLDWLRQ IRU
&RPSXWDWLRQDO /LQJXLVWLFV�
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Abstract 

This paper describes our syllable-based phrase 

transliteration system for the NEWS 2012 

shared task on English-Chinese track and its 

back. Grapheme-based Transliteration maps the 

character(s) in the source side to the target 

character(s) directly. However, character-based 

segmentation on English side will cause 

ambiguity in alignment step. In this paper we 

utilize Phrase-based model to solve machine 

transliteration with the mapping between 

Chinese characters and English syllables rather 

than English characters. Two heuristic rule-

based syllable segmentation algorithms are 

applied. This transliteration model also 

incorporates three phonetic features to enhance 

discriminative ability for phrase. The primary 

system achieved 0.330 on Chinese-English and 

0.177 on English-Chinese in terms of top-1 

accuracy. 

1 Introduction  

Machine transliteration, based on the pronunciation, 

transforms the script of a word from a source 

language to a target language automatically.  

  With a continuous growth of out-of-vocabulary 

names to be transliterated, the traditional 

dictionary-based methods are no longer suitable. 

So data-driven method is gradually prevailing now, 

and many new approaches are explored. 

  Knight(1998) proposes a phoneme-based 

approach to solve the transliteration between 

English names and Japanese katakana. It makes 

use of a common phonetic representation as a pivot.  

  The phoneme-based approach needs a 

pronunciation dictionary for one or two languages. 

These dictionaries usually do not exist or can't 

cover all the names. So grapheme-based(Li et al., 

2004) approach has gained lots of attention 

recently. Huang(2011) proposes a novel 

nonparametric Bayesian using synchronous 

adaptor grammars to model the grapheme-based 

transliteration. Zhang(2010) builds the pivot 

transliteration model with grapheme-based method. 

  The hybrid approach tries to utilize both phoneme 

and grapheme information, and usually integrates 

the output of multiple engines to improve 

transliteration. Oh and Choi(2006) integrate both 

phoneme and grapheme features into a single 

leaning framework.  

  As an instance of grapheme-based approach, 

Jia(2009) views machine transliteration as a special 

example of machine translation and uses the 

phrase-based machine translation model to solve it. 

The approach is simple and effective. Our paper 

follows this way. However, using the English 

letters and Chinese characters as basic mapping 

units will make ambiguity in the alignment and 

translation step. One Chinese character usually 

maps one syllable, so syllabifying English words 

can be more discriminative. 

  We present a solution to this ambiguity by 

replacing the English character with an English 

syllable which is consecutive characters and can 

keep some phonetic properties. For this purpose, 

two heuristic and simple syllable segmentation 

algorithms are used to syllabify English side into 

syllables sequence. Besides two above, three extra 

phrase features for transliteration are used to 

enhance the model. 

  The rest of this paper is organized as follows. 

Section 2 introduces the phrase-based model 

briefly. Section 3 describes two rule-based syllable 

52



segmentation methods and three new special 

features for transliteration in detail. Experiments 

and analyses are discussed in section 4. 

Conclusions and future work are addressed in 

section 5. 

2 Phrase-based Machine Transliteration 

Model 

Machine transliteration can be regarded as a 

special instance of machine translation. Jia(2009) 

solves transliteration with phrase-based model 

firstly. There an English character is treated as a 

word in machine translation. On the contrast, 

character is replaced by syllable in this paper. Then 

transliteration can be viewed as a pure translation 

task. The phrase-based machine transliteration can 

be formulated by equation 1. 





n

i
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xhxpe
1

~

)(exp)(maxarg             (1) 

 n is the number of features 

 i  is the weight of feature i  

  In our phrase-based transliteration system, the 

following features are used by default: 

 the bidirectional probability between 

source phrase and the target phrase 

 The bidirectional lexical probability 

between source phrase and target phrase  

 the fluency of the output, namely language 

model 

 the length penalty 

3 Syllable Segmentation and Extra 

Phrase Features 

This section describes two rule-based syllable 

segmentation algorithms and three extra phrase 

features added to machine transliteration model. 

3.1 Syllable Segmentation Algorithm  

In (Jia et al., 2009), the basic alignment units are 

English character and Chinese character(called 

c2c). This setup is the simplest format to 

implement the model. However, transliteration 

from English to Chinese usually maps an English 

syllable to a single Chinese character. As one 

Chinese character usually corresponds to many 

English characters, the c2c method has only a 

modest discriminative ability. Obviously 

syllabifying English is more suitable for this 

situation. Yang(2010) utilizes a CRF-based 

segmentor to syllabify English and Kwong(2011) 

syllabifies English with the Onset First Principle. 

Alternatively, inspired by (Jiang, 2007), two 

heuristic rule-based methods are addressed to 

syllabify the English names in this paper.  

  Given an English name E, it can be syllabified 

into a syllable sequence SE = {e1,e2,...,en} with  

one of the following two linguistic methods. 
 

Simple Segmentation Algorithm(SSA): 

1.  {'a', 'o' , 'e', 'i', 'u'} are defined as vowels. 'y' is 

defined as a vowel when it is not followed by a 

vowel; 'r' is defined as a vowel when it follows a 

vowel and is followed by a consonant
1
. All other 

characters are defined as consonants; this forms the 

basic vowel set; 

2.  A consecutive vowels sequence, formed by the 

basic vowel set, is treated as a new vowel symbol; 

Step 1 and 2 form the new vowel set; 

3.  A consonant and its following vowel are treated 

as a syllable; 

4.  Consecutive consonants are separated; a vowel 

symbol(in the new vowel set) followed by a 

consonant is separated; 

5. The rest isolated characters sequences are 

regarded as individual syllables in each word. 

 

  SSA treats all the consecutive vowels as a single 

new vowel simply. In fact, many consecutive 

vowels like "io" often align two or more Chinese 

characters, such as " zio 西  奥". It is better to 

separate it as two syllables rather than one syllable 

in alignment step. So we present another segment 

algorithm which takes more details into 

consideration.  

 

Fine-grained Segment Algorithm(FSA): 

1.  Replace 'x' in English names with 'k s' firstly; 

2. {'a','o','e','i','u'} are defined as vowels. 'y' is 

defined as a vowel when it is not followed by a 

vowel; 

3.  When 'w' follows 'a','e','o' and isn't followed by 

'h', treat 'w' and the preceding vowel as a new 

vowel symbol; Step 2 and 3 form the basic vowel 

set; 

4. A consecutive vowels sequence which is formed 

by the basic vowel set is treated as a new vowel 

                                                           
1 A review points the SSA lacking of ability to deal with 'h'. 

We leave it for the future work. 
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symbol, excepting 'iu', 'eo', 'io', 'oi', 'ia', 'ui', 'ua', 

'uo' ; Step 2, 3 and 4 form the new vowel set; 

5. Consecutive consonants are separated; a vowel 

symbol(in the new vowel set) followed by a 

consonant sequence is separated; 

6. A consonant and its following vowel are treated 

as a syllable; the rest of the isolated consonants 

and vowels are regarded as individual syllables in 

each word. 

   

  After segmenting the English characters sequence, 

the new transliteration units, syllables, will be 

more discriminative. 

3.2 Extra phrase features 

The default features of phrase can't express the 

special characteristic of transliteration. We propose 

three features trying to explore the transliteration 

property. 

  Begin and End Feature(BE) 

  When a Chinese character is chosen as the 

corresponding transliteration, its position in the 

transliteration result is important. Such as a 

syllable "zu" that can be transliterate into "朱" or "

祖" in Chinese while "朱" will be preferred if it 

appears at the beginning position.  

  To explore this kind of information, the pseudo 

characters "B" and "E" are added to the train and 

test data. So in the extracted phrase table, "B" 

always precedes the Chinese character that prefers 

at the first position, and "E" always follows the 

Chinese character that appears at the last position. 

  Phrase Length Feature  

  Chinese character can be pronounced according 

to its pinyin format which is written like English 

word. And the longer English syllable is, the 

longer pinyin format it often has. So the length 

information of Chinese character and its pinyin can 

be used to disambiguate the phrase itself. Here we 

definite two new features to address it. Suppose 

<e,c> as a phrase pair, e= {e1,e2,...,em},c = 

{c1,c2,...,cn},ei stands for an English syllable and 

ci stands for a Chinese character. p(ci) is the pinyin 

format of ci. #(ei) is equal to the number of 

characters in a syllable. #p(cj) is equal to the 

number of characters in a pinyin sequence. And 

then, 

L1 = Sum(#(ei)) / Sum(#(p(cj)) 

L2 = m / n 

4 Experiments 

This section describes the data sets, experimental 

setup, experimental results and analyses. 

4.1 Data Sets 

The training set of English-Chinese transliteration 

track contains 37753 pairs of names. We pick up 

3000 pairs from the training data randomly as the 

closed test set and the rest 34753 pairs as our 

training data set. In the official dev set some 

semantic translation pairs are found, such as 

"REPUBLIC OF CUBA 古巴共和国", and some 

many-to-one cases like "SHELL BEACH 谢尔比

奇" also appear. We modify or delete these cases 

from the original dev set. At last, 3223 pairs are 

treated as the final dev set to tune the weights of 

system features. 

 

Language Segmentation Algorithm Number 

 

English 

Character-based 6.82 

SSA  4.24 

FSA 4.48 

Chinese Character-based 3.17 

Table 1: Average syllables of names based on 

different segmentation methods 

 

Language Segmentation Algorithm Number 

 

English 

Character-based 26 

SSA  922 

FSA 463 

Chinese Character-based 368 

Table 2 :Total number of unique units 

 

  For the Chinese-English back transliteration track, 

the final training and test sets are formed in the 

same way; the original dev set is used directly. 

  Here we use Character-based which treats single 

character as a "syllable", Simple and Fine-grained 

segmentation algorithms to deal with English 

names. Table 1 and table 2 show some syllabic 

statistics information. Table 1 shows the average 

syllables of the three segmentation approaches in 

training data. Table 2 shows the total number of 

unique units. 

4.2 Experimental Setup 

The Moses (Koehn et al., 2007) is used to 

implement the model in this paper. The 

Srilm(Stolcke et al., 2002) toolkit is used to count 
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n-gram on the target of the training set. Here we 

use a 3-gram language model. In the transliteration 

model training step, the Giza++(Och et al., 2003) 

generates the alignment with the grow-diag-and-

final heuristic, while other setup is default. In order 

to guarantee monotone decoding, the distortion 

distance is limited to 0. The MERT is used to tune 

model's weights. The method of (Jia et al., 2009) is 

the baseline setup.   

4.3 Evaluation Metrics 

The following 4 metrics are used to measure the 

quality of the transliteration results (Li et al., 

2009a): Word Accuracy in Top-1 (ACC), 

Fuzziness in Top-1 (Mean F-score), Mean 

Reciprocal Rank (MRR), MAPref. 

4.4 Results 

Table 3 shows the performance of our system 

corresponding to baseline, SSA and FSA on the 

closed test set of EnCh track. BE, L1,L2 and 

BE+L1+L2 are implemented on the basis of FSA.  

   

 ACC Mean 

F-score 

MRR MAPre

f 

Baseline 0.628 0.847 0.731 0.628 

SSA  0.639 0.850 0.738 0.639 

FSA 0.661 0.861 0.756 0.661 

BE  0.648 0.856 0.751 0.648 

L1 0.661 0.864 0.756 0.661 

L2 0.619 0.844 0.727 0.619 

BE+L1+L2 0.665 0.863 0.762 0.665 

Table 3:The held-in results of EnCh 

 

  Table 3 shows that the forward transliteration 

performance gets consistent improvement from 

baseline to FSA. None of new three features can 

improve by self, while combining three features 

can gain a little.  

 

 ACC Mean 

F-score 

MRR MAPre

f 

EnCh_Pri 0.330 0.676 0.408 0.319 

EnCh_2 0.317 0.667 0.399 0.308 

ChEn_pri 0.177 0.702 0.257 0.173 

Table 4:  The final official results of EnCh and 

ChEn 

 

  According to the performance of closed test, the 

transliteration results of EnCh and ChEn based on 

BE+L1+L2 are chosen as the primary 

submissions(EnCh_Pri and ChEn_Pri). And the 

result of FSA is the contrastive 

submission(EnCh_2). The table 4 shows the final 

official results of EnCh and ChEn. 

5 Conclusions and future work  

This paper uses the phrase-based machine 

translation to model the transliteration task and the 

state-of-the-art translation system Moses is used to 

implement it. We participate in the NEWS 2012 

Machine Transliteration Shared Task English-

Chinese and Chinese-English tracks. 

  To improve the capability of the basic phrase-

based machine transliteration, two heuristic and 

rule-based English syllable segmentation methods 

are addressed. System can also be more robust 

with combination of three new special features for 

transliteration. The experimental results show that 

the Fine-grained Segmentation can improve the 

performance remarkably in English-Chinese 

transliteration track. 

  In the future, extensive error analyses will be 

made and methods will be proposed according to 

the specific error type. More syllable segmentation 

methods such as statistical-based will be tried. 
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Abstract

In this paper, we describe our approach
to English-to-Korean transliteration task in
NEWS 2012. Our system mainly consists
of two components: an letter-to-phoneme
alignment with m2m-aligner,and translitera-
tion training model DirecTL-p. We construct
different parameter settings to train several
transliteration models. Then, we use two re-
ranking methods to select the best transliter-
ation among the prediction results from the
different models. One re-ranking method is
based on the co-occurrence of the translitera-
tion pair in the web corpora. The other one is
the JLIS-Reranking method which is based on
the features from the alignment results. Our
standard and non-standard runs achieves 0.398
and 0.458 in top-1 accuracy in the generation
task.

1 Introduction

Named entity translation is a key problem in many
NLP research fields such as machine translation,
cross-language information retrieval, and question
answering. Most name entity translation is based on
transliteration, which is a method to map phonemes
or graphemes from source language into target lan-
guage. Therefore, named entity transliteration sys-
tem is important for translation.

In the shared task, we focus on English-Korean
transliteration. We consider to transform the translit-
eration task into a sequential labeling problem. We
adopt m2m-aligner and DirecTL-p (Jiampojamarn et
al., 2010) to do substring mapping and translitera-
tion predicting, respectively. With this approach (Ji-

ampojamarn et al., 2010) achieved promising results
on NEWS 2010 transliteration tasks. In order to im-
prove the transliteration performance, we also apply
several ranking techniques to select the best Korean
transliteration.

This paper is organized as following. In section
2 we describe the main approach we use including
how we deal with the data, the alignment and train-
ing methods and our re-ranking techniques. In sec-
tion 3, we show and discuss our results on English-
Korean transliteration task. And finally the conclu-
sion is in section 4.

2 Our Approach

In this section, we describe our approach for
English-Korean transliteration which comprises the
following steps:

1. Pre-processing

2. Letter-to-phoneme alignment

3. DirecTL-p training

4. Re-ranking results

2.1 Pre-processing
Korean writing system, namely Hangul, is alphabet-
ical. However, unlike western writing system with
Latin alphabets, Korean alphabet is composed into
syllabic blocks. Each Korean syllabic block repre-
sent a syllable which has three components: initial
consonant, medial vowel and optionally final con-
sonant. Korean has 14 initial consonants, 10 medial
vowels, and 7 final consonants. For instance, the syl-
labic block “신” (sin) is composed with three letters:
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a initial consonant “ㅅ” (s), a medial vowel “ㅣ” (i),
and a final consonant “ㄴ” (n).

For transliteration from English to Korean , we
have to break each Korean syllabic blocks into two
or three Korean letters. Then, we convert these Ko-
rean letters into Roman letters according to Revised
Romanization of Korean for convenient processing.

2.2 Letter-to-phoneme Alignment
After obtaining English and Romanized Korean
name entity pair, we generate the alignment between
each pair by using m2m-aligner.

Since English orthography might not reflect its ac-
tual phonological forms, it makes one-to-one char-
acter alignment between English and Korean not
practical.

Compared with traditional one-to-one alignment,
the m2m-aligner overcomes two problems: One is
double letters where two letters are mapped to one
phoneme. English may use several characters for
one phoneme which is presented in one letter in Ko-
rean, such as “ch” to “ㅊ” and “oo” to “ㅜ”. How-
ever, one-to-one alignment only allows one letter to
be mapped to one phoneme, so it must have to add
an null phoneme to achieve one-to-one alignment.
It may interfere with the transliteration prediction
model.

The other problem is double phonemes problem
where one letter is mapped to two phonemes. For
example, the letter “x” in the English name entity
“Texas” corresponds to two letters “ㄱ” and “ㅅ”
in Korean. Besides, some English letters in the
word might not be pronounced, like “k” in the En-
glish word “knight”. We can eliminate this by pre-
processing the data to find out double phonemes and
merge them into single phoneme. Or we can add
an null letter to it, but this may also disturb the pre-
diction model. While performing alignments, m2m
aligner allows us to set up the maximum length sub-
string in source language (with the parameter x) and
in target language (with the parameter y). Thus,
when aligning, we set both parameter x and y to two
because we think there are at most 2 English letters
mapped to 2 Korean letters. To capture more double
phonemes, we also have another parameter set with
x = 1 and y = 2.

As mentioned in previous section, Korean syl-
labic block is composed of three or two letters. In

order to cover more possible alignments, we con-
struct another alignment configurations to take null
consonant into consideration. Consequently, for any
Korean syllabic block containing two Korean letters
will be converted into three Roman letters with the
third one being a predefined Roman letter represent-
ing null consonant. We also have two set of param-
eters for this change, that is x = 2, y = 3 and x = 1
,y = 3. The reason we increase both y by one is that
there are three Korean letters for each word.

2.3 DirecTL-p Training

With aligned English-Korean pairs, we can train
our transliteration model. We apply DirecTL-p (Ji-
ampojamarn et al., 2008) for our training and testing
task. We train the transliteration models with differ-
ent alignment parameter settings individually men-
tioned in section 2.2.

2.4 Re-ranking Results

Because we train several transliteration models with
different alignment parameters, we have to combine
the results from different models. Therefore, the
re-ranking method is necessary to select the best
transliteration result. For re-ranking, we propose
two approaches.

1. Web-based re-ranking

2. JLIS-Reranking

2.4.1 Web-based re-ranking
The first re-ranking method is based on the oc-

currence of transliterations in the web corpora. We
send each English-Korean transliteration pair gen-
erated by our transliteration models to Google web
search engine to get the co-occurrence count of the
pair in the retrieval results. But the result number
may vary a lot, most of them will get millions of
results while some will only get a few hundred.

2.4.2 JLIS-Reranking
In addition to web-based re-ranking approach, we

also adopt JLIS-Reranking (Chang et al., 2010) to
re-rank our results for the standard run. For an
English-Korean transliteration pair, we can mea-
sure if they are actual transliteration of each other
by observing the alignment between them. Since
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Table 1: Results on development data.

Run Accuracy Mean F-score MRR MAPref

1 (x = 2, y = 2) 0.488 0.727 0.488 0.488
2 (x = 1, y = 2) 0.494 0.730 0.494 0.494
3 (x = 1, y = 3, with null consonant) 0.452 0.713 0.452 0.452
4 (x = 2, y = 3, with null consonant) 0.474 0.720 0.474 0.473
Web-based Reranking 0.536 0.754 0.563 0.536
JLIS-Reranking 0.500 0.737 0.500 0.500

Table 2: Results on test data

Run Accuracy Mean F-score MRR MAPref

Standard (JLIS-Reranking) 0.398 0.731 0.398 0.397
Non-standard (Web-based reranking) 0.458 0.757 0.484 0.458

DirecTL-p model outputs a file containing the align-
ment of each result, there are some features in the
results that we can use for re-ranking. In our re-
ranking approach, there are three features used in
the process: source grapheme chain feature, target
grapheme chain feature and syllable consistent fea-
ture. These three feature are proposed in (Song et
al., 2010).

Source grapheme chain feature: This feature
can tell us that how the source characters are aligned.
Take “A|D|A|M” for example, we will get three
chains which are A|D, D|A and A|M. With this fea-
ture we may know the alignment in the source lan-
guage.

Target grapheme chain feature: Similar to the
above feature, it tell us how the target characters are
aligned. Take “NG:A:n|D|A|M” for example, which
is the Korean transliteration of ADAM, we will get
three chains which are n|D, D|A and A|M. With this
feature we may know the alignment in the target lan-
guage. “n” is the predefined null consonant.

Syllable consistent feature: We use this feature
to measure syllable counts in both English and Ko-
rean. For English, we apply an Perl module1 to mea-
sure the syllable counts. And for Korean, we simply
count the number of syllabic blocks. This feature
may guard our results, since a wrong prediction may
not have the same number of syllable.

1http://search.cpan.org/˜gregfast/
Lingua-EN-Syllable-0.251/Syllable.pm

Other than the feature vectors created by above
features, there is one important field when training
the re-ranker, performance measure. For this field,
we give it 1 when we predict a correct result other-
wise we give it 0 since we think it is useless to get a
partially correct result.

3 Result

To measure the transliteration models with different
alignment parameters and the re-ranking methods,
we construct several runs for experiments as follows.

• Run 1: m2m-aligner with parameters x = 2
and y = 2.

• Run 2: m2m-aligner with parameters x = 1
and y = 2.

• Run 3: m2m-aligner with parameters x = 1
and y = 3 and add null consonants in the Ko-
rean romanized representation.

• Run 4: m2m-aligner with parameters x = 2
and y = 3 and add null consonants in the Ko-
rean romanized representation.

• Web-based reranking: re-rank the results from
run 1 to 4 based on Google search results.

• JLIS-Reranking: re-rank the results from run 1
to 4 based on JLIS-rerakning features.

Table 1 shows our results on the development
data. As we can see in this table, Run 2 is better than
Run 1 by 6 NEs. It may be that the data in develop
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set are double phonemes. And we also observe that
both Run 1 and Run 2 is better than Run 3 and Run
4, the reason may be that the extra null consonant
distract the performance of the prediction model.

From the results, it shows that our re-ranking
methods can actually improve transliteration.
Reranking based on web corpora can achieve better
accuracy compared with web-based reranking.
The JLIS-Reranking method slightly improve the
accuracy. It could be that the features we use
are not enough to capture the alignment between
English-Korean NE pair.

Because the runs with re-ranking achieving bet-
ter results, we submit the result on the test data with
JLIS-Reranking as the standard run, and the result
with the web-based re-ranking as the non-standard
run for our final results. The results on the test data
set are shown in table 2. The results also shows that
the web-based re-ranking can achieve the best accu-
racy up to 0.458.

4 Conclusion

In this paper, we describe our approach to English-
Korean named entity transliteration task for NEWS
2012. First, we decompose Korean word into Ko-
rean letters and then romanize them into sequential
Roman letters. Since a Korean word may not contain
the final consonant, we also create some alignment
results with the null consonant in romanized Korean
representations. After preprocessing the training
data, we use m2m-aligner to get the alignments from
English to Korean. Next, we train several translitera-
tion models based on DirecTL-p with the alignments
from the m2m-aligner. Finally, we propose two
re-ranking methods. One is web-based re-ranking
with Google search engine. We send the English
NE and its Korean transliteration pair our model
generates to Google to get the co-occurrence count
to re-rank the results. The other method is JLIS-
reranking based on three features from the alignment
results, including source grapheme chain feature,
target grapheme chain feature, and syllable consis-
tent feature. In the experiment results, our method
achieves the good accuracy up to 0.398 in the stan-
dard run and 0.458 in non-standard run. Our results
show that the transliteration model with a web-based
re-ranking method can achieve better accuracy in

English-Korean transliteration.
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Abstract

We developed a machine transliteration sys-
tem combining mpaligner (an improvement of
m2m-aligner), DirecTL+, and some Japanese-
specific heuristics for the purpose of NEWS
2012. Our results show that mpaligner
is greatly better than m2m-aligner, and the
Japanese-specific heuristics are effective for
JnJk and EnJa tasks. While m2m-aligner is
not good at long alignment, mpaligner per-
forms well at longer alignment without any
length limit. In JnJk and EnJa tasks, it is cru-
cial to handle long alignment. An experimen-
tal result revealed that de-romanization, which
is reverse operation of romanization, is crucial
for JnJk task. In EnJa task, it is shown that
mora is the best alignment unit for Japanese
language.

1 Introduction

NEWS 2012 shared task regards transliteration as
phonetic translation of proper nouns across different
languages (Zhang et al., 2012). The most common
approach for automatic transliteration is to follow
the manner of statistical machine translation (Finch
and Sumita, 2008). This approach mainly consists
of 3 steps below.

1. Align training data monotonically

2. Train discriminative model given aligned data

3. Decode input characters to n-best candidate

One of the most popular alignment tools is m2m-
aligner (Jiampojamarn et al., 2007), which is re-

leased as an open source software 1. DirecTL+ (Ji-
ampojamarn et al., 2008) is a decoding and training
tool 2 and can be used with m2m-aligner for translit-
eration generation task.

However, m2m-aligner is not good at long align-
ment with no length limit. It tends to overfit for long
alignment since its training is based on maximum
likelihood estimation. Finch and Sumita (2010)
proposed non-parametric Bayesian co-segmentation
and applied it to machine transliteration (Finch et
al., 2011). They penalized long alignment adopting
Poisson distribution as prior of word length in the
Bayesian model. Another method to penalize long
alignment is proposed by Kubo et al. (2011) and re-
leased as mpaligner 3, originally developed for the
purpose of Japanese pronunciation prediction. Just
for its availability, we used mpaligner as an alterna-
tive of m2m-aligner.

Since m2m-aligner and mpaligner are both
character-based alignment, there is a problem to
produce phonetically invalid alignment. That is,
character-based alignment may divide atomic units
of characters, called mora, into meaningless pieces.
Ideally, mora-to-mora alignment should be used for
this task while no training data is provided for such
purpose. In this paper, we propose Japanese-specific
heuristics to cope with this problem depending on
language-specific knowledge.

1http://code.google.com/p/m2m-aligner/
2http://code.google.com/p/directl-p/
3http://sourceforge.jp/projects/mpaligner/
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2 Related Works

Beside general researches for machine translitera-
tion, there are other researches related to Japanese
language. Cherry and Suzuki (2009) applied dis-
criminative training to English-name-to-Japanese-
Katakana transliteration. Hatori and Suzuki (2011)
proposed a statistical machine translation approach
for Japanese pronunciation prediction task. Hagi-
wara and Sekine (2011) used latent class model for
transliteration including English-to-Japanese.

3 mpaligner: Minimum Pattern Aligner

mpaligner (Kubo et al., 2011) is an improvement
of m2m-aligner. Their idea is simple; to penalize
long alignment by scaling its probability using sum
of their length. More formally, mpaligner uses a
model;

P (x, y) = px,y
|x|+|y| (1)

when deletion and insertion are not allowed.
Here, x and y are source and target strings, P (x, y)
is probability of string pair (x, y), px,y is a parameter
which is estimated by previous iteration, and |x|+|y|
is sum of length of strings x and y. Though the
scaled probability is no longer normalized, M-step
of EM algorithm performs a kind of normalization.

4 Japanese-Specific Heuristics

Since mpaligner is a general-purpose alignment tool,
we developed Japanese-specific heuristics as pre-
processing for training data. That is, our system
regards combined characters as one character, and
applies mpaligner to them.

4.1 Romanized Japanese Name to Japanese
Kanji Back-Transliteration Task (JnJk)

The most important heuristic for JnJk task is de-
romanization, which is the reverse operation of ro-
manization. In Japanese language, consonants and
vowels are coupled and expressed as Kana charac-
ters. Since Kana characters should not be divided,
de-romanization converts romanized Japanese to
Kana characters. This enables the system to align
Kana character as minimal unit. For this conver-
sion, a common romanization table for Japanese in-

put method is used 4. Moreover, a silent character
called Sokuon is combined with its previous charac-
ter since it can not be aligned alone.

Table 1 shows basic conversion table. We adopt
longest-match algorithm to replace sequence of Ro-
man characters to Kana characters. Without these
operations, characters like ”KA” may wrongly di-
vided into ”K” and ”A” and aligned to different
Kanji characters. More detailed examples are de-
scribed in table 2. The bold rows are correct
alignemnts performed by deromanization.

4.2 English to Japanese Katakana Task (EnJa)

In EnJa task, the alignment unit of target side should
be mora, not character. For this purpose, our sys-
tem combines lower case characters with their pre-
vious characters. Moreover, Japanese hyphen is also
combined with the previous one since they form one
mora.

As a result, ”ァ”, ”ィ”, ”ゥ”, ”ェ”, ”ォ”, ”ヶ”, ”ヵ”,
”ャ”, ”ュ”, ”ョ”, ”ッ”, ”ー” are combined with their
previous characters and treated as one mora. Table
3 shows alignment examples with and without this
heuristics.

5 Experiments

In this section, we show the official scores for 8 lan-
guage pairs and further investigation for JnJk and
EnJa tasks.

5.1 Official Scores for 8 Language Pairs

Table 4 shows the official scores for 8 language
pairs. In the official submits, we used mpaligner for
alignment and DirecTL+ for training and decoding.
We tried two version of mpaligner, 0.9 and 0.97, and
chose better one as the primary submission. The
version of DirecTL+ is 1.1, and the iteration num-
ber is selected automatically by the development set.
For JnJk and EnJa tasks, we used our heuristics de-
scribed above. For other language pairs, we just
applied mpaligner and DirecTL+ using their default
settings.

The results seem good, and we can find that ChEn,
EnCh, EnHe and JnJk are difficult tasks in both mea-
sures ACC and F-Score.

4http://www.social-ime.com/romaji-table.html
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Table 1: Basic De-romanization Table
Basic Romaji

Roman A I U E O
Kana あ い う え お

Roman KA KI KU KE KO
Kana か き く け こ

Roman SA SI SU SE SO
Kana さ し す せ そ

Roman TA TI TU TE TO
Kana た ち つ て と

Roman NA NI NU NE NO
Kana な に ぬ ね の

Roman HA HI HU HE HO
Kana は ひ ふ へ ほ

Roman MA MI MU ME MO
Kana ま み む め も

Roman YA YU YE YO
Kana や ゆ いぇ よ

Roman RA RI RU RE RO
Kana ら り る れ ろ

Roman WA WI WU WE WO
Kana わ うぃ う うぇ を

Voiced Consonants (Dakuon)
Roman GA GI GU GE GO
Kana が ぎ ぐ げ ご

Roman ZA ZI ZU ZE ZO
Kana ざ じ ず ぜ ぞ

Roman DA DI DU DE DO
Kana だ ぢ づ で ど

Roman BA BI BU BE BO
Kana ば び ぶ べ ぼ

Unvoiced Consonants (Han-Dakuon)
Roman PA PI PU PE PO
Kana ぱ ぴ ぷ ぺ ぽ

Unvoiced Consonants (Yo-on)
Roman FA FI FU FE FO
Kana ふぁ ふぃ ふ ふぇ ふぉ

Roman SHA SHI SHU SHE SHO
Kana しゃ し しゅ しぇ しょ

Roman CHA CHI CHU CHE CHO
Kana ちゃ ち ちゅ ちぇ ちょ

Table 2: Alignment Exapmles for JnJk Task
Unit Source Target

Roman SUZ:UKI 鈴:木
Kana SUZU:KI 鈴:木

Roman HIR:OMI 裕:実
Kana HIRO:MI 裕:実

Roman OK:UNO 奥:野
Kana OKU:NO 奥:野

Roman JU:NYA 順:也
Kana JUN:YA 順:也

Table 3: Alignment Exapmles for EnJa Task
Unit Source Target
Char J:u:s:mi:ne ジ:ャ:ス:ミ:ン
Mora Ju:s:mi:ne ジャ:ス:ミ:ン
Char C:h:a:p:li:n チ:ャ:ッ:プ:リ:ン
Mora Cha:p:li:n チャッ:プ:リ:ン
Char A:r:th:ur ア:ー:サ:ー
Mora Ar:thur アー:サー

Table 4: Official Scores for 8 Language Pairs
Task ACC F-Score MRR MAP
ChEn 0.013 0.259 0.017 0.013
EnBa 0.404 0.882 0.515 0.403
EnCh 0.301 0.655 0.376 0.292
EnHe 0.191 0.808 0.254 0.190
EnJa 0.362 0.803 0.469 0.359
EnKo 0.334 0.688 0.411 0.334
EnPe 0.658 0.941 0.761 0.640
JnJk 0.512 0.693 0.582 0.401
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5.2 Investigation for JnJk Task

We further investigated the results for JnJk task to
compare baseline and proposed system.

Table 5 shows the results of JnJk task for devel-
opment set. The settings of tools are determined
by preliminary experiments. We used m2m-aligner
with length limit of maxX == 6 and maxY == 1,
mpaligner with no length limit, and DirecTL+ with
context size 7 and n-gram order 1. Proposed sys-
tem is combined with Japanese-specific heuristics
including de-romanization.

The results show two facts; mpaligner greatly
beats m2m-aligner, and proposed de-romanization
improves more both baseline systems.

Table 5: Results on JnJk Task
Method ACC F-Score MRR MAP

m2m-aligner 0.113 0.389 0.182 0.114
mpaligner 0.121 0.391 0.197 0.122
Proposed 0.199 0.494 0.300 0.200

5.3 Investigation for EnJa Task

In this subsection, we show the results for EnJa task
to compare baseline and proposed system.

Table 6 shows the results of EnJa task for devel-
opment set. All of the settings of tools are set default
in this investigation.

Again, mpaligner beats m2m-aligner and our
mora-based alignment improves scores of baseline
systems in this system.

Table 6: Results on EnJa Task
Method ACC F-Score MRR MAP

m2m-aligner 0.280 0.737 0.359 0.280
mpaligner 0.326 0.761 0.431 0.326
Proposed 0.358 0.774 0.469 0.358

6 Disccussion

We compared mpaligner and m2m-aligner in the
framework of statistical machine transliteration. In
Japanese language, mpaligner performs better than
m2m-aligner. This fact shows that maximum likeli-
hood estimation approach adopted by m2m-aligner

is not suitable for the purpose of machine translit-
eration. More importantly in practice, mpaligner is
free from hand-tuning for length limits.

We proposed two Japanese-specific heuristics, de-
romanization for JnJk task and mora-based align-
ment for EnJa task. They are implemented as pre-
processing for training data, and improved the re-
sults of transliteration by eliminating linguistically
invalid alignments. This shows the possibility that
character-based alignment may not be the best solu-
tion for machine transliteration.

Beside Japanese, there can be efficient heuristics
for other languages. But, more interesting issue is
whether we can find such heuristics automatically
or not.

7 Conclusion

We applied mpaligner to machine transliteration task
for the first time and we proposed Japanese-specific
heuristics for JnJk and EnJa tasks.

We confirmed that the maximum likelihood esti-
mation approach adopted by m2m-aligner performs
poor for the purpose of machine transliteration. One
of methods to cope with this issue is to penalize long
alignment using mpaligner.

We proposed de-romanization for JnJk task, and
mora-based alignment for EnJa task. In the experi-
ments, they demonstrated their capability to improve
accuracy greatly.

Our proposed heuristics are language-dependent
while they can be combined with any other
language-independent methods including (Finch et
al., 2011) or (Hagiwara and Sekine, 2011).

For future work, language-dependent heuristics
beside Japanese or methods to find such heuristics
automatically should be developed.
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Abstract
We consider the task of generating transliter-
ated word forms. To allow for a wide range of
interacting features, we use a conditional ran-
dom field (CRF) sequence labeling model. We
then present two innovations: a training objec-
tive that optimizes toward any of a set of possi-
ble correct labels (since more than one translit-
eration is often possible for a particular in-
put), and a k-best reranking stage to incorpo-
rate nonlocal features. This paper presents re-
sults on the Arabic-English transliteration task
of the NEWS 2012 workshop.

1 Introduction

Transliteration is the transformation of a piece of
text from one language’s writing system into an-
other. Since the transformation is mostly explained
as local substitutions, deletions, and insertions, we
treat word transliteration as a sequence labeling
problem (Ganesh et al., 2008; Reddy and Waxmon-
sky, 2009), using linear-chain conditional random
fields as our model (Lafferty et al., 2001; Sha and
Pereira, 2003). We tailor this model to the transliter-
ation task in several ways.

First, for the Arabic-English task, each Arabic in-
put is paired with multiple valid English transliter-
ation outputs, any of which is judged to be correct.
To effectively exploit these multiple references dur-
ing learning, we use a training objective in which
the model may favor some correct transliterations
over the others. Computationally efficient inference
is achieved by encoding the references in a lattice.

Second, inference for our first-order sequence la-
beling model requires a runtime that is quadratic in
the number of labels. Since our labels are character
n-grams in the target language, we must cope with
thousands of labels. To make the most of each in-
ference call during training, we apply a mini-batch
training algorithm which converges quickly.

Finally, we wish to consider some global features
that would render exact inference intractable. We
therefore use a reranking model (Collins, 2000).

We demonstrate the performance benefits of these
modifications on the Arabic-English transliteration
task, using the open-source library cdec (Dyer et
al., 2010)1 for learning and prediction.

2 Problem Description

In the NEWS 2012 workshop, the task is to gener-
ate a list of ten transliterations in a specified target
language for each named entity (in a known source
language) in the test set. A training set is provided
for each language pair. An entry in the training set
comprises a named entity in the source language and
one or more transliterations in the target language.
Zhang et al. (2012) provides a detailed description
of the shared task.

3 Approach

3.1 Character Alignment

In order to extract source-target character map-
pings, we use m2m-aligner (Jiampojamarn et al.,
2007),2 which implements a forward-backward al-
gorithm to sum over probabilities of possible charac-
ter sequence mappings, and uses Expectation Max-
imization to learn mapping probabilities. We allow
source characters to be deleted, but not target char-
acters. Parameters -maxX and -maxY are tuned on
a devevelopment set.

Our running example is the Arabic name EAdl
(in Buckwalter’s ASCII-based encoding of Arabic)
with two English transliterations: ADEL and ’ADIL.
The character alignment for the two pairs is shown
in Fig. 1.

1http://www.cdec-decoder.org
2http://code.google.com/p/m2m-aligner
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Figure 1: Character alignment for transliterating EAdl to
ADEL and ’ADIL.

3.2 Sequence Labeling Scheme and Notation

We frame transliteration as a sequence labeling
problem. However, transliteration is not a one-to-
one process, meaning that a naı̈ve application of
one-label-per-token sequence models would be un-
likely to perform well. Previous work has taken
two different approaches. Reddy and Waxmonsky
(2009) first segment the input character sequence,
then use the segments to construct a transliteration
in the target language. Since segmentation errors
will compound to produce transliteration errors, we
avoid this. Ganesh et al. (2008) do not require a seg-
mentation step, but their model does not allow for
many-to-one and many-to-many character mappings
which are often necessary.

Our approach overcomes both these shortcom-
ings: we have neither an explicit segmentation step,
nor do we forbid many-to-many mappings. In our
model, each character xi in the source-language in-
put x = 〈x1, x2, . . . , xn〉 is assigned a label yi.
However, a label yi is a sequence of one or more
target-language characters, a special marker indi-
cating a deletion (ε), or a special marker indicat-
ing involvement in a many-to-one mapping (δ), that
is, yi ∈ Σ+ ∪ {ε, δ}, where Σ is the target lan-
guage alphabet.3 When an input x has multiple al-
ternative reference transliterations, we denote the set
Y∗(x) = {y1,y2, . . . ,yK}.

We map the many-to-many alignments produced
by m2m-aligner to one label for each input char-
acter, using the scheme in Table 1. Note that zero-
to-one alignments are not allowed.

The two reference label sequences for our running
example, which are constructed from the alignments
in Fig. 1 are:

3For an input type x, we only consider labels that were ac-
tually observed in the training data, which means the label set
is finite.

Type Alignment Labels
1:0 xi : ε yi = ε
1:1 xi : tj yi = tj

1:many xi : tj . . . tk yi = tj . . . tk
many:1 xi . . . xp : tj yp = tj

yi = · · · = yp−1 = δ
many:many xi . . . xp : tj . . . tk yp = tj . . . tk

yi = · · · = yp−1 = δ

Table 1: Transforming alignments to sequence labels.

x y1 y2

E δ ’

A A A

d DE DI

l L L

Of key importance in our model is defining, for
each source character, the set of labels that can be
considered for it. For each source character, we add
all labels consistent with character alignments to the
lexicon.

3.3 Model
Our model for mapping from inputs to outputs is
a conditional random field (Lafferty et al., 2001),
which defines the conditional probability of every
possible sequence labeling y of a sequence x with
the parametric form:

pλ(y | x) ∝ exp
∑|x|

i=1 λ · f(x, yi, yi−1) (1)

where f is a vector of real-valued feature functions.

3.4 Features
The feature functions used are instantiated by apply-
ing templates shown in Table 2 to each position i in
the input string x.

3.5 Parameter Learning
Given a training dataset of pairs {〈xj ,yj〉}`

j=1 (note
that each y is derived from the max-scoring char-
acter alignment), a CRF is trained to maximize the
regularized conditional log-likelihood:

max
λ

L{1,...,`}(λ) ,
∑`

j=1 log pλ(yj | xj) − C||λ||22
(2)

The regularization strength hyperparameter is tuned
on development data. On account of the large data
sizes and large label sets in several language pairs
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Feature Template Description
U1:yi-xi,
U2:yi-xi−1-xi,
U3:yi-xi-xi+1, moving window of unigram,
U4:yi-xi−2-xi−1-xi, bigram and trigram context
U5:yi-xi−1-xi-xi+1,
U6:yi-xi-xi+1-xi+2

U7:yi, B1:yi-yi−1 label unigrams and bigrams
U8:|yi| label size (in characters)

Table 2: Feature templates for features extracted from
transliteration hypotheses. The SMALLCAPS prefixes
prevent accidental feature collisions.

(Table 3), batch optimization with L-BFGS is in-
feasible. Therefore, we use a variant of the mini-
batch L-BFGS learning approach proposed by Le
et al. (2011). This algorithm uses a series of ran-
domly chosen mini-batches B(1),B(2), . . ., each a
subset of {1, . . . , `}, to produce a series of weights
λ(1),λ(2), . . . by running N iterations of L-BFGS
on each mini-batch to compute the following:

maxλ(i) LB(i)(λ(i)) − T‖λ(i) − λ(i−1)‖2
2 (3)

The T parameter controls how far from the previ-
ous weights the optimizer can move in any particu-
lar mini-batch4. We use mini-batch sizes of 5, and
start training with a small value of T and increase it
as we process more iterations. This is equivalent to
reducing the step-size with the number of iterations
in conventional stochastic learning algorithms.

Language Pair Unique Labels
Arabic-English 1,240
Chinese-English 2,985
Thai-English 1,771
English-Chinese 1,321
English-Japanese Kanji 4,572

Table 3: Size of the label set in some language pairs.

3.6 Using Multiple Reference Transliterations
In some language pairs, NEWS-2012 provides mul-
tiple reference transliterations in the training set. In
this section, we discuss two possibilities for using
these multiple references to train our transliteration

4When T = 0, our learning algorithm is identical to the L-
BFGS mini-batch algorithm of Le et al. (2011); however, we
find that more rapid convergence is possible when T > 0.

'
A

DI
L

DE
A

δ

Figure 2: Lattice encoding two transliterations of EAdl:
ADEL and ’ADIL.

model. The first possibility is to create multiple in-
dependent training inputs for each input x, one for
each correct transliteration in Y∗(x). Using this ap-
proach, with K different transliterations, the CRF
training objective will attempt to assign probability
1
K to each correct transliteration, and 0 to all others
(modulo regularization).

Alternatively, we can train the model to maximize
the marginal probability assigned by the model to
the set of correct labels Y∗ = {y1, . . . ,yK}. That
is, we assume a set of training data {(xj ,Y∗

j )}`
j=1

and replace the standard CRF objective with the fol-
lowing (Dyer, 2009):5

maxλ
∑`

j=1 log
∑

y∈Y∗
j

pλ(y | xj) − C||λ||22 (4)

This learning objective has more flexibility. It can
maximize the likelihood of the training data by giv-
ing uniform probability to each reference transliter-
ation for a given x, but it does not have to. In effect,
we do not care how probability mass is distributed
among the correct labels. Our hope is that if some
transliterations are difficult to model—perhaps be-
cause they are incorrect—the model will be able to
disregard them.

To calculate the marginal probability for each xj ,
we represent Y∗(x) as a label lattice, which is sup-
ported as label reference format in cdec. A fur-
ther computational advantage is that each x in the
training data is now only a single training instance
meaning that fewer forward-backward evaluations
are necessary. The lattice encoding of both translit-
erations of our running example is shown in Fig. 2.

3.7 Reranking
CRFs require feature functions to be “local” to
cliques in the underlying graphical model. One way
to incorporate global features is to first decode the

5Unlike the standard CRF objective in eq. 2, the marginal
probability objective is non-convex, meaning that we are only
guaranteed to converge to a local optimum in training.
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k-best transliterations using the CRF, then rerank
based on global features combined with the CRF’s
conditional probability of each candidate. We ex-
periment with three non-local features:
Character language model: an estimate of
pcharLM (y) according to a trigram character lan-
guage model (LM). While a bigram LM can be fac-
tored into local features in a first order CRF, higher
n-gram orders require a higher-order CRF.
Class language model: an estimate of pclassLM (y),
similar to the character LM, but collapses characters
which have a similar phonetic function into one class
(vowels, consonants, and hyphens/spaces). Due to
the reduced number of types in this model, we can
train a 5-gram LM.
Transliteration length: an estimate of plen(|y| |
|x|) assuming a multinomial distribution with pa-
rameters estimated using transliteration pairs of the
training set.

The probabilistic model for each of the global
features is trained using training data provided for
the shared task. The reranking score is a linear
combination of log pcrf (y | x), log pcharLM (y),
log pclassLM (y) and log plen(|y| | |x|). Linear co-
efficients are optimized using simulated annealing,
optimizing accuracy of the 1-best transliteration in a
development set. k-best lists are extracted from the
CRF trellis using the lazy enumeration algorithm of
Huang and Chiang (2005).

4 Experiments

We tested on the NEWS 2012 Arabic-English
dataset. The train, development, and test sets con-
sist of 27,177, 1,292, and 1,296 source named enti-
ties, respectively, with an average 9.6 references per
name in each case.

Table 4 summarizes our results using the ACC
score (Zhang et al., 2012) (i.e., word accuracy in
top-1). “Basic CRF” is the model with mini-batch
learning and represents multiple reference translit-
erations as independent training examples. We man-
ually tuned the number of training examples and
LBFGS iterations per mini-batch to five and eight,
respectively. “CRF w/lattice” compactly represents
the multiple references in a lattice, as detailed in
§3.6. We consider reranking using each of the three
global features along with the CRF, as well as the

Model Ar-En
Basic CRF 23.5
CRF w/lattice 37.0
CRF w/lattice; rerank pcrf , pcharLM 40.7
CRF w/lattice; rerank pcrf , pclassLM 38.4
CRF w/lattice; rerank pcrf , plen 37.3
CRF w/lattice, rerank all four 42.8

Table 4: Model performance, measured in word accuracy
in top-1 (ACC, %).

full set of four features.
Maximizing the marginal conditional likelihood

of the set of alternative transliterations (rather than
maximizing each alternative independently) shows
a dramatic improvement in transliteration accuracy
for Arabic-English. Moreover, in Arabic-English
the basic CRF model converges in 120K mini-batch
iterations, which is, approximately, seven times the
number of iterations needed for convergence with
lattice-encoded labels. A model converges when its
ACC score on the development set ceases to improve
in 800 mini-batch iterations. Results also show that
reranking a k-best list of only five transliterations
with any of the global features improves accuracy.
Using all the features together to rerank the k-best
list gives further improvements.

5 Conclusion

We built a CRF transliteration model that allows
for many-to-many character mappings. We address
limitations of CRFs using mini-batch learning and
reranking techniques. We also show how to relax
the learning objective when the training set contains
multiple references, resulting in faster convergence
and improved transliteration accuracy.

We suspect that including features of higher-order
n-gram labels would help improve transliteration ac-
curacy further, but it makes inference intractable due
to the large set of labels. In future work, coarse
transformations of label n-grams might address this
problem.
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Abstract

We report the results of our transliteration ex-
periments with language-specific adaptations
in the context of two language pairs: English
to Chinese, and Arabic to English. In particu-
lar, we investigate a syllable-based Pinyin in-
termediate representation for Chinese, and a
letter mapping for Arabic.

1 Introduction

Transliteration transforms an orthographic form of
a word in one writing script into an orthographic
form of the same word in another writing script. The
problem is challenging because the relationship be-
tween the source and target representations is often
ambiguous. The process is further complicated by
restrictions in the target phonological system.

DIRECTL+ (Jiampojamarn et al., 2010a) is an
online discriminative training system that incorpo-
rates jointn-gram features and many-to-many align-
ments, which are generated by M2M-ALIGNER (Ji-
ampojamarn et al., 2007). Our team employed vari-
ants of DIRECTL+ in the previous editions of the
Shared Task on Transliteration (Jiampojamarn et al.,
2009; Jiampojamarn et al., 2010b; Bhargava et al.,
2011). Recently, Bhargava and Kondrak (2012)
show significant improvement in accuracy for the
English-to-Japanese task by leveraging supplemen-
tal transliterations from other scripts.

In this edition of the Shared Task on Translitera-
tion, we experiment with language-specific adapta-
tions for the EnCh and ArEn data sets. The struc-
ture of the paper is as follows. In Section 2, we

provide details about the system parameters used in
M2M-A LIGNER and DIRECTL+. Section 3 pro-
vides details of our strategies adopted in the EnCh
task, which incorporate Chinese-specific knowledge
and system combination algorithm. In Section 4 we
elaborate on the difficulty of Arabic name transliter-
ation and propose a letter mapping scheme. In Sec-
tion 5 we present the official test results.

2 Base System

We run DIRECTL+ with all of the features described
in (Jiampojamarn et al., 2010a). System parameters
were determined during development. For the EnCh
experiments, we set the context feature size to 5, the
transition feature size to 2, and the jointn-gram fea-
ture size to 6. For the ArEn experiments, we used
the same settings, except that we set the jointn-gram
feature size to 5.

The M2M-ALIGNER parameters were set as fol-
lows. For the English-Pinyin alignment, the maxi-
mum substring length was 1 on the English side, and
2 on the Pinyin side, with empty substrings (nulls)
allowed only on the Pinyin side. For ArEn, the max-
imum substring length was 2 for both sides.

3 English to Chinese

In this section, we introduce the strategies for im-
proving DIRECTL+ performance on the EnCh task,
including the use of Chinese Pinyin for preprocess-
ing, and the combination of different models.

3.1 Data preprocessing and cleaning

In general, the preprocessing is limited to remov-
ing letter case distinctions in English names, and re-
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placing every non-initial letterx with ks. However,
we observed that the provided development set con-
tains a number of entries (about 3%) that contain
multiple English words on the source side, but no
corresponding separators on the target side, whereas
no such entries occur in the training or testing set.
Since this discrepancy between sets may cause prob-
lems for alignment and generation, we separated
the multi-word entries into individual words (using
whitespace and apostrophes as delimiters) and man-
ually selected proper transliteration targets for them.
We also removed individual words that have no cor-
responding transliterations on the target side. The
cleaned development set contains 2483 entries.

3.2 Alignment via Pinyin

Following Jiampojamarn et al. (2009; 2010b), we
utilize Pinyin as an intermediate representation of
Chinese characters during M2M alignment with the
objective of improving its quality. Pinyin is the
formally-adopted Romanization system for Stan-
dard Mandarin for the mapping of Chinese charac-
ters to Roman alphabet. It uses the 26 letters of the
English alphabet except for the letterv, with the ad-
dition of the letter̈u. Every Chinese character can be
represented by a sequence of Pinyin letters accord-
ing to the way it is pronounced. Numerous freely
available online tools exist for facilitating Chinese-
Pinyin conversion1.

In our experiments, the original Chinese charac-
ters from the target side of the training set are con-
verted to Pinyin before M2M alignment. A small
part of them (about 50 out of approximately 500
distinct Chinese characters in the Shared Task data)
have multiple pronunciations, and can thus be rep-
resented by different Pinyin sequences. For those
characters we manually select the pronunciations
that are normally used for names.

After the alignment between English and Pinyin
representation has been generated by M2M-
ALIGNER, we use it to derive the alignment between
English and Chinese characters, which is then used
for training DIRECTL+. This preprocessing step re-
sults in a more accurate alignment as it substantially
reduces the number of target symbols from around
500 distinct Chinese characters to 26 Pinyin letters.

1For instance,http://www.chinesetopinyin.com

Our approach is to utilize Pinyin only in the align-
ment phase, and converts it back to Chinese charac-
ters before the training phase. We do not incorporate
Pinyin into the generation phase in order to avoid
problems involved in converting the transliteration
results from Pinyin back to Chinese characters. For
example, a Pinyin subsequence may have multiple
Chinese character mappings because of the fact that
many Chinese characters have the same Pinyin rep-
resentation. In addition, it is not always clear how to
partition the Pinyin sequence into substrings corre-
sponding to individual Chinese characters.

The choice of the appropriate Chinese character
sequence is the problem further complicating the
conversion from Pinyin. We experimented with a tri-
gram language model trained on the target Chinese
side of the training set for the purpose of identify-
ing the correct transliteration result. However, this
approach yielded low accuracy on the development
set. In contrast, the strategy of using Pinyin only for
the alignment introduces no ambiguity because we
know the mapping between Pinyin sequences and
the target Chinese side of the training set.

3.3 Syllabic Pinyin

The Pinyin sequences representing the pronuncia-
tions of Chinese characters should not be interpreted
as combinations of individual letters. Rather, a Man-
darin phonetic syllable (the pronunciation of one
Chinese character) is composed of an optional on-
set (“initial”) followed by an obligatory rhyme (“fi-
nal”). The rhyme itself is composed of an obligatory
nucleus followed by an optional coda. Phonetically,
the onset contains a single consonant, the nucleus
contains a vowel or a diphthong, and the coda con-
tains a single consonant ([r], [n] or [N]). Both the on-
set and the rhyme can be represented by either a sin-
gle letter or sequence of two or three letters. It is the
initials and finals listed in Table 1 rather than Pinyin
letters that are the phonemic units of Pinyin for Stan-
dard Mandarin. The pronunciation of a multi-letter
initial/final is often different from the pronunciation
of the sequence of its individual letters. Treating
converted Pinyin as a sequence of separate letters
may result in an incorrect phonetic transcription.

In this paper, we further experiment with encod-
ing the converted sequences of Pinyin letters as the
sequences of initials and finals for M2M alignment.
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Initials
b p m f d t n l
g k h j q x zh ch
sh r z c s y w

Finals
a o e i u ü ai ei
ui ao ou iu ie üe er an
en in un ün ang eng ing ong

Table 1: The initials and finals in Chinese Pinyin.

Although the size of the alphabet increases from 26
letters to 47 initials and finals, the original Chinese
pronunciation is represented more precisely. We re-
fer to the new model which is trained on Pinyin
initials and finals as PINYIN -SYL , and to the pre-
viously proposed model which is trained on Pinyin
letters as PINYIN -LET.

3.4 System combination

The combination of models based on different
principles may lead to improved prediction accu-
racy. We adopt the simple voting algorithm for
system combination proposed by Jiampojamarn et
al. (2009), with minor modifications. Since here
we combine only two systems (PINYIN -LET and
PINYIN -SYL ), the algorithm becomes even simpler.
We first rank the participating models according to
their overall top-1 accuracy2 on the development set.
Note that then-best list produced by DIRECTL+
may contain multiple copies of the same output
which differ only in the implied input-output align-
ment. We allow such duplicates to contribute to the
voting tally. The top-1 prediction is selected from
the set of top-1 predictions produced by the partic-
ipating models, with ties broken by voting and the
preference for the highest-ranking system. For con-
structing n-best candidate lists, we order the candi-
date transliterations according to the highest rank
assigned by either of the systems, with ties again
broken by voting and the preference for the highest-
ranking system. We refer to this combined model as
COMBINED.

Table 2 shows the results of the three discussed
approaches trained on the original training set, and

2Word accuracy in top-1 evaluates only the top translitera-
tion candidate produced by a transliteration system.

System top-1 F-score
PINYIN -LET 0.296 0.679
PINYIN -SYL 0.302 0.681
COMBINED 0.304 0.682

Table 2: Development results on EnCh.

tested on the cleaned development set. PINYIN -SYL

performs slightly better than PINYIN -LET, which
hints at the advantage of using Pinyin initials and fi-
nals over Pinyin letters as the intermediate represen-
tation during the alignment. The combination of the
two models produces a marginally higher F-score3.
The likely reason for the limited gain is the strong
similarity of the two combined models. We exper-
imented with adding a third model that is trained
directly on the original Chinese characters without
using Pinyin as the intermediate representation, but
its accuracy was lower, and the accuracy of the re-
sulting combined model was below PINYIN -SYL .

4 Arabic to English

Arabic script has 36 letters and 9 diacritics. Among
these letters, the lettersAlif and Yaacan be repre-

sented in different forms (

@

�
@ @ @ and ø
 ø ,

respectively). The ArEn data set contains Arabic
names without diacritics, which adds ambiguity to
the transliteration task. When transliterated, such
diacritics would appear as an English vowel. For
example, it is difficult to tell whether the correct

transliteration of the two-letter namel .�'. is Baj, Buj
or Bij because of the lacking vowel diacritic. Also,
some Arabic consonants are transliterated into dou-
ble English consonant because of the Shadda dia-
critic. Finally, some letters might have a different
pronunciation (or none) when they occur at the end

of the Arabic word. For example, the final letterø
is pronounced differently inú 	æ Ö �ß


@ (Atamana) and

ú	G Am.�'. (Bagani).
In the transliterations provided in the ArEn

dataset, the different forms ofAlif, the Hamzalet-

ter (Z), and theAin letter (̈ ) are sometimes rendered
as an apostrophe. In order to reduce the ambigu-
ity, we devised a mapping shown in Table 3. The

3The mean F-score measures how different, on average, the
top transliteration candidate is from its closest reference.

73



Arabic English

@
�
@

@ Alif forms,

�è Taa Marbouta a

� Sahd,� Seen s

	� Dahd,X Dal d

  Tah, �H Taa t

Table 3: The mapping of Arabic letters to their English
equivalents.

mapping reduces sets of Arabic letters that have the
same corresponding English letter to a single higher-

frequency symbol. For example, both	� andX char-
acters tend to correspond to the letterd in English,
so we replace all occurrences of the former with the
latter. We refer to this variant as LETTER-MAP, as
opposed to NO-MAP, which is the baseline system
with no additional mapping.

Arabic compound names may be separated by
space in their Arabic form or when transliterated.
We treated the space similar to any alphabetic char-
acter. Also, any punctuation characters such as the
apostrophe and hyphen on the English side are also
treated as an alphabetic character.

System top-1 F-score
NO-MAP 0.529 0.926
LETTER-MAP 0.519 0.925

Table 4: Development results on ArEn.

Table 4 shows our results on the original devel-
opment set (2588 names). For these experiments,
we split the original training set into a new train-
ing (25114 names) and development (2064 names)
sets. The results indicate that the additional map-
ping actually decreases the overall accuracy with re-
spect to the baseline. It seems that the mapping de-
creases the amount of information available to DI-
RECTL+, without sufficiently reducing the ambigu-
ity. This confirms the previous findings that manu-
ally crafted rules for transliteration are generally in-
effective (Karimi et al., 2011).

5 Final results

Table 5 shows our results as provided by the Shared
Task organizers. For the EnCh task submission, we

Task System top-1 F-score
EnCh PINYIN -LET 0.324 0.668

PINYIN -SYL 0.325 0.673
COMBINED 0.325 0.672

ArEn NO-MAP 0.583 0.933

Table 5: Official test results.

trained the PINYIN -LET and PINYIN -SYL models
on the set that includes both the original training set
and the cleaned development set. The output of the
COMBINED system was designated as our Primary
Run. The final results generally agree with our de-
velopment results presented in Section 3, but the per-
formance differences between models are smaller.
For the ArEn task, we decided not to submit the out-
put of the LETTER-MAP version because of the neg-
ative outcome of our development experiment.

According to the top-1 measure, our primary sys-
tem was ranked second on the English-to-Chinese
task, and third on the Arabic-to-English task. In both
cases, we were within 0.5% of the best top-1 result.
In addition, in both cases, we obtained the best re-
sults among the primary systems according to the
F-score measure.

6 Conclusion

In this paper, we described our submission to the
NEWS 2012 Shared Task on Machine Translitera-
tion. In the EnCh task, our focus was on gener-
ating better alignment by employing Pinyin as the
intermediate representation. A more coarse-grained
representation that uses Pinyin initials and finals ap-
pears to be a step in the right direction. In the ArEn
task, we found that reducing the number of distinct
Arabic characters does not improve the accuracy of
the base system.
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Abstract 

This work presents an English-to-Chinese 
(E2C) machine transliteration system based 
on two-stage conditional random fields 
(CRF) models with accessor variety (AV) 
as an additional feature to approximate 
local context of the source language. 
Experiment results show that two-stage 
CRF method outperforms the one-stage 
opponent since the former costs less to 
encode more features and finer grained 
labels than the latter. 

1 Introduction 

Machine transliteration is the phonetic 
transcription of names across languages and is 
essential in numerous natural language processing 
applications, such as machine translation, cross-
language information retrieval/extraction, and 
automatic lexicon acquisition (Li et al., 2009). It 
can be either phoneme-based, grapheme-based, or 
a hybrid of the above. The phoneme-based 
approach transforms source and target names into 
comparable phonemes for an intuitive phonetic 
similarity measurement between two names 
(Knight and Graehl, 1998; Virga and Khudanpur, 
2003). The grapheme-based approach, which treats 
transliteration as statistical machine translation 
problem under monotonic constraint, aims to 
obtain a direct orthographical mapping (DOM) to 
reduce possible errors introduced in multiple 
conversions (Li et al., 2004). The hybrid approach 
attempts to utilize both phoneme and grapheme 
information (Oh and Choi, 2006). Phoneme-based 

approaches are usually not good enough, because 
name entities have various etymological origins 
and transliterations are not always decided by 
pronunciations (Li et al., 2004). The state-of-the-
art of transliteration approach is bilingual DOMs 
without intermediate phonetic projections (Yang et 
al., 2010). 

Due to the success of CRF on sequential 
labeling problem (Lafferty et al., 2001), numerous 
machine transliteration systems applied it. Some of 
them treat transliteration as a two-stage sequential 
labeling problem: the first stage predicts syllable 
boundaries of source names, and the second stage 
uses those boundaries to get corresponding 
characters of target names (Yang et al., 2010; Qin 
and Chen, 2011). Dramatically de-creasing the cost 
of training with complex features is the major 
advantage of two-stage methods, but their 
downside is, compared to one-stage methods, 
features of target language are not directly applied 
in the first stage. 

Richer context generally gains better results of 
sequential labeling, but squeezed performance 
always comes with a price of computational 
complexity. To balance cost and benefit for 
English-to-Chinese (E2C) transliteration, this work 
compares the one-stage method with the two-stage 
one, using additional features of AV (Feng et al., 
2004) and M2M-aligner as an initial alignment  
(Jiampojamarn et al., 2007), to explore where the 
best investment reward is. 

The remainder of this paper is organized as 
follows. Section 2 briefly introduces related works, 
including two-stage methods and AV. The 
machine transliteration system using M2M-aligner, 
CRF models, and AV features in this work is 
explained in Section 3. Section 4 describes 
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experiment results along with a discussion in 
Section 5. Finally, Section 6 draws a conclusion. 

2 Related Works 

Reddy and Waxmonsky (2009) presented a phrase-
based transliteration system that groups characters 
into substrings mapping onto target names, to 
demonstrate how a substring representation can be 
incorporated into CRF models with local context 
and phonemic information. Shishtla et al. (2009) 
adopted a statistical transliteration technique that 
consists of alignment models of GIZA++ (Och and 
Ney, 2003) and CRF models. Jiang et al. (2011) 
used M2M-aligner instead of GIZA++ and applied 
source grapheme’s AV in a CRF-based 
transliteration. 

A two-stage CRF-based transliteration was first 
designed to pipeline two independent processes 
(Yang et al., 2009). To recover from error 
propagations of the pipeline, a joint optimization of 
two-stage CRF method is then proposed to utilize 
n-best candidates of source name segmentations 
(Yang et al. 2010). Another approach to resist 
errors from the first stage is split training data into 
pools to lessen computation cost of sophisticated 
CRF models for the second stage (Qin and Chen, 
2011). 

3 System Description  

3.1 EM for Initial Alignments 

M2M-aligner first maximizes the probability of 
observed source-target pairs using EM algorithm 
and subsequently sets alignments via maximum a 
posteriori estimation. To obtain initial alignments 
as good as possible, this work empirically sets the 
parameter “maxX” of M2M-aligner for the 
maximum size of sub-alignments in the source side 
to 8, and sets the parameter “maxY” for the 
maximum size of sub-alignments in the target side 
to 1 (denoted as X8Y1 in short), since one of the 
well-known a priori of Chinese is that almost all 
Chinese characters are monosyllabic. 

3.2 Format of Electronic Manuscript 

The two-stage CRF method consists of syllable 
segmentation and Chinese character conversion 
CRF models, namely Stage-1 and Stage-2, 
respectively. Stage-1 CRF model is trained with 

source name segmentations initially aligned by 
M2M-aligner to predict syllable boundaries as 
accurate as possible. According to the 
discriminative power of CRF, some syllable 
boundary errors from preliminary alignments could 
be counterbalanced. Stage-2 CRF model then sees 
predicted syllable boundaries as input to produce 
optimal target names. For CRF modeling, this 
work uses Wapiti (Lavergne et al., 2010). 

Using “BULLOUGH” as an example, labeling 
schemes below are for Stage-1 training. 

 B/B U/B L/I L/I O/I U/I G/I H/E 
 B/S U/B L/1 L/2 O/3 U/4 G/5 H/E 

The first one is the common three-tag set “BIE”. 
The last one is the eight-tag set “B8”, including B, 
1-5, E and S: tag B indicates the beginning 
character of a syllable segment, tag E means the 
ending character, tag I or 1-5 stand for characters 
in-between, and tag S represents a single character 
segment. The expectation of the eight-tag set is the 
finer grained tags we used, the better segmentation 
accuracy we would gain. 

For Stage-2, two labeling schemes are listed in 
the following. 

 B/布 ULLOUGH/洛 
 B/布 U/洛 L/I L/I O/I U/I G/I H/I 

The former as substring-based labeling scheme are 
commonly used in two-stage CRF-based 
transliteration. Syllable segments in a source word 
are composed from Stage-1 results and then are 
associated with corresponding Chinese characters 
(Yang et al. 2009; Yang et al. 2010; Qin and Chen, 
2011). The latter is a character-based labeling 
scheme where tags B or S from Stage-1 will be 
labeled with a Chinese character and others will be 
labeled as I. The merit of character-based method 
is to retrench the duration of the training, while 
substring-based method takes too much time to be 
included in this work for NEWS shared task. 
Section 5 will discuss more about pros and cons 
between substring and character based labeling 
schemes. 

This work tests numerous CRF feature 
combinations, for example: 

 C-3, C-2, C-1, C0, C1 , C2, C3 and 
 C-3C-2, C-2C-1, C-1C0, C0C1, C1C2, C2C3, 

where local context is ranging from -3 to 3, and Ci 

denotes the characters bound individually to the 
prediction label at its current position i. 
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3.3 CRF with AV  

AV was for unsupervised Chinese word 
segmentation (Feng et al., 2004). Jiang et al., 
(2011) showed that using AV of source grapheme 
as CRF features could improve transliteration. In 
our two-stage system, Source AV is used in Stage-
1 in hope for better syllable segmentations, but not 
in Stage-2 since it may be redundant and surely 
increase training cost of Stage-2. 

4 Experiment Results 

4.1 Results of Standard Runs 

Four standard runs are submitted to NEWS12 E2C 
shared task. Their configurations are listed in Table 
1, where “U” and “B” denote observation 
combinations of unigram and bigram, respectively. 
A digit in front of a “UB”, for example, “2”, 
indicates local context ranging from -2 to 2. PBIE 
stands for “BIE” tag set and PB8 is for “B8” tag set. 
To summarize, the 4th (i.e. the primary) standard 
run exceeds 0.3 in terms of top-1 accuracy (ACC), 
and other ACCs of standard runs are approximate 
to 0.3. The 3rd standard run uses the one-stage CRF 
method to compare with the two-stage CRF 
method. Experiment results show that the two-
stage CRF method can excel the one-stage 
opponent, while AV and richer context also 
improve performance.  

4.2 Results of Inside Tests 

Numerous pilot tests have been conducted by 
training with both the training and development 
sets, and then testing on the development set, as 
“inside” tests. Three of them are shown in Table 2, 
where configurations I and II use the two-stage 
method, and configuration III is in one-stage. 
Table 2 suggests a trend that the one-stage CRF 
method performs better than the two-stage one on 
inside tests, but Table 1 votes the opposite. Since 
the development set includes semi-semantic 
transliterations that are unseen in both the training 
and the test sets (Jiang et al., 2011), models of 
inside tests are probably over-fitted to these noises. 
Table 3 further indicates that the number of 
features in the one-stage CRF method is doubled 
than that in the two-stage one. By putting these 
observations together, the two-stage CRF method 
is believed to be more effective and efficient than 
the one-stage CRF method. 

5 Discussions  

There are at least two major differences of two-
stage CRF-based transliteration between our 
approach and others. One is that we enrich the 
local context as much as possible, such as using 
eight-tag set in Stage-1. The other is using a 
character-based labeling method instead of a 
substring-based one in Stage-2. 

Reasonable alignments can cause CRF models 
troubles when a single source grapheme is mapped 
onto multiple phones. For instance, the alignment 
between “HAX” and “哈克斯” generating by 
M2M-aligner. 

 HA → 哈 
 X → 克斯 

In this case, a single grapheme <X> pronounced as 
/ks/ in English therefore is associated with two 
Chinese characters “克斯”, and won’t be an easy 
case to common character-based linear-chain CRF. 
Although for the sake of efficiency, this work 
adopts character-based CRF models, only a few of 
such single grapheme for consonant blends or 
diphthongs appeared in training and test data, and 
then the decline of accuracy would be moderate. 
One may want to know how high the price is for 
using a substring-based method to solve this 
problem. We explore the number of features 
between substring-based and character-based 

ID Configuration ACC Mean 
F-score

1 Two-stage, 2UB, PBIE 0.295 0.652 
2 Two-stage, 2UB, PBIE, AV 0.299 0.659 
3 One-stage, 3UB, PBIE, AV 0.291 0.654 
4 Two-stage, 3UB, PB8, AV 0.311  0.662 

Table 1. Selected E2C standard runs 
 

ID Configuration ACC 
Mean 

F-score
I Two-stage, 2UB, PBIE, AV 0.363 0.707 
II Two-stage, 3UB, PB8, AV 0.397 0.727
III One-stage, 3UB, PBIE, AV 0.558 0.834 

Table 2. Selected E2C inside tests 
 
ID Number of Features  Numbers of Label 

II 
Stage-1: 60,496 Stage-1: 8 
Stage-2: 2,567,618 Stage-2: 547 

III 4,439,896 548 

Table 3. Cost of selected E2C inside tests 
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methods in Stage-2 with the same configuration II, 
as shown in Table 4. Features of substring-based 
method are tremendously more than character-
based one. Qin (2011) also reported similar 
observations. 

However, there is another issue in our character-
based method: only the starting position of a 
source syllable segment will be labeled as Chinese 
character, others are labeled as I. Base on this 
labeling strategy, the local context of the target 
graphemes is missing. 

6 Conclusions and Future Works  

This work analyzes cost-benefit trade-offs between 
two-stage and one-stage CRF-based methods for 
E2C transliteration. Experiment results indicate 
that the two-stage method can outperform its one-
stage opponent since the former costs less to 
encode more features and finer grained labels than 
the latter. Recommended future investigations 
would be encoding more features of target 
graphemes and utilizing n-best lattices from the 
outcome of Stage-1. 
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Nemeskey, Dávid Márk, 38

Okuno, Yoh, 61

Salameh, Mohammad, 71
Sekine, Satoshi, 30
Simon, Eszter, 38
Smith, Noah, 66
Sumita, Eiichiro, 47

Tsai, Richard Tzong-Han, 57

Wang, Yu-Chun, 57
Wu, Chun-Kai, 57

Zhang, Chunyue, 52
Zhang, Min, 1, 10
Zhao, Tiejun, 52

81


	Program
	Whitepaper of NEWS 2012 Shared Task on Machine Transliteration
	Report of NEWS 2012 Machine Transliteration Shared Task
	Accurate Unsupervised Joint Named-Entity Extraction from Unaligned Parallel Text
	Latent Semantic Transliteration using Dirichlet Mixture
	Automatically generated NE tagged corpora for English and Hungarian
	Rescoring a Phrase-based Machine Transliteration System with Recurrent Neural Network Language Models
	Syllable-based Machine Transliteration with Extra Phrase Features
	English-Korean Named Entity Transliteration Using Substring Alignment and Re-ranking Methods
	Applying mpaligner to Machine Transliteration with Japanese-Specific Heuristics
	Transliteration by Sequence Labeling with Lattice Encodings and Reranking
	Transliteration Experiments on Chinese and Arabic
	Cost-benefit Analysis of Two-Stage Conditional Random Fields based English-to-Chinese Machine Transliteration

