NEALT

Northern European Association for
Language Technology

NEALT Proceedings Series Vol. 23

= R

Editor 73
Beata Megyesi

Proceedings of the
20th Nordic Conference of Computational Linguistics

NODALIDA 2015

May 11-13, 2015
Institute of the Lithuanian Language
Vilnius, Lithuania



Cover photo  'Vilnius castle tower by night' by Mantas Volungevicius
http://www.flickr.com/photos/112693323@N04/13596235485/
Licensed under Creative Commons Attribution 2.0 Generic
See http://creativecommons.org/licenses/by/2.0/ for full terms

Cover design  Nils Blomqvist


http://www.flickr.com/photos/112693323@N04/13596235485/

Proceedings of the 20th
Nordic Conference of

Computational Linguistics
NODALIDA 2015

Editor
Beata Megyesi

May 11-13, 2015

Institute of the Lithuanian Language
Vilnius, Lithuania

Published by

ACL Anthology
https://www.aclweb.org/anthology/

Linkoping University Electronic Press, Sweden
Link6ping Electronic Conference Proceedings #109
ISSN: 1650-3638

eISSN: 1650-3740

ISBN: 978-91-7519-098-3






Sponsors

CLT

Centre for Language Technology
Gothenburg, Sweden

UNIVERSITY OF
COPENHAGEN

UNIVERSITY OF
GOTHENBURG

Lingsoft’ )
NEALT

A, 4_& S

5 ' INY)

o
S\

[VERITAS |

G

/3
s

UPPSALA
UNIVERSITET

Proceedings of the 20th Nordic Conference of Computational Linguistics (NODALIDA 2015)

iii



Proceedings of the 20th Nordic Conference of Computational Linguistics (NODALIDA 2015)



Preface: Program Chair

We are very pleased to introduce the proceedings of the 20" Nordic Conference on
Computational Linguistics (NODALIDA 2015), held at the Institute of the Lithuanian
Language in Vilnius, Lithuania, between May 11 and May 13, 2015. The proceed-
ings is published as part of the NEALT Proceedings Series by Linkoping University
Electronic Press, and is also publicly available in the ACL Anthology for the first time.

NODALIDA have been held bi-annually since 1977, first organized as a friendly
gathering in Gothenburg, Sweden to discuss on-going research in computational lin-
guistics in the Nordic countries. Nearly 30 years later, in 2006, the Northern European
Association for Language Technology (NEALT) was founded to organize NODALIDA
and other events in the Nordic countries, the Baltic states, and Northwest Russia to
promote research, cooperation and information exchange in the field of language tech-
nology in a wide sense. Today, NODALIDA addresses all aspects of computational lin-
guistics, natural language processing, and speech technology, including work in closely
related neighboring disciplines. The conference has been internationally recognized
outside the Nordic regions and submissions are received from all over the world. Itis a
great honor to serve as the Program Chair for NODALIDA 2015, to be held in Lithuania
for the first time.

Following the pattern of previous years, the Program Committee invited paper sub-
missions in four distinct tracks: regular papers on substantial, original, and unpub-
lished research, including empirical evaluation results, where appropriate; student pa-
pers on completed or ongoing work, where at least the first author is a student; short
papers on smaller, focused contributions, work in progress, negative results, surveys, or
opinion pieces; and demonstration papers summarizing a software system or language
resource, to be accompanied by a live demonstration at the conference.

The conference received 68 submissions from all over Europe as well as from
Canada, India, Japan, and the US. We followed the standards of recent NODALIDAs—
emerged since 2007—with high quality technical track with peer-review of all papers,
and an acceptance rate of 61%. All submitted papers went through a rigorous review
process. The regular, student and short papers were reviewed by three experts in the
field while the demonstration papers were reviewed by two experts. The final selec-
tion was made by the Program Committee, which was not an easy task due to many
submissions with high scores and overall positive reviews, and the time and space con-
straints of the two day long main conference. We aimed at achieving balance between
regular and short papers, and was more lenient in the student and demo categories. Our
goal was to include papers dealing with a wide variety of topics from various regions
while maintaining NODALIDA’s regional character as the major conference for Nordic
research. 42 submissions were accepted for presentation either as long talks, poster
presentations, lightning talks with poster presentations, or demos. In the final program,
there are 22 regular, 5 student, 8 short, and 7 demonstration papers, all collected in this
volume.

In addition to the accepted papers, we are proud to present three invited keynote
speakers, distinguished researchers from France, Great Britain, and the US, to cover
different areas of the conference.
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Kevin Knight (University of Southern California) presents work on the use of
redundancy information occurring in natural language by humans to improve auto-
matic language processing applications, such as summarization or machine transla-
tion. Catherine Pelachaud (CNRS-LTCI, TELECOM-ParisTech) talks about how to
model virtual agents with socio-emotional capabilities, in particular how we can an-
imate laughter and virtual agents who can laugh when interacting with humans. Se-
bastian Riedel (University College London) presents his work on teaching machines
to read and to reason about what was read. In addition, we followed the quite recent
tradition of organizing a local language tutorial on Lithuanian.

The conference program also includes four worshops: i) NLP for Computer As-
sisted Language Learning, ii) Semantic resources and semantic annotation for Natural
Language Processing and the Digital Humanities, iii) Constraint Grammar - Methods,
Tools and Applications and iv) Innovative Corpus Query and Visualization Tools. Each
workshop has been organized by their own committees, and produced their own pro-
ceedings published in the same series.

Organizing a conference with a good program is complex and relies on the good-
will of many researchers involved in the field. I would like to express my gratitude and
appreciation to my fellows on the Program Committee for their hard and invaluable
work for sharing the effort of creating the program. A special thanks goes to Stephan
Oepen, the program chair of NODALIDA 2013, and NEALT’s president, Bolette Sand-
ford Pedersen, for generous advice. Wholehearted thanks go to the 62 reviewers for
their time and effort to contribute to the reviewing and selection of papers. I am also
grateful to the three keynote speakers, the presenter of the local language tutorial, and
the workshop organizers! And of course, all the authors who submitted papers de-
serve special thanks. Without you, this conference would not take place! In addition, I
would also like to acknowledge and thank Nils Blomqvist for professionally serving as
the proceedings co-manager. I am also indebted to Lars Ahrenberg, the editor-in-chief
of NEALT, for helping the publication of the proceedings in ACL anthology, in paral-
lel with Link6ping University Electronic Press, come true. My greatest debt goes to
the Institute of the Lithuanian Language, Jolanta Zabarskaité, and in particular Violeta
Meilitinaité for carrying the heavy burden of the local organization, and for being a
great host in the picturesque city of Vilnius. Lastly, I am grateful to my colleagues
at Department of Linguistics and Philology at Uppsala University for their patience
with me during the last year and generously letting me hide from time to time while
organizing this conference, and to my nearest and dearest—my twins and friends—for
generously giving me the space to disappear into our world of language technology.

I wish you all a fruitful conference and hope you will enjoy NODALIDA 2015!

Bedta Megyesi (Program Chair)
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Preface: Local Organizer Chair

I would like to extend a warm welcome to the participants and guests at NODALIDA
2015.

The fact that this conference, with its highly acclaimed status and prominence in
the academia, is taking place in Lithuania in 2015 is significant in several ways.

We find it very important that such a high-level event, which attracts a great many
scientists and graduate students from all over the world, is taking place in a country that
has its language classed as one of the less-used. It shows that NEALT understands and
supports the involvement of the minor European languages that do not have big tech-
nological markets in the processes of supporting multilingualism and multiculturalism
both in Europe and on a world-wide scale, which processes are in fact aimed at devel-
oping and upgrading language technologies. Needless to say, this kind of involvement
is critical to the Lithuanian language.

What is more, in the digital age language acquires many new functions, evolving
from a tool of communication and a persuader into something that creates added value
in the society of knowledge and creative process. Figuratively speaking, the impalpa-
bility of the digital world brings forth perfectly tangible things. As John Searle, one
of the most prominent contemporary linguistic philosophers, once said — words make
things. And it is the rapidly developing language technologies that make it happen in
the first place. Language technologies facilitate the retrieval of information, manage-
ment of different things, communication, and exchange of creative ideas that are rooted
in the unique nature of each and every language. Ideas are the backbone of innovation
as the key precondition for global development. As a researcher of the Lithuanian lan-
guage, I believe that eventually there will be no more minor and major languages in the
world, as they all have equal opportunities. And all that thanks to language technolo-
gies alone.

Another important thing is that NODALIDA 2015 is taking place in a country whose
language is considered one of the languages that have preserved the structure of the
Indo-European parent language the best, and for a good reason. The structure of the
Lithuanian language is indeed very complicated, and its digitalisation poses a signif-
icant challenge to scientists. I truly hope that as a result of this conference more re-
searchers will discover a passion for tackling difficult problems, such as the Lithuanian
language and its next-of-kin, the Latvian language.

The future of languages is in the hands of language technologists. Sharing scien-
tific expertise, discovering new contacts, meeting old friends, setting up and updating
scientific networks, developing and presenting new ideas is what we all expect from
NODALIDA 2015.

Many thanks to all who have gathered here in Vilnius.

Jolanta Zabarskaité (Local Organizer Chair)
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INVITED TALK:
How Much Information Does a Human
Translator Add to the Original?

Kevin Knight
ISI, University of Southern California, USA

knight@isi.edu

Abstract

It is well-known that natural language has built-in redundancy. By using context,
we can often guess the next word or character in a text. Two practical communi-
ties have independently exploited this fact. First, automatic speech and translation
researchers build language models to distinguish fluent from non-fluent outputs.
Second, text compression researchers convert predictions into short encodings, to
save disk space and bandwidth. I will explore what these two communities can
learn from each others’ (interestingly different) solutions. Then I will look at the
less-studied question of redundancy in bilingual text, addressing questions like
"How well can we predict human translator behavior?" and "How much informa-
tion does a human translator add to the original?" (This is joint work with Barret
Zoph and Marjan Ghazvininejad.)

Bio

Kevin Knight is Director of Natural Language Technologies at the Information
Sciences Institute (ISI) of the University of Southern California (USC), and a Pro-
fessor in the USC Computer Science Department. He received a PhD in computer
science from Carnegie Mellon University and a bachelor’s degree from Harvard
University. Prof. Knight’s research interests include machine translation, automata
theory, and decipherment of historical manuscripts. Prof. Knight co-wrote the
textbook "Artificial Intelligence", served as President of the Association for Com-
putational Linguistics, and was a co-founder of the machine translation company
Language Weaver, Inc. He is a Fellow of the Association for the Advancement
of Artificial Intelligence (AAAI), the Association for Computational Linguistics
(ACL), and the Information Sciences Institute (ISI).
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INVITED TALK:
Modeling Socio-Emotional
Humanoid Agent

Catherine Pelachaud
CNRS-LTCI, TELECOM-ParisTech, France

catherine.pelachaud@telecom-paristech.fr

Abstract

In this talk, I will present our current work toward endowing virtual agents with
socio-emotional capabilities. I will start describing an interactive system of an
agent dialoging with human users in an emotionally colored manner. Through its
behaviors, the agent can sustain a conversation as well as show various attitudes
and levels of engagement. I will present our latest work on laughter. I will address
several issues such as: how to animate laughter in a virtual agent looking par-
ticularly at rhythmic movements; how to laugh with human participant and how
laughing agent is perceived.

Bio

Catherine Pelachaud is a Director of Research at CNRS in the laboratory LTCI,
TELECOM ParisTech. Her research interest includes embodied conversational
agent, nonverbal communication (face, gaze, and gesture), expressive behaviors
and socio-emotional agents. She is associate editor of several journals among
which IEEE Transactions on Affective Computing, ACM Transactions on Inter-
active Intelligent Systems and Journal on Multimodal User Interfaces. She has
co-edited several books on virtual agents and emotion-oriented systems.
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INVITED TALK:
Embedding Probabilistic Logic for
Machine Reading

Sebastian Riedel
University College London, UK

sebastian.riedel@gmail.com

Abstract

We want to build machines that read, and make inferences based on what was read.
A long line of the work in the field has focussed on approaches where language
is converted (possibly using machine learning) into a symbolic and relational rep-
resentation. A reasoning algorithm (such as a theorem prover) then derives new
knowledge from this representation. This allows for rich knowledge to captured,
but generally suffers from two problems: acquiring sufficient symbolic background
knowledge and coping with noise and uncertainty in data. Probabilistic logics
(such as Markov Logic) offer a solution, but are known to often scale poorly.

In recent years a third alternative emerged: latent variable models in which
entities and relations are embedded in vector spaces (and represented "distribu-
tional"). Such approaches scale well and are robust to noise, but they raise their
own set of questions: What type of inferences do they support? What is a proof
in embeddings? How can explicit background knowledge be injected into embed-
dings? In this talk I first present our work on latent variable models for machine
reading, using ideas from matrix factorisation as well as both closed and open in-
formation extraction. Then I will present recent work we conducted to address the
questions of injecting and extracting symbolic knowledge into/from models based
on embeddings. In particular, I will show how one can rapidly build accurate rela-
tion extractors through combining logic and embeddings.

Bio

Dr. Riedel is a Senior Lecturer in the Department of Computer Science at Univer-
sity College London, leading the Machine Reading lab. He received his MSc and
PhD (in 2009) in Computer Science from the University of Edinburgh. He was a
researcher at the University of Tokyo, and a postdoc with Andrew McCallum at the
University of Massachusetts Amherst. He is an Allen Distinguished Investigator, a
Marie Curie CIG fellow, was a finalist for the Microsoft Research Faculty Award
in 2013 and recently received a Google Focused Research award. Sebastian is gen-
erally interested in the intersection of NLP and machine learning, and particularly
interested in teaching machines to read, and to reason with what was read.
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CONFERENCE PROGRAM

Monday, May 11,2015 NODALIDA WORKSHOPS

09:00-13:00 Constraint Grammar - Methods, Tools and Applications
09:00-18:00 4th Workshop on NLP for Computer Assisted Language Learning
13:00-18:00 Innovative Corpus Query and Visualization Tools

13:00-17:30 Semantic resources and semantic annotation for Natural

Language Processing and the Digital Humanities

19:30 Welcome reception

Tuesday, May 12,2015 MAIN CONFERENCE

09:10 - 09:30 Opening

09:30 - 10:30 Keynote

Kevin Knight

How Much Information Does a Human Translator Add to the Original?
10:30-11:00 Coffee Break

11:00-12:30 Regular papers

Parallel session 1 Synrax

11:00-11:30 Eckhard Bick and Tino Didriksen.
CG-3 — Beyond Classical Constraint Grammar

11:30-12:00 Jostein Lien, Erik Velldal and Lilja Qvrelid.
Improving Cross-Domain Dependency Parsing with Dependency-
Derived Clusters

12:00-12:30 Jorg Tiedemann.
Improving the Cross-Lingual Projection of Syntactic
Dependencies

Parallel Session 2 Annotation, Lithuanian NLP

11:00-11:30 Yvonne Adesam, Gerlof Bouma and Richard Johansson.
Defining the Eukalyptus forest — the Koala treebank of Swedish

11:30-12:00 Loic Boizou, Jolanta Kovalevskaité and Erika Rimkuté.
Automatic Lemmatisation of Lithuanian MWEs
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12:00-12:30

Jurgita Kapociité-Dzikiené, Ligita Sarkuté and Andrius Utka.
The Effect of Author Set Size in Authorship Attribution for
Lithuanian

Parallel session 3 Speech

11:00-11:30

11:30-12:00

12:00-12:30

12:30-13:30

13:30-14:30

Robert Reynolds and Francis Tyers.
Automatic Word Stress Annotation of Russian Unrestricted Text

Dominik Sacha, Yuki Asano, Christian Rohrdantz, Felix Hamborg,
Daniel Keim, Bettina Braun and Miriam Butt.
Self Organizing Maps for the Visual Analysis of Pitch Contours

Julidn Zapata and Andreas Speborg Kirkedal.

Assessing the Performance of Automatic Speech Recognition
Systems When Used by Native and Non-Native Speakers of Three
Major Languages in Dictation Workflows

Lunch

Lightning talks

Parallel Session 1 Syntax and Semantics

13:30-13:50

13:50-14:10

14:10-14:30

Johan Bos and Malvina Nissim.
Uncovering Noun-Noun Compound Relations by Gamification

Héctor Martinez Alonso, Anders Johannsen, Barbara Plank and
Anders Sogaard.
Active Learning for Sense Annotation

Illdiko Pildn.

Helping Swedish words Come to their Senses: Word-Sense
Disambiguation Based on Sense Associations from the SALDO
Lexicon

Parallel Session 2 Sign language and Speech

13:30-13:50

13:50-14:10

14:10-14:30

Robert Ostling, Carl Borstell and Lars Wallin.

Enriching the Swedish Sign Language Corpus with Part of Speech
Tags Using Joint Bayesian Word Alignment and Annotation
Transfer

Peter Juel Henrichsen.
Talebob - an Interactive Speech Trainer for Danish

Askars Salimbajevs and Jevgenijs Strigins.
Using Sub-Word N-Gram Models for Dealing with OOV in Large
Vocabulary Speech Recognition for Latvian
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14:30-15:00 Coffee break
14:30-16:00 Posters and demos

Posters:
Johan Bos and Malvina Nissim.
Uncovering Noun-Noun Compound Relations by Gamification

Peter Juel Henrichsen.
Talebob - an Interactive Speech Trainer for Danish

Héctor Martinez Alonso, Anders Johannsen, Barbara Plank and Anders Spgaard.
Active Learning for Sense Annotation

lidiko Pildn.
Helping Swedish words Come to their Senses: Word-Sense Disambiguation Based on
Sense Associations from the SALDO Lexicon

Askars Salimbajevs and Jevgenijs Strigins.
Using Sub-Word N-Gram Models for Dealing with OOV in Large Vocabulary Speech
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Defining the Eukalyptus forest — the Koala treebank of Swedish
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Department of Swedish
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Abstract

This paper details the design of the lexi-
cal and syntactic layers of a new annotated
corpus of Swedish contemporary texts. In
order to make the corpus adaptable into a
variety of representations, the annotation
is of a hybrid type with head-marked con-
stituents and function-labeled edges, and
with a rich annotation of non-local depen-
dencies. The source material has been taken
from public sources, to allow the resulting
corpus to be made freely available.

1 Introduction

Corpora annotated with part-of-speech tags and
syntactic structure are crucial for the development
and evaluation of automatic tools for syntactic ana-
lysis, as well as for empirical research in syntax.
For Swedish, annotated corpora have been avail-
able for quite a number of years. The venerable
MAMBA treebank (Teleman, 1974) was created in
the 1970s. It has formed the basis for a number of
Swedish constituency and dependency treebanks
such as Talbanken05 (Nivre et al., 2006), the more
recent Swedish Treebank, and the Swedish part of
the multilingual Universal Dependency Treebank
(de Marneffe et al., 2014). The Stockholm—Umea
Corpus (SUC) (Ejerhed et al., 1992) with manu-
ally checked part-of-speech tags and base forms
for roughly a million tokens, has been a de facto
standard for Swedish part-of-speech tagging. The
Swedish Treebank uses the SUC part-of-speech
tags together with the automatically converted syn-
tactic structures from MAMBA (Nivre et al., 2008).

In our project Koala, we develop new annotation
tools to be used for the multi-billion token corpora
of Korp, the corpus query infrastructure at Sprak-
banken. Part of our effort lies in evaluation of these
annotation tools. For a number of reasons, the cor-
pora mentioned and their annotation schemata are
not suitable as our gold standard.

First, the texts in the corpora are quite dated,
and do not reflect the text types available in Korp.
Secondly, the MAMBA annotation would require
several complex conversion heuristics to be used
as a conventional constituency or dependency tree-
bank. Due to technical limitations in the 1970s,
attachment in MAMBA is underspecified in some
cases, most notably in clause coordination, and its
annotation does not have explicit phrase categories.
On the other hand, its set of grammatical function
categories is very fine-grained, and we consider
some more semantic/pragmatic distinctions hard to
apply. For the Swedish Treebank we further note
that the part-of-speech tags and the syntactic cate-
gories were designed in separate projects, and there
are several cases of redundancy, where grammati-
cal function distinctions are also reflected in the set
of part-of-speech tags.

In this paper, we describe the design of the
syntactic layer, and to some extent the part-of-
speech layer, of the new Koala multi-genre an-
notated Swedish corpus. In designing the anno-
tation guidelines, we have aimed to address the
above-mentioned shortcomings: First, the part-of-
speech, phrase, and function categories have re-
ceived clearly separated roles. Secondly, we use
a syntactic annotation format that is less restric-
tive than MAMBA'’s. Thirdly, the annotation model
has been designed with deterministic conversion
into other formalisms in mind. Finally, the corpus
consists of material from several genres. The texts
have been collected from public-domain sources,
so that the corpus can be made freely available.
With the data release, we will also supply scripts
for conversion to other standards.

2 The Koala corpus

The Koala corpus will consist of at least 100k to-
kens of modern Swedish text of various types, with
about 20k tokens of each different text type.
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e Novels: the first chapters from four novels

e Wikipedia: full articles from Swedish
Wikipedia, 3k to 100 tokens per article

e Blogs: blog entries from the SIC corpus
(Ostling, 2013)

o Europarl: proceedings from the European par-
liament (Koehn, 2002)

e News/community information: we would have
liked to add news text, but due to IPR restric-
tions, this is mainly community information
(government information, health service infor-
mation etc.)

Sentence segmentation and tokenization is based
on orthographic words and sentences. This does not
rule out the possibility of having syntactic tokens
that span several graphic words, as the syntactic
annotation readily allows multiword expressions
(see Section 4.3: ‘multiword expressions’). Graphic
words containing several tokens, each with their
own syntactic contribution — such as serunte for
ser (d)u (i)nte ‘don’t you see’, lit. ‘see you not’ —
do however receive special treatment. The texts are
manually annotated using an adapted version of the
Synpathy tool.!

3 Lexical annotation

The part-of-speech tag set is a reduced version
of the SUC tag set, with alterations to make it
more consistent with the Swedish reference gram-
mar SAG (Teleman et al., 1999). The labels are
listed in Table 1. Nouns are marked for gender,
number, and definiteness. Adjectives are marked
for degree (POS/KOM/SUV), gender, number, and
definiteness. Adverbs are marked for degree and
whether they are relative or wh-pronouns (+FR).
Verbs are marked for mood/finiteness, voice (where
we, following SUC, distinguish between active and
s-form, rather than active, passive, deponent, etc.),
and in the case of indicative and subjunctive we
also mark tense. Pronouns are marked for gender,
number, definiteness, form (subject, object or pos-
sessive), and wh/relative. Proper nouns, numerals,
interjections, subordinators, coordinators, preposi-
tions, and foreign words are not further specified.
Symbols are divided into punctuation and other.
Traditionally, the nominative-genitive case dis-
tinction is made for nominal parts-of-speech. How-
ever, in Swedish -s can either be the genitive suffix
or it can be a phrase marking clitic, appearing on

"http://www.mpi.nl/tools/synpathy.html

Part-of-speech Features

AB Adverb degree POS KOM SUV
wh/rel +FR

Al Adjective degree POS KOM SUV
gender  UTR NEU MAS
number  SIN PLU
species  IND DEF

EN Proper noun

IJ Interjection

KO Coordinator

NN Noun gender  UTR NEU
number  SIN PLU
species  IND DEF

NU Numeral

PE Preposition

PO Pronoun gender  UTR NEU MAS
number  SIN PLU
species  IND DEF
form SUB OBJ PSS

wh/rel +FR
SU Subordinator

SY Symbol type DEL SYM

UO Foreign word

VB Verb mod/fin  IND KON IMP SUP INF
voice AKT SFO
tense PRS PRT

Table 1: The Koala Part-of-speech tag set, with
morphological features.

any NP-final word. In Koala we handle both these
uses at the lexical level, using a single GEN feature
that can appear on any part-of-speech. The example
in (1) shows a GEN-marked preposition.

(1) gatillden man ska svara pas
PE.GEN
go to them one shall reply to’s
‘go to the guest book of the person
you want to reply to’

géstbok

guest book

In addition, parts-of-speech are marked with spe-
cific morphological labels when they are abbrevi-
ations, or when they are the incomplete part in an
elliptical coordination (such as the first part in ldng-
och kortfristiga lan ‘long and short term loans’, or
1930- och 1940-talet ‘the 1930s and 1940s’).

Compared to SUC, several categories are re-
moved. Wh-adverbs are added to adverbs, partici-
ples and ordinal numbers to adjectives, and the in-
finitival marker to subordinators. Determiners, wh-
determiners, possessive pronouns, wh-pronouns,
and possessive wh-pronouns are added to pronouns.
Particles are no longer a separate category, the ma-
jority being adverbs or prepositions. Punctuation is
subsumed into the category of symbols.

In addition to the part-of-speech and morpholog-
ical tags, we link words to the large-scale semantic
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lexicon SALDO (Borin et al., 2013), which pro-
vides us with a lemma, the inflectional pattern and
a sense distinction. We also follow SALDO in as-
suming that there is a multiword counterpart to
each of the parts-of-speech. In the Koala syntax
annotation schema, these multiword expressions
reside between the lexical and the phrasal levels.

4 Syntactic annotation

4.1 Formalism

The syntactic structures in the Koala annotation
schema follow the format introduced in Skut et al.
(1997). It uses rooted trees, the ‘primary graph’,
with additional, ‘secondary’, edges. All tokens part
of the syntactic structure must occur as leaf nodes
in the primary graph. Internal nodes in the primary
graph represent phrases or (in our schema) multi-
word expressions. Unlike traditional phrase struc-
ture trees, linear order is not part of the encoding
and phrases may be discontinuous. Word order vari-
ants therefore need not lead to different trees.

Edges, primary as well as secondary, carry gram-
matical function labels. Secondary edges are used
for various kinds of sharing of syntactic material.
With secondary edges included, syntactic structures
can in principle be unrestricted directed graphs,
however, in Koala we avoid cyclic structures.

Tokens are non-empty string segments, and the
formalism does not allow for empty categories such
as traces or null-pronouns. Discontinuous phrases
and secondary edges together take care of most of
the need for empty material.

The format has proven its suitability in several
treebanks, including the German NEGRA (Brants
etal., 1999), TIGER (Brants et al., 2004), and Tuba-
D/Z (in restricted form) (Telljohann et al., 2012)
treebanks, the Dutch CGN (spoken) (Hoekstra et
al., 2001) and Lassy (written) (van Noord et al.,
2013) corpora, the Swedish-German parts of the
SMULTRON parallel treebank (Volk et al., 2010),
and the Swedish Treebank (Nivre et al., 2006). It al-
lows us to combine descriptive adequacy with ease
of human annotation. It also allows us to convert
the structures into dependency grammar or phrase
structure grammar with as few heuristics as pos-
sible. The format ideally encodes the combined
information found in analyses from either of these
traditions.

4.2 Descriptive content

Our analysis of Swedish syntax is for important
parts based on MAMBA and SAG. MAMBA con-
tains a mix of elements from dependency gram-
mar, topological field analysis and phrase structure
grammar (see also Nivre (2002) for a brief descrip-
tion). The bulk of the dependency types Koala rec-
ognizes is taken from MAMBA, although Koala
uses a much smaller set, especially in the adverbial
and attributive modifier domain. Much of the gram-
matical argumentation is taken from SAG, as well
as the set of phrase types. Of course, a reference
grammar and an annotation model have very dif-
ferent goals: Whereas SAG can give a piecemeal
description of different grammatical levels and do-
mains and merely point out difficulties, ambiguities
or non-discrete categorizations, the Koala schema
needs to allow the annotator to assign a single com-
plete tree to an annotation unit. On the other hand,
Koala leaves much underspecified. Especially the
rich semantic and pragmatic distinctions present
in a comprehensive language description such as
SAG’s have been left out of Koala’s system of func-
tions and categories.

Phrasal categories, heads,
and pseudoheads

Any of the part-of-speech categories of Section 3
may be used to construct a phrase with arguments
and modifiers. The relation between a phrase and its
head daughter (HD) is constrained by the following
three properties:

Uniqueness There is at most one head in a phrase.

Lexicality The head daughter is a (multi)word.

Projection The phrase’s category is determined
by the head daughter’s part-of-speech

In some cases, we wish to construct a phrase around
a head-like element that violates one or more of
these constraints. We then use the label pseudo-
head (PH). All allowed uses of PH are specified in
the schema. Phrases are in principle allowed to be
(pseudo-)headless, either just in terms of the pri-
mary graph or completely. The situations in which
this may occur are specified (as much as possi-
ble) in the schema. An important motivation for
the head constraints is ease of conversion to a de-
pendency format® and increased possibilities for
automatic error mining of the annotations.

20f course, having a headed tree per se does not help in
conversion to a format that uses different criteria for which
part of a phrase functions as head.
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Category Head Pseudohead

S Sentence VB.INDIKONIIMP
VP Verb phrase VB.SUPIINF
NP  Noun phrase NN, PO, EN AlJ, AjP, NU, NuP
NuP  Numeral phrase NU
KoP  Coordinator phrase KO
SuP  Subordinator phrase SU PO.+FR, AB.+FR, or AbP, NP, AjP, PP dominating such
PP Preposition phrase PE
AjP  Adjective phrase Al
AbP  Adverb phrase AB
P Interjection phrase i)

— any of the above — — U0, SY.sYM —

Table 2: Phrase categories and head projection rules. Note that wherever a part-of-speech is listed, its

multiword counterpart is also accepted.

The inventory of phrase labels, and the part-of-
speech tags they are projected from, are given in
Table 2. The set of phrases largely follows SAG,
although notably, unlike SAG, we do not recognize
a finite VP, but instead combine the finite verb with
its subject and other dependants directly in S.

We allow both function words (functional parts-
of-speech) and content words (lexical parts-of-
speech) as heads, unlike for instance the Universal
Dependency Treebank (de Marneffe et al., 2014),
which for reasons of cross-linguistic parallelism
prefers content word heads. To illustrate, we dis-
tinguish a PP from an NP, instead of attaching the
preposition as a case-like marker in the NP; and we
recognize the level of SuP (subordinator phrase)
rather than considering the subordinator to be a
marker on one of the verbal projections. Although
the majority of cases can straightforwardly be con-
verted to a content word head-oriented annotation,
we do note that in the case of a PP which embeds
another PP or a SuP another SuP, we do not lose
the hierarchical structure if we consider the PE or
SU to be the head. Examples of the two annotation
styles are in (2). The Koala annotation (2a) ex-
plicitly encodes the hierarchical information. The
alternative — on the assumption of head lexicality —
is the flat (2b), where the hierarchical information
is only encoded in the linear order of the markers.

(2) a. [ppsedan,, [ppinnan,, jul]]
PE PE NN
since before christmas
‘since before christmas’
b. [NP sedan ,pgpr  10NAN ypier julHD] ]

In the same vein, we annotate modal and auxiliary
verbs as heads rather than the main verbs, and cop-

ulas rather than the predicative complement (see
also Section 4.3: ‘the verbal domains’).

The parts-of-speech SY and UO appear to vio-
late the projection constraint: they may head any
type of phrase and therefore do not determine the
containing phrase’s category. However, because of
SY and UO’s special status as marking lexical mate-
rial outside Swedish morpho-syntactic conventions,
they function as part-of-speech wild cards, and we
do not consider phrases headed by SY or UO to
violate projection. For instance, in (3), we have a
symbol SY functioning as a verb heading an S, and
a foreign multiword UOM functioning as a noun
heading an NP.

3) a. [s (, Iinte for mig!]
SY AB PE PO
— not for me
‘Don’t cry for me!’

b. Detdiridr [pett [sine qua non.]y |
PO UOM
that  is a —

“That is a conditio sine qua non.’

We use pseudoheads PH for head-like daugh-
ters in three types of phrases: coordinators in
coordinations (Section 4.3: ‘coordination’), non-
subordinator material introducing relative clauses
or subordinate questions (Section 4.3: ‘subordinate
clauses’) and adjectives or numerals in headless
NPs (Section 4.3: ‘the noun phrase’).

Finally, unary branching nodes are avoided. So,
bare nouns, adjective phrases, pronouns or numer-
als can serve directly as, say, direct object, without
intermediate NP node. Likewise, we do not posit
a unary SuP for bare subordinate clauses — they
are simply marked S. In (4), an AjP (arguably with
nominal flavour to it) directly serves as object (00).
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(4) Det giller enbart [5jp nyligen anstillda.;, |,
AB Al
this applies only newly employed
“This only applies to new employees.’

By exception, the primary graph will contain unary
branching nodes when they are needed to accom-
modate secondary edges. See (12) in Section 4.3
for an example.

Edge labels

Koala uses a set of 2 head labels, 18 grammati-
cal functions, and 2 extra-syntactic functions. All
of them can appear in the primary or secondary
graph. Some grammatical functions appear in dif-
ferent phrase types, possibly with subtly different
meanings. For instance, we use a rather general MD
label for modifiers in any domain. This contrasts
with the tradition where such modifiers are called
attributive in the nominal domain but adverbial in
other domains. Similarly, the label 00 is used for
(direct) objects of verbs and adjectives (e.g., likt
dig ‘resembling you’, lit. ‘alike.NEU you’), as well
as the complement (Swe: rektion) of subordinators
or prepositions. Not all grammatical functions ap-
pear in every phrase type. Table 3 lists all functions
and their domains. In the table, the designation ‘*’
means any phrasal node can have an outgoing edge
with the label in question, “*M’ refers to the special
multiword nodes, which are lexical pre-terminal
nodes (see Section 4.3: ‘multiword expressions’).

Basic usage of some of the grammatical func-
tions is illustrated in the sections below. The two
extra-syntactic functions ME and DF fullfill rather
different roles. They are used to include material
in the primary graph that would otherwise not en-
ter it for lack of syntactic interactions between the
material and the rest of the graph. The multiword
element label ME (see Section 4.3: ‘multiword ex-
pressions’) combines leaf nodes into a node to be
used as one lexical unit. The discourse function DF
is used for material that is coupled to the utterance,
but does not relate syntactically to it: vocatives,
left/right-dislocations, parentheticals, decorations,
tags, etc. Example (5) shows the use of DF for the
interjection eller, a homonym with coordinator ‘or’,
which has an established use as a question tag.

(5) [sE,, du go, eller?,,]
VB PO Al i
are you good or
‘Are you out of your mind!?’

Label Meaning and domain

HD head: *
PH pseudohead: NP, SuP, KoP

SB subject: S
raised subject: VP, only secondary
ES extraposed subject, pivot: S, VP

00 direct object: S, VP, AjP
complement: PP, SuP

EO extraposed direct object: S, VP, AjP
extraposed complement: PP

10 indirect object: S, VP, AjP
AG demoted subject in passive: S, VP, AjP
AN bound apposition: NP
free apposition: * not [jP
KL conjunct: KoP
DT determiner: NP
v non-finite verbal complement
with raised subject: S, VP
JF comparison: S, VP, AjP, AvP
MD modifier: *
PL verb particle: S, VP
OA adverbial complement: S, VP, AjP, AvP
oP object-oriented predicative: S, VP, PP
SP subject-orentied predicative: S, VP
RA locative/directional adjunct
or complement: S, VP
EF subordinate part of cleft: S, VP
ME element of a multiword: *M
DF discourse function: *

Table 3: List of edge labels, and their meaning per
applicable domain

The discourse function can admittedly be (ab)used
to make the graph span a unit defined in other terms
— for instance the graphic sentence — by choosing a
main part and adding the rest to it as DF-daughters.
In any case, the parts that are connected by DFs are
themselves syntactically coherent units, a la Loman
and Jorgensen’s (1971) macrosyntagm.

4.3 Selected applications

Below we give examples of how the system of
phrases and functions is employed in some promi-
nent domains of the grammatical system.

The verbal domains S and VP

The phrases S and VP project from respectively fi-
nite and non-finite verbs. Phrases of the category S
typically contain at least a subject and a verb, fur-
ther complements and adverbial modifiers of the
verb can all be attached in the S node. We use a flat
S annotation, irrespective of word order: V2 main
clauses, (unmarked) SVO subordinate clauses, and
V1 questions, imperatives or conditionals are all S.

VPs are built around a non-finite verb, and never
contain their own (formal) subject. For subject con-
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trol, we use a secondary SB edge, in which case the
whole VP receives the special 1V function. Arbi-
trary implicit subjects are not marked at all.

Example (6), a Vl-imperative with an ac-
cusativus cum infinitivo, shows both an S node and
a VP-node, and illustrates the use of a secondary
edge for the VP’s subject.’

(6) [s Snillay, hjilp,, migg, [vp Mg, fatta.p ],
I VB PO VB
please help me understand
‘Please, help me understand.’

Because of the gradual nature of the auxiliary-main
verb distinction in Swedish, we treat auxiliaries
as embedding, just like any other verbal comple-
ment taking verbs. For instance, composite tense
is treated as control using the 1V function and a
secondary subject in the embedded VP. Non-finite
verbal material marked with att ‘to’ is annotated as
a SuP containing a VP, with the infinitive marker
heading the SuP.

The noun phrase NP

Noun phrases are projected from nouns, pronouns
or proper names. The determiner role DT is specific
to NPs, and is used for attributes of definiteness (in-
cluding possessives) and quantity. Otherwise, the
MD function is used as a general label for attribu-
tive material. In (7) we see a full NP, with both
a definiteness and a quantity attribute, and with a
prenominal adjectival modifier and a postnominal
relative clause.

(7) [np dey, tva,, bista,,, latar,, [s han gjort |, ]
PO PO Al NN PO VB
the two best songs he made
‘his two best songs’

When an NP lacks a head in a coordination or more
generally in ellipsis, we leave it without a head
daughter in the primary graph completely, in coor-
dinations the head is indicated using a secondary
edge. Some NPs can be argued to construct around
a non-nominal core, and annotating these as head-
less would be undesirable: realization of such NPs
without a nominal head is the typical or even only
way. Consider the AjP in example (4) above. The
adjective anstdilld ‘employed’, without any nom-
inal head, is the standard way of referring to an

3To overcome the limitations of the single line textual
representation of structure, we use indexing for secondary
edges: node"™ means that node will be referred to with index i,
[i]x means node i secondarily has function FN. The indices
should not be understood as traces or null pronouns.

employee in Swedish. When combined with a de-
terminer, as in (8a), we know we are dealing with
an NP. We thus build an NP on basis of the AjP,
and use the PH label to indicate that projection and
lexicality are violated.

(8) a. {NP de DT [AjP nyligenMD anStﬁlldaHD ]PH ]
PO AB Al
the newly employed
b. [np de,, nya,,, anstillda,, |
PO AJ Al
the new employed
‘the new employees’

In (8b), we see a variant in which the NP with an
adjective pseudohead contains an attributive pre-
modifier.

Subordinate clauses S and SuP

Subordinate clauses fall in one of two categories,
depending on whether they have pre-adjoined ma-
terial marking them as subordinate clauses or
whether they are bare. First, bare subordinate
clauses are labeled S, as in (9).

(9) Jagtror [sjag,, ér,, Kér. g, |
PO VB Al
I think I am in love
‘I think I’m in love.

Embedded sentences may have a different word
order than main ones, but, as mentioned, this does
not change the categorization.

Secondly, embedded clauses are labeled SuP
when they are introduced by a subordinator (10a) or
by a wh- or relative-marked constituent (10b). Note
that the latter is never an SU and may be phrasal.
The two types of SuP-introducers are also distin-
guished by whether they have a syntactic function
in the S embedded in the SuP. Note the secondary
edge in (10b).

(10) a. Jagtror [syp att,, [s dug, forstar. ., |, |
SU PO VB

I  think that  you understand
‘I think you understand.’
b. Jag vet
I  know
[SUP varf'(SrD [S hOHSB kom,;, hit.., MD]OO]
AB PO VB AB
why she came here

‘I know what she came for.

It is common for SuPs with a pseudo-head to be
optionally or obligatorily doubly marked using the
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subordinator som, for instance when the pseudo-
head is also subject in the complement S: Ingen
anar [syp vad som [s sker. ]| ‘No-one knows what
goes on.’

Coordination KoP

Coordinations get their own phrase category, to
deal with coordination of unlike categories.* The
phrase category KoP can be understood as pro-
jected from the coordinator’s part-of-speech KO.
Coordinators are pseudoheads because of the exis-
tence of polysyndeton, in which head uniqueness
is violated, (11).

(11) [kop pappa och,, morfar och,, farfar |
NN KO NN KO NN
dad and grandpa and grandpa
‘dad and grandpa (on mother’s side) and
grandpa (on father’s side)’

Next to subject sharing in the verbal domain, co-
ordination is the other main application area for
secondary annotations. They are used to distribute
material over the conjuncts, as in (12).

(12) [xp en stuga ] eller [xp (1, lada,, ]
PO NN NN
a  cottage or barn
‘a cottage or barn’

Multiword expressions *M

Multiword expressions are an important part of the
Koala annotations, for two different reasons. First,
in word sense annotation, multiword expressions as
a whole will receive a single sense identifier from
the SALDO lexicon. For singleword expressions,
sense ids are attached to the token node, for multi-
word expressions, they are attached to a multiword
node which connects to all elements of the expres-
sion using ME-labelled edges. Secondly, a part of
the vocabulary of multiword expressions cannot be
comfortably analyzed in syntactic terms using the
general Koala schema — either because they show
idiosyncratic properties or because they are part
of expressions that can be said to have an expres-
sion specific grammar, for instance Firstname Last-
name person names, street addresses, compound
numerals, and so on.> We join all elements of such
expressions directly under a (unstructured) multi-

“4Note that, if needed, a more informative phrase type for
the coordination can easily be derived automatically from the
conjuncts in a coordination of like categories.

5This is not to say that the internal structure of such ex-
pressions is uninteresting.

word node, so that the whole may participate in
the primary graph as if we were dealing with one
token. On the one hand, this allows us to defer the
question of whether such expressions should be
one token or several (in terms of segmentation), on
the other, it allows us to deal with a broader class of
idiosyncratic expressions than a word-with-spaces
approach, because material under a node need not
be continuous. For instance, a discontinuous co-
ordinator like savdl ... som ‘both ... and’ or a
circumposition like for ... sedan ‘ago’ (lit. ‘for
...since’) is also gathered under one multiword
node before participating in syntax as pseudo-head
in a coordination or head in a PP.

Multiword expressions thus come in two flavours
as far as Koala’s annotation schema is concerned:
analyzable and unanalyzable. Both types are anno-
tated with the help of a multiword node to which
we can attach a sense id. Unanalyzable multiword
nodes have all their children in the primary graph.
An example with a discontinuous coordinator is
in (13).

KoP
l’lH KL KL
KOM_______
ME ME
(13) varken  kott eller fisk

— NN KO NN
neither  meat or fish
varken_eller..1

‘neither meat nor fish’

Analyzable multiword expressions first receive a
regular syntactic analysis, after which a multiword
node is placed in the primary graph directly above
one of the elements and the other elements are
connected using secondary edges. The multiword
annotation here solely fulfils the purpose of having
a node to attach the SALDO annotation to. An
example of a multiword preposition is given in (14).

PP
HD OI o
‘ NP
HD N[ID
PEM _PP_

NllE ME ME ] HD O|O
(14) pé grund av  det

PE NN PE PO

on ground of  that

pa_grund_av..1

‘because of that’

The analyzable multiwords can participate in syn-
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SB HD PL 00

|
SuP
HD 00
S
SB v
VP
SB HD ES RA
4 NP — PP
DT HD MD HD 00
VBM- — PP KoP _ENM_
ME'ME | HD 00 KL PH KL ME ME
Ni  kénner till frdn media att det skett en rad bombexplosioner och mord i Sri Lanka .
PO VB PE PE NN SU PO VB PO NN NN KO NN PE UO UO SY
you know to from media that it  happened a row bomb explosions and murders in Sri Lanka

kdnna_till..2

GEN utr
NUM sin
DEF ind

MDF ind
vor akt
T™MP prs

GEN utr]
NUM plu
DEF def]
FRM sub

(GEN neu
NUM plu
DEF ind.

GEN neu
NUM sin
DEF def]
FRM |0}

[MDI- sup}
vor akt,

Sri_Lanka..1

GEN utr] [ryp del]
NUM sin

DEF ind

GEN utr]
NUM plu
DEF ind.

GEN neu
NUM plu
DEF ind

Figure 1: A full Koala sentence analysis.

tax to greater or lesser extent. Some, like the ex-
ample in (14), are rather fixed, but others, like
verb-object and -particle idioms, support-verb-
constructions, etc., allow for more freedom, includ-
ing modification of parts and flexible positioning
of parts. Application of the distinction analyzable-
unanalyzable has proven to be unproblematic for
our annotators in practice, even though corner cases
can be found.

4.4 A worked out example

We end this overview of Koala’s morpho-syntactic
annotation schema with a worked out complete ex-
ample. Figure 1 shows the analysis of a sentence
containing different types of subordinate clauses
(S, SuP), two uses of secondary edges (in the mul-
tiword kdnna till ‘*know’, lit. ‘know to’ vs subject
control), two types of multiwords (the just men-
tioned vs Sri Lanka), so called ha-deletion (the
missing temporal auxiliary governing the supine
form skett ‘happened’), a simple coordination, and
a complex NP.

5 Conclusions

We have described the linguistic annotations of the
100k token mixed-genre Koala treebank, manually
annotated with parts-of-speech and syntactic struc-
tures. The corpus will be freely available.

Both the inventory of parts-of-speech and the set
of syntactic categories are more concise than in the
de facto standards for annotating Swedish, SUC
and MAMBA. This is because the simultaneous de-
velopment of the two annotation levels has allowed
us to carefully choose where to put which informa-
tion. In particular, some part-of-speech distinctions
that are purely based on function could be deferred

to the syntactic level, with its hybrid structure of
head-marked phrases and function labelled edges.

In addition, the structures should be easy to an-
notate, which means that the distinctions should
be easy for the annotators to comprehend and ap-
ply. It also mean’s that the structures are preferably
compact: trees are relatively flat and do not contain
empty nodes or unary nodes.

In contrast, we also want the syntactic structure
to be easy to convert into other formalisms, which
suggests a rich annotation. While the annotation is
designed with an eye towards conversion into a bare
constituency or dependency structure, we believe
that the explicit annotation structure sharing and
non-local relationships provided in the corpus can
also make it usable as the basis for a conversion
into linguistically richer formalisms (Cahill et al.,
2004; Miyao et al., 2004).

Although the development of the annotation
guidelines and the annotation itself is well under-
way, we have yet to do a thorough evaluation of the
consistency of the annotation, the comprehensive-
ness of the annotation guidelines and the ease of
annotating the described syntactic structures. How-
ever, at the time of writing we have annotations of
parts-of-speech and syntactic structures for around
60k tokens. Our impression is that annotation is
fast and the annotators enjoy the annotation work.
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Abstract

We present a case study on super-
vised classification of Swedish pseudo-
coordination (SPC). The classification is
attempted on the type-level with data col-
lected from two data sets: a blog cor-
pus and a fiction corpus. Two small ex-
periments were designed to evaluate the
feasability of this task. The first experi-
ment explored a classifier’s ability to dis-
criminate pseudo-coordinations from ordi-
nary verb coordinations, given a small la-
beled data set created during the experi-
ment. The second experiment evaluated
how well the classifier performed at de-
tecting and ranking SPCs in a set of un-
labeled verb coordinations, to investigate
if it could be used as a semi-automatic dis-
covery procedure to find new SPCs.

1 Introduction

This paper describes a case study on supervised
classification of Swedish complex predicate con-
structions, namely pseudo-coordinations (SPCs).
SPCs are light verb constructions of the form V;
och V, *Vi and V,’, with a semantically light V.
An example of an SPC is Han stdr och stirrar bort
over havet which could be literally translated into
"He stands and stares away over the sea’, but a
more correct translation would be *He is staring
away over the sea’, i.e., the first verb mainly adds
a progressive/durative aspect to the second verb.
This example illustrates one of the reasons why
SPCs, as well as constructions in general, may be
worth studying from a practical language technol-
ogy perspective — to improve machine translation.

We use the term ’construction’ as it is used
within the theoretical paradigm of construction
grammar. The main tenet of construction grammar
is that our grammatical knowledge is made up of

a taxonomic network of constructions, i.e., pair-
ings of form and meaning (Croft, 2001; Goldberg,
2006). Moreover, no level of grammar is con-
sidered autonomous (Fried and Ostman, 2004).
Constructions include all dimensions of language,
form includes syntax as well as phonological as-
pects, and meaning includes semantics and prag-
matics. Early works on construction grammar re-
strict the notion of constructions to form-meaning
pairings with some non-predictable aspect (Gold-
berg, 1995), but today the concept of construction
has been expanded to also include pairings with
compositional meaning, which “are stored as con-
structions even if they are fully predictable, as long
as they occur with sufficient frequency” (Gold-
berg, 2006). SPCs are complex constructions with
a partially non-compositional meaning.

Previous work on automatic identification of
Swedish constructions, e.g., Forsberg et al. (2014),
focus on unsupervised classification of all con-
structions in a language. Forsberg et al. (2014)
do this by using information-theoretic measures
to rank automatically generated hybrid n-grams,
where the constituents of an n-gram are either lem-
mas or a syntactic phrases. In this paper we are
interested in a particular class of constructions,
namely SPCs, where we explore the use of su-
pervised methods that rely on available linguistic
knowledge about SPCs in the classification pro-
cess.

1.1 Swedish pseudo-coordination (SPC)

Pseudo-coordination is not unique to Swedish, it
appears in all Scandinavian languages, as well as
in other languages, such as English. If we turn our
attention to pseudo-coordination in Swedish, the
standard grammar reference for Swedish, Teleman
et al. (1999), list five classes of SPC, based on the
properties of the first verb (V7).

1. V| is a position verb, e.g., sitta ’sit’, std
‘stand’, ligga ’lay’...
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Kristian star och stirrar bort 6ver havet.
"Kristian is staring (lit. ’stands and stares’)
out over the sea.’

2. V) is a verb of movement, e.g., kom hit ’come
here’, dka ’go’, gdr ut ’go out’, kryper in
"crawl inside’ ...

Jag tror jag kryper in och stricker ut mig ett
slag.

’I think I will crawl inside and stretch myself
out for a while.’

3. V| is a verb denoting different phases of
an action, e.g., borja ’begin’, fortsitta ’con-
tinue’, hélla pa keep on’, sluta ’stop’ ...

Folk haller pa och tar ner sina parasoller.
"People keep on (lit. *and’) taking down their
umbrellas.’

4. V| is a verb preceding a politeness expres-
sion, e.g., vara (hygglig) *be (so kind)’.
Kan du inte vara hygglig och kopa hem mat?
"Could you be so kind and buy home some
food?’

5. Vj is a verb denoting the channel of com-
munication, e.g., skriva ’write’, ringa ’call’,
telegrafera ’telegraph’ ...

Skriv och berdtta om dina glada upplevelser.
"Write and tell me about your happy experi-
ences.’

1.2 Linguistic properties of SPC

Central work related to SPCs are Teleman et al.
(1999), Wiklund (2007), Kvist Darnell (2008),
Blensenius (2014), and Hilpert and Koops (2008).
SPCs are not as well understood as similar con-
structions, e.g., auxiliary constructions, which
have been more extensively studied. Below you
find the most prominent properties that distinguish
SPCs from ordinary verb coordinations, as de-
scribed in the litterature.

1. It is possible to front an object or bound ad-
verbial of V, that is not compatible with V;:
Hon satt och skrev en bok.

’She sat and wrote a book.’

=

Det var en bok som hon satt och skrev.
’It was a book that she sat and wrote.’

2. The order of V; and V5 is fixed:
Mona satt och skrev
’Mona sat and wrote.’
=
?Mona skrev och satt.
’Mona wrote and sat’

3. Some paraphrasings are blocked:
Mona satt och sydde
’Mona sat and sewed.’
=
?Mona satt och hon sydde.
’Mona sat and she sewed’

4. bdade Vi och V, *both V| and V5’ is blocked:
IMona bdde satt och sydde
’Mona both sat and sewed.’

5. There are usually no or few arguments be-
tween V; and och.

6. Both verb forms have identical tense, with a
few exceptions where V| is a modal auxil-
iary: madste och handla ’lit. must (present)
and shop (infinitive)’ and vill och bada ’lit.
want (present) and bath (infinitive)’.

Other criteria are based on our own observa-
tions, or a result of discussions with colleagues.
An example of what came out of these discussions
is the negation test: If an SPC has a negation in-
serted after Vi, it also negates V,. Hon satt inte
och skrev en bok ’She did not (sit and) write a
book’. This stands in contrast to ordinary verb co-
ordination where the negation does not affect V5.
Hon skrattade inte och sade ingenting ’She did not
laugh and said nothing’. Another example of what
came out of these discussions was that frequency
counts are very important, especially the count of
the V; verb types; when the V| verb is light, it is
more likely to occur with a large number of V,
types.

Most, if not all criteria, need to be fulfilled in
order for a verb coordination to qualify as a SPC.
But as always when dealing with real language,
between the clear cases, you find a lot of variation.
One problem with using some of the above criteria
is that they are all negative tests, which are known
to be problematic in language classification tasks.
E.g., not finding bdde V| och V, *both V| and V,’
in our data collection does not at all entail that it
cannot occur, only that it has not been found in the
data set.
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Moreover, different SPCs seem to behave some-
what differently and the dividing line between
SPCs and other complex predicates are not dis-
tinct. Both lexicalized verb constructions, such as
tycka och tinka, *think and reflect’, and auxiliary
constructions, such as sluta och (att) spela, ’lit.
stop and (to) play’, behave similarly with respect
to syntactic and semantic features (Teleman et al.,
1999). In fact, since och’ and ’att’ are typically
pronounced in the same way, verb chains with a
V1 denoting the phase of an action are often pro-
nounced in the same way both as SPCs and aux-
iliaries. Wiklund (2007) calls this group of verb
chains an informal and dialectal class of SPCs.

2 Methodology

The experiments are designed for supervised clas-
sification on the type level, i.e., we do not try to
decide whether a particular verb coordination in
a given context is an SPC, but rather whether the
verb coordination, given all its contexts, tends to
function as a pseudo-coordination. For this we
need a labeled data set and a suitable set of fea-
tures. These features were derived from previous
work and adapted to our settings. The values for
each feature are based on all evidence for a verb
coordination in the current data set.

Once we have trained and tested our classifier
on the labeled data set, we then apply the classifier
on unknown instances and evaluate the top SPC
candidates according to the classifier, i.e., try to
use the classifier as an SPC discovery procedure.

2.1 A random forest classifier

Using the Weka tool (Hall et al., 2009), we exper-
imented with different types of machine learning
algorithms, all with similar results. A requirement
was that the classifier should be able to produce
a real-valued classification to enable ranking. For
no other strong reason, we ended up using a ran-
dom forest classifier (Breiman, 2001). A random
forest classifier consists of a combination of deci-
sion trees where features are randomly extracted
to build a set of decision trees. A decision tree
is a tree-structured graph where each node corre-
sponds to a test on a feature. A path from the root
to a leaf represents a classification rule.

The features are decided upon beforehand and
the values for each node are learned based on
training data, with the aim to best separate the pos-
itive instances from the negative instances. In our

case, the instances to be classified are the verb co-
ordinations, (V;,V;), that are considered positive if
they are in the class SPC, and negative if they do
not.

The classifier is trained and tested on labeled
data from both the positive and negative class.
Training and testing are performed on mutually
exclusive parts of the labeled data in a stratified
ten-fold cross validation. The classification results
are then averaged over all ten folds.

The result according to the test data is presented
in a confusion matrix with four classes: true pos-
itive (TP), true negative (TN), false positive (FP),
and false negative (FN). The true positive and true
negative classes contain those instances that have
been correctly classified. The false positive class
contains all non-SPC instances that have been mis-
classified as SPC, and conversly, the false negative
class contains all SPC instances misclassified as
non-SPC.

2.2 The feature set

For each verb coordination (V;,V;), we derived a
set of features based on the evidence in our data
set. Our features were derived from Hilpert and
Koops (2008), Teleman et al. (1999), Tsvetkov
and Wintner (2011) (a work on classifying multi-
word expressions, a task similar to this one), as
well as our own observations.

The features generally measured closeness and
order, as well as represented negative tests, and the
features were real-valued features rather than bi-
nary, i.e., a test like “is the word bdde *both’ used
before the verb coordination?” was translated into
“how often is the word bdde used before the verb
coordination?”. In particular when working with
unedited text such as blogs, real-valued features
can help reduce the effects of noise.

The features used by our classifier are described
below.

1. frequency Frequency of (V;,V,), normalized
by
e the maximum frequency of any verb co-
ordination

o the average frequency of all verb coor-
dinations

2. closeness How often are V| and V, separated
by words other than och *and’?

3. inverse order How often does (V,,V;) occur
in relation to the frequency of (Vi,V2)?
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4. inverse frequency Frequency of (V»,V),
normalized using the maximum frequency of
any verb coordination.

5. inverse closeness Similar to test 2, but for
(Va, V).

6. both How often is bdde *both’ used in con-
junction to the verb coordination?

7. between How many words appear on average
between V| and V»?

8. spread How many different V can be found
with V;? Normalized by the maximum spread
of all V.

9. PMI Pointwise mutual information as
log(p(V1,V2)/(p(V1) % p(V2))) where p(Vi)
is the relative frequency of verb V; and
p(V1,Va) is the relative frequency of the verb
coordination.

10. not How often does the word inte 'not’ fol-
low Vi: Vy inte och V»?

11. tense How often do V; and V; share the same
tense?

12. pos tags before Distribution of the three most
common pos-tags before the verb coordina-
tion.

13. pos tags after Distribution of the three most
common pos-tags after the verb coordination.

Since the classification is done on the type level,
it is unavoidable that we sometimes misclassify
individual instances. Moreover, since the extrac-
tion of verb coordinations is currently done with-
out any sophistication, some chains of verb coor-
dinations can be misinterpreted, e.g., Jag var ute
och gick och hittade min bok ’1 was out walking
and found my book’ will probably be misclassi-
fied as SPC, since gick och hittade is erroneously
extracted, a verb coordination that tends to be an
SPC.

3 Two SPC experiments

The aim of our experiments is twofold. First, we
want to know how well the known properties of
SPCs can be utilized for classification, i.e., can
we build a classifier that can separate known SPCs
from other verb coordinations? Secondly, we want
to explore if a classifier trained on labeled data can

be used to detect SPCs from a set of unknown verb
coordinations. We do this by labeling all unknown
verb coordinations as non-SPCs and feeding them
to the classifier. If the classifier judges them as
SPCs, they end up in the class of false positives,
with confidence scores that we can use for rank-
ing. We then evaluate if the method can be used
as a semi-automatic SPC discovery procedure by
investigating the top candidates of the ranking.

The experiments are performed on two different
kinds of modern Swedish data sets: a blog corpus
and a fiction corpus.

3.1 The data

The blog corpus, Bloggmix,' is a collection of
Swedish blog texts consisting of around 505 mil-
lion tokens spanning 16 years, starting in 1998.
The data has been annotated automatically using
the LT tools in the Korp pipeline (Borin et al.,
2012).

Since blog texts are typically informal and
unedited, they contain a high degree of noise, i.e.,
misspellings and ungrammatical language. How-
ever, since the language of blogs typically is closer
to spoken language than edited texts, and SPCs
tend to be more frequent in spoken language, they
contain many SPCs as well as new SPC-like con-
structions.

The fiction corpus, Bonniers Romaner I1&I12 is
some decades older and contains a more standard-
ized language use. It consists of around 11 million
tokens of Swedish fiction published between 1976
and 1981.

From each of these data sets we have extracted a
training set of verb coordinations occuring at least
twice in the data, manually labeled as SPC or non-
SPC. The SPC instances all have V) listed as typ-
ical SPC-verbs by Teleman et al. (1999, §17-22),
such as sitta ’sit’ and ringa ’call’. In the negative
training set, we collected instances of the same V,
but used with V, that will force a non-SPC read-
ing, such as ringa och skriva ’call and write’ and
sitta och ligga ’sit and lie down’. The negative
examples also consist of verb coordinations with
first verbs randomly selected from the data set. To

IBrowsable at http://spraakbanken.gu.se/
korp/, and downloadable (in a sentence-scrambled
format) at http://spraakbanken.gu.se/eng/
resources/corpus.

ZBrowsable at http://spraakbanken.gu.se/
korp/#?corpus=romi, romii, and downloadable (in a
sentence-scrambled format) at http://spraakbanken.
gu.se/eng/resources/corpus.
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SpC Non-SPC
SPC 492 (TP) 55 (FN)
Non-SPC 71 (FP) 598 (TN)

Table 1: Confusion matrix for the blog data set

Precision Recall Class
0.874 0.899 SPC
0916 0.894 Non-SPC
0.897 0.897 Weighted avg

Table 2: Classification results for the blog data set.

capture slight variations, we allow a maximum of
three words separating V; and V2, e.g., sitter i sof-
fan och liser ’sits in the sofa and reads’.

The created data sets were small, but for our ex-
plorative purposes, sufficiently large to get an idea
of the feasibility of the task. For the blog texts we
had 669 verb coordinations marked as non-SPC
with 298 unique V;, and 547 verb coordinations
marked as SPC with 16 unique V; that were col-
lected from Teleman et al. (1999). For the fiction
data set we had 193 verb coordinations marked as
non-SPC with 121 unique Vj, and 121 verb coor-
dinations marked as SPC with 11 unique V;.

3.2 SPC classification: the blog data set

In order to investigate how well the classifier per-
forms on the blog data set, we evaluated using a
stratified 10-fold cross validation on the labelled
data. Tables 1 and 2 show the results. The clas-
sifier was able to correctly identify 89.9% of all
SPCs and 89.4% of all non-SPCs, giving us an F1-
measure of 0.897.

3.3 SPC ranking of unknowns: the blog data
set

In our second experiment we tested the classifier,
trained on the labeled data set, on previously un-
known verb coordinations that we added as non-
SPC. Table 3 shows the top ranking of verb coor-
dinations that ended up in the false positive, i.e.,
the verb coordinations in the unknown set that the
classifier deemed SPC. We found a few SPCs in
this manner, for example, V; such as dka go’,
stanna ’stay, stop’, dra ’(slang) go’ and fara ’ (for-
mal) go’ are all examples of V|-verbs that occur in
SPCs.

After having analyzed the ranking, we found

many of the verb coordinations interesting, even
though not necessarily typical SPCs. To investi-
gate this further, we conducted a manual analysis
of the results and classified each verb coordination
into one of five classes, defined as follows:

1. Class 0 No SPCs, or incorrectly extracted
verb coordination, e.g., V» is the first word
in phrasal verb.

2. Class 1 Additive lexicalized verb coordina-
tion, e.g., dta och dricka ’eat and drink’.

3. Class 2 Lexicalized SPC-like verb coordina-
tion, where V, is semantically more promi-
nent than Vi, e.g., fuysa och sdga ’snort and
say’.

4. Class 3 Verb coordination with a strong ten-
dency to be SPC.

5. Class 4 Support verb constructions, where V)
is a support verb. The most common use of
Vi och V, in informal texts is actually incor-
rectly written, and should have been V) att
Vo. E.g., forsoka och trina ’try and (meant:
to) exercise’.

Since this task is hard in the general case, we
decided to only evaluate a few verb coordinations,
and to do it through a consensus discussion among
at least three evaluators. When in doubt, sentences
that contained the verb coordination were used to
support a decision. For the blog data, we evalu-
ated in total 78 of the top-ranked verb coordina-
tions. The majority of the verb coordinations, 53
of 78 was marked as class 0, and for the remaining
classes, class 1: 5, class 2: 2, class 3: 12, and class
4: 6. With the exception of class 0, the SPC class
was the largest with its 12 verb coordinations. In
total, 25 of the 78 verb coordinations were of in-
terest for further analysis.

3.4 SPC classification: the fiction data set

For the fiction data set, the cross validation results
in Table 5 differ only slightly from the results on
the blog data set. The classifier correctly identi-
fies 90.6% of all SPCs and 89.1% of all non-SPCs.
The F1-measure of 0.898 shows that the results are
comparable to those of the blog data set. The ab-
solute number of instances that fall into different
categories differ from blogs, Table 4, but are simi-
lar in relation.
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Verb pair First verb  Conf. #pairs Pairs

talk and decide* prata 1.0 169 [bestimma, ljuga, trycka,...]
go and camp aka 1.0 195 [campa, bestilla, bidra,...]
work and enjoy jobba 1.0 146 [roa, anvédnda, stressa, ...]
see and squeeze se 1.0 56 [kldmma, uppleva, virdera, ...]
find and try hitta 1.0 71 [prova, leka, se, ...]

go and shower dra 1.0 73 [duscha, kolla, fortsitta, ...]
play and crack spela 1.0 51 [spricka, njuta, upptréda, ...]
use and put anvinda 1.0 66 [stélla, upptécka, fungera, ...]
look and laugh kolla 1.0 72 [skratta, klappa, fylla, ...]

eat and scoff* ita 1.0 91 [glufsade, lyssna, babbla,...]
stay and promise stanna 1.0 57 [lova, slappa, kéka, ...]

Table 3: An extract of highly ranked verb coordinations in the blog data set. Verb coordinations in bold
have a strong tendency to be SPCs, and * marks interesting verb coordinations from class 1, 2 or 4.

SPC Non-SPC
SPC 163 (TP) 17 (FN)
Non-SPC 21 (FP) 172 (TN)

Table 4: Confusion matrix for the fiction data set

Precision Recall Class
0.886 0.906 SPC
0.91 0.891 Non-SPC
0.898 0.898 Weighted avg

Table 5: Classification results for the fiction data
set.

3.5 SPC ranking of unknowns: the fiction
data set

Table 6 shows all verb coordinations that are clas-
sified by the algorithm as a false positive with a
confidence higher than or equal to 0.6.

There is one movement SPC Vi, dka *go’, and
one phasal SPC, V;: stanna ’stay, stop’. Further-
more, we find verb coordinations that show a ten-
dency of acting in an SPC-like way, e.g., vdnda
och gd ’turn around and go’. The top candidates,
kunna ’be able to’ and ha ’have’, are errors oc-
curing because of faulty coordination extraction
— clausal coordinations have been misinterpreted
as verb coordinations. For further discussion, see
section 4.

We evaluated this data set in the same manner
as for the blog data, through consensus voting of
at least three evaluators. Again, we only evaluated
a small data set, 61 verb coordinations. We found
31 of 61 in class 0; 7 in class 1; 7 in class 2; 14
in class 3; and 1 in class 4. In total, 30 of the
61 verb coordinations were of interest for further

analysis. In comparison with the same experiment
on blog texts, we get 20% more, however, since
we are dealing we such small sets of data, it is not
possible to conclude that the difference is statisti-
cally significant.

4 Discussion

Teleman et al. (1999) list a few more SPC tests.
One such important test is whether the pronoun-
ciation of the first verb is stressed, but such fea-
tures are unavailable in our data sets. Neither
do we take into account features that require a
correct parse tree, such as object extraction (see
1.2). This test was used by Hilpert and Koops
(2008) in their manual classification, but the cor-
rectness of the syntactic parses available to us was
not deemed high enough to measure this correctly,
especially for the unstandardized language found
in blog texts. Hilpert and Koops (2008) also con-
sider adverb placement, which is a feature approx-
imated by feature 7, see section 2.2.

The feature spread, which is related to the
grammaticalization of Vj, counts the number of
unique V,. Frequent SPC V; verbs such as sitta
’sit” have a high V5 count. Interestingly, empirical
evidence shows that while removing this feature
gives lower results in the classification, see table 7
and 8, the corresponding classifier seemed to find
more interesting SPC candidates when applied to
the unknown verb coordinations. Table 9 shows
the ranking of the unknown verb coordinations for
the blog data set, with a corresponding F1-score of
0.847 for the classifier. That is, a five point drop
in Fl-score gave us the possibility to better locate
up-and-coming SPCs semi-automatically. Exam-
ples of first verbs found with a confidence score
of 1.0 are googla ’to google, googling’, ramla ’to
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verb coordination First verb  Conf. #coordinations Verb coordinations

can and take kunna 1.0 12 [ta, bora, se... ]

have and put ha 0.9 4 [ligga, ge, ha...]

go and pick up aka 0.8 5 [hémta, hilsa, spela,...]
stay and buy stanna 0.7 8 [kopa, lyssna, ta, vinta. .. ]
smile and say* le 0.7 2 [sdga, verka]

say and feel sdga 0.7 8 [kdnna, dra, visa,. .. ]
see and feel se 0.7 4 [kédnna, ldra, erfara,. .. ]
laugh and say* skratta 0.6 1 [sdga]

live and must leva 0.6 1 [maéste]

turn around and go*  viinda 0.6 1 [ga]

Table 6: Ranking of unknown verb coordinations in the fiction data set with a confidence higher than or
equal to 0.6. Verb coordinations in bold have a strong tendency to be SPCs. * marks interesting verb

coordinations from class 1, 2 or 4.

fall’, fara ’to go’, resa ’to travel’, mejla email’,
maila *email (different spelling)’, trilla ’to fall’,
varda (vart) ’to be’, viinda *turn’, and testa ’test’.

The verb coordination mejla och fraga ’email
and ask’ falls into the same category as ringa och
fraga ’call and ask’ or telegrafera och skicka ’to
telegraph and send a message’. Further down
the list we find the Swedish words for emailing,
googling, commenting, and blogging, i.e., new
forms of communication. We also find more lexi-
calized verb coordinations such as: ramla och sld
(sig) ’to fall and hurt oneself’, vinda och ga ’to
turn around and go’.

Similar analysis on the fiction data set did not
change the ranking substantially, probably due to
it being a smaller data set, possibly because the
language use is more formal and less spoken-like
than in blogs. This hypothesis remains to be fur-
ther investigated.

Since the data sets are small, it is important to
note that our results are indicative rather than con-
clusive. When building the labeled data set we
aimed at including well-known SPCs, as described
in the reference literature, into our data. To re-
duce the bias of the frequency of V| in the data set,
we added verb coordinations where V; both occurs
in SPCs and non-SPCs. E.g., both SPCs such as
sitta och titta ’sit and look’” and non-SPCs such as
sitta och ligga ’sit and lie down’ are included in
our training data to reduce this bias. We also ran-
domly sampled verb coordinations while exclud-
ing the V; occuring in known SPCs. A more fair
sample could be created, and will be created in fu-
ture work, by sampling the negative examples ac-
cording to the frequency distributions of V; and V,
for the SPCs.
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Precision Recall Class

0.853 0.797 SPC

0.843 0.888 Non-SPC
0.847 0.847  Weighted avg

Table 7: Cross validation results for the blog data
set without the spread feature.

Precision Recall Class

0.729 0.822 SPC

0.821 0.715 Non-SPC
0.772 0.767  Weighted avg

Table 8: Cross validation results for the fiction
data set without the spread feature.

5 Conclusion and future work

We presented a case study on supervised classifi-
cation of Swedish pseudo-coordination. The clas-
sification results with F1 measures of 0.9 based
on two separate data set indicate that it is possible
to automatically separate known SPCs from other
verb coordinations. When applying the classifiers
on unknown verb coordinations, we found that
quite a few interesting verb coordinations could
be captured semi-automatically using a simple dis-
covery procedure. However, when evaluating the
result manually, it became clear that many verb co-
ordinations had as many positive as negative SPC
instances, which suggests that individual instances
often cannot be estimated using general tenden-
cies. Therefore, our next step is to explore how to
do the classification on the instance-level instead
of the type-level, like we do here.

Instance-level judgments will be important for
the future research that we have planned, which



Verb pair First verb Conf. #pairs Pairs

go and camp aka 1.0 120 [campa, bestilla, bidra,...]
wake and see* vakna 1.0 63 [se, leva, ligga, ...]

stay and eat stanna 1.0 65 [kika, stdda, séga,...]

pack and prepare packa 1.0 19 [forbereda, vinta, aka, ...]

eat and listen dta 1.0 35 [lyssna, fixa, titta, ...]

fall and break* ramla 1.0 9 [bryta, sla, skrapa, skada, skylla, ...]
go and check dra 1.0 47 [kolla, storhandla, gymma, ...]
nod and say* nicka 1.0 4 [sdga, se, komma, ...]

go and eat fara 1.0 30 [kika, fixa, fika, ...]

google and find googla 1.0 9 [titta, hitta, uppticka, ...]

mail and ask maila 1.0 13 [vilja, tipsa, fraga, ...]

stand and wait stog 1.0 7 [vénta, titta, kolla ...]
comment and share* kommentera 0 14 [dela, motivera, fraga, ...]
mail and tell mejla 1.0 7 [beritta, sdga, kolla, ...]

text message and ask  messa 0.9 6 [vilja, undra, séga, ...]

talk and decide* prata 0.9 25 [bestimma, rikna, latsas, ....]

Table 9: An extract of highly ranked verb coordinations in the blog data set, without the spread feature.
Verb coordinations in bold have a strong tendency to be SPCs. * marks interesting verb coordinations

from class 1, 2 or 4.

is to investigate how to capture constructional
change of SPCs by introducing a temporal dimen-
sion to the classification. If successful in this
task, we will continue by investigating if we can
construct a classifier that captures constructional
change in general, e.g., by trying to target con-
structions that in some ways are similar to SPCs.
An interesting question in this context becomes:
given that we do not know anything at all about
the existence and/or emergence of a class of SPC,
is there a way to discover them?

When adding a temporal dimension, the most
interesting cases are the ambiguous ones, together
with the SPC-likeness of other complex predicate
constructions, which may represent an ongoing
change, e.g., a grammaticalization in a contin-
uum starting from ordinary verb coordination to
auxiliary-like SPCs.
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Abstract

We describe the creation of a new Dan-
ish resource for automated coarse-grained
word sense disambiguation of running text
(supersense tagging, SST). Based on cor-
pus evidence we expand the sense inven-
tory to incorporate new lexical classes.
We add tags for verbal satellites like col-
locates, particles and reflexive pronouns,
to give account for the satellite-framing
properties of Danish. Finally, we evaluate
the quality of our expanded sense inven-
tory in terms of variation in F; on a state-
of-the-art SST system. The SST systems
uses type constraints and achieves perfor-
mance just under the upper bound of inter-
annotator agreement. The initial release is
a 1,500-sentence corpus covering six gen-
res, made available under an open-source
license.!

1 Introduction

Supersense tagging is a coarse-grained word sense
disambiguation task, which bases its sense inven-
tory on the top level of Princeton Wordnet (Fell-
baum, 1998), taken from lexicographer files. A
supersense is more general than a synset, group-
ing many related sense distinctions together, while
keeping important semantic distinctions. The
smaller number of supersenses (comparable to the
size of a typical POS tag set) makes it possible for
state-of-the-art taggers to be trained on datasets of
moderate size.

Supersense tagging is similar to Named Entity
Recognition (NER) in that the labels are com-
prised within spans of one or more tokens. NER,
however, only recognizes a handful of entity types

IThe data is available at clarin.dk under Danish Super-
sense Corpus

and does not extend beyond nouns, while super-
senses may be defined for all part of speech and
permit more granular semantic distinctions.

While coarse-grained semantic types find use
in a range of applications, such as information
retrieval, question answering (QA), and relation
extraction, one of the main intended uses of the
annotated corpus is building a semantic concor-
dancer in the style of SemCor (Miller et al., 1994).

We base our annotation effort on the set of su-
persenses derived from Princeton Wordnet, which
makes our annotations interoperable across many
languages through the already existing linkings
to Princeton Wordnet. However, we found sev-
eral cases where the Princeton supersenses made
overly broad distinctions that caused large groups
of lexemes to be grouped together (e.g. buildings
and vehicles falling under the ARTIFACT class).

The original sense inventory comprises a total
of 41 senses, spread over 26 noun senses, and
15 verb senses, plus a single “catch-all” sense
for adjectives, which is grammatically rather than
semantically motivated. Based on lexical data
from the corpus-based Danish wordnet (Peder-
sen et al., 2009), we introduce seven new noun
senses, two verb senses, and four adjective senses.
A complete listing is shown in Table 3. Impor-
tantly, these additions do not break compatibility
with supersenses, because the extended senses add
more granularity to existing senses. An additional
sense can thus always be unambiguously mapped
to an original sense. For instance, a DISEASE is a
STATE. Details about the newly introduced senses
are given in Section 2.

After an annotation task, we experiment with
SST in order to gauge the quality of automatic su-
persenses annotations for the aforementioned se-
mantic concordancer.
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2 Extended sense inventory

The current standard supersense inventory is the
list of WordNet lexicographer files.” However, the
Danish wordnet (DanNet) is not organized in the
WordNet lexicographer files. Instead, each synset
in DanNet is described by an an ontological type,
namely an array of ontological properties that we
have mapped to the standard and new supersenses.
Table 2 provides three examples of such mapping.

Ontological type Supersense

Property+Physical+Colour
Liquid+Natural
Dynamic+Agentive+Mental

ADJ.PHYSICAL
NOUN.SUBSTANCE
VERB.COGNITION

Table 1: Ontological type to supersense projec-
tion.

The standard set of noun supersenses expresses
very general lexical semantic properties such
as state, event, animal, person, and cognition.
We extend the standard set with a few more
fine-grained types, translating DanNet ontological
types to supersenses. The new noun supersenses
are BUILDING, CONTAINER, VEHICLE, DISEASE,
ABSTRACT, and DOMAIN (for fields of expertise
like philosophy). The noun senses COGNITION
and COMMUNICATION cover processes as well as
contents, and might result in low-agreement anno-
tations. We have added the ABSTRACT and DO-
MAIN specified senses for COGNITION, and dis-
regarded extending COMMUNICATION—although
it could potentially be extended into a supersense
for linguistic units like word or speech, and an-
other one for semiotic artifacts like book or titles
like Crime and Punishment
For verbs, we choose to extend the set with the
supersense PHENOMENON in order to cover gen-
eral verb event senses like happen, in line with the
corresponding ones for noun senses in the stan-
dard set (covering noun events and noun natural
phenomena). Verbs of natural events are, in our
annotation experience, only covered partly by the
standard supersense WEATHER.

For adjectives, we introduce four supersenses:
one PHYSICAL (green, tall, hard), one MENTAL
(jealous, sensible, clever), one SOCIAL (demo-
cratic, Arabic, economical), and finally one for
TIME (early, contemporary), which includes in-
tensional adjectives like former.

Zhttp://wordnet.princeton.edu/man/lexnames.5WN.html

New category Subsumed by

Noun
VEHICLE
BUILDING
CONTAINER
DOMAIN
ABSTRACT
INSTITUTION

ARTIFACT

} COGNITION
} GROUP
DISEASE

Verb
ASPECTUAL
PHENOMENON

Adj
MENTAL
PHYSICAL
SocCIiAL
TIME

} STATE

} STATIVE
} CHANGE

ALL

Sat

CoLL
PARTICLE
REFLPRON

-none-

Table 2: Extensions to the sense inventory.

Danish is a typical satellite-framing language in
Talmy’s (1985) terms, because the verb in combi-
nation with a satellite (such as a particle) typically
expresses a composite and often non-transparent
meaning. To give account for verb-headed collo-
cations, phrasal verbs, and reflexive verbs, which
often occur as discontinuous constituents in run-
ning text, we have introduced three verb-satellite
tags: COLL, PARTICLE, and REFLPRON. These are
rather to be understood as morphosyntactic tags
indicating that the given satellite contribute to the
composite meaning of the verb in question.

In other words, these three tags are interpreted
in combination with the verb introducing them, as
in han slog ordet op i ordbogen (lit. ‘he hit the
word up in the dictionary’) meaning ‘he looked up
the word in the dictionary’, and as in han satte ham
pa plads (lit: ‘he put him in place’) meaning ‘he
corrected him harshly’.

Tagging of satellites allows for a composite
semantic intrepretation of the verb-headed mul-
tiword expressions, interpreting thus the collo-
cation sette pd plads as communication and
not as motion, which the verb sette (‘put’)
would indicate in isolation.  This interpreta-
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Domain SL tfyl;% Sentences
Blog 16.44 2.95 100
Chat 14.61 3.70 200
Forum 20.51 3.85 200
Magazine 1945 2.95 200
Newswire 17.43 3.28 600
Parliament 31.21 5.00 200

Table 4: Supersense tagging data sets.

tion is annotated in the corpus in the follow-
ing way: han satte(VERB.COMMUNICATION) ham
pa(CoLL) plads(COLL).

3 Annotation process

This section the describes the annotation task for
supersenses, including detailes on corpus, guide-
lines and resulting agreement scores. For further
information, cf. Olsen et al. (2015).

3.1 Corpus

We have chosen to annotate from the Danish
CLARIN Reference Corpus (Asmussen and Hal-
skov, 2012), which consists of newspapers, maga-
zines, oral debates, blogs, and social media.’

Table 4 lists the amount of training data (1,500
sentences in total) currently annotated for each do-
main. We describe each domain in terms of its
average sentence length (SL) and proportion of to-
kens per type, namely the average amount of rep-
etitions for a certain type.

The final release will be made up of 600 sen-
tences from all of the domains in Table 4, plus the
test section of the Danish Dependency Treebank
(Buch-Kromann et al., 2003).

All the data has been POS-tagged using the
Stanford POS-tagger (Toutanova et al., 2003)
trained on the Danish PAROLE corpus.* Note
that we strictly use predicted POS instead of gold-
standard to provide a more realistic setup for the
evaluation of our system in Section 5.

3.2 Annotation guidelines

Sense inventory The guidelines for the super-
sense annotation comprise the list of supersenses
provided with an explanation and examples for
each supersense.

3http://cst. ku.dk/Workshop311012/sprogtekno2012.pdf
“http://korpus.dsl.dk/e-resurser/paroledoc_en.pdf

Application rules The second part of the guide-
lines consists of a set of more specific rules for
each part of speech. The rules for nouns con-
cern the delimitation of units to be annotated,
how to treat multiword units (e.g. names of peo-
ple, places,or book titles), compounds, figurative
senses and metaphors, but also clarifications of
how to interpret some of the supersenses that are
closely related.

The rules for adjectives treat the language-
specific issues of determining when a word is a
participle, an adverb or an adjective, and how to
annotate it in the later case. The rules for verbs
concern the identification of grammatical phenom-
ena like auxiliary verbs, and modal verbs—which
are not annotated, because we only assign a super-
sense to the main lexical verb, e.g. in construc-
tions like “would have found” only found would
be annotated—, and the identification of words
that participate in verb-satellite constructions.

Decision trees The sense inventory and the ap-
plication rules are vertebrated into three (one per
main part of speech) decision trees, that illustrate
the ontological structure of the supersenses to use
in case of sense subsumption like ARTIFACT vs.
VEHICLE or CHANGE vs. PHENOMENON.

3.3 Sense distribution

Figure 1 shows the distribution of tags across all
the parts of speech in absolute frequency. The plot
is divided in high and low-frequency bands. All
the new adjective supersenses appear in the high-
frequency band. The senses NOUN.BUILDING
and NOUN.VEHICLE fall respectively in the high
and low band. As regards the verbal satellites,
SAT.COLL is ranked 12.

Sense distributions vary across domains. Fig-
ure 2 shows the variation of frequency for four su-
persenses in all domains. While NOUN.PERSON
is the overall most frequent sense for nouns, it is
not in Forum (where the most frequent noun sense
is NOUN.COMMUNICATION), while Magazine—
being made up of tabloid text, where the life
of celebrities is discussed—is made of 10% of
person-type nouns.

3.4 Agreement

Each sentence in our dataset has been annotated
by two of the four native annotators with a back-
ground in linguistics, and reviewed by one of the
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ADJ.ALL
ADJ.MENTAL
ADJ.PHYS
ADJ.SOCIAL
ADJ.TIME
NOUN.TOPS
NOUN.ABSTRACT
NOUN.ACT
NOUN.ANIMAL
NOUN.ARTIFACT
NOUN.ATTRIBUTE
NOUN.BODY
NOUN.BUILDING
NOUN.COGNITION
NOUN.COMMUNICATION
NOUN.CONTAINER
NOUN.DISEASE
NOUN.DOMAIN
NOUN.FEELING

NOUN.FOOD
NOUN.GROUP
NOUN.INSTITUTION
NOUN.LOCATION
NOUN.MOTIVE
NOUN.OBJECT
NOUN.PERSON
NOUN.PHENOMENON
NOUN.PLANT
NOUN.POSSESSION
NOUN.PROCESS
NOUN.QUANTITY
NOUN.RELATION
NOUN.SHAPE
NOUN.STATE
NOUN.SUBSTANCE
NOUN.TIME
NOUN.VEHICLE
SAT.COLL

SAT.PARTICLE
SAT.RELFPRON
VERB.ACT
VERB.ASPECTUAL
VERB.BODY
VERB.CHANGE
VERB.COGNITION
VERB.COMMUNICATION
VERB.COMPETITION
VERB.CONSUMPTION
VERB.CONTACT
VERB.CREATION
VERB.EMOTION
VERB.MOTION
VERB.PERCEPTION
VERB.PHENOMENON
VERB.POSSESSION
VERB.SOCIAL
VERB.STATIVE

Table 3: Sense inventory with new senses introduced in this article marked in bold.
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Figure 1: Distribution of senses in the high and
low-frequency bands.

two adjudicators. We use WebAnno (Yimam et al.,
2013) as annotation environment.

We calculate inter-annotator agreement using
Cohen’s k. A first batch of documents were anno-
tated by two of the annotators and later reviewed
by one of the adjudicators. The agreement in
the first documents was between 0.52 and 0.57.
The causes of disagreement were principally ver-
bal collocates, particle verbs and multiword units.

After discussion and refinement of the annota-
tion guidelines, the agreement increased to 0.63.
We also tested the agreement between adjudicators
using the revised guidelines. The two adjudicators
reached a x of 0.7 on a 200-sentence sample. The
remaining disagreement is mostly due to varying
interpretations of the sentences (taken out of con-
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Figure 2: Variation of sense frequency across do-
mains.

text) and to the delimitation of some of the abstract
supersenses that overlap in some ways.

Figure 3 provides plots that illustrate the dis-
agreement patterns between the annotators. Each
row stands for the overall probability of any an-
notator assigning the sense listed. The size of the
boxes indicate the probability that another annota-
tor might have chosen another sense for the same
word. We have calculated these probabilities on a
200-sentence sample from the Newswire domain.

Rows are sorted after the size of the diago-
nal value, and values in the diagonal indicate the
proportion of agreement between two annotators
for any given sense. Rows with many large,
spread boxes indicate low-agreement senses. The
sense NOUN.GROUP, for instance, has a smaller
value in the diagonal than in the column for
NOUN.QUANTITY. This difference indicates that
these two senses are very often disagreeed upon,
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and that there is little agreement on when to as-
sign the sense NOUN.GROUP. Other senses, like
NOUN.FOOD have perfect or near-perfect agree-
ment.
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Figure 3: Disagreement plots for nouns and verbs.

We observe that there are some nouns with very
good agreement, while there is much less general
agreement on verb senses. The sense VERB.ACT
has indeed a chance for being annotated with any
other verb sense by the another annotator.

To compensate for the disagreement during the
annotation step, there is an adjudication step. The
following examples show cases of disagreement
when annotating with our sense inventory. The
word where annotators incur in disagreement is in
italics, the two conflicting senses appear in brack-
ets, with the adjudicated sense underlined.

(1) Findes der ikke et eneste stykke pa-
pir  [ARTIFACT/COMMUNICATION] i

Vatikanets kaldre om alt det?
“Isn’t there a single piece of paper in the
Vatican’s basements about all of this?”

(2) Sa giver I bare fremmede frg mulighed for
at spire [CHANGE/PHENOMENON].
“Then you are giving foreign seeds a
chance to sprout.”

(3) Togtrafikken mellem Vejle og Arhus var
i gar lammet [PHYS/SOCIAL] i flere timer
efter en personpakgrsel ved Horsens.
“The train traffic between Vejle and Arhus
was paralyzed yesterday for several hours
after a human collision arounds Horsens.”

(4) Thi fgrst  brgd han igennem

[COLL/PARTICLE] til det store pub-
likum med den pa mange mader uhyre
vellykkede fimatisering af Umberto Ecos
“Rosens Navn”.
“Because of this, he broke through to the
major audience with the, in many ways
monstrously accomplished, filmatization
of Umberto Eco’s “Name of the Rose”.”

4 SST model

The labels in supersense tagging are spans
(defined using BIO notation) like Hans/B-
noun.person Hansen/noun.person.  Supersense
tagging is typically cast as a sequential problem
like POS tagging. However, the class distribution
is more skewed than for POS tagging, given that
in SST all the words that do not receive a super-
sense receive the outside-of-entity tag O. We use
the feature model of Johannsen et al. (2014). For
each word w, we calculate the following:

1. The 2-token window of forms, lemmas and
POS tags around w, including w.

2. 2-token window of forms, lemmas and POS
tags around w, including w.

3. The 2-token window of forms, lemmas and
POS tags around w, including w.

4. Bag of words of forms and lemmas at the
left and right of w, marked for directionality
so words at the left are different from words
at the right.

5. Morphology of w, whether it is all alphanu-
meric, capitalized, contains hyphens, and its
3-letter prefix and suffix.

6. Brown cluster that w belongs to. We gen-
erate the 2-,4,6,8,10 and 12-bits long prefix
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of the cluster bitstring from clusters from the
ClarinDK corpus.’

7. Embeddings of w and its 2-word window
context ©, using 100-dimension vectors, 5-
word window sampling and 10-word nega-
tive sampling from the ClarinDK corpus. We
calculate the weighted average of w and its
four surrounding words, where w is weighted
twice. For the five different embedding vec-
tors, we also calculate the dimension-wise
maximum and minimum. These three opera-
tions yield a total of 300 real-valued features.
Moreover, we calculate the cosine similarity
between w and its four context words.

The sequence-prediction algorithm for the system
is on SEARN, search-based classification, with
two passes over the data (Daumé et al., 2009).”

4.1 Type constraints

We implement distant supervision by only allow-
ing a system to predict a certain supersense s for
a given lemmatized word w with part of speech p
with the following criteria:

1. If (w,s) has been observed in the training
data, s is an allowed sense.

2. If (w) is not in the training data, but (w, p) ap-
pears in DanNet, we allow the most frequent
sense for (w, p).

3. If w does neither appear in the training data
or in DanNet, we make no assumptions and
allow any sense to be assigned by the classi-
fier.

We refer to this distant-supervision strategy as
type constraints. Since SEARN decomposes se-
quential labelling into a series of binary classifi-
cations, we constrain the labels by simply picking
the top-scoring sense for each token from the al-
lowed set of senses.

5 Evaluation

In this section we evaluate the performance of the
supersense tagging system (SST) against the MFS
(most-frequent sense baseline). All our systems
have been evaluated on 5-fold cross-validation on

SWe use Liang’s implementation https://github.
com/percyliang/brown-cluster

%We use Word2Vec https://code.google.com/p/
word2vec

7SEARN in Vowpal Wabbit https://github.com/
JohnLangford/vowpal_wabbit

randomly shuffled sentences. All results are ex-
pressed in terms of micro-averaged F,-score.

We have trained and test the data using two vari-
ants of the training data: one where the verbal
satellites where removed from the annotation re-
placing them with the O tag, and another where
the annotations were kept intact. We evaluate only
on the set of lexical supersenses (adjectives, nouns
and verbs). The goal of this comparison is to es-
tablish whether adding the verb-satellite tags pe-
nalizes the performance of the system.

5.1 MFS baseline

For most word sense disambiguation studies, pre-
dicting the most frequent sense (MFS) of a word
has been proven to be a strong baseline. Follow-
ing this, our MFS baseline simply predicts the su-
persense for (w, p) in a manner similar to the one
used to implement type constraints (Section 4.1),
namely by calculating MFS from the training data
and backing off to the value in DanNet if the word
is not present in the training data. If a word is
not present in either, it receives the most frequent
sense for its part of speech.

5.2 System performace

Table 5 provides the micro-averaged F; for the
SST system. The SEARN column reflects the
classifier output before type contraints are applied,
and +Constraints is the resulting F after applying
the type contraints described in 4.1.

MFS SEARN +Constraints
SST 3296 5201 60.51

Table 5: F; scores for SST system.

The F; score between the two variants of the
training data does not change, regardless of the
presence of the verb-satellite tags. Thus, we con-
sider that is viable to mantain the annotation of the
verb satellites. Table 5 shows the micro-averaged
Fj score for the SST system with and without type
contraints, and compared against the MFS base-
line, using all the sense inventory (all the lexical
senses and the verb satellites).

We have experimented with feature ablation,
but the best final system contains the full feature
set. In particular, embedding features provide an
improvement of around 4.0 in Fj.

8We have used the conlleval.pl script from the NER
shared tasks
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5.3 Constraint contribution

Applying type constraints contributes greatly to
the performance of the system. Indeed, the +Con-
straints system has an F] score just below the
expected maximum performance, namely the x
agreement coefficient of the data (0.63).

SEARN +Constraints

piker Fi) 0.74 0.27
p(tokens, Fy) 0.81 0.40

Table 6: Correlation scores for SST before and af-
ter applying type constraints.

Table 6 shows the Spearman’s p between the F}
of each individual supersense and its token-type
ratio and number of tokens respectively, for both
the SEARN and the +Constraints system. We ob-
serve that, before any constraint is applied, perfor-
mance is highly correlated with token-type ratio,
but even more so with the number of tokens.

DanNet
0.34

Train+DanNet

0.16

Train

0.49

Table 7: OOV rates for training data and DanNet.

Applying type contraints effective decorrelates
the performance of the individual supersenses
from the bias of the SST classifier. However,
the correlation with the number of tokens remains
higher, as it is also correlated with the coverage in
DanNet for a certain supersense. That is, a high-
frequency sense like NOUN.PERSON will contain
more high-frequency words that will be covered
in a wordnet (e.g. person, child, sailor).

5.4 POS-wise evaluation

This section provides tagwise evaluation in terms
of precision (P), recall (R), and F;. In addition,
we provide the number of tokens (absolute fre-
quency), the number of types, the token-type ratio
for each supersense tag in tables 8, 10, 9 and 11.

tokens

Supersense P R F types  tokens types
ADJ.ALL 59.8 62.1 609 246 341 1.39
ADJ.MENTAL 583 441 502 79 100 1.27
ADJ.PHYSICAL 56.5 463 509 98 138 141
ADJ.SOCIAL 68.8 694 69.1 92 114 1.24
ADJ.TIME 80.2 835 81.8 56 166  2.96

Table 8: Performance for adjectives.

Overall, the prediction of adjective supersenses
fares fairly well, however ADJ.ALL makes up a
30% of the annotated adjectives senses, which is
too large for a back-off sense. Also, ADJ.ALL is
a low-agreement supersense tag. A further refine-
ment of the annotation guidelines or an inclusion
on an additional supersense—provided that we
identify some internal semantic consistency—can
reduce the amount of words labeled as ADJ.ALL.

Supersense P R R types  tokens 1?)}?;5
VERB.ACT 42,6 527 47.1 197 283 1.44
VERB.CHANGE 464 342 394 84 123 1.46
VERB.COGNITION 67.7 59.0 63.1 156 317 2.03
VERB.COMMUNICATION 755 727 74.1 158 323 2.04
VERB.CONSUMPTION 1000 7.1 133 7 11 1.57
VERB.EMOTION 51.8 40.0 451 55 104 1.89
VERB.MOTION 39.8 485 437 76 114 1.5
VERB.PERCEPTION 474 514 493 25 61 244
VERB.PHENOMENON 393 342 365 75 103 1.37
VERB.POSSESSION 548 423 477 62 143 231
VERB.STATIVE 792 843 817 122 884 725

Table 9: Performance for the 10 most frequent
verbs senses.

Overall performance for verbs is worse than for
nouns. Even though there are fewer verbal senses,
verbs are more difficult to annotate, as shown by
the verb disagreement plot in Figure 3.

tokens

Supersense P R F types  tokens types
NOUN.ABSTRACT 37.23 3431 3571 141 170 1.21
NOUN.ACT 569 6134 59.03 189 233 1.23
NOUN.ARTIFACT 4556  39.81 4249 259 316 1.22
NOUN.COGNITION 4944 5361 5145 112 141 1.26
NOUN.COMMUNICATION  41.24 5249 46.19 399 618 1.55
NOUN.EVENT 4321 2941 35.0 107 128 1.2
NOUN.INSTITUTION 51.69 46.15 48.76 235 292 1.24
NOUN.LOCATION 67.37 70.09 68.7 130 155 1.19
NOUN.PERSON 66.72 75.04 70.64 579 795 1.37
NOUN.TIME 83.92 8473 8432 163 373 229

Table 10: Performance for the 10 most frequent
noun senses.

The sense COMMUNICATION is the second most
frequent noun sense, yet it fares much worse than
that first sense, namely PERSON. Even though
COMMUNICATION has lower support, its token-
type ratio is higher than the one for PERSON,
which should increase F;. However, PERSON has a
subset of well-defined proper names that are easy
to identify automatically given features like capi-
talization.

For NOUN.COMMUNICATION, out of its 323
examples, 10% of them are hapaxes. The
VERB.STATIVE class, however, with a 884 exam-
ples, is constituted by forms of the verb vere (to
be) in 76%. The low variety of lexical elements
makes it an easy-to-predict sense, and yields an F}
of 78.39, which is very high for word-sense dis-
ambiguation tasks. The three verbal satellites fare
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very differently from each other. The most com-
mon tag, COLL, has a very low F; (14.35). Be-
sides the already commented factors of number
of tokens and token-type ratio, the predictability
of these senses is also determined by how many
different POS tags they can be applied to: RE-
FLPRON is only for pronouns, PARTICLE encom-
passes prepositions and adverbs, whereas COLL
can also contain nouns, verbs, and adjectives.

Supersense P R F types  tokens lg/k%
NOUN.ABSTRACT 372 343 357 141 170 1.21
NOUN.ARTIFACT 45.6 39.8 425 259 316 1.20
NOUN.BUILDING 479 370 417 58 67 1.15
NOUN.CONTAINER 91.7 647 759 12 16 133
NOUN.DISEASE 733 550 629 14 17 122
NOUN.DOMAIN 633 288 39.6 49 62 1.27
NOUN.INSTITUTION 51.7 462 488 235 292 1.25
NOUN.VEHICLE 539 333 412 20 22 1.10
VERB.ASPECTUAL 778 32,6 459 27 39 145
VERB.PHENOMENON 393 342 36.5 75 103 1.37
SAT.COLL 379 77 128 120 316 2.63
SAT.PARTICLE 59.4 479 53.0 34 165 4.76
SAT.REFLPRON 69.6 764 729 4 13 322

Table 11: Performance for extended noun and verb
supersenses, and satellites.

6 Related work

There has been relatively little previous work on
supersense tagging, and it has mostly been lim-
ited to English newswire and literature (namely
running on SemCor and SensEval data).” Nev-
ertheless, the interest in applying word-sense dis-
ambiguation techniques to reduced, coarser sense
inventories has been a topic since the develop-
ment of the first wordnets (Peters et al., 1998).
Kohomban and Lee (2005) and Kohomban and
Lee (2007) also propose to use lexicographer file
identifers from Princeton WordNet senses (super-
senses) and, in addition, discuss how to retrieve
fine-grained senses from those predictions.

The task of supersense tagging was first intro-
duced by Ciaramita and Altun (2006), who used
a structured perceptron trained and evaluated on
SEMCOR via 5-fold cross validation. Johannsen
et al. (2014) extend the SST approach to the Twit-
ter domain, and include the usage of word embed-
dings in their feature representation.

Supersenses have been used as features in vari-
ous tasks, such as preposition sense disambigua-
tion, noun compound interpretation, metaphor de-
tection and relation extraction (Ye and Baldwin,
2007; Tratz and Hovy, 2010; Tsvetkov et al., 2013;

9http://web.eecs.umich.edu/ mihalcea/senseval/senseval3/

S@gaard et al., 2015). Schneider et al. (2012) an-
notated supersenses on Arabic Wikipedia articles .
Princeton WordNet only provides a fully de-
veloped taxonomy of supersenses for verbs and
nouns. Tsvetkov et al. (2014) propose an exten-
sion for adjectives, along the lines of the adjective
sense of the German wordnet(Hamp and Feldweg,
1997).

To the best of our knowledge, the current work
is the first SST approach to Danish, which also
extends to less canonical, characteristically web-
based text types like chats or fora.

7 Conclusions

We have presented a resource for SST that in-
cludes an extension of the English supersense in-
ventory that can be used for any language, plus
three additional tags that give account for char-
acteristics of the syntax-semantics interface of a
satellite-framing language like Danish.

We have conducted an annotation task on 1,500
sentences, reaching 0.63 x score after refining the
annotation guidelines. After annotation, the super-
senses in our data has been adjudicated to resolve
systematic disagreements. Later, we have trained
an SST model that we have evaluated before and
after applying type constraints. Our best system
reaches a micro-averaged F; of 60.51, which is
very close to the theoretical maximum of predic-
tion performance set by the agreement score. This
leads us to conclude that the system is mature
enough to be used productively when the annota-
tion process has finished.

Nevertheless, the performance is not even
across all supersenses.  Some of the high-
frequency, low-variation supersenses show very
high scores (above 81%), while other infrequent
senses with a lot of variation or low agreement
show lower scores. Some frequent senses like
NOUN.COMMUNICATION might benefit from ex-
tension.

To the best of our knowledge , this article
represents the first attempt to incorporate verb-
satellite annotation in sense annotation to give
account for verb-headed multiword expressions,
which present more practical and theoretical diffi-
culties than the span annotation for nominal mul-
tiwords typical of NER.
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Abstract

This paper discusses methodological
strengths and shortcomings of the
Constraint Grammar paradigm (CGQG),
showing how the classical CG formalism
can be extended to achieve greater
expressive power and how it can be
enhanced and hybridized with techniques
from other parsing paradigms. We present
a new, largely theory-independent CG
framework and rule compiler (CG-3), that
allows the linguist to write CG rules
incorporating different types of linguistic
information and methodology from a wide
range of parsing approaches, covering not
only CG's native topological technique,
but also dependency grammar, phrase
structure  grammar and  unification
grammar. In addition, we allow the
integration of statistical-numerical
constraints and non-discrete tag and string
sets.

1 Introduction

Within Computational Linguistics, Constraint
Grammar (CG) is more a methodological than a
descriptive paradigm, designed for the robust
parsing of running text (Karlsson et al., 1995).
The formalism provides a framework for

expressing contextual linguistic constraints
allowing the grammarian to assign or
disambiguate  token-based, = morphosyntactic

readings. However, CG's primary concern is not
the tag inventory itself, or the underlying
linguistic theory of the categories and structures
used, but rather the efficiency and accuracy of the
method used to achieve a given linguistic
annotation. Conceptually, a Constraint Grammar
can be seen as a declarative whole of contextual
possibilities and impossibilities for a language or

Tino Didriksen
GrammarSoft ApS
tino@didriksen.cc

genre, but in programming terms, it is
implemented procedurally as a set of
consecutively iterated rules that add, remove or
select tag-encoded information. In its classical
form (Karlsson, 1990; Karlsson et al., 1995),
Constraint Grammar relies on a morphological
analyzer providing so-called cohorts of possible
readings for a given word, and uses constraints
that are largely topological' in nature, for both
part-of-speech disambiguation and the
assignment of syntactic function tags. (a-c)
provide examples for close context (a) and wide
context (b) POS rules, and syntactic mapping (c).

(a) REMOVE VFIN IF (0 N) (-1 ART OR
<poss> OR GEN); remove a finite verb reading
if self (0) can also be a noun (N), and if there is
an article (ART), possessive (<poss>) or
genitive (GEN) 1 position left (-1).

(b)  SELECT VFIN IF (NOT *1 VFIN) (*-1C
CLB-WORD BARRIER VFIN); select a finite
verb reading, if there is no other finite verb
candidate (VFIN) to the right (*1), and if there
is an unambiguous (C) clause boundary word
(CLB-WORD) somewhere to the left (*-1), with
no (BARRIER) finite verb in between.

(¢c) MAP (@SUBJ) TARGET N (*-1 >>>
BARRIER NON-PRE-N) (1C VFIN) ; map a
subject reading (@SUBJ) on noun (N) targets if
there is a sentence-boundary (>>>) left
without non-prenominals (NON-PRE-N) in
between, and an unambiguous (C) finite verb
(VFIN) immediately to the right (1C).

As can be seen from the examples, the original
formalism refers only to the linear order of
tokens, with absolute (>>>) or relative fields

With "topological" we mean that grammar rules
refer to relative, left/right-pointing token positions
(or word fields), e.g. -2 = 2 tokens to the left, *1
= anywhere to the right.
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counting tokens left (-) or right (+) from a
zero/target position in the sentence. Though in
principle a methodological limitation, this
topological approach also has descriptive "side
effects": For instance, it supports local syntactic
function tags (such as the @SUBJ tag on the head
noun of an NP), but it does not easily lend itself
to structural-relational ~ annotation. Thus,
dependency relations or constituent brackets can
neither be created or referred to by purely
topological CG rules®. Even chunking constraints,
though topologically more manageable than tree
structures, have to be expressed in an indirect
way (cp. the NON-PRE-N barrier condition in
example rule (c), and syntactic phrases cannot be
addressed as wholes, let alone subjected to
rewriting rules.

A second design limitation in classical CG
concerns the expression of vague, probabilistic
truths about language. Thus, the formalism does
not allow numerical tags or numerical feature-
value pairs, and while many current main stream
NLP tools are based on probabilistic methods and
machine learning, classical CG is entirely rule-
based, and the only way to integrate likelihoods is
through lexical "Rare" tags or by ordering rules in
batches with more heuristic rules applying last.

Third, classical CG tags and tokens are discrete
units and are handled as string constants. While
this design option facilitated efficient processing
and even FST methods, it also limited the
linguist, who was not allowed to use regular
expressions, feature variables or unification.
Another aspect of discreteness concerns
tokenization: Classical CG regarded token form,
number and order as fixed, so the formalism had
difficulty in accommodating, for instance, the
rule-based creation of a (fused) named-entitity
token, the insertion or removal of tokens in spell
and grammar checking, or the reordering of
tokens needed for machine translation.

Finally, when classical CG was designed, it
had isolated sentences in mind. Though rule
scope can be arbitrarily defined by a "window"
delimiter set, and though "global" window rules
clearly surpass the scope of HMM n-grams, it

was not possible to span several windows at a
2 As a work-around, attachment direction markers
(arrows) were introduced in the syntactic function
tags, such as @>N or @N> for pre-nominal and
@N< or @<N for post-nominal NP-material.

time or to link referents across sentence, nor was
it possible to contextually trigger genre variables
or in other ways to make a grammar interact with
a given text type. Descriptively, this limitation
meant that CG as such could not be used for
higher-level annotation such as anaphora or
discourse relations, and that grammars were
agnostic of genre and task types.

Following Karlsson's original proposal, two
standards for CG rule compilers emerged in the
late 90'ies. The first, CG-1, was used by
Karlsson's team at Helsinki University and
commercially by the spin-off company LingSoft
for English (ENGCG), Swedish and German
(GERCQG) taggers, as well as for applied products
such as Scandinavian grammar checkers (Arppe,
2000; Birn, 2000 for Swedish, Hagen et al., 2001
for Norwegian). The second compiler, CG-2, was
programmed and distributed by Pasi Tapainen
(1996), who made several notational
improvements® to the rule  formalisms (in
particular, regarding BARRIER conditions, SET
definitions and REPLACE operations), but left
the basic topological interpretation of constraints
unchanged. Five years later, a third company,
GrammarSoft ApS, in cooperation with the
University of Southern Denmark, launched an
open source CG compiler, vislcg, which was
backward compatible with CG-2, but also
introduced a few new features®, in particular the
SUBSTITUTE and APPEND operators designed
to allow system hybridization where input from a
probabilistic tagger could be corrected with CG
rules in preparation of a syntactic or semantic CG
stage, as implemented e.g. in the earliest version
of the French FrAG parser (Bick, 2004). Vislcg,
too, was used in spell and grammar checkers
(Bick, 2006a), but because of its open-source
environment it also marked the transition to a
wider spectrum of CG wusers and research
languages.

Tapanainen also created a very efficient compiling
and run-time interpretation algorithm for cg2,
involving fintite state transducers, as well as a
finite state dependency grammar, FDG
(Tapanainen, 1997), for his company Conexor and
its Machinese parsers.

The vislcg compiler was programmed over
several years by Martin Carlsen for VISL and
GrammarSoft. For a technical comparison of CG-
2 and vislcg, cf. http://beta.visl.sdu.dk/visl/vislcg-
doc.html .
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But though constraint grammars using the CG-
2/VISLCG compiler standard did achieve a tag
granularity and accuracy that allowed them to
support external modules for both constituent and
dependency tree generation, they remained
topological in nature and did not permit explicit
reference to linguistic relations and structure in
the formalism itself. The same is true for virtually
all related work outside the CG community itself,
where the basic idea of CG constraints has
sometimes been exploited to enhance or hybridize
HMM-style probabilistic methods (e.g. Graiia et
al.,, 2003) or combined with machine learning
(Lindberg & Eineborg, 1998; Lager, 1999), but
always in the form of (mostly close-context)
topological rather than structural-relational rules
and always with discrete tag and string constants.
It is only with the CG-3 compiler presented here,
that these and most of the other above-mentioned
design issues have been addressed in a principled
way and inside the CG formalism itself. CG-3°
(or VISL CG-3 because of its backward
compatibility with VISLCG) was developed over
a period of 6 years, where new features were
designed and implemented continually, while
existing features were tested in real-life parsing
applications. In the following sections we will
discuss the most important of these features and
compare the finished framework with other
approaches.

2 Expressive power: Relational tags

In CG all information is expressed as token-based
tags, and this is true of CG-3 relational tags, too.
Though each token can be part of any number of
relations, the individual relation is binary, linking
a from- and a to-token. Dependency annotation
can be seen as a special type of such a relation,
where each dependent (daughter, child) is
assigned exactly one head (mother, parent), but
where each head can have any number of
dependents. In CG-3, we mark dependency
relations on the daughter token with a #n->m tag,
where 'n' is the token id of the dependent, and 'm'
the token id of the head. Thus, dependency is a
tag field, just like the ".."-marked lemma field, the

For detailed technical documentation on CG-3, cf.

http://beta.visl.sdu.dk/cg3.html, for tutorials,
associated tools, parser demos and resources, see

http://visl.sdu.dk/constraint grammar.html.
Cagetories and tag abbreviations are explained at

http://visl.sdu.dk/tagset cg general.html .

upper-case POS and inflection fields or the @-
marke syntactic function field®:

Both "both" <quant> DET P @>N #1->2
companies "company" <HH> N P @SUBJ> #2->3
said "say" <speak> <mv> V IMPF @FS-STA #3->0
they "they" <clb> PERS 3P NOM @SUBIJ> #4->5
would "will" <aux> V IMPF @FS-<ACC #5->3
lauch "launch" <mv> V INF @ICL-AUX< #6->5
an "a" <indef> ART S @>N #7->9

electric "electric" <jpert> ADJ POS @>N #8->9
car "car" <Vground> N S NOM @<ACC #9->6
."."PU @PU #10->0

Instead of the "topological" left/right-pointing
position markers, CG rules with dependency
contexts can refer to three types of relations: p
(parent/head), ¢ (child/dependent) and s (sibling).

ADD (§AG) TARGET @SUBJ (p V-HUM
LINK ¢ @ ACC LINK 0 N-NON-HUM) ;

(Add an AGENT tag to a subject reading if its
parent verb is a human verb that in turn has a
child accusative object that is a non-human noun.
E.g. "BMW launched an electric car.”)

In order to add dependency annotation to ”virgin”
input, the operators SETPARENT and
SETCHILD are used together with a TO target.
Thus, for the sentence "We know for a fact that
the flat had not been used in months."

SETPARENT @FS-<ACC (*-1 (that” KS)
BARRIER CLB TO (**-1 <mv> LINK 0 V-
COGNITIVE) (NOT | @<ACC):

will link a finite object clause (underlined, marked
@FS-<ACC on 'had’) with a that-conjunction to a
main verb (<mv>) anywhere to the left (**-1) if
the latter is a cognitive verb (V-COG) and is not
followed by an ordinary direct object (@<ACC).
Both the SET-target and the TO-target can have
their own independent context conditions, and that
these can either be traditional positional contexts,
or exploit already established dependency
relations. CG-3 has a built-in check against
circularity, preventing attachments that would
create a dependency loop’. Dependency operators
can be combined with a number of options:

All of these fields can easily be converted into
xml-encoded feature-value pairs for compatibility.
The authors provide scripts for conversion into
e.g. MALT xml and TIGER xml.
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1.) * (Deep scan) allows a child- or parent-test to
continue searching along a straight line of
descendants and ancestors, respectively, until the
test condition is matched or until the end of a
relation chain is reached.

2.) C (All scan) requires a child- or sibling-
relation to match all children or all siblings,
respectively. Note that this is different from the
ordinary C (= safe) option which applies to
readings. Thus 'cC ADJ' means 'only adjectives as
children' — e.g. no articles or PP's, while 'c (¥)
LINK 0C ADJ' means 'any one daughter with an
unambiguous adjective reading'.

3.) S (Self) can be combined with c, p or s to look
at the current target as well. For example, 'c
@SUBJ LINK cS HUM' looks for a human
subject NP — where either the head noun
(@SUBJ) itself is human, or where it has a
modifier that is tagged as human.

Apart from dependency relations, we also allow
general named relations in CG-3, that can be used
for arbitrary relation types, such as secondary
dependencies between object and object
complement, anaphora (Bick, 2010), discourse
relations etc. Thus, the following establishes an
identity relation between a relative pronoun and
its noun antecedent:

SETRELATION (identity) TARGET (<rel>)
TO (*-1 N)

Where matched, this will add a relational tag on

the pronoun token: ID:n R:identity:m, where R:

specifies the relation, and n and m are token id's

for the pronoun and noun, respectively.

It is even possible to set bidirectional relations
with separate labels, to be tag-marked at both ends
of the relation arc. Thus, the example rule sets a
relation between a human noun subject and a
sense-verb object, labelling the former as
"experiencer" and the latter as "stimulus":

SETRELATIONS (experiencer) (stimulus)
TARGET N-HUM + @SUBJ TO (p V-SENSE
LINK ¢ @ACC) ;

7 Though descriptively undesirable, loops can be

explicitly allowed with the ALLOWLOOP and
NEAREST options (cf. visl.sdu.dk/cg3.html)

3 Constituent structure: Inspiration
from the generative paradigm

Because dependency syntax bases its structural
description on tokens (words), it is inherently
closer to the native CG approach than the
competing generative family of syntactic
formalisms, which operate with non-terminal
nodes and constituent brackets.

3.1 Tree transformation

Classical CG does not support constituent
brackets in any form, be it flat chunks or nested
constituents, so external modules had to be used
to create constituent trees. The oldest example
are PSGs with CG functions as terminals (Bick,
2003), used for CALL applications within the
VISL project, followed by dependency-to-
constituent tree transformation employing an
external dependency grammar (Bick, 2005; Bick,
2006b). Of course the same transformation could
be used with our new, native CG dependency
(cp. previous section), but CG-3 does offer more
direct ways to express linguistic structure in
generative terms, allowing linguists used to think
along PSG lines to directly translate generative
descriptions and constraints into the CG
formalism.

3.2 Chunking

There are at least two distinct methods in CG-3 to
perform chunking, using either (a) cohort insertion or (b)
relation-adding. For traditional, shallow chunking,
without overlaps and nesting, only about 20 rules are
needed (Bick, 2013), inserting opening (a) and closing
(b) edge marker tokens.

(a) ADDCOHORT ("<$np>" "CHUNK" NP)
BEFORE @>N OR N/PROP/PRON OR
DET/NUM/PERS - @ATTR (NOT -1 @>A OR
@>N) (NEGATE -1 ITLINK -1 @>N);

(b) ADDCOHORT ("<$/np>" "ENDCHUNK"
NP) AFTER N/PROP/PRON OR DET/NUM/PERS
- @ATTR (NOT 0 @>N) (*-1 CHUNK-NP
BARRIER CHUNK) ;

NP opening markers (a) are inserted before prenominal
noun dependents (@>N) or NP  heads
(N/PROP/PRON), accepting even determiners and
numerals if they have no attributive function (@ ATTR).
Likewise, NP closing markers (b) are inserted affer the
above NP head candidates, in the presence of the left-
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hand (*-1) NP-chunk opener. The NOT contexts in (a)
make sure that the triggering prenominal is in fact the
first element in the NP, and not preceded by an adverbial
dependent of its own, or part of a coordination. The
inserted chunk-opening and -closing tokens can then be
interpreted as labelled brackets: (np We_PRON /np)
had (np very_@>A delicious_@>N icecream_N /np)
with (np strawberries_N /np).

The second method is better suited for layered, deep
chunking, because it uses relational tags to individually
link chunk edges to each other or to the chunk head.
With full layering, this approach can create complete
xml-formated constituent trees from CG dependency-
tagged input without the need of an external converter, if
chunk brackets are expressed as xml opening/closing
markers. However, using relations to delimit topological
units such as chunks, introduces certain complexities in
the face of crossing branches and needs to specify the
"handedness" (left/right) and "outermostness" of
dependency arcs, features that are normally left
underspecified in dependency annotation. In CG3, we
support these features as I/r- (leftright) and 1l/r-
(leftmost/rightmost) additions:

(a) ADDRELATIONS (np-head-1) (np-start)
TARGET (*) (¢ @>N OR @N<&) TO (11Scc
)

(b) ADDRELATIONS (np-head-r) (np-stop)
TARGET (*) (c @>N OR @N<&) (r:np-head-1 (¥))
TO (1rScc (¥)) ;

Both rules are bidirectional and mark both chunk
head and chunk edges. The head target is any
word (*) with an adnominal dependent (¢ @>N
OR @NKk), and the TO-edge is the leftmost (11)
resp. rightmost (1r) descendant (cc) or self (S).
This second method will yield complete, nested
structures, including adjective phrases (adjp) and
prepositional phrases (pp) in the NPs: (np-start
(adjp-start very_@>A delicious_@>N adjp-stop)
icecream_N (pp-start with_PRP_@N<
strawberries_@ P< pp-stop) np-stop)’.

3.3 Phrase templates

Both of the above chunking methods are intended
to be used late in the annotation pipe, and exploit
existing morphosyntactic markup or even
dependencies, so the chunking cannot itself be
seen as methodological part of parsing per se.
8  For clarity, only phrases with 2 or more
constituents were bracketed in the 2" method.

However, CG-3 also offers another way of
expressing chunks, the femplate, which can be
integrated into CG rules also at early tagging
stages. A template is basically a pre-defined
sequence of tokens, POS or functions that can be
referred to as a whole in rule contexts, or even in
other templates. The basic idea goes back to
Karlsson et al. (1995), but was not implemented
in either CG-1 or CG-2.

For instance, an NP could be defined as

(a) TEMPLATE np = ([ART, N])
OR ([ART,ADJ,N])

(b)TEMPLATE np = (? ART LINK 1 N)
OR (? ART LINK 1 ADJ LINK 1 N)

(c)TEMPLATE np = ? ART LINK *1 N
BARRIER NON-PRE-N

and then used in ordinary rules with a T:-prefix
(*1 VFIN LINK *1 T:np).

(a) is closest to the original idea, and reminiscent
of generative rewriting rules, while (b) and (c) are
shorthand for ordinary CG contexts and harness
the full power of the latter. Independently of the
format, however, the linguistic motivation behind
templates is to allow direct reference to
constituent units, to think in terms of phrase
structure and to subsume aspects of generative
grammar into CG. Thus, constituent templates
allow a direct conceptual transfer from generative
rules, and a simple generative NP grammar for the
NP "a very delicious icecream with strawberries":

np = adjp? n pp? ;

adjp = adv? adj ;

PP =prpnp;
could be expressed in CG3 as:

TEMPLATE np = (N)
OR (T:adjp LINK 1 N)
OR (T:adjp LINK 1 N LINK 1 T:pp)
OR (NLINK 1 T:pp) ;
TEMPLATE adjp = (ADJ) OR (ADV LINK 1
ADJ) ;
TEMPLATE pp =PRP LINK 1 T:np ;

In the example, "very_ADV delicious_ADJ"
matches T:adjp, and "with_PRP icecream_N"
matches T:pp, and the whole expression could
then be referred to as a T:np context by CG rules.
CGe-internally, templates could also simply be
interpreted as shorthand (variables) for context
parentheses, so-called context templates. As such,
they logically need to allow internal, predefined
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positions, as in the following example for a
human verb-template, where the motivation is not
a constituent definition, but simply to integrate
two context alternatives into one’, and to label the
result with one simple variable.

TEMPLATE v-hum = ((c @SUBJ + HUM) OR
(*1 (’that” KS) BARRIER V)) ; "human verb"
defined as either having a subject (@SUBJ) child
(¢) that is human (HUM), or having a
subordinating conjunction (KS) anywhere to the
right (*1) without another verb (V) in between.

Compiler-internally, both template types are
processed in a similar way, which is why
constituent templates have question marks or O-
positions as place holders for an external position
marker, which will be inserted into the template
by the compiler at run-time.

When using templates together with (external)
BARRIER's or LINKed conditions, the template
can be thought of as one token — meaning that
right-looking contexts with a template (*1 T:x
BARRIER) will be interpreted against the left
edge of the template, while left-looking contexts
(*-1 T:x) will be interpreted against the right edge
of the template so as to avoid internal,
unpredictable parts of the template itself to trigger
the BARRIER condition.

4 Beyond discrete tags and string
constants: Regular expressions,
variables and unification

A formal grammar has to strike a balance between
computational efficiency on the one hand, and
linguistic ease and rule writing efficiency on the
other. Thus, the "classical" CG compilers treated
tags and strings (lemma & word form) as
constants and CG-2, in particular, achieved very
high processing speeds exploiting this fact in its
finite state implementation. Some flexibility was
introduced through set definitions, and vislcg
went on to allow sets as targets, too, as well as
multiple conditions for the same position, but
many rules had still be to be written in multiple
versions because of expressive limitations in the
formalism:

(a) OR'ing only for tags/sets, not contexts
(b) no nesting of NOT conditions

In traditional CG, this OR'ed expression could
not even be expressed in one rule, let alone be
referenced as one label.

(c) no C-restriction for BARRIERSs

CG-3 adds all of the above'’, but while increasing
rule-writing efficiency, these changes to not affect
the discreteness of tags and  strings.
Methodologically more important, therefore, is
our introduction of regular expressions and
variables. The former can be used instead of sets
for open-class items, primarily lemma and word
class, e.g. ".*i[zs]le"r V in a transitivity set or
"*ist" N as a heuristic candidate for the <Hprof>
or <Hideo> classes  ("professional" or
"ideological" humans). But the feature is useful
even with a closed-class semantic set such as
+HUM, and <H.*>r will work across grammars
and languages leaving grammarians the option to
introduce ad hoc sub-distinctions (e.g. <Hsick>
for words like ‘'diabetic'). Finally, regular
expressions can be used to substitute for, or
enhance, morphological analysis, for instance in
stemming or affix recognition, supporting the
creation of so-called "barebones" Constraint
Grammars without lexical resources (Bick, 2011).

Variables can be used in connection with
regular expressions, when appending readings (a)
or for instantiating valency conditions (b):

APPEND ("$1"v ADJ) TARGET ("<(.*(icloidl
ous))>"r) ; # recognizing adjective endings

REMOVE (N) (0 (<(.+)*vp>r INF)) (-1 INFM) (1
("$1"v PRP)) ; # e.g. to minister to the tribe

With the example given, the second rule can
remove the noun reading for 'minister' because the
'to' in the valency marker <tovp> of the verb
'minister’ matches the lemma "to" of the following
preposition, even if the infinitive marker is still
unsafe and potentially a preposition itself (-1
rather than -1C).

The methodologically most important use of
variables, however, resides in feature unification.
Thus, CG3 allows the use of sets as to-be-unified
variables by prefixing $$ before the set name. Set
unification integrates yet another methodological
feature, used in other parsing paradigms, such as
HPSG, but so far accessible in CG only at the cost
of considerable "rule explosion". Apart from the
obvious gender/number/case-disambiguation of
noun phrases, unification is also useful in for

' The nesting of NOT conditions is achieved by

making a distinction between ordinary NOT, that
only negates its immediate position, and
NEGATE, which a scope over the whole context
bracket - including other NOTs or NEGATEs.
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instance coordination, as with the following LIST
set of semantic roles (agent, patient, theme and
location):

LIST ROLE = §AG §PAT §TH §LOC ;
SELECT $$ROLE (-1 KC) (-2C $$ROLE) ;

Sometimes unification has to be vague in order to
work. This is the case when underspecified
"Portmanteau” tags are used (e.g. nC - nocase
unified with NOM or ACC cases), or in the face
of very finegrained semantic distinctions. We
therefore make a distinction between list
unification ($$-prefix) and set unification (&&-
prefix), where the former unifies "terminal” set
members, while the latter unifies subsets
belonging to a superset. Two contexts will set-
unify if they have tags sharing the same subset. In
the example below, N-SEMS is defined as a
superset, with N-SEM as one of the subsets.

LIST N-SEM = <sem> <sem-1> <sem-r> <sem-
w> <sem-Cc> <sem-s> <sem-e> <coll-sem>
<sem-nons> <system> <system-h> ;

SET N-SEMS = N-HUM OR N-LOC ... OR N-
SEM ... OR N-SUBSTANCE ;

REMOVE @SUBJ>
(0 $$@<ARG LINK 0 &&N-SEMS)
(*-1 KC BARRIER NON-PRE-N/ADV LINK
*-1C $$@<ARG BARRIER CLB-ORD OR
&MV OR @ARG/ADVL> LINK 0 &&N-
SEMS) ; # ... offered the reader detailed notes
and instructions on most of the prayers ...

The example sentence has an ambiguous
coordination, where it is not clear if 'and' starts a
new clause, and the task of the REMOVE rule is
to exclude a subject reading for ‘'instructions'
(tagged <sem-s>) by semantically aligning it with
notes' (tagged <sem-r>) because both <sem-r>
and <sem-s> are part of the N-SEM subset of the
&&N-SEMS superset, - and by checking if both
nouns also have matching left-pointing argument
readings ($$@<ARG), in this case @<ACC
(direct objects).

5 Integrating statistical data:
Numerical tags

CG-3 moves beyond traditional <Rare> sets and
heuristic rule batching by allowing rules to make
reference to statistical information. This is
achieved by introducing numerical secondary tags
of the type <LABEL:number>, which can be used

to encode and use corpus-harvested frequencies.
The simplified example rule (a) exploits relative
lexical POS frequencies for bigram
disambiguation in a way reminiscent of hidden
Markov models (HMMs), while (b) is a spell
checker fall-back rule selecting the word with the
highest phonetical similarity value

REMOVE (<fr<10> N) (0 (<fr>60> V)) (1 N)
SELECT (<PHONSIM=MAX>)

A more complex example is the use of CG-
annotated data to boot-strap statistical "wordnets"
or "framenets", containing the likelihood of
semantic types or roles given an established

syntactic  function. Thus, the Portuguese
PALAVRAS parser (Bick, 2014) assigns and
exploits tags like <fSUBJ/H:41>,

<fSUBJ/org:27> and <fACC/deverbal:53> for the
verb "propor” (suggest), meaning that "propor”
has a 53% probability of having a deverbal direct
object (action/activity/process/ event), and subject
likelihoods of 41% and 27% for person and
organization, respectively'’.

Obviously, numerical tags could be used for other
ends than statistics, for instance to assign
confidence values to mapped syntactic tags or
semantic roles, or for similarity degrees in spell-
checking. Finally, using only the equal-operator,
numerical tags can be seen as a special case of
(numerical) global variables, e.g. for numbered
genre types or Wordnet synset id's.

6 Grammar-text interaction

The fourth and last design limitation of classical
CG to be treated here concerns ways to let a
constraint grammar mold itself on the fly and to
adapt to the text (or speech transcript) it is used to
annotate. In CG-3 we introduce 3 types of such
self-organizing behaviour:

(a) scope control
(b) rule or section triggering
(c) parameter variables

Scope control is achieved by allowing the
grammarian not only to define window (read:
sentence) delimiters, but also a spanning width of
n windows left or right of the rule focus.
Unbounded context conditions can breach

11

Simplifying, we here only list high-percentage

semantic types for subjects and objects.
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window boundaries by adding a 'W', e.g. *-1W for
scanning left across the window boundary. This
feature is especially useful for higher-order
relations such as anaphora (Bick, 2010) or
discourse  relations.  Another  scope-related
innovation are (definable) paired brackets that
allow rules to scan across brackets in a first pass,
and make reference to them in a second pass. Like
templates, bracket eclipsing is meant to help
reduce CG's topological complexity problem, i.e.
allow syntactic function carriers to "see" each
other more easily across intervening tokens.

CG-3, unlike earlier CG compilers, applies
rules strictly sequentially, and each rule is run on
all cohorts in a window before the next rule is
tried. This makes rule tracing more predictable,
but also facilitates grammar self-organisation.
Thus, we allow context-triggered JUMPs to rule
ANCHORs, to INCLUDE additional rules from a
file or to call EXTERNAL programs. For
instance, an early rule can scan the window for
verbo-nominal ambiguities, and if there are none,
bypass the rule section in question.

Because CG does not depend on training data,
it is generally assumed to be more genre-robust
than machine-learning systems'?, and a few
manual rule changes will often have a great effect
on genre tuning (e.g. allowing/forbidding
imperative readings for recipes or science articles,
respectively). In CG-3, we further enhance this
methodological advantage by introducing
parameter variables, that can be set or unset either
in the data stream (e.g. corpus section headers) or
dynamically-contextually by the grammar itself.
The example rule below assigns the value "recipe"
to a '"genre" \variable, when encountering
imperatives followed by quantified food nouns.

SETVARIABLE (genre) (recipe) TARGET (IMP)
(*1 N-FOOD LINK *-1 NUM OR N-UNIT
BARRIER (*) - ("of"))

Finally, grammar-text interaction may take the
form of rule-governed changes to the text itself.
Thus, the ADDCOHORT feature used for
chunking in section 3.2., and its REMCOHORT
counterpart can be used for adding or removing
commas in grammar checking, and the MOVE

2 The rationale for this is that an ML system

basically is a snapshot of the linguistic knowledge
contained in its training data, and therefore will
need new training data for each new genre in
order to perform optimally.

BEFORE, MOVE AFTER and SWITCH WITH
operators can be used to express syntactic
movement rules in machine translation. The
example rule will change Danish VS into English
SV in the presence of a fronted adverb: MOVE
WITHCHILD"” (*) @<SUBJ BEFORE (*-1
VFIN) (-1 ADV LINK -1 >>>).

Applied to the Danish sentence "I gar sd jeg et
rensdyr”, this will turn the literal translation
"Yesterday saw [ a reindeer" into the correctly
ordered "Yesterday I saw a reindeer".

7 Efficiency and hybridization options

This paper is primarily concerned with design
aspects and a linguistic discussion of the CG-3
formalism, and advances in expressive power
have been the main focus of innovation during
development. That said, the CG-3 rule parser
compiles mature grammars with thousands of
rules in fractions of a second and maintains the
processing speed of VISLCG inspite of the added
complexity caused by regular expressions,
variables, templates and numerical tags. For a
mature morphosyntactic core grammar with 6000
rules, on a single machine, this amounts to ~1000
words (cohorts) per second for each of the
morphological and syntactic levels. However, Yli-
Jyrda (2011) has shown that much higher speeds
(by about 1 order of magnitude'* on a comparable
machine) are possible, at least for VISLCG-
compatible rules without the above complexities,
when using a double finite-state representation,
where rule conditions are matched against a string
of feature vectors that summarize compact
representations of local ambiguity. Future work
should therefore explore the possibility of
sectioned grammars, where a distinction is made
between FST-compatible rule sections on the one
hand, and smaller specialized rule sections on the
other hand, which for their part would allow the
complete range of CG-3 features. This way,
simpel "traditional" rules would run at the higher
FST speed, and the current procedural compiler
architecture would only be used where necessary,
greatly reducing overall processing time.

" The WITHCHILD option means that heads are
moved together with their dependents, in this case
"reindeer" together with "a".

" The reported speed is 110,000 cohorts for
FINCG, an open morphological CG with ~ 950
low-complexity CG-1 rules, originally developed
by Fred Karlsson for Finnish.
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Abstract

This article presents a study of lemmatisa-
tion of flexible multiword expressions in
Lithuanian. An approach based on syntac-
tic analysis designed for multiword term
lemmatisation was adapted for a broader
range of MWEs taken from the Dictionary
of Lithuanian Nominal Phrases. In the
present analysis, the main lemmatisation
errors are identified and some improve-
ments are proposed. It shows that auto-
matic lemmatisation can be improved by
taking into account the whole set of gram-
matical forms for each MWE. It would
allow selecting the optimal grammatical
form for lemmatisation and identifying
some grammatical restrictions.

1 Introduction

In Lithuanian, in addition to fully fixed multiword
expressions (MWEz5), there are many MWEs with
one or more constituents (possibly all) which can
be inflected. Therefore, these “flexible” MWEs
appear in texts in several forms!: as shown by the
corpus data, the Lithuanian verbal phraseme pak-
isti kojg, meaning ‘to put a spoke in somebody’s
wheel’, has a form with the verb in definite past
pakiso kojg, a form with the verb in past frequen-
tative (pakisdavo kojg), and future (pakis kojq)
(for more examples, see Kovalevskaite (2014)). If
we extract MWEs of a strongly-inflected language
like Lithuanian from a raw text corpus using sta-
tistical association measures, we often get MWEs
with their different grammatical forms (GF). How-
ever, in lexical databases and terminology banks, a
single lemma is usually used in order to represent
the MWE independently from its concrete forms
which appear in the corpus.

! Grammatical forms of the same MWE (or phraseme) can
be labelled as phraseme-types (Kovalevskaite, 2014).

In traditional Lithuanian dictionaries of idioms,
there is no problem of MWE lemmatisation, be-
cause data are collected manually and represented
following the rule that a verb of an idiom is pro-
vided in infinitive form (Paulauskas (ed), 2001),
e.g.: Savo vietq Zinoti ‘to know one‘s place’, Vie-
tos neturéti ‘to have nowhere to go’. The re-
cent Dictionary of Lithuanian Nominal Phrases?,
which was compiled semi-automatically from a
corpus, contains the unlemmatised list of MWEs.
Therefore, automatic phrase lemmatisation could
help in organizing the dictionary data and in im-
proving the user interface.

This article describes the main problems oc-
curring during the lemmatisation of Lithuanian
MWEs. The concept of lemmatisation is quite
clear for single words, but for MWEs, it can be un-
derstood differently as it will be discussed in part
3. Although the accuracy of lemmatisation of in-
dividual words is high (99% for lemmatisation and
94% for grammatical form identification (Rimkute
and Daudaravicius, 2007)), the lemmatisation of
single words included in MWEs cannot produce
well-formed MWE lemmas. Indeed, base forms
of Lithuanian multiword terms which should oc-
cur in dictionaries and terminology databases are
not the same as the sequences of lemmas of their
constitutive words (Boizou et al., 2012, p. 28). For
example, if we lemmatise each constitutive word
in MWEs taupomuyjy banky, taupomuoju banku
(‘savings bank’ in genitive plural and instrumen-
tal singular), the result is taupyti bankas (infini-
tive ‘to save’ and nominative singular ‘bank’), be-
cause the morphological annotator of the Lithua-
nian language (Zinkevicius, 2000; Zinkevicius et
al., 2005) assignes infinitive as the proper lemma
for participles and other verb forms. The struc-
ture of such improperly lemmatised MWE fails to
reflect the syntactic relations (agreement and gov-

2http://donelaitis.Vdu.1t/1kk/pdf/dikt_fr.pdf
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ernment) which ensure the grammatical cohesion
between the constitutive words of an MWE.

This work is focused on syntagmatic lemma,
which is the form of the MWE where the MWE
syntactic head is lemmatised and the necessary
adaptations are made in order to ensure the mor-
phosyntactic unity of the MWE. With a similar
approach, a tool for automatic Lithuanian sintag-
matic lemmatisation called Jungle was first de-
veloped and trained with multiword terms during
the project SIMTAI 2 (semi-automatic extraction
of education and science terms). The first ex-
periments with the Lithuanian multiword terms
showed accuracy close to 95% (Boizou et al.,
2012), but it can be related to a relatively low vari-
ety of term structures. For this study, Jungl.e was
adapted for a broader set of types of Lithuanian
compositional and non-compositional MWEs, e.g.
idioms, collocations, nominal compounds, MW
terms, MW named entities, MW function words,
proverbs, etc.

2 Data

This study is based on the data from the Dictionary
of Lithuanian Nominal Phrases (further on, dictio-
nary). The database of the dictionary? consists of
68,602 nominal phrases. It has to be mentioned,
that the term nominal phrase refers to all MWEs
which contain at least one noun: it can be phrases
with a noun as a syntactic head, as well as phrases
with a verb or an adjective as a syntactic head. In
this article, the terms MWE and phrase are used
interchangeably.

In the dictionary, the phrases are of different
length: from two-word phrases (31,853 phrases)
to phrases comprising 46 words (1 phrase). The
major part of the dictionary phrases is made up
of two-word phrases (46.4%), whereas three-word
phrases and four-word phrases form accordingly
28.7% and 10.1% of the dictionary (Rimkuté et
al., 2012, p. 19). The phrases are not lemmatised,
but given in the form as they appear in the corpus,

e.g.

o mobilaus rysio telefonas, mobilaus rysio tele-
fono, mobilaus rysio telefong, mobilaus rySio
telefonus (‘mobile phone’ in various gram-
matical forms: nominative singular, genitive
singular, accusative singular and accusative
plural);

3http://tekstynas.vdu.lt/page.xhtml?id=dictionary-db

e nenuleisti ranky, nenuleido ranky, nenulei-
dZia ranky (‘not to give up’, lit. ‘not to lower
hands’, in various grammatical forms: infini-
tive, definite past, present tense).

As Lithuanian is a strongly inflected language,
it is an advantage that users can see phrases in the
form they are used in the corpus. Phrases were ex-
tracted by the method of Gravity Counts (Dauda-
ravi¢ius and Marcinkeviciené, 2004, p. 330) from
the Corpus of Contemporary Lithuanian Language
(100 m running words; made up of periodicals,
fiction, non-fiction, and legal texts published in
1991-2002). Gravity Counts helps to evaluate
the combinability of two words according to in-
dividual word frequencies, pair frequencies or the
number of different words in a selected 3 word-
span. As a result, it detects collocational chains as
text fragments, not as a list of collocates for the
previously selected node-words.

After automatic extraction of collocational
chains from the corpus, manual procedures were
performed: transformation of collocational chains
into phrases (the procedure is described in de-
tail in MarcinkeviCiené (2010) and Rimkuté et
al. (2012)). According to the lexicographical ap-
proach, linguistically well-formed collocational
chains have to be grammatical, meaningful, and
arbitrary. Therefore, some chains were shortened,
complemented, joined or deleted manually. At
present, the dictionary database contains phrases
without additions (1) and with additions: additions
can be explicitly specified (2) or not (3), e.g.:

1. ne tuo adresu ‘under a wrong address’;

2. (gauti; suteikti) daugiau informacijos ‘(get;
give) more information’;

3. atkreipiant démesi j (...) ‘paying attention to

...

Phrase | Number of | Number of lemmas
type lemmas with 2 or more GF
2-word | 18,581 6,585 (35,4%)
3-word | 10,970 2,245 (20,5%)
4-word | 3,333 477 (14,3%)

In total | 32,884 9,307 (28,3%)

Table 1: Statistical information about MWESs from
the type (1).
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Only two-, three-, and four-word phrases from
the type (1) were filtered out for this study (see
Table 1). As already mentioned, these phrases
make up 85% of the whole dictionary database,
and thus can be considered as the most typical
multiword units in Lithuanian (Marcinkeviciene,
2010; Rimkuté et al., 2012). Most of them are id-
ioms, phraseologisms and collocations, although
there are many multiword terms as well.

It was calculated that two-word expressions
have on average 1.71 different grammatical forms,
three-word expressions — around 1.35 different
grammatical forms, and four-word expressions —
1.22 different grammatical forms. The maximum
number of grammatical forms for one lemma are
respectively 21 (auksta mokykla ‘high school’), 15
(mobilaus rysio telefonas ‘mobile phone’) and 8
(kandidatas i seimo narius ‘candidate as MP’). For
this study, only the 9,307 MWEs with two or more
grammatical forms were selected. The remaining
MWEs, those for which only one form was iden-
tified automatically, are excluded, as they do not
always need to be lemmatised and require a fur-
ther study.

The next section describes the main approaches
applied to the process of automatic lemmatisation
of MWE:s.

3 Approaches to Lemmatisation of
MWEs

In Lithuanian, a great number of MWEs can ap-
pear in different grammatical forms. As such, they
do not differ from variable simple words. Accord-
ingly, a lot of Lithuanian MWEs consist of nouns,
verbs and/or adjectives that are used in a particular
grammatical form. Some of these word classes can
have from a few to dozens of different grammati-
cal forms. Traditionally, for the set of grammati-
cal forms of each variable word, one basic form is
assigned. The latter, a lemma, is a convenient rep-
resentation of the whole set of grammatical word
forms. Although in principle a lemma could be an
artificial form (a stem, for example), the tradition
is to select as a lemma one form from the whole
set of grammatical forms, e.g. in Lithuanian:

e nominative singular form for nouns (except
for plural nouns);

e nominative singular masculine positive in-
definite form for adjectives;

e positive form for adverbs (if they vary in de-
gree);

e infinitive for verbs (including participles).

In the field of computational linguistics, it is
common to use artificial lemmas for MWE:s, be-
cause they can be easily generated by automatic
means. There are two main kinds of artificial lem-
mas:

a) It is possible to use a lemmatic sequence
which is the sequence of lemmas of each con-
stitutive word of the MWE?®. Using the morpho-
logical annotation tool for Lithuanian (the tool
is described in Zinkevicius (2000) and Zinke-
vicius et al. (2005)), each grammatical form of the
multiword term, bendrosioms mokslo programoms
"framework programme’, is annotated morpholog-
ically as follows:

e <word="bendrosioms" lemma="bendras"
type="bdv., teig, nelygin. 1., jvardz., mot. g.,
dgs., N."/>>

o <word="mokslo" lemma="mokslas" type=
"dkt., vyr. g., vns., K."/>%

e <word="programoms" lemma="programa"
type="dkt., mot. g., dgs., N."/>’

The lemmatic sequence, e.g. for the previous
example bendras mokslas programa, is often used
in the field of automatic term recognition (e.g.,
Loginova et al. (2012, p. 9)) to represent a term or
another type of MWE. Nonetheless, such a substi-
tute, which lacks grammatical cohesion between

the parts of the MWE, appears as a heap of words,

which is unnatural for human users3.

4The difference between syntagmatic lemma (with mor-
phosyntactic relations between constitutive words) and lem-
matic sequence (the sequence of lemmas of constitutive
words) is relevant only for MWEs, not for single words.

S3The field type contains the following grammatical fea-
tures: adjective, positive, undefined, positive degree, femi-
nine, plural, dative.

SGrammatical features: noun, masculine, singular, geni-
tive.

7Grammatical features: noun, feminine, plural, dative.

8In about 5% of the studied phrases, the sequences of iso-
lated lemmas incidentally correspond to their natural lemma,
e.g. vyras ir moteris ‘man and woman’, valstybinis simfoni-
nis orkestras ‘national symphony orchestra’. Such cases re-
quire the following conditions: the nominal syntactic head is
masculine singular, the only syntactic relation inside the term
is agreement or implies invariable words, degree and defi-
niteness must not be retained in the lemma, no participle is
implied.
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b) The second frequent method is stemming,
that is, dropping of endings. For example, the
forms of the previously mentioned MWE bendroji
mokslo programa, bendrosios mokslo programos
and bendrosioms mokslo programoms can be rep-
resented as: bendr moksl program. This option is
even more artificial for Lithuanian, since, in addi-
tion to the loss of syntactic cohesion, this approach
generates shortened words without endings, which
do not exist in Lithuanian.

Other approaches attempt to provide a natural
lemma, i.e., by either choosing the most frequent
form as a lemma, or generating a correct syntag-
matic lemma from grammatical forms. Taking the
most frequent form of the lemma avoids mistakes
in generation, but the result is that the set of ba-
sic forms is heterogeneous: some MWEs will be
in nominative, some will be in accusative, genitive
or in some other case, some will be in the plural
form, others - in the singular.

Automatic lemmatisation according to the syn-
tactic structure of each MWE ensures the con-
stitency of basic forms, but it is the most com-
plicated process. The tool Jungle, which is de-
scribed in Boizou et al. (2012), was specifically
designed for this task. This software analyses an
MWE and attempts to distinguish three types of
syntactic components (as a concrete example the
multiword term individualus studijy grafikas ‘in-
dividual study plan/schedule’ is provided):

e syntactic head (e.g.,
‘plan/schedule’);

the noun grafikas

e words congruent with the head (e.g., the ad-
jective individualus ‘individual’);

e other words, that is, words governed by the
head and their own dependents (e.g., the noun
in genitive case studijy ‘study’).

The generation of the syntagmatic lemma re-
quires the syntactic head to be lemmatised (for
terms, the syntactic head is a noun, but there is
more diversity with other types of MWEs). Words
(usually in the genitive case) governed by the head
and their own dependents remain in their gram-
matical form, e.g., svietimo {lygmuo} ‘education
level’, socialiniy moksly {sritis} ‘field of social

sciences’.”

9Here and below the syntactic head is indicated in curly
brackets.

The most difficult case concerns words congru-
ent with the head, since they often have to be cor-
rected to remain congruent with the head once it
is lemmatised. If the head is masculine singular,
the adaptation usually requires only taking lem-
mas for each congruent word, e.g., in the mul-
tiword term individualus studijy grafikas ‘indivi-
dual study plan/schedule’ (the adjective individ-
ualus ‘individual’ agrees with the noun grafikas
‘schedule’, not with the noun studijy ‘study’).
When the syntactic head is feminine, congruent
words must also be put in their feminine form, e.g.,
nuotolinés studijos ‘distance studies’ (instead of
*nuotolinis studijos, where the masculine singular
indefinite positive form of the adjective nuotolinis
is incongruent with the feminine plural head studi-
Jjos).

Besides, some lexico-grammatical features,
e.g., definiteness, comparative/superlative de-
grees, are usually semantically relevant, so that
they have to be kept in the syntagmatic lemma,
which requires to generate the proper form, even
when the head is masculine and singular, e.g.
Senasis ir Naujasis testamentas ‘The Old and
New Testament’ (where the adjectives Senasis
and Naujasis are in the definite form, instead of
*Senas ir Naujas testamentas), aukstesnioji Zemés
itkio mokykla ‘high school of agriculture’ (where
the adjective aukstesnioji is in the definite com-
parative form, instead of *aukstas Zemés iikio

mokykla).

Syntagmatic lemmatisation also requires to
lemmatise participles in a different manner than
single words. Indeed, participles are traditionally
lemmatised as verbs in infinitive form. For ex-
ample, the single word lemmatisation of the term
perkeliamieji gebéjimai ‘transferable skills’ gives
a result perkelti gebéjimai, that is a sequence of
an infinitive (perkelti ‘to transfer‘) and a noun in
nominative (gebéjimai ‘skills). The correct syn-
tagmatic lemmatisation requires participles to be
corrected in gender, number and case only, in or-
der to remain congruent with their lemmatised
head, e.g. perkeliamasis gebéjimas.

All required generations are made by a light-
weighted generative module. This module uses
to the largest possible extent the information pro-
vided by the morphological analyser, which works
on a single word basis. Its generative capacities
are restricted to the nominative forms, since noun,
adjective and participle lemmas are in the nomina-
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tive form. Aiming at facilitation of the process, the
generation proceeds either from a single lemma or
a grammatical form. For example, lemmas for par-
ticiples are generated from the grammatical form,
because it helps to avoid the problem of numer-
ous verbal paradigms in Lithuanian, while adjec-
tives are generated from the lemma. Indeed, some
endings of nouns and adjectives (e.g., -(i)u geni-
tive plural) hide the declension paradigm (which
is necessary for the selection of the correct fem-
inine ending), so that it is better to decide from
the lemma, which expresses the adjectival declen-
sion paradigm by its ending!®, e.g., nuotolinis
‘distant‘ (third adjectival declension paradigm) —
nuotoliné. The whole process is very similar to
Thurmair (2012, p. 257).

4 Syntagmatic Lemmatisation of
Lithuanian MWEs: Evaluation and
Results

In this part of the article, we present our results:
what problems are solved by syntactic analysis,
and what problems still remain and pose chal-
lenges for automatic MWE lemmatisation.

Two-, three- and four-word phrases were au-
tomatically lemmatised with the help of Jun-
gle tool and the results were evaluated manu-
ally (see Table 2). Jungle generates a lemma
for each MWE grammatical form separately, so
that more than one lemma can be provided for
the same MWE, especially when it is difficult to
identify automatically to which word an attribute
in genitive belongs, e.g., two lemmas, both in-
accurate, were provided for the MWE bendroji
dalinés nuosavybés teisé ‘general partial owner-
ship’, where the first adjective bendroji ‘general’
is congruent with the MWE head feisé ‘law’ and
the second adjective dalinés ‘partial’ with the
noun nuosavybés ‘property’ (which depends on
the MWE head). In the first provided lemma *ben-
droji daliné nuosavybés teisé, daliné incorrectly
agrees with feisé, and in the second one, *ben-
drosios dalinés nuosavybés teisé, bendrosios in-
correctly agrees with nuosavybés.

As each grammatical form is lemmatised sepa-
rately, in some cases there is more than one lemma
for the same MWE. Thus, lemmatisation accuracy
was assessed for individual grammatical forms of

10Ending -as for the first adjectival declension, -ias for the
second, -is and -ys for the third and fourth, and -us for the
fifth.

MWESs. Table 2 shows that the highest accuracy
is with two-word phrases; however, the number of
incorrectly lemmatised MWEs increases for three-
and four-word phrases. It shows that the syn-
tactic complexity increases with the length of the
MWEs.

Phrase | Number of | Number | Correctly

type lemmas of GF lemmatised GF
2-word | 6,585 19,822 | 91.56%
3-word | 2,245 6,110 80.57%

4-word | 477 1,206 76.43%

In total | 9,307 27,138

Table 2: Statistical information about the analysed
MWE:s (2 or more forms only).

The analysis of the automatic lemmatisation
revealed three groups of errors'!: a) agreement
errors (number, gender); b) government errors;
¢) lexico-grammatical errors (degree, definiteness,
lexical plural).

4.1 Agreement Errors

Many errors occur with numerals, e.g., *beveik
du trecdalis “*nearly two third’ (it should be
beveik du tre¢daliai, ‘nearly two thirds’, with trec-
dalis ‘third’ in the plural form), also *astuoni
ménuo ‘*eight month’ (while it should be astuoni
meénesiai, ‘eight months’, with ménuo ‘month’ in
the plural form). Many of these errors can be elim-
inated by applying proper rules in the syntactic
analysis.

During the syntactic analysis gender errors oc-
cur when the composition of an MWE is more
complex, e.g., *vienas ar kita grupé ‘one or the
other group’(instead of viena ar kita grupé, with
viena ‘one’ and kita ‘other’ in the feminine form).

We can see that the coordinating link could be the

factor determining the agreement errors'2.

"Some errors of lemmatisation occur due to errors of
the previous morphological analysis, e.g., the lemma for the
MWE arbatinio Saukstelio (‘tea spoon’, sing. Gen.) is pro-
vided incorrectly as *arbatinio Saukstelis (genitive singular +
nominative singular, instead of arbatinis Saukstelis, nomina-
tive singular for both the adjective and the noun), because of
an improper morphological analysis: arbatinis was annotated
as a noun, not an adjective.

12Some similar errors, which must be corrected, appear
with the genitive case, e.g. Afrikos ir Azija (genitive and nom-
inative, it should be Afrika ir Azija ‘Africa and Asia’, nomina-
tive and nominative), *daina ir Sokiy ansamblis (nominative
noun, conjunction, genitive noun, nominative noun), instead
of dainy ir Sokiy {ansamblis} (genitive noun, conjunction,
genitive noun, nominative noun) ‘song and dance ensemble’.
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It was observed that a large number of agree-
ment errors take place when one of the attributes
is an apposition, i.e., a noun which has to agree in a
case (sometimes gender and number) with the ad-
jacent noun, e.g., *Salies gavéja (it should be Salis
gavéja, ‘the recipient party’), *mergelés Marija (it
should be mergelé Marija, ‘the Virgin Mary’, with
both parts in nominative). One the other hand,
such attributes are not numerous, and such errors
could be solved by looking at other cases than gen-
itive.

4.2 Government Errors

Problems mainly arise when the tool fails to cor-
rectly identify the syntactic head of a phrase. Such
a problem usually occurs when the head is not at
the end of an MWE, e.g. *paskolos {studijos} (in-
stead of {paskola} studijoms ‘study loan’), *atliko
savo {darbas} ‘carried out their work’ (instead of
{atlikti} savo darbq, where the verb is the head).
Problems also occur in phrases, where the head is
a half-participle or a gerund: *isigaliojus nauja-
sis civilinis {kodeksas} ‘when the new civil code
came into effect’ (it should be {isigaliojus} nau-
Jjajam civiliniam kodeksui, i.e. where dative is re-
quired).

It must be noticed that in some cases the rep-
resentation of the lemma does not correspond to
a natural linguistic form. It occurs in colloca-
tions which contain a conjugated verb (pakilo)
with a (nominative) subject, e.g. pakilo tem-
peratira ‘temperature rised’. In the assigned lem-
mas, conjugated verbs are substituted for infinitive
forms (pakilti). Infinitives cannot have a subject in
Lithuanian, and therefore the MWE subject could
be presented in brackets in the nominative form
(e.g. pakilti (temperatiira) ‘to rise (temperature)’).
A further exception comes from the MWEs with a
gerund, since the logical subject of a gerund is not
expressed as a nominative, but as a dative comple-
ment, e.g., atsitikus nelaimei ‘a disaster occurs’.
In such cases, we propose to assign two differ-
ent lemmas: one lemma, which retains the gram-
matical form without change, atsitikus nelaimei
(gerund + dative complement), as used in gerund
grammatical form; and the second lemma, where
the gerund is substituted for the infinitive and the
dative complement is substituted for a nominative
form in bracket, e.g. atsitikti (nelaimé) (infinitive
+ nominative), as in the previous example.

We should also mention, among other compli-

cated lemmatisation instances, the loss of gram-
matical forms which carry the meaning of an
MWE, e.g., atstovy teigimas (‘representatives’ as-
sertion’) could be considered as a correctly gen-
erated lemma; however, after a closer investiga-
tion of the grammatical forms, we can see that
in this MWE the syntactic head is always used
in the instrumental case (teigimu), i.e., atstovy
teigimu (‘according to the representatives’), thus
the lemma should keep this form. Similarly, the
lemma of an MWE balsavimo pastas (‘voting
post’) is not accurate, as the syntactic head (pas-
tas) should be in the instrumental case, i.e., bal-
savimas pastu (‘voting by mail’), while the lemma
of a phrase visa isgalé (‘all possible measures’)
should be visomis isgalémis (‘by all possible mea-
sures’), because this phrase as an MWE is used
only in the form of instrumental plural.

4.3 Lexico-grammatical Errors

There are many errors made by Jungle where
a lemma has to be assigned to nouns which are
used in plural in the phrase, e.g., */mogaus teisé
ir laisvé ‘human right and freedom’, instead of
Zmogaus teisés ir laisvés, ‘human rights and free-
doms’; *jungtiné tauta ‘united nation’, instead of
Jungtinés Tautos, ‘United Nations’; *visa Baltijos
Salis ‘the whole Baltic country’, instead of visos
Baltijos Salys ‘all Baltic countries’, *Vilniaus ir
Salcininky rajonas ‘Vilnius and SalGininkai dis-
trict’, instead of Vilniaus ir SalCininky rajonai
“Vilnius and Salgininkai districts’. As number er-
rors were considered the examples when a lemma
looked correct at first sight, i.e., a lemma is pro-
vided in the same number as in the dictionary.
However, from the usage data (all forms of a
phrase) one can see that certain MWEs are used
only in plural, e.g., meteorologinés sqlygos ‘me-
teorological conditions’, mineralinés trgsos ‘min-
eral fertilizers’, mirties aplinkybés ‘death circum-
stances’. All these phrases, which are made of an
adjective or a genitive noun followed by a noun,
are incorrectly lemmatised in the singular form,
e.g. *meteorologiné sqglyga, *mineraliné trgsa,
*mirties aplinkybé. Many of the above-mentioned
nouns can be used in plural and singular, when
they are used independently, but they can be re-
stricted to one of these numbers inside MWEs.
Traditional grammars and dictionaries do not pro-
vide necessary information to solve this problem,
which could often be resolved if we take into ac-
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count actual usage from the corpus.

There are two types of degree errors: a) in some
phrases a particular degree form is used, thus, the
same form should be in the lemma (Auksciausia-
sis Teismas ‘supreme court’; daugiau kaip dveji
metai ‘more than two years’); b) there are phrases,
where an adverb or an adjective is used in several
degrees: then different phrases can contain adjec-
tives or adverbs of different degrees (cf. jvairiis /
Ivairiausi biidai (‘various/ the most various ways’)
and skirti daug/daugiau/daugiausia déemesio (to
pay a lot of/more/ most attention)). Analysis of
all forms of an MWE can help to distinguish a)
and b) phrases.

Errors of definiteness often occur in phrases
joined by coordination, when one adjective is pro-
vided in the definite form while the other one is in-
definite, e.g., *Senas ir Naujasis testamentas (‘Old
and New Testament’).

After the examination of errors and problem-
atic cases created by Jungle, we can draw a con-
clusion that automatic lemmatisation is aggravated
by:

1. syntactic heads in the genitive form: when
there are several nouns in the genitive in the
MWE, it leads to attachment ambiguities;

2. the length of an MWE: the longer the phrase,
the more complicated syntactic structure; the
accuracy of lemmatisation decreases (see Ta-
ble 2);

3. problems of lexico-grammatical nature, when
a grammatical form depends on a lexical
meaning (here, errors of number must be em-
phasized).

It must be emphasized that the numbers in Ta-
ble 2 show the situation after the first extension of
Jungle. The results can still be improved signifi-
cantly. Some errors can be corrected by improving
the grammar used by Jungle for syntactic analy-
sis, some of them require adding new capacities
to JungLe, other errors will be difficult to correct
without human intervention.

5 Discussion and Recommendations

The traditional morphological analyser, which
analyses every word individually, cannot produce
natural lemmas for MWEs. It is necessary to carry
out the syntactic analysis for automatic assigna-
tion of natural lemmas for different grammatical

forms of MWESs. But beside syntactic analysis of
MWEs, we often need to take into account the us-
age data of a particular MWE and to apply addi-
tional criteria. The automatic syntagmatic lemma-
tisation tool was tested on the data from the Dic-
tionary of Lithuanian Nominal Phrases, which are
characterized by a high variety. For this reason, it
can be stated that the essential features, as well as
problems, of automatic lemmatisation of Lithua-
nian MWEs were identified.

One of the most important lemmatisation is-
sues that is difficult to solve is the problem of
an attribute which is incongruent with a noun
and usually expressed in genitive. Most com-
monly, such problems (in automatic lemmatisa-
tion) are inevitable, because ambivalent syntac-
tic relations can exist in MWEs composed of the
same words, e.g., the lemma for MWE gram-
matical forms administracinés teisés paZeidimy,
administracinés teisés paZeidimq, administracinés
teisés paZeidimus ‘breach of administrative law’
(where administracinis ‘administrative’ is con-
gruent with fteisé ‘law’) should be adminis-
tracinés teisés paZeidimas, while the lemma for
MWE grammatical forms administracinj teisés
pazeidimq, administraciniy teisés paZeidimy, ad-
ministracinius teisés paZeidimus ‘administrative
breach of law’ (where administracinis ‘adminis-
trative’ is congruent with paZeidimas ‘breach’)
should be administracinis teisés paZeidimas. In
order to set the right lemma, the noun with which
the adjective agrees must be correctly assigned.

The head of a phrase in genitive can influence
adjective agreement errors, too. For instance, the
genitive grammatical form periodinio mokslo lei-
dinio, where it is unclear if periodinio ‘periodic’ is
congruent with mokslo ‘science’ or leidinio ‘pub-
lication’, could formally be lemmatised as *pe-
riodinio mokslo leidinys ‘a publication of peri-
odic science’ or periodinis mokslo leidinys ’a pe-
riodic scientific publication’ by looking at the in-
ternal syntactic structure of the term. In order to
disambiguate syntax correctly, we need to com-
pare other (unambiguous, i.e., cases other than
the genitive) forms of the term, e.g., periodiniams
mokslo leidiniams (in dative plural), which shows
that the adjective periodinis ‘periodic’ is congru-
ent with the noun leidinys ‘publication’, therefore,
this MWE should properly be lemmatised as peri-
odinis mokslo leidinys.

The problems concerning the genitive case
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would decrease, if the usage criterion was applied,
i.e., if lemma was identified considering all forms
of the MWE. For example, it is especially com-
plicated to lemmatise an MWE with all genitive
cases, e.g., it is impossible to identify an accurate
lemma for MWESs valstybinio socialinio draudimo
biudZeto (‘the budget of state social insurance’),
fiziniy asmeny pajamy mokesciy (‘income taxes of
natural persons’). In such cases, a rule should be
applied: if the same phrase is used in genitive and
in other cases, the lemma should be identified on
the basis of phrases with other cases than genitive.

The usage criterion would help to avoid the
number errors. Quite often this criterion proved
the rule that if different grammatical forms of
an MWE are in plural, then the lemma should
keep the plural form too. For example, a dictio-
nary of nominal phrases provides two grammatical
forms: lauZas ir atliekos, lauZo ir atlieky ‘debris
and waste’, in both phrases the noun lauZas is in
the singular form, while atliekos is used in plural.
Thus, when merging the two MWEs to one lemma,
atliekos has to remain in the plural form. During
the lemmatisation of the forms Zvéris ir paukscius,
Zveériy ir pauksciy, Zvérys ir pauksciai (‘beasts and
birds’, repectively accusative plural, genitive plu-
ral, nominative plural), we have to assign plural
lemmas for both nouns — Zvérys ir pauksciai, be-
cause all forms of these nominal phrases are in
the plural form. This is especially important for
names, cf. *Lietuvos geleZinkelis (it should be Li-
etuvos geleZinkeliai, ‘Lithuanian Railways’), *Vil-
niaus Silumos tinklas (it should be Vilniaus Silu-
mos tinklai, ‘Vilnius Heating Network’).

Based on the usage data, it would be possible
to distinguish between the MWEs where a certain
word is used only in one form of the degree (Auks-
ciausiasis Teismas, superlative, ‘Supreme Court’),
and those where several forms of a degree are used
(fvairiis bidai and gvairiausi biidai, positive and
superlative, ‘various ways’).

When applying the usage criterion, it is impor-
tant to remember that in this case the accuracy of
the tool will be linked to the corpus data: the rarer
the phrase, the higher the risk for the tool to make
a mistake. For example, if we recognize only two
forms of a particular phrase, and they are both in
the plural form, the tool can come to a false con-
clusion that the lemma of that phrase is also in plu-
ral, although that phrase could also be used in sin-
gular. But such a risk is significant for rare MWEs

only.

It is possible that next to the usage criterion,
other criteria will have to be introduced. For ex-
ample, in order to avoid lemmatisation errors re-
lated to definiteness, it would be worthwhile to in-
voke not only the usage, but, also, frequency cri-
terion. Indeed, according to the data, nekilnoja-
mas turtas (with the indefinite form of the adjec-
tive nekilnojamas) and nekilnojamasis turtas (with
the definite form of the adjective nekilnojamasis),
which both mean ‘real property’, are concurrently
used. However, one can expect the standard form,
the definite one, to be more frequent, as it is a term.

The evaluation of the research results has re-
vealed that the accuracy of the MWE lemma-
tisation is not only influenced by the accuracy
of the syntactic analyser, but, also, by the vari-
ability of MWEs. If we come across a phrase
which has two variants, then a separate lemma
will be assigned to each variant during the au-
tomatic lemmatisation, e.g., uZrasy knyguté and
uzrasy knygelé (‘a notebook’, the difference lies
in the diminutive suffix of the nouns). However,
several forms of degree, different forms of defi-
niteness could be used in the same MWE; for this
reason, we have to discuss how to reflect all this
in a lemma. The substituting component could be
presented in angle brackets: skirti [daug/daugiau)
démesio ‘to pay [much/more] attention’; [nekilno-
Jjamas/nekilnojamasis) turtas ‘real property’ (with
a definite or indefinite adjective). Thus, this would
indicate that some syntagmatic lemmas contain
substituting components.
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Abstract

In this paper we describe a question in-
terpretation module designed as a part of
a Question Answering Dialogue System
(QADS) which is used for an interactive
quiz application. Question interpretation
is achieved in applying a sequence of clas-
sification, information extraction, query
formalization and query expansion tasks.
The process of a question classification
is performed based on a domain-specific
taxonomy of semantic roles and relations.
Our taxonomy was designed in accordance
with the real spoken dialogue data. The
SVM-based classifier is trained to predict
the Expected Answer Type (EAT) with the
precision of 82%. In order to retrieve
a correct answer, focus word(-s) are ex-
tracted to augment the EAT identified by
the system. Our hybrid algorithm for the
extraction of focus words demonstrates the
accuracy of 94.6%. EAT together with fo-
cus words are formalized in a query, which
is further expanded with the synonyms
from WordNet. The expanded query fa-
cilitates the search and retrieval of the in-
formation that is necessary to generate the
system’s responses.

1 Introduction

Any question answering (QA) system has to be
able to give as precise as possible answers to nat-
ural language questions. In order to perform this
task with a reasonably high accuracy, an adequate
question interpretation is required. In the NLP
field, this problem is often defined as the question
classification. Due to the ambiguity of natural lan-
guage utterances the task may become very com-
plicated. For this reason the question classification
phase has proven to be one of the most important

parts of many QA system. If a question type is not
correctly identified, the system will not be able to
find the correct and/or complete answer. Accord-
ing to Razmara et al. (2007), correctly classified
questions are answered correctly twice as often as
misclassified ones.

The study conducted by Moldovan et al. (2000)
set a new modern foundation in the QA task. An
end-to-end open-domain QA system has been de-
veloped. In TREC-8', it achieved the highest
result by demonstrating the accuracy of 77.7%.
The designed system performs question process-
ing, including question classification, focus and
key words extraction, as well as the specification
of an expected answer type.

In 2011, IBM Watson QA system (Ferrucci et
al., 2010) won Jeopardy! quiz game, where it
was able to beat two highest ranked players. The
system includes a component responsible for the
question analysis: the system needs to know what
was asked in a question. Having this knowledge,
the system generates candidate answers. In 2013
IBM made an attempt to adapt Watson QA to the
healthcare domain (Ferrucci et al., 2013).

The scenario targeted in our application is com-
parable to the Jeopardy! quiz game. Our system,
however, provides an interactive quiz game mean-
ing that the returned answers are not just extracted
information chunks or slot fillers, or database en-
tries, but rather full-fledged dialogue utterances.
The domain, on the other hand, is restricted to bib-
liographical facts about a famous person, and the
player’s task is to guess his/her identity by ask-
ing ten questions of various types. For such a
close-domain, for the system to understand a ques-
tion it is possible to narrow down the knowledge
available to it. For example, structured knowl-
edge bases can be used, e.g. Freebase”. They are
however not complete to achieve sufficient cover-

Uhttp://trec.nist.gov/pubs/trec8
Zhttp://www.freebase.com/
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age of factual information required for our game.
Therefore, the content that the system operates on
is a bigger collection of unstructured free texts,
namely, Wikipedia articles®. This impacts search
and retrieval tasks. As a consequence, the output
of a question interpretation module should be a
rather comprehensive query capturing various se-
mantic information concerning events in question,
entities involved in this event and their properties,
and type of relations between entities and possi-
bly between events. Thus, question interpretation
is defined as a sequence of classification, informa-
tion extraction, query formalization and query ex-
pansion tasks. Given the closeness of the domain,
the system can operate on the basis of pre-defined
domain-specific taxonomy of various semantic re-
lations between different types of entities in or-
der to compute an Expected Answer Type (EAT).
The EAT is classified using statistical classifiers
like Support Vector Machines (SVM) operating on
multiple features, such as n-grams, part-of-speech
and other syntactic information. The EAT is fur-
ther augmented with question focus word(-s) in-
formation to determine the main event in question.
Both, the EAT and focus word(-s), are formalized
in a query which, on its turn, is expanded to cover
as many as possible natural language variations.

The paper is structured as follows. Section 2
presents related work that has been reported in the
area of general question answering and in question
classification in particular. In Section 3 we out-
line performed experiments describing the data,
tagset, features, algorithms and evaluation metrics
that have been used. Section 4 reports on the ex-
perimental results, applying SVM on various fea-
ture combinations, to assess the automatic EAT
classification. We also assess the semantic rela-
tions learnability by partitioning the training set
and increasing a number of training instances in
each next run. In Section 5 we describe an al-
gorithm for automatic extraction of focus words.
Section 6 explains how the query is generated and
expanded. Section 7 summarizes our findings and
outlines plans for the future work.

2 Related Work

Depending on the domain and task, QA systems
may require different kinds of question type tax-
onomies. The main difference lies in the principle
on which the question categorisation is performed.

3http://www.wikipedia.org

Lehnert (1986) developed a conceptual taxon-
omy with 13 conceptual classes (e.g. causal an-
tecedent, goal orientation, enablement, etc.). This
kind of categorization allows considering pro-
cesses which occur within human memory dur-
ing interpretation. Lehnert (1977) also pointed out
that for the correct categorisation of ambiguous
questions the context is very helpful.

Singhal et al. (1999) designed a very simple
taxonomy based on the correspondence between
question words and expected answer types. For in-
stance, according to this taxonomy, questions con-
taining Who or Whom belonged to the type Person.
For more ambiguous words like What or Which the
type of a question was identified by the head noun.

Li and Roth (2002) implemented a more ad-
vanced system. They created a hierarchical classi-
fier relying on the answer type semantics, the tax-
onomy had 2 layers: 6 coarse classes (abbrevia-
tion, entity, description, human, location, numeric
value) and 50 fine classes (subclasses of different
coarse classes do not overlap). Using a hierarchi-
cal classifier they tried to get an increase in perfor-
mance, but experimental results showed that the
gained difference with a flat classifier turned out
to be insignificant.

The system called Quarc performed a question
categorisation relying exclusively on the presence
of certain question words (e.g. who, what, when,
where, why). For each question word the system
had a set of heuristic rules which were applied
to find out what kind of information an answer
should contain. For example, What-questions may
refer to objects (What is on the picture?), humans
(What was the name of the main character?), or
to time (What year was America discovered in?)
(Riloff and Thelen, 2000).

Nowadays statistical machine learning is ac-
tively used for NLP tasks, also for the question
classification. Many studies on machine learn-
ing indicate that there are no significant differ-
ences in performance of existing classification al-
gorithms (Sebastiani, 2002). For example, Huang
et al. (2008) applied classifiers based on linear
SVM and Maximum Entropy models to the ques-
tion classification problem. Almost identical accu-
racy has been achieved: 89.2% and 89.0% respec-
tively. Panicker et al. (2012) used Naive Bayes
and SVM classifiers for a comparable problem.
Under different conditions the classifiers demon-
strated similar results. However, the authors de-
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cided in favour of SVM because it was proved to
be more effective for complex data.

Further, the question focus may be used to find
an answer. Moldovan et al. (2000) defines the
question focus as a word or a sequence of words
which helps to identify what is asked in a question.
Mikhailian et al. (2009) introduced two different
types of the question focus:

1. Asking Point (AP) - the explicit question fo-

cus, e.g. in the question Which books have
you read? the word books denotes AP;

2. Expected Answer Type (EAT) was used when
the answer type was implicit but could be in-
ferred from the information provided by the
question, e.g. person is the EAT for the ques-
tion Who wrote “Pride and Prejudice”?.

Focus words were applied as features to predict
question types. Mikhailian et al. (2009) reported
about accuracy of above 82%.

Ferret et al. (2001) defined the question focus
as “a noun phrase that is likely to be present in
the answer”. The focus of a question consists of a
head noun and a list of its modifiers. Their QALC
system was able to correctly identify the focus for
85% of the questions from TREC10 dataset.

3 Experimental Set Up
3.1 Data and Tagset

It is generally known that spoken language differs
from its written form in terms of grammaticality,
syntax, vocabulary, etc. Our system is primarily
focused on the spoken natural language process-
ing. Unfortunately, publicly available corpora did
not meet the requirements of our application.

In order to better understand the nature of spo-
ken dialogue data and to obtain training data,
the series of Wizard-of-Oz experiments were con-
ducted. 338 dialogues were recorded, their total
duration constitutes about 16 hours (Petukhova et
al., 2014). 1342 unique questions were extracted
and annotated with semantic relations. Two sepa-
rate annotators were working on the labelling. To
measure the agreement between them, we calcu-
lated Cohen’s kappa score (Cohen, 1960) for all
obtained labels. The kappa score equal to 0.85
was acquired, which indicated a very high degree
of agreement between the annotators. Disputable
questions were re-annotated together after a thor-
ough discussion.

A preceding study on the question classification
problem (see Faiz (2014) for more details) focused

eatEntities 29.21

creatorOf 9.74 partIn 2.46
activityOf 6.95 episodeOf 0.79
famousFor 3.16 interestOf 0.29
fieldOf 2.95 otherEntities 0.21
award 2.66

eatHumanDescription 28.76

title 11.9 nationality 1.46
name 7.49 religion 1.21
ageOf 2.08 gender 1.21
educationOf 1.66 otherHumanDescription 0.12
body 1.62

eatHumanGroups 10.61

memberOf 225 supporterOf 0.58
chargedFor 221 victimOf 0.25
employeeOf 1.79 causeOf 0.17
ownerOf 1.37 subordinateOf 0.12
founderOf 1.17 otherHumanGroups 0.04
superiorOf 0.62 chargeeOf 0.04
eatTime 9.45

time 4.24 period 0.75
timeDeath 2.16 duration 0.67
timeBirth 1.62

eatLocation 9.4

loc 241 locActivityOf 0.92
locBirth 1.96 locDeath 0.83
locResidence 1.66 locFamousFor 0.29
locOrigin 1.33

eatHumanRelations 7.41

spouseOf 1.87 siblingOf 0.67
parentOf 0.96 friendOf 0.58
familyOf 0.92 enemyOf 0.54
childOf 0.83 otherHumanRelations 0.25
colleagueOf 0.79

eatDescription 4.12

typeOf 2.16 otherDescription 0.29
manner 0.75 definitionOf 0.21
reason 0.67 purpose 0.04
Multilabel 1.04

fieldOf+spouseOf 0.12 activityOf+-childOf 0.04
spouseOf-+famousFor 0.12 spouseOf+gender 0.04
siblingOf+-activityOf 0.12 spouseOf+founderOf 0.04
title-+famousFor 0.08 spouseOf+award 0.04
title+-childOf 0.08 otherHumanRelations+famousFor 0.04
title-+spouseOf 0.08 title-+loc 0.04
nationality-+spouseOf 0.08 famousFor+otherHumanRelations 0.04
founderOf+-activityOf 0.04

Table 1: Distribution of semantic relation classes
(in terms of relative frequencies in the corpus).

on automatically generated data. 1067 questions
were obtained from the corresponding Wikipedia
article using tool developed by Heilman (2011)
and used for the training of an SVM-based classi-
fier. The best precision of 80.18% was achieved on
the combination of unigrams and bigrams of lem-
mas. We combined these two corpora, the result-
ing dataset contained 2403 (some questions were
excluded due to the differences between the tax-
onomies).

We developed a hierarchical taxonomy of ques-
tion types, which consists of two layers: coarse
classes and fine classes. The full set of the de-
fined relations is presented in Table 1 (see also
Petukhova et al. (2014) for more details) with their
relative frequency in the data (coarse classes are in
bold).

3.2 C(lassifier

We used scikit-learn* (see Pedregosa et al. (2011)
for more details), a machine learning library for

“http://scikit-learn.org
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python, to build a question classifier based on the
SVM algorithm and linear kernel function (lin-
earSVC). Since we work in a quite specific do-
main, we could not obtain a separate dataset for
testing. For this reason it was decided to apply a
stratified 5-fold cross-validation. The number of
folds was chosen based on the analysis of the data.
According to Table 1, some classes in our dataset
are under-represented. Dividing questions into 5
folds, we were able to equally distribute questions
of each class (except for the ones represented by
less than five instances).

Our classifier performs multi-class and multi-
label classification. Thus, the classifier can han-
dle questions containing several semantic relations
which is often the case in real life situations.

We can use the hierarchical structure of our
taxonomy to better discriminate between differ-
ent question types. There are at least two possible
ways of how it can be implemented:

1. Sequence of classifiers, where classifier#1
predicts coarse class labels and classifier#2
applies these labels as additional features.

2. Hierarchy of classifiers, where classifier#1
decides to which coarse class a question be-
longs and transfers it to the corresponding
classifier trained specifically for these types
of questions.

In our experiments we followed the first ap-
proach. According to (Li and Roth, 2002) who
worked on a very similar problem there is no
significant difference in performance between flat
and hierarchical classifiers.

3.3 Features

No matter what learning algorithm or approach is
applied, text-based features remain important for
the classification task. The bag-of-words (BoW)
approach, for example, is by far most widely used
in text classification. This approach does not
take into account the order of words and their co-
occurrences. Therefore, apart from bow-models
we constructed models based on bigrams, tri-
grams, and their combinations to assess their im-
pact on the overall classifier performance. It is also
of great interest to understand whether additional
linguistic information helps to better discriminate
between different classes.

The corpus of annotated questions was pro-
cessed using the Stanford CoreNLP tools® to ob-

Shttp://nlp.stanford.edu/downloads/corenlp.shtml

tain part-of-speech and lemma information. In our
experiments surface word forms, POS-tags, lem-
mas, as well as surface forms + POS-tags, lem-
mas + POS-tags, focus words and lemmas of fo-
cus words were used as features. Apart from that,
we applied combinations of all the above men-
tioned features with coarse class labels to predict
fine classes.

In order to extract focus words, we implemented
an algorithm that preserves the main nominal
phrase with the predicate, corresponding prepo-
sitions and conjunctions while removing every-
thing else. The algorithm excludes stop words
and stop phrases (from predefined lists), as well
as some parts of speech (based on the Penn Tree
Bank tagset® we remove existential there, interjec-
tions, interrogative pronouns and possessive end-
ings), auxiliary verbs, and interrogative pronouns.
Questions from the real dialogue data were man-
ually annotated with focus words, which allowed
to test this algorithm. It was able to extract focus
words with the accuracy of 94.6%.

3.4 Evaluation Metrics

It is desirable, that in a quiz game the system pro-
vides the player with a correct answer, and rather
acknowledge the fact if no answer is not found by
generating utterances like “Sorry, I do not have
this information”.” In other words, to return the
correct answer or acknowledge the fact that no an-
swer is found is more important for the overall
system performance than to return a wrong an-
swer. That is why the precision for both ques-
tion classification and answer detection tasks was
more important than the recall. The precision met-
rics indicates how relevant the returned answers is
to the question asked. Recall, by contrast, indi-
cates how many relevant answers are returned by
the classifier, which is not important information
for the system to know, therefore disregarded in
further evaluations. We calculated a weighted pre-
cision score taking into account the proportion of
instances in each class. The weighted precision is
computed by the following formula:

LERW,

P2

c

P, =

Shttp://www.cis.upenn.edu/~treebank/

"To make the game more entertaining, the system can al-
ways play with strategies to turn a negative situation in a sys-
tem’s favour. For example, if no answer is found, the system
may ask the player to put another question claiming that the
previous one was not eligible for whatever reasons or the an-
swer to it would lead to quick game end, or alike.
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where P, - precision for a certain class of ques-
tions, W, - weight associated with that class (num-
ber of instances in a individual class).

3.5 Experimental Design

As a baseline it is common practice to use the ma-
jority class tag, but for our data sets such a baseline
is not very useful because of the relatively low fre-
quencies of the tags for many classes (see Table
1). Instead, we computed a baseline that is based
on a single feature, namely, bag-of-words when
training the Naive Bayes classifier. The baseline
classifier achieved the precision of 56%. It was
implemented using Multinomial Naive Bayes al-
gorithm from scikit-learn (Pedregosa et al., 2011).
Naive Bayes has been chosen for several reasons.
Firstly, it is considered to be one of the basic clas-
sification algorithms. Secondly, it can be easily
implemented. Thirdly, Naive Bayes is relatively
simple and works quite fast.

In the first experiment we intended to establish
how the classifier performs on the following fea-
tures: surface word forms, POS-tags, lemmas, sur-
face forms + POS-tags, lemmas + POS-tags, fo-
cus words and lemmas of focus words.

Second experiment is based on the assump-
tion that the classifier should be able to predict
coarse classes with a higher precision, since coarse
classes are better represented in our data. We
added coarse class labels as complementary fea-
tures to the existing ones to predict fine classes.
Labels were taken from the annotated data. Un-
fortunately, this is not a realistic setting, since
the classifier can hardly predict coarse class labels
with the precision of 100%.

In the third experiment, the classifier was
trained on the actual predicted coarse-class labels
instead of the annotated ones.

4 Experimental results

We have conducted three experiments, each time
using different feature sets. Our classifier out-
performed the baseline (X> (1, n = 2403) =
293.181, p<.05). The highest precision of 82%
was achieved by the model which had been
trained on unigrams-bigrams of lemmas. In most
cases models based on unigrams-bigrams demon-
strated significantly better results than unigram,
bigram, or trigram models. It means that the word
order is important for the classifier, but not very
crucial. In Table 2 we summarize results from all

of the experiments.

n-grams range
LT T 127227123733
Experiment 1

Features

Words 0.81 081 [ 0.72 ] 0.72 T 0.68
POS-tags 0.27 0.4 0.4 046 | 0.44
Lemmas 0.8 082 | 0.74 | 0.73 | 0.71
Words+POS-tags 0.8 0.81 0.71 0.71 0.68
Lemmas-+POS-tags 0.8 0.82 | 073 | 0.73 0.71
Focus 0.75 | 0.74 | 0.63 | 0.59 | 031
FocusLem 0.76 0.76 | 0.65 0.61 0.39
Experiment 2
Words+CA 0.86 | 0.86 0.8 0.79 | 0.71
POS-tags+CA 0.55 | 0.66 | 0.65 | 0.64 | 0.61
Lemmas+CA 0.86 | 0.87 | 0.81 | 0.81 | 0.76

Words+POS-tags+CA 0.85 | 0.85 0.8 0.79 0.7
Lemmas+POS-tags+CA | 0.87 | 0.86 | 0.81 0.81 0.76

Focus+CA 082 | 0.82 | 0.72 | 0.68 0.5
FocusLem+CA 083 | 0.83 | 0.75 | 0.71 0.52
Experiment 3
Words+CP 0.82 | 0.81 0.77 | 0.76 0.7
POS-tags+CP 0.41 0.6 0.59 0.6 0.56
Lemmas-+CP 0.81 082 | 078 | 0.78 | 0.75
Words+POS-tags+CP 0.81 | 0.81 | 0.77 | 0.76 0.7
Lemmas—+POS-tags+CP 0.81 082 | 0.78 | 0.78 | 0.75
Focus+CP 0.79 | 0.77 | 0.68 | 0.65 | 0.44
FocusLem+CP 0.79 | 0.79 | 0.71 | 0.68 | 0.48

Table 2: Precision of the classifier for fine classes
(CA - coarse class labels from the annotated data,
CP - coarse class labels predicted by the classifier).

In Experiment 1 models based on unigrams
and unigrams-bigrams of surface word forms
achieved the precision 81%, while models based
on unigrams--bigrams of lemmas - 82%. These
are the two best results in the Experiment 1. How-
ever, it is necessary to say that there is no sig-
nificant difference in performance between these
models (X? (1, n = 2403) = 0.5745, p>.05).

Deviations in performance between the uni-
grams and unigrams-+bigrams of lemmas turned
out to be statistically insignificant (X* (1, n =
2403) = 2.2640, p>.05). However, the model
based on unigrams+-bigrams is more precise than
the one based on bigrams (X2 (1, n = 2403) =
33.3749, p<.05).

Unfortunately, by adding POS-tags we did not
get any improvements. Words+POS-tags and
Lemmas+POS-tags feature sets accounted for the
same maximal values: 81% and 82% respectively.

Using exclusively POS-tags as features, the
classifier was able to achieve the precision of
46%. It is a very poor result in comparison to the
unigrams—+bigrams of lemmas (X2 (1,n=2403) =
522.6607, p<.05).

Surface word forms and lemmas of focus words
demonstrate similar results (X> (1, n = 2403) =
0.4674, p>.05), achieving maximal precision of
75% and 76% respectively. These values are sig-
nificantly lower than the results achieved by ques-
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tion surface word forms (X2 (1, n = 2403) =
12.4608, p<.05) or by question lemmas (X? (1,
n =2403) = 18.1542, p<.05).

We can see that in Experiment 2 uni-
grams, unigrams+bigrams of Words+CA and
unigrams—+bigrams of Lemmas+CA perform al-
most equally well (X*> (1, n = 2403) =
0.7440, p>.05), demonstrating the highest pre-
cision of 86% and 87% respectively. There is
no significant difference between unigrams and
unigrams-bigrams of lemmas (X% (1, n = 2403)
= (0.7440, p>.05). The difference is significant
for unigrams+bigrams and bigrams of lemmas
(X? (1, n = 2403) = 24.1152, p>.05), and for
unigrams+-bigrams and bigrams of surface words
forms.

Combinations with POS-tags again were not
beneficial for the classification process. They did
not show any improvements.

Comparing the results of Experiment 2 with the
results of Experiment 1, we may conclude that by
adding coarse class labels as additional features a
significantly higher precision was achieved.

In Experiment 3 we used coarse class labels
predicted by the classifier (on unigrams+bigrams
of lemmas) and did not observe any signif-
icant difference in comparison to the results
from Experiment 1.  Unigrams+bigrams of
lemmas, unigrams—+bigrams of Words+POS-tags
and Lemmas+POS-tags demonstrated absolutely
identical results.

As for separate classes, questions of the most
prevailing classes were identified with a very high
precision: title - 85%, creatorOf - 81%, name -
89%.

The most frequent questions in our corpus are
related to the professional activity of a person.
Most of the time this kind of questions belong to
the class acitivityOf or to the class title. They
turned out to be very similar: for example, by
asking What do you do for a living?, the player
expects to get as a potential answer either the de-
scription of a particular professional activity or the
name of a title (position) the person holds. More-
over, very often the player does not care which of
them will be chosen, both answers will be cor-
rect. As consequence, the classifier can confuse
the classes acitivityOf and title with each other.

As we expected, the classifier achieved the best
results by using lexical clues, i.e. the presence of
absence of certain words is a strong feature to de-

termine to which class or classes a question will be
assigned. Unfortunately when a question contains
words shared by questions belonging to different
classes, it may cause prediction errors. For exam-
ple, the classifier may assign several labels instead
of one and vice versa. Based on the analysis of
misclassified instances, we can tell that a question
will receive more than one label, if wording repre-
sentative for two (or more) classes is observed and
extracted as features.

The analysis of false predictions indicates that
most of them were caused by the imbalanced train-
ing set. There are also no strict borders between
some classes. Questions with multiple labels are
under-represented. According to Table 1 they
comprise only 1.04%.

By applying coarse class labels as additional
features we tried to get a higher precision. Un-
fortunately, it worked only when these labels were
taken from the annotated corpus. The classifier
was able to predict coarse class labels with the av-
erage precision of 90% (see Table 3). However, it
was not enough to make the actual predicted labels
useful for the next classifier.

Classes Precision
eatEntities 0.86
eatTime 0.97
eatHumanRelations 0.92
eatHumanDescription 0.9
eatLocation 091
eatDescription 0.86
eatHumanGroups 0.88
avg/total 0.9

Table 3: Precision of the classifier for coarse
classes (unigrams-+bigrams of lemmas).

The precision for all coarse classes is already
relatively high. Questions of the class eatTime,
for example, were correctly identified in 97% of
cases. It may be very problematic to make further
improvements.

To explore learnability of the best performing
classification model and to evaluate how the size
of the training set affects the classifier’s results,
we divided the corpus of annotated questions into
20 parts. All partitions, except for the first one,
contained the equal number of questions. Differ-
ent question types were equally distributed among
the partitions. We started with the training set con-
sisting of 636 questions and gradually increased its
size. Based the obtained results, the learning curve
has been plotted presented in Figure 1.

As we can observe, the precision rose almost
steadily until the size of the training set became
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Figure 1: Learning curve.

bigger than 2000 questions. The growth stopped
at the precision of around 81%. It was followed by
a decrease of 2%. After that the precision grew by
3%, and then again dropped about 1%. These fluc-
tuations, as we believe, were caused by the quality
of the data.

The growth slows down gradually, i.e. in the
range from about 700 till 1200 questions the pre-
cision increased from 65% till 75%, while to get
another 5%, the classifier required 800 additional
questions. Taking these calculations into account,
we were able to obtain the formula, which allowed
to extrapolate the learning curve:

y = 1.164396665 + 10~ In(x) — 8.691998379 x 102

We came to the conclusion that the classifier
will need the training set including approximately
3100-3200 questions to achieve the precision of
85%. Thus, getting more data may potentially im-
prove the performance of the classifier. However,
given the obtained learnability results and since
data collection and its annotation is a very time
consuming task, the efforts may be better spent
to explore other approaches additional to machine
learning, e.g. pattern matching and bootstrapping
from collected examples.

5 Question Focus Extraction

In line with Moldovan et al. (2000), the question
focus describing the main event is typically ex-
pressed by a verb or eventive noun. Despite the
fact that the focus is semantically defined, we use
the knowledge of syntactic structures, since syn-
tactic parsers are mature enough comparing to se-
mantic ones to be used reliably. The following

procedures have been applied to automatically ex-
tract focus words:

1. Auxiliary verbs elimination. OpenNLP
chunker® detects VP-chunks. There is a pre-
defined set of rules helping to identify which
of them contains an auxiliary:

e Combinations of adjacent chunks like
VP+NP+VP are glued together. The
first verb in such combinations is usu-
ally an auxiliary, checked in the list of
auxiliaries.

e [f there is only one verb in a sentence
than it is not an auxiliary verb.

o [f a long chunk contains several verbs,
at least one of them should be an auxil-
iary, checked in the list of auxiliaries.

2. Removal of opening and closing phrases
using regular expressions. For exam-
ple, “Could you tell me what are you do-
ing for living?”, “You are an American,
aren’t you?”.

3. Stop words and stop phrases removal.

4. Postprocessing. Removal of extra spaces,
conjunctions left at the beginning or at the
end of the focus.

This algorithm demonstrated the accuracy of
94.6% when evaluating on the manually annotated
reference data.

6 Query Generation and Expansion

Question
Focus words
Expanded focus

‘What do you do as a job?

do as job

do [make, perform, cause, practice, act], as,
job [activity, occupation, career,
employment, position]

EAT Title_do(do as job)

Query (Z, E, ?X) :: Title_do(Z, doAs, ?job) ::
QUALITY(String) :: QUANTITY (List) ::
FOCUS(do as job)

Expanded query (Z, E, ?X) :: Title_do(Z, doAs, ?job) ::

QUALITY(String) :: QUANTITY (List) ::
FOCUS(do [make, perform,

practice, act], as, job [activity,

occupation, career, employment, position])

Table 4: Example of an expanded query.

Query generation is the last data processing opera-
tion that is performed in the question interpretation
module. The query is generated according to the
pre-defined set of rules. It captures the results of
the question classification (labels) process as well
as the extracted focus words and transfers this in-
formation to the next module.

8https://opennlp.apache.org
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The query generation processes, the semantic
representation of its components in particularly,
partially based on the Discourse Representation
Theory (DRT) (Kamp and Reyle, 1993). It incor-
porates semantic information that is necessary to
find the correct answer. Table 4 demonstrates an
example of such a query.

In natural languages the same message has a
number of realizations. So far, our QA system
misses many answers when the answer is ex-
pressed by different lexical units. To solve this
problem, we used WordNet® synonyms to elabo-
rate the extracted question focus words.

7 Conclusions and Future Work

To implement a question classifier for our system,
we used SVM algorithm. This algorithm performs
quite accurate classification, has a mechanism to
avoid overfitting, can be customized by changing
its kernel function, and is able to handle high di-
mensional spaces.

We have annotated a corpus of questions, which
will become publicly available in the nearest fu-
ture. Although our corpus has been designed for
a quite specific gaming application, it may be of
interest for researchers working on various topics.
Regardless of the domain, annotated spoken dia-
logue data may help in studying of different lin-
guistic phenomena such as, for example, ellipsis
or co-reference resolution.

The corpus has been used as a training set for a
question classifier. The classifier was able to pre-
dict EAT with the precision of 82%. This result
was achieved by the model based on the unigrams
and bigrams of lemmas.

Having analysed misclassified questions, we
drew several conclusions. First, the classifier con-
fuses semantically similar classes. Second, it has
difficulty to identify EATs for under-represented
classes. Third, questions simultaneously belong-
ing to several classes were often misclassified.

Additional to the EAT, focus words are im-
portant to find correct answers. Moldovan et
al. (2000) defines the question focus as a word or
a sequence of words which helps to identify what
is asked in a question. In order to automatically
extract focus words, we have implemented an al-
gorithm that performs with the accuracy of 94.6%.

Once EAT and focus words are specified, this
information needs to be formalized in a form of a

9http://wordnet.princeton.edu

query, in order to be processed by next modules,
in particular for answer retrieval and generation,
and for dialogue manager to update the latest in-
formation state and decide on further dialogue ac-
tions. To address this problem, the question clas-
sification module generates a query which incor-
porates various linguistic information such as one
or multiple semantic relations, events, named en-
tities mentioned in a question, the entity or event
for which information (slot filler) has to be found.

Our findings confirmed that by increasing the
training set we can slightly improve the precision
of the classifier. However, due to the specificity of
our data, this task becomes quite difficult. Wizard-
of-Oz experiments involve human participants and
are conducted in a controlled setting. All partici-
pants have to be instructed in advance. After ex-
periments dialogue data should be analysed, tran-
scribed, and manually annotated by at least several
trained annotators. The listed actions require con-
siderable amount of efforts and time.

The easiest way to achieve a higher precision
is probably to increase the number of instances
for the under-represented classes. Of course, it
is impossible to force the users to ask only cer-
tain types of questions. However, new instances
can be generated based on the existing ones using
bootstrapping. The training set, which has been
used to learn the classifier, is unbalanced. Ideally,
all question types should be equally represented.

It is also possible to apply bootstrapping to gen-
erate synonymous questions for the whole corpus.
In this case we will not discover any new phenom-
ena, but we will get a better lexical coverage.

By querying search engines we can extract
questions that match regular expressions. How-
ever, it should be noted that not all questions types
can be encoded using regular expression. Data ob-
tained in such a way may require some manual
post-processing.

While testing/evaluating with the system, play-
ers produce a lot of questions. Saving each gaming
session could help to enrich the training set.

The analysis of false predictions suggests that
the taxonomy requires some refinements. Many
classes were never used during the annotation.
Certain classes appeared to be very similar to other
classes or simply too general. They should be ei-
ther merged together of divided into several more
specific subclasses respectively.
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Abstract

We present a study in which we seek to
interpret spatial references that are part
of in-situ route descriptions. Our aim
is to resolve these references to actual
entities and places in the city using a
crowdsourced geographic database (Open-
StreetMap). We discuss the problems re-
lated to this task, and present a possi-
ble automatic reference resolution method
that can find the correct referent in 68%
of the cases using features that are easily
computable from the map.

1 Introduction

When humans give route instructions to each
other, such instructions typically involve a wide
range of references, such as references to land-
marks (“Turn at the church.”), to the spatial config-
uration (“The road is bending to the left.”), to the
current path of movement (“Keep walking along
this road.”), or to the direction of movement (‘““You
should turn to the right.”). Determining which
places and objects are referred to is a significant
part of designing geographical information sys-
tems that aim at interacting with the user in natural
language. A long-term goal for our automatic nav-
igation system (Boye et al., 2014) is to be able to
ground that a route instruction was understood or
to enable the user to ask questions about a partic-
ular landmark. This requires resolving the user’s
geographic references.

Resolving referring expressions (REs) to enti-
ties in the world is an ongoing area of research.!
In written text, including web pages and search
queries, references are often to geographic entities

INote that this is different from coreference resolution,
where the objective is to identify those expressions in a text
that refer to the same entity, but not to identify what that en-
tity is (Mitkov, 2010).

such as cities or countries (Amitay et al., 2004;
Martins et al., 2006; Pouliquen et al., 2006). In
spoken language, the domain is typically restricted
to a task that one or more speakers are solving by
referring to the objects that are involved, e.g. the
pieces of a puzzle (Funakoshi et al., 2012; Ma-
tuszek et al., 2014).

This paper addresses the problem of mapping
from linguistic REs that refer to aspects of space
to objects in a map representation of that space.
We collected a number of path descriptions from
pedestrians, similar to the corpus of (Blaylock,
2011). The REs we are interested in refer to en-
tities in a real urban environment and the map rep-
resentation is general rather than tailored to this
particular problem. We give an overview of the
kinds of knowledge needed to resolve different
kinds of references that speakers use to describe
their environment while navigating in it. We dis-
cuss the challenges that occur when real language
data meets real spatial data and suggest ways to
address them.

2 Representing Space: OpenStreetMap

OpenStreetMap (OSM) is a crowdsourcing project
that creates a geographical knowledge base (Hak-
lay and Weber, 2008). Similar to Wikipedia,
the data is open? and has been used for research
projects in different areas, as well as for education
and to create maps for special needs, such as bicy-
cle or hiking maps.’

The geographic data can be downloaded in an
xml format, Figure 1 shows a short extract. There
are two basic data types that are used to rep-
resent objects in the OSM database: nodes and
ways. Ways are sequences of nodes, used for rep-
resenting a wide variety of objects, such as roads,

Zhttp://www.openstreetmap.org/copyright

3For an overview of OSM-based applications for re-
search, education, and other purposes, cf. http://wiki.
openstreetmap.org
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<node 1d="485981500"
<tag k="amenity" v="bench"/>

</node>

<node 1d="674212016"

1lat="59.3360310" lon="18.0510617">

lat="59.3380430" lon="18.0529256">

<tag k="addr:housenumber" v="15"/> <tag k="addr:street" v="Upplandsgatan"/>

</node>
<way 1d="39228957">

<nd ref="469951578"/> <nd ref="469955649"/> <nd ref="469952066"/>
<tag k="highway" v="footway"/> <tag k="surface" v="paved"/>

</way>

Figure 1: An extract of OpenStreetMap data. Each entity has an ID and can be annotated with several
tags. This extract shows two nodes (a bench and a street address), and a way, consisting of several nodes.

squares, areas and buildings (in the three latter
cases, the first node in the sequence is the same as
the last node, and hence the way forms the perime-
ter of a polygon). An intersection between two
streets is represented by the node where the ways
corresponding to the streets meet. Both nodes and
ways can be annotated with a set of tags to specify
names and types, and additional information such
as opening times or links to homepages.

The OSM wiki explains the available set of
tags* and how they should be used. However, the
geographical situation is often not as clear as the
given examples and the same kind of object can
be represented in different ways, as we will de-
scribe further in Section 5. Furthermore, the data
is also incomplete: Not all things that speakers
mention are mapped, not all details about entities
are mapped, and there are errors, e.g. spelling mis-
takes or wrong tags.

On the other hand, OSM often provides a fine
level of detail in urban areas for objects that can
be useful for pedestrian navigation. This includes
information about many kinds of landmarks and
smaller objects such as artworks or benches. The
crowdsourced nature of the data also makes it pos-
sible for the crowd to correct mistakes in spellings
or positions, as well as to keep the map updated.

3 Spatial Descriptions

In order to obtain REs that are used while the
speaker is moving in the environment on foot, we
carried out the following study.

‘http://wiki.openstreetmap.org/wiki/Map_
Features

3.1 Data Collection

For this study, we used data from a previous data
collection (Go6tze and Boye, 2013) in which sub-
jects were asked to walk a specific route and de-
scribe their path in a way that would make it pos-
sible for someone to follow them. We thereby put
participants into the same environment in which
we would later like to guide them. Instead of read-
ing from a 2-dimensional map, our participants
can now see the environment in the same way as
users of a route-giving system experience it.

The experiment was set up as a Wizard-of-Oz
situation in which the participants were asked to
describe to a spoken dialog system with the task
of making it understand. They were told that the
system, like them, had a 3-dimensional and 1st-
person view of the environment. The participants
were not instructed to interact with the system in
any special language but were advised to try out
what they thought was suitable and that the sys-
tem would ask them if it needed clarification, in
which case they should stop until the situation was
clarified. In this way, the experimenter was able to
interfere in situations where an instruction was ev-
idently ambiguous. Otherwise, the experimenter
took as little initiative as possible in order to avoid
influencing them in their choice of REs.

The data was collected in English,’ in which all
participants reported to be fluent. All were slightly
familiar or familiar with the area and all were able
to complete the task.

The route that the participants were asked to
walk was a round tour that started and ended out-
side the doors of our laboratory. The route was
approximately two kilometers long and was given

3The data collection was carried out as part of the Euro-
pean Spacebook project: www. spacebook-project.eu
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Figure 2: An example segment for the utterance:
“I continue in a this direction down the steps [L1]
towards the arch [L2]” A and B indicate the start
and the goal position respectively. The lines indi-
cate the speaker’s direction and field of view.

to the participants on an unlabelled map. The map
had street and other names removed, as well as
common symbols, e.g. for churches or bus stops.

The recorded speech was transcribed and seg-
mented into utterances, and aligned with the GPS
signal. Figure 2 shows an example utterance, the
GPS coordinates (the points A and B) indicate
where the instruction was given and where the next
instruction followed. In this example, the partici-
pant referred to two objects, “the steps” and “the
arch”. Both of these objects are OSM ways and
indicated by the lines L1 and L2 in the figure.

Here, we consider the route descriptions of
three of the study participants. Note that none of
the descriptions contain any names of streets be-
cause we asked participants to avoid them. The
original purpose of collecting this data was to
investigate what landmarks are used for guiding
someone and street names are known to be hard
to recognize in a route finding scenario (Tom and
Denis, 2004). We are extracting all REs they used,
but restrict ourselves here to noun phrases that re-
fer to entities that could in principle be represented
on a map (explicitly or implicitly), such as “a junc-
tion” or “the church”. Noun phrases that refer to
directions (“to the left’) or that are referring to the
task (“I made a mistake”) are excluded. This re-
sults in a total of 398 REs, 150 by participant A,
122 by participant B, and 126 by participant C.

3.2 Common Referring Expressions

Many REs (ca. 97%) contain the type of the en-
tity as interpreted by the describer, e.g. “a small
tunnel”, “the parking lot”, “the street ahead”.

Names, e.g. “Baldersgatan”, “Engelbrekts-
skolan”, “the Algerian embassy”, can occur in
REs, usually for streets or for objects whose names
are clearly visible. In our data, the describers use
names in 2-15% of the REs.

In around 3-9% of the REs in our data the de-
scription is more detailed and specifies a certain
part of an entity, e.g. “the middle of the park”,
“an entrance to the station”, “the end of the road”.

A RE includes the object’s location relative to
the speaker in around 27% of the cases, e.g. “a
fountain to my left”, “ahead of me is the bus sta-
tion”, “on the right hand side of the building”, “a
building to my right”.

Plurals and sets, e.g. “some steps”, “a collec-
tion of trees”, can occur in the REs. Several ob-
jects can be referred to as one or one object can be
perceived as many.

Some references (ca. 3%) describe topographi-
cal features of the terrain, e.g. “the hill”, “a slight
incline”, “the arch at the bottom™.

4 What we Need to Resolve Spatial
References

We can now look at the different kinds of informa-
tion that we need to resolve the example references
and check whether this information is in principle
inferrable from the OSM geographical representa-
tion.

4.1 Types of Knowledge Needed

Position, distance, and angles

We need to know the placement of objects on the
map as well as the speaker’s current and previous
position to determine distances and relative direc-
tions. For example, in expressions like “I’m walk-
ing toward the street.” where we want to exclude
entities that are behind the speaker.

Visibility

In our dataset, speakers are describing the way
they are walking and we can therefore assume that
they are referring to objects they can see. This as-
sumes knowledge about the height and extension
of objects as well as topographical knowledge to

know whether the speaker or an object is located
on e.g. a hill.
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Type information

Most often, objects are referred to by their type.
Describers can use different expressions to refer to
the same type: “I am crossing the street/road”, and
describers can use the same expression to refer to
different types: A street could also be a bike lane
or a footway. Information about how types are re-
lated to one another as well as which expressions
can designate which types in the map is needed to
resolve such ambiguities.

Names

Although not many of the REs in our corpus con-
tain names, they can be useful to reduce the num-
ber of possible referents. A method is needed to
map colloquial or shortened names to those in the
database, as well as to resolve ambiguities where
several entities have the same name, e.g. a bus stop
may be named after the hospital where it is lo-
cated.

Topography

In order to resolve REs that refer to topographical
features, knowledge about elevation is needed.

Discourse history

We are dealing with continuous descriptions and
speakers who are moving through the environ-
ment as they are speaking. Speakers are refer-
ring to some objects several times, e.g. to de-
scribe them in more detail. This results in the
use of pronouns and short descriptions that we
can only resolve by taking into account previous
utterances (as well as already found referents):

Position  Utterance
P, “So I’m right in front of the arcs.”
Py “and I'm walking through them.”

4.2 When to Reject a Solution

No map of a real urban environment can be as-
sumed to be complete. We therefore need a mech-
anism to decide that we cannot resolve the refer-
ence to anything in the map representation. This
can be decided on the basis of e.g. distance, vis-
ibility, and type. If the describer is talking about
a pedestrian crossing, and there is none within a
small radius, we can reject the expression as unre-
solvable. If the describer is talking about a build-
ing, it might be visible from further away and we
can extend the radius to look for possible referents.

4.3 Using OpenStreetMap

Let us now consider how we can obtain this kind
of knowledge from OpenStreetMap (OSM). Re-
call that we are assuming knowledge about the
speaker’s position.

Knowledge that can be obtained directly

Recall from Section 2, that OSM entities (nodes
and ways) are tagged with their position in terms
of latitude and longitude, as well as information
about their type and their name (cf. Figure 1).

Information about topography is in principle
possible to obtain from OSM. The tag incline can
be used to specify the steepness of a way. The tags
natural and ele can be used to specify a peak and
a point’s elevation above sealevel. To specify the
height of buildings, OSM provides the tag height.
However, these topographical tags are rarely used
in the urban environment that corresponds to the
REs from our data.

Knowledge that can be inferred

Both distance and angles can easily be inferred
using the speaker’s and the entities’ positions. As
mentioned above, the concept of an intersection
can be inferred by checking how many streets (or
OSM ways) are meeting in a node. If more than
two streets meet, we can assume that the node is
a junction. This knowledge is needed for descrip-
tions that specify a certain part of a street, such as
“the end of the street” or “the corner of street X
and street Y.

Information about visibility can be computed
from knowledge about topography and distance
if it is available. In order to approximate knowl-
edge on visibility where it is not available, we can
check whether there is a free line of sight from the
speaker to an entity, i.e. whether there is a building
in between the speaker and the entity.

Some types do not have to be explicitly repre-
sented in the form of tags, but can be inferred. For
example, in order to determine which buildings
make up a university campus or a hospital com-
plex, it may be possible to group them on the basis
of their name.

4.4 Other Sources of Knowledge

When speakers describe something by its type (“I
can see a fountain.”), then this type does not nec-
essarily correspond to the type as used in OSM.
For example, what describers call a “street” cor-
responds to many different types in OSM, as tags

Proceedings of the 20th Nordic Conference of Computational Linguistics (NODALIDA 2015) 64



a) A building that is named directly

<way 1d="21572801">
<tag k="building" v="church"/>
<tag k="name"
v="Engelbrektskyrkan"/> </way>

b) A building with an additional node placed in-
side that has its name associated to it

<way i1d="163966736">

<tag k="building" v="yes"/> </way>
<node 1id="1340902455"

lat="59.345" lon="18.067">

<tag k="name" v="Tyskaskolan"/>
</node>

Figure 3: Ambiguity in representation: How enti-
ties are name-tagged.

specify the size and function of the street, e.g. res-
idential or cycleway. Likewise, describers can use
a variety of expressions to refer to the same type,
e.g. they could also refer to a street as “a road”.
Therefore, we need an appropriate mapping to in-
fer the possible matches.

Besides geographic knowledge, more general
knowledge about certain objects can be useful to
infer their properties even when they are not ex-
plicitly mapped. Consider a user that interacts
with a navigation system saying “I am follow-
ing the footpath” but the matching OSM entity is
tagged as a bicycle path. In this kind of applica-
tion, it is useful to assume that bicycle paths can
usually be accessed by pedestrians and the RE can
be resolved to it.

5 Mismatches Between Map
Representation and Speakers’
Conceptualization

As mentioned before, OpenStreetMap contains
a number of inconsistencies in how entities are
tagged. This implies that several strategies can
be needed to resolve the same kind of reference.
Figure 3 shows the case of names for buildings.
A building of any kind (an OSM way), can be
tagged with a name directly (3a), or there can be
an additional node placed inside the building, that
is tagged with the name (3b). In the map repre-
sentation, there is no direct link between the way
and the named node. This connection has to be in-
ferred by computing whether the node’s position
is inside the building.

Figure 4: Granularity in OpenStreetMap: an in-
tersection consisting of many street segments and
nodes where they meet. The highlighted nodes
inside the circle are all part of “an intersection”.
The highlighted street segments (1-4) belong to
the same named street, that is also mapped with
a footway and a cycleway running next to it (indi-
cated by the discontinuous lines)

Another problematic case is the granularity with
which objects are mapped. Figure 4 shows a ma-
jor intersection, containing many street segments
and nodes where they meet. In the description “I
am approaching a junction” it is not at once clear
which entities an algorithm should pick.

Grouping larger objects together, such as street
segments or buildings that form a unit such as a
university campus, is challenging as well. At first
sight, this problem could be solved on the basis of
the entities’ names. Consider however the map-
ping of large roads, where sometimes the pedes-
trian walkway is mapped separately, parallely to
the road. These pedestrian ways frequently do not
contain a name tag and can thus not be associ-
ated to the road easily. Additionally, ways can
(and often do) consist of several segments, each
an own entity in OSM. In Figure 4, each thick
black line corresponds to the segment of a street
that stretches further in both directions, and has a
pedestrian way mapped next to it. Speakers will
often refer to the whole structure as “the street”
and we need to decide which entities this should
correspond to.

6 Resolving References

Keeping the above difficulties in mind, the task
is now to map from a referring expression to the
user’s intended referent, which may be one or
more OSM entities.
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Referring Expression

OSM tag/value

“road”, “street”

“path”, “footpath”
“cycle path”, “bike lane”
“trees”

“traffic lights”

“bus station”

highway={tertiary, secondary, primary, residential, pedestrian}

highway={footway, cycleway}
highway=cycleway

natural=tree_row, leisure=park
highway=traffic_signals, crossing=traffic_signals
highway=bus_stop

EE T3

“stairs”, “staircase”
“parking lot”, “parking space”

LR N3

“arches”, “archway” tunnel=yes

highway=steps
amenity=parking

Table 1: A set of mappings from referring expressions to features of the OSM entities that the expressions

refer to

We can distinguish the following cases:

1. There are zero referents in the database (i.e.
the intended referent is not in the database).

2. The intended referent is a unique OSM entity
with a single OSM identifier.

3. The intended referent is a unique set of refer-
ents in the database (“the two bus stops”™).

4. A referent can be chosen from a set of in-
terchangeable (equally good) entities in the
database.

In the latter case, we either need to devise a
mechanism to group the entities together, or we
can pick one of them, as the following two exam-
ples show:

e “the intersection” can refer to a group of
several nodes where street segments meet to
form what the speaker perceives as a unit. In
this case, we do not want to pick out one of
the nodes, but treat them as a unit so that they
reflect the extension of the intersection as in
expressions like “Cross the intersection”.

e “an entrance to the tunnelbana station” can
be the building that is the actual entrance,
or the node inside it, that is tagged as sub-
way_entrance.

6.1 OSM Features for Resolving References

We have matched all 398 REs in our data with the
OSM entity or entities that we judge correspond to
the user’s intended referent. In 354 cases (89%)
the intended referent is present in the database.
For all of these 354 REs and correponding refer-
ents, we computed the following binary features:

osmName True if the name used in the RE
matches the OSM name. We count only exact
matches, i.e. the OSM tag name has to exactly
match the string in the RE. This serves to give a
first overview of how many expressions can be re-
solved purely by checking the name.

osmName+ True if the name used in the RE
matches the OSM name, with some simple nor-
malization using a robust parser. Here, we are
applying simple rewriting rules (the RE “the Ser-
bian embassy” is mapped to name="Embassy of
the Republic of Serbia”) as well as translations
of type specifications, such as mapping “Engel-
brekt’s church” to name="Engelbrektskyrkan™).
Note that we are only considering a small part of
OSM and additional rules may be needed for cases
that we did not come across in this dataset.

osmType True if the type used in the RE
(e.g. “restaurant”) exactly matches the OSM type.
In OSM, types are represented as tags, either
as the tag name (building=yes), or as its value
(tourism=artwork).

osmType+ True if the type used in the RE
matches the OSM type modulo the taxonomy
in Table 1 (i.e. the RE “street” matches all
the OSM types tertiary, secondary, etc., and
“car park” matches entities that are tagged as
amenity=parking etc.)

closest True if the entity is the closest of its type
to the speaker.

direction True if the entity is located in the
speaker’s walking direction. For this feature, we
are using the previous location of the speaker to
define her current bearing. An entity is in her
walking direction if it is located within an angle
from -90 to 90 degrees (cf. Figure 2).
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Describer

A B C
# ref. expr. 150 122 126
#in OSM* 134 109 111
name references 14 3 17
osmName 3 2 8
osmName+ 13 3 16
type references | 128 106 111
osmType 29 45 49
osmType+ 117 100 102
closest 101 75 84
direction 130 106 109
visibility 125 106 105

Table 2: Counts of referring expressions that can
be linked to OSM features as described in Section
6.1 *the OSM data was downloaded in June 2013

visibility True if the entity is visible from where
the speaker is. This feature reflects actual visi-
bility, i.e. as judged by the annotators from their
knowledge of the environment. An entity can also
be visible if it is behind the speaker.

6.2 Results

Table 2 shows the result of the annotation. We can
see that the majority of REs contain a type, but
that they exactly match the type names and tags
in OSM in less than half of the cases. For de-
scriber C, all REs contain a type identifier (111),
but only 49 of them can be related to their refer-
ent without further processing. Applying the map-
pings shown in Table 1 can improve the matching
to more than twice the amount. This is the case for
the describers A and B as well.

Very few names were used. However, recall that
the describers were asked not to use street names.
Consequently, the amount of names might have
been higher if they had been allowed to do so.

Furthermore, the table shows that most of the
objects are in front of and visible for the speaker
(e.g. 97% and 93% for describer A, respectively).
In fewer cases (ca. 69-75%), the object was the
closest of its type. Note that these three features
depend on the position of the speaker and that the
GPS signal on which we base these features, varies
in accuracy.

The counts in Table 2 show that we can map the
type and name of an entity as they are used in the
RE with the annotation used in OSM, for a large
number of cases. This will limit the number of

Referents
Feature combination found
osmType, osmName, closest 27
osmType, closest .30
osmType+, osmName+, closest .67
osmType+, closest .68
osmType+, closest, visibility .65
osmType+, closest, .65
visibility, osmName+
osmType—+, closest, .63
visibility, osmName+, direction

Table 3: Applying different combinations of fea-
tures to resolve references.

possible referents, but not suffice to find the actual
referent.

In Table 3, we are considering different subsets
of the features. We are considering the 354 REs
of all three speakers, for which we know that the
referent is in the database. The combination of
features that covers most mappings uses only the
type feature along with the taxonomy in Table 1
(osmType+), combined with the distance infor-
mation (closest).

Based on these counts, a baseline method can
proceed in the following way to find a referent:

1. Compute the set of geographic entities in the
vicinity of the speaker’s position.

2. From this set, compute the set of possible ref-
erents by determining how the entitites are re-
lated to one another. At this step, potential
referents can be added for entities that make
up a unit, e.g. nodes of an intersection as de-
picted in Figure 4.

3. Filter away entities that do not match the RE
in name or type.

4. Pick the closest of the remaining entities.

Note that visibility can be handled in different
ways: When computing the initial set of available
referents, or at a later point. The counts in Table 3
reflect a lower number of matches when includ-
ing information about visibility. This may be be-
cause of inaccuracies in the GPS signal, or simply
an artefact of the small dataset.

7 Discussion and Future Work

The ultimate aim of this work is to develop a
robust reference resolution method that can be

Proceedings of the 20th Nordic Conference of Computational Linguistics (NODALIDA 2015) 67



incorporated into our pedestrian navigation sys-
tem (Boye et al., 2014). Therefore, it is impor-
tant to point out that the above results were all ob-
tained using data where users described the way as
they were walking, and consequently it was natu-
ral to resolve a spatial reference to a matching en-
tity closest to the user’s position. However, there
are situations where users would refer to entities
and places that are possibly far away (e.g. “How
do I get to X street?””). Therefore any realistic spa-
tial reference algorithm must take the user’s dia-
logue act into account: For instance, if the user
is making a request (“Give me directions to X”),
proximity to X should not be given much weight.

Furthermore, in this paper we have only consid-
ered how many of the intended referents we can
find, but it is also important to identify the refer-
ences that have no referent in the database, as to
avoid false positives. Such a procedure needs to
make an assumption about the coverage of OSM
in a particular area as well.®

As discussed before, it is often far from obvious
what the intended referent is. In particular this is
true in situations where the user conceptualizes her
surroundings differently from how the database is
organized (as in Figure 4). A possibility would be
to add an extra layer on top of OpenStreetMap,
in which nodes are grouped into super-concepts
like “intersection”, “roundabout”, etc. Such super-
concepts could be formed on the basis of actual
data, like the verbal route descriptions we are us-
ing in this study. This would have the advantage of
resolving references to entities that more closely
correspond to the user’s mental map, but the dis-
advantage of requiring extra computation.

Additional processing is also required when
the reference resolution is to be carried out in
other languages than English. In our features,
we exploited the fact that OSM tags and values
are in English and therefore match natural lan-
guage expressions in some cases. Further linguis-
tic processing and algorithms that map OSM con-
cepts to language resources such as WordNet, like
Voc2WordNet (Ballatore et al., 2014), may be a
useful resource to bridge the gap between com-
monly used terms and map concepts.

A visualization of the OSM coverage can be found at
https://www.mapbox.com/osm-data-report/

Acknowledgment

The authors were supported by Swedish national
grant VR 2013-4854 “Personalized spatially-
aware dialogue systems”.

References

E. Amitay, N. Har’El, R. Sivan, and A. Soffer. 2004.
Web-a-where: Geotagging Web Content. In Proc. of
SIGIR, pages 273-280.

A. Ballatore, M. Bertolotto, and D. C. Wilson. 2014.
Linking geographic vocabularies through WordNet.
Annals of GIS, 20(2):73-84.

N. Blaylock. 2011. Semantic Annotation of Street-
level Geospatial Entities. In Proc. of the IEEE
ICSC Workshop on Semantic Annotation for Com-
putational Linguistic Resources.

J. Boye, M. Fredriksson, J. Gotze, J. Gustafson, and
J. Konigsmann. 2014. Walk This Way: Spatial
Grounding for City Exploration. In Natural Interac-
tion with Robots, Knowbots and Smartphones, pages
59-67. Springer New York.

K. Funakoshi, M. Nakano, T. Tokunaga, and R. Iida.
2012. A unified probabilistic approach to referring
expressions. In Proc. of SIGdial, pages 237-246.

J. Gotze and J. Boye. 2013. Deriving Salience Mod-
els from Human Route Directions. In Workshop
on Computational Models of Spatial Language In-
terpretation and Generation 2013 (CoSLI-3), pages
36-41.

M. Haklay and P. Weber. 2008. OpenStreetMap:
User-Generated Street Maps. Pervasive Computing,
IEEE, 7(4):12-18, Oct.

B. Martins, M. J. Silva, S. Freitas, and A. P. Afonso.
2006. Handling Locations in Search Engine
Queries. In Workshop on Geographical Information
Retrieval, SIGIR.

C. Matuszek, L. Bo, L. Zettlemoyer, and D. Fox. 2014.
Learning from Unscripted Deictic Gesture and Lan-
guage for Human-Robot Interactions. In Proc. of the
28th National Conference on Artificial Intelligence.

R. Mitkov, 2010. Computational Linguistics and Natu-
ral Language Handbook, chapter Discourse process-
ing, pages 599-629. Blackwell Publishers.

B. Pouliquen, M. Kimler, R. Steinberger, C. Ignat,
T. Oellinger, K. Blackler, F. Fuart, W. Zaghouani,
A. Widiger, A.-C. Forslund, and C. Best. 2006.
Geocoding multilingual texts: Recognition, disam-
biguation and visualisation. Proc. of LREC-2006.

A. Tom and M. Denis. 2004. Language and spatial
cognition: comparing the roles of landmarks and
street names in route instructions. Applied Cogni-
tive Psychology, 18(9):1213-1230.

Proceedings of the 20th Nordic Conference of Computational Linguistics (NODALIDA 2015) 68



Combining Relational and Distributional Knowledge
for Word Sense Disambiguation

Richard Johansson

Luis Nieto Pina

Sprakbanken, Department of Swedish, University of Gothenburg
Box 200, SE-40530 Gothenburg, Sweden
{richard.johansson, luis.nieto.pina}@svenska.gu.se

Abstract

We present a new approach to word sense
disambiguation derived from recent ideas
in distributional semantics. The input to
the algorithm is a large unlabeled cor-
pus and a graph describing how senses
are related; no sense-annotated corpus is
needed. The fundamental idea is to em-
bed meaning representations of senses in
the same continuous-valued vector space
as the representations of words. In this
way, the knowledge encoded in the lex-
ical resource is combined with the infor-
mation derived by the distributional meth-
ods. Once this step has been carried out,
the sense representations can be plugged
back into e.g. the skip-gram model, which
allows us to compute scores for the differ-
ent possible senses of a word in a given
context.

We evaluated the new word sense dis-
ambiguation system on two Swedish test
sets annotated with senses defined by the
SALDO lexical resource. In both evalu-
ations, our system soundly outperformed
random and first-sense baselines. Its ac-
curacy was slightly above that of a well-
known graph-based system, while being
computationally much more efficient.

1 Introduction

For NLP applications such as word sense disam-
biguation (WSD), it is crucial to use some sort of
representation of the meaning of a word. There
are two broad approaches commonly used in NLP
to represent word meaning: representations based
on the structure of a formal knowledge representa-
tion, and those derived from co-occurrence statis-
tics in corpora (distributional representations). In
a knowledge-based word meaning representation,

the meaning of a word string is defined by map-
ping it to a symbolic concept defined in a knowl-
edge base or ontology, and the meaning of the con-
cept itself is defined in terms of its relations to
other concepts, which can be used to deduce facts
that were not stated explicitly: a mouse is a type
of rodent, so it has prominent feeth. On the other
hand, in a data-driven meaning representation, the
meaning of a word in defined as a point in a ge-
ometric space, which is derived from the word’s
cooccurrence patterns so that words with a similar
meaning end up near each other in the vector space
(Turney and Pantel, 2010). The most important re-
lation between the meaning representations of two
words is typically similarity: a mouse is something
quite similar to a rat. Similarity of meaning is of-
ten operationalized in terms of the geometry of the
vector space, e.g. by defining a distance metric.
These two broad frameworks obviously have
very different advantages: while the symbolic rep-
resentations contain explicit and very detailed re-
lational information, the data-driven representa-
tions handle the notion of graded similarity in
a very natural way, and the fact that they typi-
cally have a wide vocabulary coverage makes it
attractive to integrate them in NLP systems for ad-
ditional robustness (Turian et al., 2010). How-
ever, there are many reasons to study how these
two very dissimilar approaches can complement
each other. Mikolov et al. (2013c) showed that
vector spaces represent more structure than pre-
viously thought: they implicitly encode a wide
range of syntactic and semantic relations, which
can be recovered using simple linear algebra op-
erations. For instance, the geometric relation be-
tween Rome and [taly is similar to that between
Cairo and Egypt. Levy and Goldberg (2014) fur-
ther analyzed how this property can be explained.
One aspect where symbolic representations
seem to have an advantage is in describing word
sense ambiguity: the fact that one surface form
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may correspond to more than one underlying con-
cept. For instance, the word mouse can refer to
a rodent or an electronic device. Except for sce-
narios where a small number of senses are used,
lexical-semantic resources such as WordNet (Fell-
baum, 1998) for English and SALDO (Borin et al.,
2013) for Swedish are crucial in applications that
rely on sense meaning, WSD above all.

Corpus-derived representations on the other
hand typically have only one representation per
surface form, which makes it hard to search
e.g. for a group of words similar to the ro-
dent sense of mouse' or to reliably use the vec-
tor in machine learning methods that generalize
from the semantics of the word (Erk and Pad¢,
2010). One straightforward solution could be to
build a vector-space semantic representation from
a sense-annotated corpus, but this is infeasible
since fairly large corpora are needed to induce
data-driven representations of a high quality, while
sense-annotated corpora are small and scarce. In-
stead, there have been several attempts to cre-
ate vectors representing the senses of ambiguous
words, most of them based on some variant of the
idea first proposed by Schiitze (1998): that senses
can be seen as clusters of similar contexts. Fur-
ther examples where this idea has reappeared in-
clude the work by Purandare and Pedersen (2004),
as well as a number of recent papers (Huang et
al., 2012; Moen et al., 2013; Neelakantan et al.,
2014; Kagebick et al., 2015). However, sense dis-
tributions are often highly imbalanced, it is not
clear that context clusters can be reliably created
for senses that occur rarely.

In this work, we build a word sense disambigua-
tion system by combining the two approaches to
representing meaning. The crucial stepping stone
is the recently developed algorithm by Johansson
and Nieto Pifia (2015), which derives vector-space
representations of word senses by embedding the
graph structure of a semantic network in the word
vector space. A scoring function for selecting a
sense can then be derived from a word-based dis-
tributional model in a very intuitive way simply by
reusing the scoring function used to construct the
original word-based vector space. This approach
to WSD is attractive because it can leverage corpus
statistics similar to a supervised method trained
on an annotated corpus, but also use the lexical-

! According to Gyllensten and Sahlgren (2015), this prob-
lem can be remedied by making better use of the topology of
the neighborhood around the search term.

semantic resource for generalization. Moreover,
the sense representation algorithm also estimates
how common the different senses are; finding the
predominant sense of a word also gives a strong
baseline for WSD (McCarthy et al., 2007), and is
of course also interesting from a lexicographical
perspective.

We applied the algorithm to derive vector rep-
resentations for the senses in SALDO, a Swedish
semantic network (Borin et al., 2013), and we used
these vectors to build a disambiguation system that
can assign a SALDO sense to ambiguous words
occurring in free text. To evaluate the system,
we created two new benchmark sets by processing
publicly available datasets. On these benchmarks,
our system outperforms a random baseline by a
wide margin, but also a first-sense baseline signif-
icantly. It achieves a slightly higher score than
UKB, a highly accurate graph-based WSD sys-
tem (Agirre and Soroa, 2009), but is several orders
of magnitude faster. The highest disambiguation
accuracy was achieved by combining the proba-
bilities output by the two systems. Furthermore,
in a qualitative inspection of the most ambiguous
words in SALDO for each word class, we see that
the sense distribution estimates provided by the
sense embedding algorithm are good for nouns,
adjectives, and adverbs, although less so for verbs.

2 Representing the meaning of words
and senses

In NLP, the idea of representing word meaning
geometrically is most closely associated with the
distributional approach: the meaning of a word
is reflected in the set of contexts in which it ap-
pears. This idea has a long tradition in linguistics
and early NLP (Harris, 1954).

The easiest way to create a geometric word
representation is to implement the distributional
idea directly: for each word, we create a vector
where each dimension corresponds to a feature de-
scribing the frequency of contexts where the tar-
get word has appeared. Typically, such a feature
corresponds to the document identity or another
word with which the target word has cooccurred
(Sahlgren, 2006), but in principle we can define
arbitrary contextual features, for instance the syn-
tactic context (Pad6 and Lapata, 2007). In addi-
tion, a dimensionality reduction step may be used
to map the high-dimensional sparse vector space
onto a smaller-dimensional space (Landauer and
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Dumais, 1997; Kanerva et al., 2000).

As an alternative to context-counting vectors,
geometric word representations can be derived in-
directly, as a by-product when training classifiers
that predict the context of a focus word. While
these representations have often been built using
fairly complex machine learning methods (Col-
lobert and Weston, 2008; Turian et al., 2010), such
representations can also be created using much
simpler and computationally more efficient log-
linear methods that seem to perform equally well
(Mnih and Kavukcuoglu, 2013; Mikolov et al.,
2013a). In this work, we use the skip-gram model
by Mikolov et al. (2013a): given a focus word, the
contextual classifier predicts the words around it.

2.1 From word meaning to sense meaning

The crucial stepping stone to WSD used in this
work is to embed the semantic network in a vec-
tor space: that is, to associate each sense s;; with a
sense embedding, a vector E(s;;) of real numbers,
in a way that makes sense given the topology of the
semantic network but also reflects that the vectors
representing the lemmas are related to those corre-
sponding to the underlying senses (Johansson and
Nieto Pifia, 2015).

Figure 1 shows an example involving an
ambiguous word.  The figure shows a two-
dimensional projection’ of the vector-space rep-
resentation of the Swedish word rock (meaning ei-
ther ‘coat’ or ‘rock music’) and some words re-
lated to it: morgonrock ‘dressing gown’, jacka
‘jacket’, kappa ‘coat’, oljerock ‘oilskin coat’,
langrock ‘long coat’, musik ‘music’, jazz ‘jazz’,
hardrock ‘hard rock’, punkrock ‘punk rock’, funk
‘funk’. The words for styles of popular music and
the words for pieces of clothing are clearly sepa-
rated, and the polysemous word rock seems to be
dominated by its music sense.

The sense embedding algorithm will then pro-
duce vector-space representations of the two
senses of rock. Our lexicon tells us that there are
two senses, one related to clothing and the other to
music. The embedding of the first sense (‘coat’)
ends up near the other items of clothing, and the
second sense (‘rock music’) near other styles of
music. Furthermore, the embedding of the lemma
consists of a mix of the embeddings of the two

2The figures were computed in scikit-learn (Pe-
dregosa et al., 2011) using multidimensional scaling of the
distances in a 512-dimensional vector space.

senses: mainly of the music sense, which reflects
the fact that this sense is most frequent in corpora.

dnusik
3 gpunkrock
dardrock dangrock
dazz
&ljerock
JOCk_Z,{ock
dunk
Jock-1 &appa
dacka
enorgonrock
Figure 1: Vector-space representation of the

Swedish word rock and its two senses, and some
related words.

2.2 Embedding the semantic network

We now summarize the method by Johansson and
Nieto Pifia (2015) that implements what we de-
scribed intuitively above,> and we start by intro-
ducing some notation. For each lemma [;, there
is a set of possible underlying concepts (senses)
Sil,-..,Sim; for which /; is a surface realization.
Furthermore, for each sense s;;, there is a neigh-
borhood set consisting of concepts semantically
related to s;;. Each neighbor n;j; of s;; is asso-
ciated with a weight w; ;. representing the degree
of semantic relatedness between s;; and n; ;. How
we define the neighborhood, i.e. what we mean
by the notion of “semantically related,” will obvi-
ously have an impact on the result of the embed-
ding process. In this work, we simply assume that
it can be computed from any semantic network,
e.g. by picking a number of hypernyms and hy-
ponyms in a lexicon such as WordNet for English,
or primary and secondary descriptors if we are us-
ing SALDO for Swedish.

We assume that for each lemma /;, there ex-
ists a D-dimensional vector F (I;) of real numbers;
these vectors can be computed using any method
described in Section 2. Finally, we assume that
there exists a distance function A(x,y) that returns
a non-negative real number for each pair of vec-
tors in R?; in this work, this is assumed to be the
squared Euclidean distance.

Shttp://demo.spraakdata.gu.se/richard/
scouse
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The goal of the algorithm is to associate each
sense s;; with a sense embedding, a real-valued
vector E(s;j) in the same vector space as the
lemma embeddings. The lemma embeddings and
the sense embeddings will be related through a
mix constraint: the lemma embedding F(/;) is de-
composed as a convex combination }; p;; E(sij),
where the {p;;} are picked from the probability
simplex. Intuitively, the mix variables correspond
to the occurrence probabilities of the senses, but
strictly speaking this is only the case when the vec-
tors are built using context counting.

We now have the machinery to state the opti-
mization problem that formalizes the intuition de-
scribed above: the weighted sum of distances be-
tween each sense and its neighbors is minimized,
and the solution to the optimization problem so
that the mix constraint is satisfied for the senses
for each lemma. To summarize, we have the fol-
lowing constrained optimization program:

mmElr;nze Y wiikA(E (i), E (nije))
’ i,j,k

subject to Zp,‘jE (S,'j)
J

Zpij =1 Vi
J

pij >0 Vi, j

=F(l;) Vi
(1)

This optimization problem is hard to solve with
off-the-shelf methods, but Johansson and Nieto
Pifia (2015) presented an approximate algorithm
that works in an iterative fashion by considering
one lemma at a time, while keeping the embed-
dings of the senses of all other lemmas fixed.

It can be noted that the vast majority of words
are monosemous, so that the procedure will leave
the embeddings of these words unchanged. These
will then serve as as anchors when creating the
embeddings for the polysemous words; the re-
quirement that lemma embeddings are a mix of the
sense embeddings will also constrain the solution.

3 Using the skip-gram model to derive a
scoring function for word senses

When sense representations have been created us-
ing the method described in Section 2, they can be
used in applications including WSD. Exactly how
this is done in practice will depend on the prop-
erties of the original word-based vector space; in

this paper, we focus on the skip-gram model by
Mikolov et al. (2013a).

In its original formulation, the skip-gram model
is based on modeling the conditional probability
that a context feature ¢ occurs given the lemma /:

oF (@) F (1)

Plell) = =5

The probability is expressed in terms of lemma
embeddings F () and context F'(c): note that the
word and context vocabularies can be distinct, and
that the corresponding embedding spaces F and F’
are separate. Z(/) is a normalizer so that the prob-
abilities sum to 1.

The skip-gram training algorithm then maxi-
mizes the following objective:

ZlOgP(Cij’li)

i.j

Here, the /; are the lemmas occurring in a corpus,
and c;; the contextual features occurring around /;.
In practice, a number of approximations are typi-
cally applied to speed up the optimization; in this
work, we applied the negative sampling approach
(Mikolov et al., 2013b), which uses a few random
samples instead of computing the normalizer Z(1).

By embedding the senses in the same space as
the words using the algorithm in Section 2, our im-
plicit assumption is that contexts can be predicted
by senses in the same way they can be predicted
by words: that is, we can use the sense embed-
dings E(s) in place of F(I) to model the probabil-
ity P(c|s). Assuming the context features occur-
ring around a token are conditionally independent,
we can compute the joint probability of a sense
and the context, conditioned on the lemma:

P(s,c1,...,ch|l) = P(s|l)P(cy,...

= P(s|D)P(cils)--

,Cnl$)

-P(cyls).

Now we have what we need to compute the poste-
rior sense probabilities*:

— P(sIP(ct,e. cals)

7Cnal) - 231 (,‘l) (c1ye. ‘n‘éz)
) (F
\

P(s|cy,. ..

( ‘l eF'(cp)+- AF (cn))E(s)
( ,l)e F/ (c1)+.- +F/(zn))E( i)

4We are using unnormalized probabilities here. Includ-
ing Z(s) makes the computation much more complex, but
changes the result very little.
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Finally, we note that we can use a simpler formula
if we are only interested in ranking the senses, not
of their exact probabilities:

score(s) = logP(s|l) + Y F'(c;)-E(s) (2)

¢

We weighted the context vector F’(c;) by the dis-
tance of the context word from the target word,
corresponding to the random window sizes com-
monly used in the skip-gram model. We leave the
investigation of more informed weighting schemes
(Kagebick et al., 2015) to future work. Further-
more, we did not make a thorough investigation
of the effect of the choice of the probability dis-
tribution P(s|/) of the senses, but just used a uni-
form distribution throughout; it would be inter-
esting to investigate whether the accuracy could
be improved by using the mix variables estimated
in Section 2, or a distribution that favors the first
sense.

4 Application to Swedish data

The algorithm described in Section 2 was applied
to Swedish data: we started with lemma embed-
dings computed from a corpus, and then created
sense embeddings by using the SALDO semantic
network (Borin et al., 2013).

4.1 Creating lemma embeddings

We created a corpus of 1 billion words down-
loaded from Sprakbanken, the Swedish language
bank.> The corpora are distributed in a format
where the text has been tokenized, part-of-speech-
tagged and lemmatized. Compounds have been
segmented automatically and when a lemma was
not listed in SALDO, we used the parts of the com-
pounds instead. The input to the software com-
puting the lemma embedding consisted of lemma
forms with concatenated part-of-speech tags, e.g.
dricka..vb for the verb ‘to drink’ and dricka..nn for
the noun ‘drink’. We used the word2vec tool® to
build the lemma embeddings. All the default set-
tings were used, except the vector space dimen-
sionality which was set to 512. We made a small
modification to word2vec so that it outputs the
context vectors as well, which we need to compute
the scoring function defined in Section 3.

Shttp://spraakbanken.gu.se
®https://code.google.com/p/word2vec

4.2 SALDO, a Swedish semantic network

SALDO (Borin et al., 2013) is the most compre-
hensive open lexical resource for Swedish. As
of May 2014, it contains 125,781 entries orga-
nized into a single semantic network. Compared
to WordNet (Fellbaum, 1998), there are similari-
ties as well as considerable differences. Both re-
sources are large, manually constructed semantic
networks intended to describe the language in gen-
eral rather than any specific domain. However,
while both resources are hierarchical, the main
lexical-semantic relation of SALDO is the associ-
ation relation based on centrality, while in Word-
Net the hierarchy is taxonomic. In SALDO, when
we go up in the hierarchy we move from spe-
cialized vocabulary to the most central vocabulary
of the language (e.g. ‘move’, ‘want’, ‘who’); in
WordNet we move from specific to abstract (e.g.
‘entity’). Every entry in SALDO corresponds to
a specific sense of a word, and the lexicon con-
sists of word senses only. There is no correspon-
dence to the notion of synonym set as in WordNet.
The sense distinctions in SALDO are more coarse-
grained than in WordNet, which reflects a differ-
ence between the Swedish and the Anglo-Saxon
traditions of lexicographical methodologies.

Each entry except a special root is connected
to other entries, its semantic descriptors. One of
the semantic descriptors is called the primary de-
scriptor, and this is the entry which better than
any other entry fulfills two requirements: (1) it is
a semantic neighbor of the entry to be described
and (2) it is more central than it. That two words
are semantic neighbors means that there is a direct
semantic relationship between them, for instance
synonymy, hyponymy, antonymy, meronymy, or
argument—predicate relationship; in practice most
primary descriptors are either synonyms or hyper-
nyms. Centrality is determined by means of sev-
eral criteria. The most important criterion is fre-
quency: a frequent word is more central than an
infrequent word. Other criteria include stylistic
value (a stylistically unmarked word is more cen-
tral) and derivation (a derived form is less central
than its base form), semantic criteria (a hypernym
being more central than a hyponym).

To exemplify, here are a few instances of entries
in SALDO and their descriptors.
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Entry ‘ Primary Secondary
brod ‘bread’ mat ‘food’ mjol ‘flour’
dta ‘eat’ leva ‘to live’

kollision ‘collision’ | kollidera ‘to collide’

cykel ‘bicycle’ dka ‘to go’ hjul ‘wheel’

When using SALDO in the algorithm described
in Section 2, we need to define a set of neigh-
bors n;j for every sense s;;, as well as weights
w;jk corresponding to the neighbors. We defined
the neighbors to be the primary descriptor and in-
verse primaries (the senses for which s;; is the pri-
mary descriptor); we excluded neighbors that did
not have the same part-of-speech tag as s;;. The
secondary descriptors were not used. For instance,
brod has the primary descriptor mat, and a large
set of inverse primaries mostly describing kinds
(e.g. rdagbrod ‘rye bread’) or shapes (e.g. limpa
‘loaf”) of bread. The neighborhood weights were
set so that the primary descriptor and the set of
inverse primaries were balanced: e.g. 1 for mat
and 1/N if there were N inverse primaries. After
computing all the weights, we normalized them so
that their sum was 1. We additionally considered a
number of further heuristics to build the neighbor-
hood sets, but they did not seem to have an effect
on the end result.

S Inspection of predominant senses of
highly ambiguous words

Before evaluating the full WSD system in Sec-
tion 6, we carry out a qualitative study of the mix
variables computed by the algorithm described in
Section 2. Determining which sense of a word is
the most common one gives us a strong baseline
for word sense disambiguation which is often very
hard to beat in practice (Navigli, 2009). McCarthy
et al. (2007) presented a number of methods to find
the predominant word sense in a given corpus.

In Section 2, we showed how the embedding of
a lemma is decomposed into a mix of sense em-
beddings. Intuitively, if we assume that the mix
variables to some extent correspond to the occur-
rence probabilities of the senses, they should give
us a hint about which sense is the most frequent
one. For instance, in Figure 1 the embedding of
the lemma rock is closer to that of the second
sense (‘rock music’) than to that of the first sense
(‘coat’), because the music sense is more frequent.

For each lemma, we estimated the predominant
sense by selecting the sense for which the corre-
sponding mix variable was highest. To create a
dataset for evaluation, an annotator selected the

most polysemous verbs, nouns, adjectives, and ad-
verbs in SALDO (25 of each class) and determined
the most frequent sense by considering a random
sample of the occurrences of the lemma. Table
1 shows the accuracies of the predominant sense
selection for all four word classes, as well as the
average polysemy for each of the classes.

Part of speech  Accuracy Avg. polysemy

Verb 0.48 6.28
Noun 0.76 6.12
Adjective 0.76 4.24
Adverb 0.84 2.20
Overall 0.71 471

Table 1: Predominant sense selection accuracy.

For nouns, adjectives, and adverbs, this heuris-
tic works quite well. However, similar to what was
seen by McCarthy et al. (2007), verbs are the most
difficult to handle correctly. In our case, this has
a number of reasons, not primarily that this is the
most polysemous class. First of all, the most fre-
quent verbs, which we evaluate here, often partici-
pate in multi-word units such as particle verbs and
in light verb constructions. While SALDO con-
tains information about many multi-word units,
we have not considered them in this study since
our preprocessing step could not deterministically
extract them (as described in Section 4). Secondly,
we have noticed that the sense embedding process
has a problem with verbs where the sense distinc-
tion is a distinction between transitive and intran-
sitive use, e.g. koka ‘to boil’. This is because
the transitive and intransitive senses typically are
neighbors in the SALDO network, so their context
sets will be almost identical and the algorithm will
try to minimize the distance between them.

6 WSD evaluation

To evaluate our new WSD system, we applied it
to two test sets and first compared it to a num-
ber of baselines, and finally to UKB, a well-known
graph-based WSD system.

Our two test sets were the SALDO examples
(SALDO-ex)’ and the Swedish FrameNet exam-
ples (SweFN-ex)®. Both resources consist of sen-
tences selected by lexicographers for illustration
of word senses. At the time of our experiments,
SALDO-ex contained 4,489 sentences. In each

"http://spraakbanken.gu.se/resurs/saldoe
8http://spraakbanken.gu.se/resurs/swefn

Proceedings of the 20th Nordic Conference of Computational Linguistics (NODALIDA 2015) 74



sentence, one of the tokens (the target word) has
been marked up by a lexicographer and assigned
a SALDO sense. SweFN-ex contained 7,991 sen-
tences, and as in SALDO-ex the annotation con-
sists of disambiguated target words: the differ-
ence is that instead of a SALDO sense, the tar-
get word is assigned a FrameNet frame (Fill-
more and Baker, 2009). However, using the
Swedish FrameNet lexicon (Friberg Heppin and
Toporowska Gronostaj, 2012), frames can in most
cases be deterministically mapped to SALDO
senses: for instance, the first SALDO sense of the
noun stam (‘trunk’ or ‘stem’) belongs to the frame
PLANT_SUBPART, while the second sense (‘tribe’)
is in the frame AGGREGATE.

We preprocessed these two test sets using
Sprakbanken’s annotation services’ to tokenize,
compound-split, and lemmatize the texts and to
determine the set of possible senses in a given con-
text. All unambiguous instances were removed
from the sets, and we also excluded sentences
where the target consisted of more than one word.
We then ended up with 1,177 and 1,429 instances
in SALDO-ex and SweFN-ex, respectively. Figure
2 shows the distribution of the number of senses
for target word in the combination of the two sets.
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Figure 2: Histogram of the number of senses for
target words in the test sets.

6.1 Comparison to baselines

We applied the contextual WSD method defined
by Eq. 2 to the two test sets. As the simplest base-
line, we used a random selection. A much more

9http://spraakbanken.gu.se/korp/
annoteringslabb/

difficult baseline is to select the first sense'? in the
inventory; this baseline is often very hard to beat
for WSD systems (Navigli, 2009). Furthermore,
we evaluated a simple approach that selects the
sense whose value of the mix variable in Section 2
is highest. Table 2 shows the result.

System SALDO-ex SweFN-ex
Random 39.3 40.3
Sense 1 52.5 53.5
By mix variables 47.6 53.9
Contextual WSD 62.7 63.3

Table 2: Comparison to baselines.

We see that our WSD system clearly outperforms
not only the trivial but also the first-sense baseline.
Selecting the sense by the value of the mix vari-
able (which can be regarded as a prior probability)
gives a result very similar to the first-sense base-
line: this can be useful in sense inventories where
senses are not ranked by frequency or importance.
(This result is lower in SALDO-ex, which is heav-
ily dominated by verbs; as we saw in Section 5,
the mix variables seem less reliable for verbs.)

6.2 Analysis by part of speech

The combined set of examples from SALDO-ex
and SweFN-ex contains 1,723 verbs, 575 nouns,
287 adjectives, and 15 adverbs. We made a break-
down of the result by the part of speech of the tar-
get word, and we show the result in Table 3.

PoS tag Accuracy Avg. polysemy
Adjective 62.3 2.7
Adverb 80.0 24
Noun 71.1 2.6
Verb 60.5 33

Table 3: Results for different parts of speech.

Again, we see that verbs pose the greatest dif-
ficult for our methods, while disambiguation ac-
curacy is higher for nouns. Adjectives are also
difficult to handle, with an accuracy just slightly
higher than what we had for the verbs. (There are
too few adverbs to allow any reliable conclusion
to be drawn about them.) To some extent, the dif-
ferences in accuracy might be expected to be cor-
related with the degree of polysemy, but there are

10Unlike in WordNet, SALDO’s senses are not explicitly
sorted by frequency. The first sense is the one that the lexi-

cographers regarded as the most important, which will often
but not always be the same as the most frequent one.
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also other factors involved, such as the structure of
the SALDO network. We leave an investigation of
the causes of these differences to future work.

6.3 Comparison to graph-based WSD

To find a more challenging comparison than the
baselines, we applied the UKB system, a WSD
system based on personalized PageRank in the
sense graph, which has achieved a very compet-
itive result for a system without any annotated
training data (Agirre and Soroa, 2009). Because
of limitations in the UKB software, the test sets
are slightly smaller (1,055 and 1,309 instances, re-
spectively), since we only included test instances
where the lemmas could be determined unambigu-
ously. The result is presented in Table 4. This ta-
ble also includes the result of a combined system
where we simply added Eq. 2 to the log of the
probability output by UKB.

System SALDO-ex SweFN-ex
Contextual WSD 64.0 64.2
UKB 61.2 61.2
Combined 66.4 66.0

Table 4: Comparison to the UKB system.

Our system outperforms the UKB system by a
slight margin; while the difference is not statisti-
cally significant, the consistent figures in the two
evaluations suggest that the results reflect a true
difference. However, in both evaluations, the com-
bination comes out on top, suggesting that the two
systems have complementary strengths.

Finally, we note that our system is much faster:
UKB processes the SweFN-ex set in 190 seconds,
while our system processes the same set in 450
milliseconds, excluding startup time.

7 Conclusion

We have presented a new method for word
sense disambiguation derived from the skip-gram
model. The crucial step is to embed a semantic
network consisting of linked word senses into a
continuous-vector word space. Unlike previous
approaches for creating vector-space representa-
tions of senses, and due to the fact that we rely
on the network structure, we can create represen-
tations for senses that occur very rarely in corpora.
Once the senses have been embedded in the vector
space, deriving a WSD model is straightforward.
The word sense embedding algorithm (Johansson

and Nieto Pifia, 2015) takes a set of embeddings
of lemmas, and uses them and the structure of the
semantic network to induce the sense representa-
tions. It hinges on two ideas: 1) that sense embed-
dings should preserve the structure of the semantic
network as much as possible, i.e. that two senses
should be close geometrically if they are neighbors
in the graph, and 2) that lemma embeddings can be
decomposed into separate sense embeddings.

We applied the sense embedding algorithm to
the senses of SALDQO, a Swedish semantic net-
work, and a vector space trained on a large
Swedish corpus. These vectors were then used to
implement a WSD system, which we evaluated on
two new test sets annotated with SALDO senses.
The results showed that our new WSD system
not only outperforms the baselines, but also UKB,
a high-quality graph-based WSD implementation.
While the accuracies were comparable, our system
is several hundred times faster than UKB.

Furthermore, we carried out a qualitative in-
spection of the mix variables estimated by the em-
bedding algorithms and found that they are rela-
tively good for predicting the predominant word
senses: more so for nouns, adjectives and adverbs,
less so for verbs. This result is consistent with
what we saw in the quantitative evaluations, where
selecting a sense based on the mix variable gave an
accuracy similar to the first-sense baseline.

In future work, we will carry out a more sys-
tematic evaluation of the word sense disambigua-
tion system in several languages. For Swedish, a
more large-scale evaluation requires an annotated
corpus, which will give more reliable quality esti-
mates than the lexicographical examples we have
used in this work. Fortunately, a 100,000-word
multi-domain corpus of contemporary Swedish is
currently being annotated on several linguistic lev-
els in the KOALA project (Adesam et al., 2015),
including word senses as defined by SALDO.
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Abstract

Talebob ("Speech Bob") is an interactive
language learning tool for pupils (10+
years) helping them practice their
pronunciation of simple, highly frequent
phrases in Danish. Talebob's feedback is
based on acoustic measurements (for
pitch and intensity), presented to the user
as helpful instructions for improvement.
Talebob is currently being tested in
schools in Nuuk, Hafnarfjordur and
Torshavn where Danish is taught as a
second language (L2); we present some
preliminary results. We conclude with a
discussion of the didactic relevance of
Talebob and computer-assisted language
learning in general, exploiting the IT-
curiosity of modern pupils.

1 Introduction

Talebob - presented to the public for the first
time in this paper - is an internet-based language
learning tool assisting Nordic pupils train their
spoken Danish. Talebob helps students (from 10
years) practice the pronunciation of short phrases
frequently occurring in everyday conversation.
Such informal phrases are often rich in function
words (such as pronouns, connectives, adverbs
and prepositions). Their pronunciation may be
highly conventionalized and are often in conflict
with the general and productive rules of Danish
pronunciation. For this reason they are often
difficult to master for the L2 learner, who will
nevertheless be confronted with them in any
informal conversation. Many Greenlandic,
Faroese, and Icelanding children report the
Danes to be unexpectedly difficult to understand
at their first encounter, even after several years
of Danish studies, especially because the
informal  phrases occur so frequently.
Unfortunately, West-Nordic teachers of Danish
report that no teaching materials are available
training this particular aspect of spoken Danish.

Talebob is meant as a remedy. It is conceived
and designed by Danish computational linguists
in cooperation with Icelandic researchers in
didactics and West-Nordic school teachers.
Talebob (ver. 1) is currently being tested in
public schools in Nuuk, Hafnarfjéorour and
Térshavn. Early experiments are also being
carried out in Denmark with adult L2-learners.

Sections 2-5 below cover the technological and
linguistic aspects of Talebob's design (front-end,
back-end, and system architecture). In section 6
we report from the practical test sessions (mainly
in Iceland) and discuss the linguistic properties
and cross-language portability of Talebob. We
conclude in section 7 with some remarks on
Talebob (and interactive language learning tools
in general) as an approach to screening large
populations of pupils.

A note for the reader: Pronouns he/she are used
randomly for the generic pupil and teacher.
Example phrases are quoted in Danish and
(being highly idiomatic) translated only when
strictly necessary.

2 Talebob as a CALL tool

Talebob is a tool for computer-assisted language
learning (CALL), and it can be seen as a
technically updated continuation of the classic
language lab. Many readers will probably
remember from their school days the setup with
study booths equipped with a cassette deck for
recording and playback, enabling oral
communication with the language teacher on a
one-to-one basis. The language lab (e.g.
Thorborg (2003, 2006)) stimulated the pupil's
spoken language production and in this respect
was a huge improvement over L2 exercises
based on rehearsed dialogues. Of course the
attention from the teacher was a scarce resource,
and each pupil could not expect more than a few
minutes of personal instruction during a lesson.
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One of our main goals with Talebob is to take the
language lab a step further towards interactivity
such that each language production will yield an
informed comment, either an appreciation or a
constructive correction. In other words, Talebob
should give the pupil a feeling of being heard.

3 Talebob's front-end (hello, pupil!)

School children are used to computer games with
a visual side approaching virtual reality. Rather
than competing on graphics we wanted to attract
our users through a carefully designed
interactivity offering meaningful replies on all
contacts. Talebob should thus behave as an
attentive listener and competent evaluator.

The Talebob challenge consists of 30 tasks, each
focused on a specific Danish phrase such as
greeting formulae  (godmorgen), common
requests (gi'r du en kop kaffe?), and emotional
expressions (er du rigtig klog?!). Common to
such phrases is that their communicative effects
may change radically with the smallest twists of
the pronunciation. An inconspicuously looking
phrase like "tak skal du have” (thank you) may
be perceived as being ironic, impressed, tired,
cordial, hateful, or just plainly informative
depending on subtle prosodic modifications (e.g.
changing the relative weight of the main stresses
slightly). Being able to control such details is an
intrinsic part of one's L1 competence, but is often
difficult for L2 learners to acquire. Talebob
allows the pupil to repeat each phrase as many
times as needed, informed by Talebob's
feedback. The phrase prompts are produced by a
native speaker aiming for an ‘'ecological'
pronunciation that no Dane would object to.

For each Talebob-task the pupil
1. selects a phrase,

2. listens to the phrase prompt (using the
Lyt-Til-Frasen button),

3. reproduces the prompt orally (using
Optag/Stop buttons for recording),
mimicking it closely wrt. articulation,
prosody, and tempo,

4. compares prompt and own production
auditorily (pressing Lyt-Til-Optagelsen),

5. repeats steps 2-4 until entirely satisfied,
then presses Send for evaluation,

6. consults the returned Talebob comment
(either a success message sending the
pupil to the next task, or a try-again
advising the pupil how to improve)

Pressing Send invokes the Talebob acoustic
analyzer, returning a smiley, either happy,
neutral, or sad. With a happy smiley :-) the
pupil has completed the task and may continue
with the next phrase. Level-1 is done when the
first five tasks are completed, level-2 has ten
tasks, and level-3 fifteen. The phrases are
ordered progressively, from single words and
simple phrases in level-1 (godmorgen, veersgo!),
frequent idioms in level-2 (hvordan gadr det?, tak
i lige mdde), to more expressive phrases in level-
3 (det siger du ikke?, hellere end gerne!). When
all tasks in level-3 are done, the Talebob
challenge is passed.

Talebob's front-end is illustrated in fig. 1-3.

Level 3

Level 1

Gennemfort!

Figure 1. Screenshot (excerpt) from Talebob
task-page, level 2, with one phrase passed.
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Sel Svar:
Du optog i 5.00 sekunder.

Du talte i 1.47 sekunder.

"God tur”

Taletidsscore: Du taler for langsomt -
Udtalescore: Udtalen har ikke helt rigtig rytme, Iyt til frasen ige
Tonefaldsscore: Godt tonefald -

Figure 2. Screenshot (excerpt) from Talebob
return-page, level 2, not-passed.

Svar:
Du optog i 5.00 sekunder.

Du talte i 0.47 sekunder.

"God tur”

Taletidsscore: Fint taletempo
Udtalescore: Glimrende udtale
Tonefaldsscore: Godt tonefald

Figure 3. Screenshot (excerpt) from Talebob
return-page, level 2, passed.

4 Talebob's back-end (acoustic analysis)

The two sound files submitted (with the Send
button) are evaluated in the Talebob back-end
application. The acoustic analysis compares the
prompt version (P) and the user's own production
(U) sampling both files for FO (pitch in Hz) and
INT (intensity in dB), being uanimously
considered as the most relevant parameters for
acoustic-phonetic  evaluation." The linguistic
evaluation is focused on the concordance of P
and U wrt. speech tempo, global prosody, and
articulation.

The speech tempo factor (STF) is determined as
the ratio of durations for P and U,

STF = duration(P) : duration(U)

' FO and INT are measured using the Praat toolkit
(www.fon.hum.uva.nl/praat), window size 5 ms, filter
settings = Pitch (ac)... 0.005 75 15 yes 0.03 0.45 0.01 0.4
0.14 600; Intensity... 75 0.005 yes. We also experimented
with HNR (harmonicity-to-noise ratio) and various spectral
filterings, but found them to be too noise sensitive.
Classrooms are not quiet places!

STF is calculated from INT data. First the zero
level for INT in U is estimated, corresponding to
'no speech' in the given signal (this calibration
can be tricky, especially for noise-prone samples,
and is always a matter of heuristics). Then the
zero level (0 dB after calibration) is used to
delimit the speech production in U. By definition
the optimum value for S7F is 1.0, and
productions approaching this value will trigger
the comment "Meget fint taletempo" (excellent
speech tempo). Lesser or greater values return
instructions to speak faster or slower,
respectively.

Prosody and articulation analyses are based on
FO measurements. Only the 'sonorant' parts of P
and U are sampled - that is, the segments of the
speech signals where a pitch value can be
meaningfully estimated, thus excluding obstruent
sounds and moments of silence (e.g. between
words). All frequency data are stored as
logarithmic ~ values (more convenient for
statistical use). Many of Talebob's users are
children, and their speech productions will often
be higher-pitched than the phrase prompt on
average. This global difference in pitch is of
course irrelevant to the Talebob evaluation, so
the FO dataset for U is normalized (each sample
multiplied with a derived constant) equalizing
the average pitch of U and P.

After these preparatory steps, the prosodic
evaluation is done. The calculation is based on
10 qualified datapoints for each (normalized)
dataset U and P, in a procedure best explained by
an example. Say 130 valid pitch samples were
derived from P; the first datapoint for P (call it
fip) is then derived as the mean value for the first
13 samples; the 2nd datapoint (f2p) for samples
14..26, et cetera, up to (fiop) and (fiou). Finally
the prosodic deviation (ProsDev) of U wrt. P is
calculated by summation of 'errors’,

ProsDev = ]fl,p—fl,[ﬂ + JfZ,ijZ,U| + ..+ ]flO,P'flO,U|

This particular ProsDev formula was designed to
meet two special requirements. Firstly it
abstracts away any temporal incongruities
between U and P (already addressed by the STF
score); secondly it copes well with the
unpredictable number of valid FO samples for U
(sometimes as few as 15-20 for short speech
productions in noisy surroundings, while P may
produce  3-4  times more), preserving
commensurability. For low ProsDev values,
Talebob returns a praising comment "Dit
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tonefald er fint", and otherwise an instruction
how to improve, e.g. "Prov at tale mere livligt"
(try speaking more lively).

The articulation is evaluated (4rtEval) along the
same lines, but focusing on local incongruities
rather than the phrase as a whole. First 30
qualified datapoints are derived following the
procedure above, using numerical interpolation if
necessitated by data sparseness. Error analyses
(calculated as for ProsDev, mutatis mutandis) are
done for datapoints 1..10, 11..20, and 21..30,

b
ArtEval{a,b):Z |F

n=a

n,P_ Fn,U]

>

F being is the 30-point dataset (otherwise as f
above). The results for ArtEval(1,10),
ArtEval(11,20), and ArtEval(21,30) represents
the first, middle, and last part of the utterance as
reflected in the returned comments: "Prov at tale
tydeligere 1 de forste/midterste/sidste ord" (zry fo
speak more clearly in the first/middle/final/all
words). Such a message is, admittedly, a very
blunt linguistic description, but faced with the
impatience and limited academic vocabulary of
pupils, we had to prioritize didactive effect over
descriptive accuracy.

Summing up, feedback from Talebob consists in
three comments, one for each of the evaluation
criteria (tempo, prosody, and pronunciation), and
in addition a smiley representing the overall
performance. The happy smiley (‘task
completed) is given when each of the three
evaluation results has met a (pre-set) acceptable
limit, the sad smiley is given if none of the limits
are met, and the medium smiley otherwise.

See the discussion below on the linguistic
relevance and scientific testability of the Talebob
acoustic-phonetic design.

4.1 An example - phrase "hej med dig"

The graphs in fig. 4 and 5 both cover the phrase
hej med dig in three speech productions, (i) the
prompt, (ii) an Islandic pupil (boy, 7th grade) on
2nd attempt, and (iii) same pupil on Sth attempt.
Notice that INT graphs are continuous, intensity
being defined everywhere, while FO graphs are
interruped at non-sonorant passages (e.g. the
stopped [d] in dig).

The huge difference in speech tempo between

2nd and 5th attempt is easily appreciated in fig.
4. The very slow tempo in #2 (2nd attempt)
triggered the Talebob comment "Du taler alt for
langsomt" (you speak much too slowly); the pupil
sped up and - as seen - eventually matched the
prompt's tempo in #5. His pronunciation had also
become more fluent, without the unwarranted
separation of hej and med (cf. the INT dip around
t=0.45" in the #2 graph, absent from both #5 and
the prompt). Concerning the prosodic contour,
notice that the FO envelope for #2 and #5 (cf. fig.
5) both match the prompt quite closely when
abstracting away from the different tempi: two
stable pitch inclinations with an intervening
resetting, corresponding to the two stress groups
in the (most common) Danish pronunciation.
Consequently, ProsDev is relatively low in both
cases, having Talebob praise the pronunciation in
both cases: "Meget fint tonefald" (very good
tone-of-voice). At the same time, though, the
ArtEval-based analysis shows a 'lack' of pitch
modulation in #2 (preceived as mumbling, and
producing a relatively poor ArtEval value), in
this case triggering the comment for #2: "Prov at
tale tydeligere" (try to pronounce the words
more clearly). Through his next attempts, the
pupil improved his pronunciation gradually, and
by #5, the ArtEval value passed the accept limit,
allowing Talebob to issue a happy smiley (notice
though in fig. 5 that the pitch range is still
somewhat limited for #5).
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Figure 4. Phrase "hej med dig", intensity data;
prompt (solid line), Icelandic pupil's 2nd/5th
attempt (close/dispersed dots)
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Figure 5. Phrase "hej med dig", pitch data;
prompt (solid line), Icelandic pupil's 2nd/5th
attempt (close/dispersed dots)
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5 System architecture

The Talebob development had three phases. First
an appropriate set of phrases was selected and
recorded, largely recycling materials and
selection criteria from earlier CALL projects
including Allwood et al. (2005), Selsge et al.
(2004), Henrichsen (2004, 2004b). Then the
back-end was programmed and tested (Perl-code
and standard open-source modules). The front-
end, however, presented us with an unexpected
challenge. Nobody could update us on the IT
situation in West-Nordic schools, neither for
hardware, software, operating system, local IT-
assistance, or even internet connectivity. Yet we
did not want any potential user to go down on
equipment. Also we did not want to preclude any
working places. Some pupils prefer to train in the
privacy of their home while others like to share.
We did not want to force any limitations on the
user on purely technical grounds. This led us to
consider three front-end/back-end architectures.

Al. Stand-alone (program installed on user's
own hardware: pc, tablet, or smartphone)

PRO:
* Independent of internet connectivity

* Quick query-response cycle

CON:

* Programming/maintenance of back-end for a
range of unknown hardware is demanding

* Technical support (from developer to pupil,
teacher and/or local IT helpdesk) is hard due to
physical and time-zone distance

* Monitoring of users' performance and progress
is difficult

* System updates are hard to communicate

A2. Browser-based

PRO:

* Contacts between users and server can be
logged (easier maintenance & development)

* Developers can make performance data
available to teachers and others online

* Browser-based front-end using HTMLS5 and
CSS is hardware independent (well, almost!)

CON:
» Stands or falls with user's connectivity
* 100% server uptime is mandatory

* HTMLYS5 audio, especially for recording, is
currently not fully supported in all browsers

A3. Internet-based, but dedicated front-end

The advantages are the same as for 42, and in
addition the HTMLS problem can be avoided.
Also we do not need to instruct users to
download this or that internet-browser. The main
hurdle is that users have to install a dedicated
program prior to their first positive Talebob
experience.

Even if A2 seemed to us to be the best alternative
overall, we settled on 43 for practical reasons.
Many potential users are Explorer fans and did
not care to install a new browser with better
HTMLS support, such as Chrome, Firefox, or
even IE 9+.

As the developer team had some experience with
Unity4 (www.unity4.com), in particular its
strong audio support and graphics drivers, we
settled for this programming workbench. Unity4
is freely available (in the open-source version)
and so does not compromize Talebob as a
shareable application. Unity4 programs compile
to all common operating systems (even older
versions) including Linux, Mac, Win, Android,
etc. The flip side of the coin is that potential
Talebob users have to download an executable
(via Dropbox, as explained in the Taleboblen
homepage, www.taleboblen.hi.is), unzip it, and
invoke it using their own operating system.
Simple as these procedures may be for skilled
IT-users, they showed to be problematic for
many language teachers and even local IT-
helpdesks. We intend to launch a purely browser-
based Talebob-version in the near future, as a
supplement to the current version.

For an interesting discussion on CALL design
principles for tools training spoken language, see
Appel (2012). Gonzalez (2012) and Mbah (2013)
have experimented with minimalistic CALL
applications for English teaching.
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6 Talebob meets the world

Before launching our test programme in Iceland,
Greenland, and the Faroese Islands we wanted to
assess Talebob's competence as a Danish
language teacher, so we evaluated Talebob with
a panel of native Danish speakers (18 pupils aged
9-18), in surroundings chosen to match the
typical Talebob user's (school, car, living room).
16 out of 18 panel members completed the 30
phrases in less than 50 attempts, meaning that
most tasks were completed on the first attempt.
This seemed to be a satisfactory result.

For comparison, our current log of L2 users at
the time of writing shows an average of 84
attempts for the Talebob challenge as a whole
(2.80 attempts per phrase), with a global best-
score of 55 attempts. Danes and non-Danes thus
seem to be clearly distinguished, suggesting that
Talebob's automatic feedback is linguistically
non-arbitrary as well as didactically useful.

6.1 The case of Iceland

Table 1 summarizes all contacts made to the
Talebob back-end during our (still ongoing) test
period. For technical and practical reasons,
Greenland and the Faroes have only been able to
access Talebob systematically for a considerably
shorter time than Iceland. We therefore have to
postpone cross-country comparisons to a later
paper.’

The pupils taking part in the experiment were not
urged to finish the Talebob challenge. They were
simply invited by their teacher to try it out. It's

*The cross-country study could be an interesting
one given the extremely different attitudes
towards Danish as an L2 encountered in the
West-Nordic area. Running a risk of premature
generalization, we observe that Greenlandic
pupils are highly motivated learners (being heavy
users of Danish media) as opposed to the
Icelandic children who may have an easier time
pronouncing the Danish sounds, but are
generally much less motivated anyway (Iceland
being in some respects more culturally self-
sufficient). Faroese children don't seem to
question the necessity of learning Danish at all
(many of them preparing for studies in mainland
Denmark).

therefore interesting to notice that approximately
half of the users who have taken up the Talebob
challenge (i.e. passed at least one phrase task),
do finish the course as well. In other words, we
don't see signs of 'early fatigue'.

When consulting the performance data, we see
that level-1 phrases took 2.64 attemps to pass on
average, level-2 took 2.54, and level-3 took 3.48.
As level-3 puts the user under much heavier
demand (15 several-word phrases, compared to
level-1's 5 very short phrases), we conclude that
pupils, in general, are not scared off by the
harder struggle. Out of 19 pupils entering level-
3, almost 70% completed the level as well. This
is an encouraging result, convincing us that
Talebob - even in it's earliest version, with crude
graphics, canned messages, an adult prompt
voice, and no personalization at all - can be
appreciated as a fun and meaningful challenge by
young children used to the far more advanced
interaction of computer games.

Log-data (TB=Talebob) | All Iceland
TB contacts 2508 | 1888
TB phrase evaluations | 2203 | 1773
Level-1 commenced 39 27
Level-1 passed 30 23
Level-2 passed 24 19
Level-3 passed 16 13
Smiley-1 (happy) 738 | 571
Smiley-2 (medium) 1355 | 1123
Smiley-3 (sad) 110 | 79
TB-eval. per Smiley-1 299 |3.11

Table 1. Log-data for Icelandic users as per 18/12
2013. Column 'All' includes Faeroese and
Greenlandic contacts.

6.2 What's Danish about Talebob?

There is nothing intrinsically 'Danish' about
Talebob. The acoustic analysis and scoring
procedures do not contain any language-specific
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parts. Hence no re-programming will be needed
when porting Talebob to new L2 scenaria, only
an editorial process of selecting 30 (or more)
suitable phrases followed by a recording session
with one or more native speakers with a flair for
'ecological  pronunciation'.  The technical
integration of these materials are fairly trivial
(though some languages may require slight
changes in the acoustic setup). In this respect,
Talebob's simplistic speech evaluation differs
from the technologically far more sophisticated
CALL tools for L2 conversational training
available in the market, such as Guiliana (2004),
Wang (2011), de Vries (2014), and Mirzaei et al.
(2014), and commercial CALL-programs like
Cooori (www.cooori.com), all including a fully-
fledged ASR component (automatic speech
recognition).

6.3 Talebob as a scientific enterprise

Our current evaluation regime (based on STF,
ProsDev, and ArtEval) has worked well,
providing a useful compromise between
linguistic precision and communicable (age-
appropriate) advise. However, we are aware that
this particular setup has not proved itself in a
strict scientific sense. Maybe different formulae
or new scoring procedures would allow even
more useful feedback from Talebob. For
example, we suspect that ProsDev and ArtEval
definitions based on standard deviation rather
than numerical distance may allow more specific
corrections. New batteries of formulae is
constantly being tested - still without this being
driven by ideal linguistic criteria, but rather as a
pragmatic and feedback-informed activity.

Actually, it's not clear to us that an ‘ideal'
configuration could be obtained at all. The most
effective evaluation procedures, from a didactic
point of view, would not rely solely on ideal
linguistic criteria, but include the personal
profiles of the pupils (degree of motivation, prior
knowledge of Danish, own first language,
general [T-experience, and more).

7 Concluding remarks

Our perhaps most significant conclusion is that
pupil users /ike Talebob and spend far more time
(at home and in school) training Danish

pronunciation than ever before (Hauksdottir and
Henrichsen, in prep.). We have not performed
any objective evaluations of the didactic effects
yet, and so we do not know whether Talebob
can actually teach pupils a better Danish.
Nevertheless, teachers in our test group
(especially Icelanders) report that most of their
pupils never practiced spoken Danish before
unless forced. A majority of pupils report that
they feel more confident now when using Danish
speech productively (Hauksdottir 2015). This
seems to be an important result in itself.

Finally we wish to point to Talebob as an
example of CALL-based screening of large
groups of pupils. Access to statistical
information about the progress of individual
pupils, classes, or even populations of classes
may of course be useful for teachers, but perhaps
even more so for researchers and political
decision-makers.

Such considerations are highly relevant in
Denmark right now, the 2014 school reform
being currently implemented. For the first time
ever English is now taught from first grade.
Spokesmen for the teachers are constantly
expressing concerns about the lack of training
programmes for teachers new to the challenge of
teaching English to minors. Objective means for
assessing the learning patterns are frequently
called for in the press and in the parliament. We
believe that cleverly designed CALL-tools could
play a decisive role in this debate.

We are currently working preparing a Talebob
version adapted for English phrases, planning
experiments with first graders in late 2015,
hopefully laying the ground for a longitudinal
study. We do hope that Nordic researchers and
Danish politicians will pick up on this unique
historical opportunity.
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Abstract

This paper reports the first authorship at-
tribution results based on the effect of the
author set size using automatic compu-
tational methods for the Lithuanian lan-
guage. The aim is to determine how fast
authorship attribution results are deterio-
rating while the number of candidate au-
thors is gradually increasing: i.e. start-
ing from 3, going up to 5, 10, 20, 50, and
100. Using supervised machine learning
techniques we also investigated the influ-
ence of different features (lexical, char-
acter, morphological, etc.) and language
types (normative parliamentary speeches
and non-normative forum posts).

The experiments revealed that the effec-
tiveness of the method and feature types
depends more on the language type rather
than on the number of candidate authors.
The content features based on word lem-
mas are the most useful type for the nor-
mative texts, due to the fact that Lithua-
nian is a highly inflective, morphologi-
cally and vocabulary rich language. The
character features are the most accurate
type for forum posts, where texts are too
complicated to be effectively processed
with external morphological tools.

1 Introduction

Authorship Attribution (AA) is the task of iden-
tifying who, from a set of candidate authors, is
an actual author of a given anonymous text docu-
ment. This prediction is based on a human “stylo-
metric fingerprint” notion: i.e. a specific, individ-
ual, persistent, and uncontrolled habit to express
thoughts with a unique set of linguistic means.
Van Halteren (2005) has gone so far as to name
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Kaunas, Lithuania
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this phenomenon a “human stylome” in the de-
liberate analogy to the DNA “genome”. How-
ever, Juola (2007) argues that such strict implica-
tions may not be absolutely correct, because the
“genome” is stable, but the human style tends to
evolve over time. Nevertheless a “stylome” can
still be added to human biometrics, next to voice,
gait, keystroke dynamics, handwriting, etc.

Starting from Mendenhall (1887) AA is one
of the oldest computational linguistics problems,
which is especially highly topical nowadays. For
a long time in the past the main AA applica-
tions were restricted to the literary texts only.
But the constant influx of anonymous electronic
text documents, especially on the Internet, and
the popularity of automatic methods opened the
gate to a number of new applications in foren-
sic analysis and electronic commerce. In addi-
tion to literary research the practical problems
from the plagiarism detection (Stamatatos, 2011),
the identification of harassment and threaten-
ing (Tan et al., 2013) to tracking authors of mali-
cious source code (Alrabaee et al., 2014) gained
even greater prominence. This led to experi-
ments with different datasets, such as e-mails (de
Vel et al., 2001; Abbasi and Chen, 2008), web
forum messages (Solorio et al., 2011), online
chats (Cristani et al., 2012; Inches et al., 2013), In-
ternet blogs (Koppel et al., 2011) or tweets (Sousa-
Silva et al., 2011; Schwartz et al., 2013), which, in
turn, contributed to a progress of the development
of computational linguistic methods that are able
to cope with the emerged problems.

Despite that many computational linguistic
tasks can be solved accurately only relying on ef-
forts of domain-experts, it is very time consuming,
expensive, and perhaps the most limiting way for
AA, moreover, which provides no explicit mea-
sure how attributions are made. The alternative
way is a manually composed set of rules capable
to take attribution decisions automatically. Unfor-
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tunately, rule-based systems usually are very com-
plex, unwieldy, and thus not robust to any changes
in the domain, language or author characteristics,
therefore it is rather difficult to make any updates.
Moreover, when dealing with hundreds (e.g. in
Luyckx and Daelemans (2008), Luyckx (2010))
or thousands of candidate authors (e.g. in Kop-
pel et al. (2011) 10,000 authors; in Narayanan et
al. (2012) — 100,000) the possibility to create an
effective rule set goes far beyond human potential
limits. Ultimately, AA task can be solved using the
machine learning (Sebastiani, 2002): i.e. by train-
ing the classifiers and later using them to predict
the authorship of unseen texts. Moreover, it can
be easily adjusted to new applications or domains
and even generalized well to drifts in the author
characteristics. Due to all these advantages, the
machine learning paradigm became dominant and
remained the most popular till nowadays. There-
fore our focus in this paper is also on the machine
learning methods.

2 Related Work

Despite rare attempts to deal with unlabeled data,
e.g. Nasir et al. (2014), Qian et al. (2014), a typ-
ical AA problem fits the standard paradigm of
the supervised machine learning. It means that
the training dataset containing texts of known au-
thors is available and can be used to create the
model able to predict the authorship of unknown
texts from the same closed-set of the candidate au-
thors in the future. Algorithmically, it involves a
variety of different methods (for the detailed re-
view see Stamatatos (2009)) ranging from prob-
abilistic approaches (Seroussi et al., 2011), com-
pression models (Oliveira et al., 2013) to Vec-
tor Space Models (Stamatatos, 2008). In gen-
eral all methods can be distinguished according
to whether they treat each training text individ-
ually (instance-based) or cumulatively by con-
catenating texts written by the same author into
one (profile-based). Intuitively, profile-based ap-
proaches should have advantages over instance-
based when text documents are very concise,
thus concatenation helps to create sufficiently
long document for capturing its style; but on
the other hand instance-based approaches are bet-
ter suited for the sparse data scenario. Some
comparative experiments on the AA after test-
ing Decision Trees (DTs), Back Propagation Neu-
ral Networks (BPNNs) and Support Vector Ma-

chines (SVMs) revealed that SVMs and BPNNs
achieved significantly better performance com-
pared to DTs (Zheng et al., 2006). Zhao and Zo-
bel (2005) proved that k-Nearest Neighbor (kNN)
approach produces better results compared to both
Naive Bayes (NB) and DTs. Jockers and Wit-
ten (2010) report that Delta method outperforms
popular SVMs. Savoy (2012) proposes new clas-
sification scheme based on the specific vocabulary
and experimentally proves that it performs bet-
ter than Principal Component Analysis (PCA) and
slightly better than Delta approach; Savoy (2013)
also shows that LDA (Latent Dirichlet Allocation)
classification scheme can surpass two classical
AA approaches — i.e. Delta rule and chi-squared
distance. Nevertheless, the precise comparison of
methods is still difficult due to the lack of suitable
benchmark data. Besides, the results are affected
not only by the selected classification method it-
self, but by preprocessing techniques, author set
sizes, language characteristics, etc. However the
most crucial factor is probably the selected type of
features.

The first modern work in AA (different from
traditional human-expert techniques) was de-
scribed by Mosteller and Wallace (1963). They
demonstrated promising AA results on The Fed-
eralist papers using Bayesian methods applied on
frequencies of a small set of function words (in-
cluding articles, prepositions and conjunctions) as
stylistic features in the text. Since this pioneering
study and until 1990s AA was based on quanti-
tative features (so-called style markers) such as a
sentence or word length, syllables per word, type-
token ratio, vocabulary richness functions, lex-
ical repetition, etc. In fact all these stylomet-
ric features are considered to be suitable only for
homogeneous long texts (>1,000 words) and for
datasets where the number of candidate authors is
limited. Lately other feature types— in particular,
lexical, syntactic, semantic, or character —treating
texts as the sequence of tokens or characters be-
came more popular. A huge number of these fea-
tures have been presented so far, but we will focus
only on the most popular and the most accurate
ones. The most common example of the lexical
feature type is a simple bag-of-words represen-
tation which is considered to be topic-dependent
therefore should be avoided when the distribution
over authors coincides the distribution over differ-
ent topics (not to solve topic-classification prob-
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lem instead of AA). Besides token n-grams are
also considered to capture content-specific instead
of stylistic information. The most popular topic-
neutral lexical solution, carrying no semantic in-
formation, is the function words (articles, conjunc-
tions, prepositions, pronouns, etc.). Various au-
thors use different lists of function words, varying
from 150 (Abbasi and Chen, 2005) to 675 (Arg-
amon et al., 2007) words, but providing very lit-
tle information about how these lists were com-
posed. The effectiveness of syntactic and seman-
tic features usually rely on the accuracy of exter-
nal linguistic tools (e.g. part-of-speech taggers,
parsers) or exhaustiveness of additional data re-
sources (e.g. thesauruses or databases). Although
used alone they hardly can outperform lexical fea-
tures, but often improve the results used in the
combination (Gamon, 2004). However, charac-
ter features (character n-grams, in particular) are
considered the most important document repre-
sentation type in authors’ style detection: they
are topic-neutral, language-independent, able to
capture style through lexical and contextual in-
formation, and are tolerant to grammatical errors.
Application-specific features are highly dependent
on the solvable problem, e.g. positions of hash-
tags, smileys, punctuation are important style de-
tectors in tweets (Sousa-Silva et al., 2011).

The majority of surveyed research works deal
with Germanic languages, providing no guidance
what could work the best with morphologically
rich, highly inflective, derivationally complex,
and relatively free word order languages such as
Lithuanian. Starting from 1971 (Pik¢ilingis, 1971)
lots of descriptive linguistic works are done on
the AA for the Lithuanian language (the review
in Zalkauskaite (2012)). Besides, the pioneer-
ing and as far as we know the only work us-
ing automatic methods on the Lithuanian texts is
described in (Kapociuté-Dzikiené et al., 2014).
However, their experiments have been made only
with the normative Lithuanian language, few au-
thors, and small training data; therefore findings
are not robust to make the generalizations about
which method is the best and which feature type is
the most reliable for solving AA problem in gen-
eral. Consequently in this research we will try to
overcome all mentioned shortcomings by experi-
menting with different language types (normative
and Internet forum data) and increasing number of
candidate authors (up to one hundred).

3 Methodology

In essence, AA problem is a task which can be
formally described as follows.

The dataset D contains text documents d; at-
tributed to a closed-set of candidate authors (de-
fined as classes) C = {c;}.

The training dataset DT (where D’ C D) is com-
posed of training instances: i.e. documents d; with
a known authorship c;: {(d;,cj)}.

The function ¢ determines the mapping (about
characteristics in styles of the authors) how each
d; is attributed to ¢; in DT,

Our goal is using DT to train a classifier and
to create the model ¢’, which could be as close
approximation of ¢ as possible.

3.1 The Datasets

All our experiments were carried out on 2 datasets
to make sure that findings generalize over different
domains and language types:

e ParlTranscr' (see Table 1) contains unedited
transcripts of parliamentary speeches and de-
bates, thus representing formal spoken but
normative Lithuanian language. All tran-
scripts are from regular parliamentary ses-
sions and cover the period of 7 parliamen-
tary terms starting on March 10, 1990 and
ending on December 23, 2013. Very long
(>1,000 words) and very short (<100 words)
texts were removed from the dataset to avoid
speeches written by non-parliamentarians,
but by someone else and to avoid less infor-
mative text samples, respectively. Afterwards
we selected 100 authors with the largest num-
ber of texts, but making sure that the selected
candidates are distributed over different par-
liamentary terms (to avoid topic classifica-
tion) and party groups (to avoid ideology-
based classification).

o LRytas’ (see Table 2) contains forum data full
of informal words, foreign language inser-
tions, word shortenings, emoticons, and di-
acritic eliminations, thus represents the infor-
mal non-normative Lithuanian language. The
forum has 11 general topics (such as “Busi-
ness”, “Politics”, “Sports”, etc.). Very short
texts (<10 words) were not included into

'Downloaded from http://www?3.Irs.1t/pls/inter/w5_sale.
2Crawled on March 19, 2014 from
http://forum.Irytas.lt/forum_show.pl.
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the dataset. Afterwards we selected 100 au-
thors having the largest number of texts, but
making sure that selected candidates would
be distributed over different topics (to avoid
topic classification).

3.2 Classification

In this paper we focus on the supervised machine
learning techniques (Kotsiantis, 2007) applied to
the text categorization (Sebastiani, 2002) and used
for the AA (Stamatatos, 2009).

The aim of our task is to find a method, which
could distinguish the distinct authors from each
other by creating a model for the best approx-
imation of the authors’ style. For this reason
we explored two supervised machine learning ap-
proaches:

e Support Vector Machine (SVM) (introduced
by Cortes and Vapnik (1995)) is a dis-
criminative instance-based approach, which
is currently the most popular text classifi-
cation technique, efficiently handling a high
dimensional feature spaces (e.g. maximum
~295 thousand features in the imbalanced
100 authors ParlTrascr dataset, ~84,4 thou-
sand in LRytas); sparseness of the feature
vectors (only ~215 non-zero feature values
among ~295 thousand in ParlTranscr and
~42 among ~84,4 thousand in LRytas); and
does not perform aggressive feature selec-
tion, which may result in a loss of infor-
mation and degrade the accuracy (Joachims,
1998).

e Naive Bayes Multinomial (NBM) (introduced
by Lewis and Gale (1994)) is a generative
profile-based approach, which is often se-
lected due to its simplicity: Naive Bayes as-
sumption about the feature independence al-
lows parameters of each feature to be learned
separately; the method performs especially
well when the number of features having
equal significance is large; it is very fast and
does not require huge data storage resources;
besides, this Bayesian method is often se-
lected as the baseline approach.

However, it is important to notice that the choice
of classification algorithm is not more important
than the choice of feature types by which texts
have to be represented.

3.3 Feature Extraction

In our research we explored the impact of the most
popular or/and accurate individual and compound
feature types, covering stylistic, character, lexical,
and morpho-syntactic levels:

e ysm — ultimate style markers: average sen-
tence and word length in a text document;
standardized type/token ratio (STTR). Al-
though we assume that this archaic stylomet-
ric feature type will definitely give very poor
classification results, it still has to be tested
for comparison reasons.

e chrN — document-level character n-grams:
context-free character feature type (where
N = [2;7] in our experiments). It considers
successions of N characters including spaces
and punctuation marks, e.g., chr7 of phrase
“authorship attribution” produces the follow-
ing character n-grams: “authors”, “uthorsh”,
“thorshi”, “horship”, “orship.”, “rship-a”,
etc.> By many researchers this feature type
was proved to be one of the best (or even the
best) to tackle AA problems.

o fivd — function words: the content-free lexi-
cal feature type which includes prepositions,
pronouns, conjunctions, particles, interjec-
tions, and onomatopoeias. Instead of relying
on the pre-established and stable list of the
function words, we identified them by apply-
ing the Lithuanian morphological analyzer-
lemmatizer “Lemuoklis” (Zinkevicius, 2000;
DaudaravicCius et al., 2007). This feature
type by consensus is considered as the topic-
neutral and was proved to be a relatively good
identifier of the writing style by many re-
searchers.

o [exN — token n-grams: the most popular
content-specific lexical feature type which in-
volves a bag-of-words (N = 1) or interpola-
tion of token n-grams (N = [2;3] in our ex-
periments), e.g., lex! of the phrase “author-
ship attribution problem” produces 3 bag-
of-words: “authorship”, “attribution”, and
“problem”; lex2: 3 bag-of-words plus token
bigrams “authorship attribution”, and “attri-
bution problem”; lex3: 3 bag-of-words, 2 to-

3This and the following examples will be given in English
instead of Lithuanian for the clarity reasons.
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Numb. of | Numb. of text Numb. of | Numb. of distinct | Numb. of distinct | Avg. numb of

classes documents tokens tokens (types) lemmas tokens in a doc.
3 600 156,107 21,439 8,608 260.18
16,804 | 3,457,093 107,950 35,525 205.73
5 1,000 239,288 27,983 10,864 239.29
22,476 | 4,585,493 132,623 42,620 204.02
10 2,000 451,638 38,952 14,076 225.82
34,307 | 6,821,083 157,409 49,470 198.82
20 4,000 927,411 63,456 21,310 231.85
50,532 | 10,254,271 204,043 61,443 202.93
50 10,000 | 2,475,615 107,029 33,308 247.56
77,005 | 16,478,475 254,966 75,563 213.99
100 20,000 | 4,728,411 151,836 45,441 236.42
98,999 | 21,295,515 295,046 86,770 215.11

Table 1: Composition of ParlTranscr: the upper value in each cell represents a balanced dataset (200
instances in each class), the lower — imbalanced (full). The set of authors is identical in the both datasets.

Numb. of | Numb. of text Numb. of | Numb. of distinct | Numb. of distinct | Avg. numb of

classes documents tokens tokens (types) lemmas tokens in a doc.
3 30 1,252 792 615 41.73
3,567 | 137,768 30,830 16,726 38.62
5 50 1,722 1,049 781 34.44
4,579 | 166,512 36,267 19,271 36.36
10 100 3,913 2,191 1,572 39.13
6,209 | 244,947 49,648 26,603 39.45
20 200 8,876 4,287 2,910 44.38
8,470 | 351,285 63,363 33,377 41.47
50 500 | 21,942 8,980 5,725 43.88
11,155 | 468,466 76,861 40,057 42.00
100 1,000 | 44,375 15,290 9,443 44.38
12,888 | 545,405 84,482 44211 42.32

Table 2: Composition of LRytas: the upper value in each cell represents a balanced dataset (10 instances
in each class), the lower — imbalanced (full). The set of authors is identical in the both datasets.

ken n-grams plus one trigram “authorship at- sification accuracy.

tribution problem”.
e posN — n-grams of part-of-speech tags: the

content-free morpho-syntactic feature type
which involves coarse-grained part-of-speech
tags based on word tokens (N = 1) or their
interpolation (N = [2;3] in our experiments).
Coarse-grained part-of-speech tags (such as
noun, verb, adjective, etc.) are also deter-

o lemN — n-grams of token lemmas: the
content-specific lexical feature type which
involves lemmas based on the word tokens
(N = 1) or their interpolation (N = [2;3]
in our experiments). “Lemuoklis” replaces

words with their lemmas, transforms recog-
nized generic words into the lower-case and
replaces all numbers with a special tag. We
assume that this feature type should reduce
the number of types significantly (especially
for ParlTranscr) which should result in cre-
ation of more robust models and higher clas-

mined by “Lemuoklis”.

lexposN, lemposN, lexmorfN, lemmorfN —
the aggregated features which involve uni-
grams (N = 1) of concatenated features or
their interpolation (N = [2;3] in our ex-
periments): lex&pos, lem&pos, lex&morf,
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lex&morf, respectively, where morf indicates
the string of the concatenated fine-grained
morphological values for case, gender, tense,
mood, etc., determined by “Lemuoklis”,
e.g., lexpos2 of phrase “interesting problem”
produces two unigrams “interesting_ADJ”,
“problem_NOUN” plus one bigram “interest-
ing_ADIJ problem_NOUN".

4 Experimental Set-Up and Results

Our aim is to explore different classification meth-
ods (see Section 3.2), feature types (see Sec-
tion 3.3) and to answer the main questions:

e How the author set size affects results, when
having 3, 5, 10, 20, 50, and 100 candidate au-
thors? The candidate author selection is done
depending on the number of their texts: the
authors with the most texts are selected first.

e How the language type influences results,
when ParlTranscr contains texts of norma-
tive, but LRytas of non-normative language?

All experiments were carried out with the strat-
ified 10-fold cross-validation and evaluated us-
ing accuracy and micro/macro average F-score
metrics. Since F-scores showed the same ac-
curacy trend in all our experiments, we do not
present them in the following figures and tables.
For each dataset random (¥, P?(c;)) and majority
(max P(cj)) baselines (where P(c;) is the prob-
ability of class c¢;) were calculated, but only the
higher values were presented in the following fig-
ures. In order to determine whether the differences
between obtained values are statistically signifi-
cant we performed McNemar’s (McNemar, 1947)
test with one degree of freedom.

In our experiments we used chi-squared feature
extraction method, SMO polynomial kernel (be-
cause it gave the highest accuracy in our prelim-
inary control experiments) with SVM and NBM
implementations in the WEKA machine learning
toolkit (Hall et al., 2009), version 3.6. All remain-
ing parameters were set to their default values.

For the effect of used method see Figure 1 and
feature type see Table 3 and Table 4.

5 Discussion

Zooming into the results presented in Figure 1, al-
lows us to report the following statements:

All obtained results are reasonable and appro-
priate for our solving task, because they exceed

random and majority baselines. However, SVM is
a much better selection, as it always outperformed
NBM, except for a couple of cases when the both
methods achieved the same accuracy.

If compared the same number of candidate au-
thors, the accuracy of LRytas is always much
lower compared to PariTranscr. This could be
due to the language type, text length, and train-
ing dataset size. The comprehensive expert analy-
sis revealed that parliamentarians use official lan-
guage with the larger but more steady dictionary.
Moreover, their speeches or debates are carefully
transcribed, thus there are no grammatical errors
and diacritic eliminations. Whereas in LRytas dif-
ferent forum texts posted by even the same author
are written in different manners, thus the quality
of texts varies (sometimes more typing errors or
abbreviations). Since the non-normative language
is always much harder to deal with, the accuracy is
lower. The second reason is the length of classified
texts: it is always easier to predict the author from
longer text samples. As we can see from the Ta-
ble 1 and Table 2 the texts in ParlTranscr are more
than 5 times longer compared to LRyzas texts. Be-
sides, in our experiments we were using 10-fold
cross-validation, thus having 9/10 of all text sam-
ples for training, e.g., when dealing with the im-
balanced datasets and 100 candidate authors, Parl-
Transc has 7 times more text documents and 3
times more different tokens (types) compared to
LRytas (see Table 1 and Table 2). Consequently,
the bigger variety in the training data helps to cre-
ate more comprehensive models which in turn are
more robust in the classification stage.

When increasing the number of candidate au-
thors, we are also making the task more difficult,
thus the accuracy is gradually dropping. However
the decline is much steeper for LRytas compared
to ParlTranscr, e.g. the increase from 3 to 100
candidate authors using SVM for balanced and
imbalanced ParlTranscr produces the decrease of
26.9% and 22.9%, respectively; while for LRytas
it is 46.6% and 40.1%. Having more candidate
authors the task becomes more difficult, therefore
all previously mentioned problems (language type,
text length, training dataset size), become even
more detriment.

The balancing decreases training data, thus neg-
atively affects AA results for LRytas and SVM’s
results with 100 authors for ParlTranscr (this con-
firms a statement in Manning and Schiitze (1999)),
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Figure 1: The accuracy (y axis) dependence on the number of the candidate authors (x axis). Grey
columns represent NBM, white — SVM, black lower parts represent higher of the random/majority base-
lines. Each column shows the maximum achieved accuracy over all explored feature types.

but has opposite effect on ParlTranscr. This might
happened due to a successful random selection of
instances for the balanced dataset. In the imbal-
anced experiment the major 3 authors already has
the texts which are not appropriate to express their
style as good as in the balanced dataset, thus a neg-
ative influence not only persists, but may increase
when adding more authors to the dataset.

In our experiments we tested all the most popu-
lar currently known feature types (29 in total) used
for AA. Zooming into the results reported in Ta-
ble 3 and Table 4 allows us to make the following
statements.

When analyzing the normative Lithuanian lan-
guage (as it is in ParlTranscr) the content informa-
tion is very important for achieving high classifi-
cation accuracy. Moreover, the feature type based
on word lemmas is marginally the best in 8 of 12
times (with 5, 10, 20, 50 and 100 candidate au-
thors with balanced and 10, 50 and 100 authors
with imbalanced dataset). When having 5 or 20
authors with imbalanced dataset a bit longer pat-
terns N = 2 and N = 3, respectively, of word lem-
mas give the best results. Despite that the part-
of-speech information when used alone is defi-
nitely not the best selection, but in concatenation
with lemmas (when N = 2) it can boost the per-

formance and become the best feature type with
3 authors. Considering information about statisti-
cal significance between different results, and ig-
noring small variations depending on the number
of authors, we can state that in general the best
feature type for ParlTranscr dataset is based on
the lemma and part-of-speech information. It is
not surprising due to the fact that we were deal-
ing with the Lithuanian language which is highly
inflective, morphologically and vocabulary rich;
moreover we were dealing with the normative lan-
guage; therefore morphological tools were maxi-
mally helpful for this dataset.

When dealing with forum posts in LRytas, the
picture is absolutely different. Marginally the best
feature type in most of the cases is not based
on the content information, thus, it is not based
on the lemma information. Document-level char-
acter bigrams give the best results in 9 of 12
cases with the small exceptions (100 candidate au-
thors with balanced and 3 and 5 authors with im-
balanced datasets), where the credit is given to
the content lemma information again. It is not
surprising, since we were dealing with the non-
normative Lithuanian language texts full of errors,
diacritic eliminations, and words out of the stan-
dard Lithuanian language dictionary; moreover,
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Feature type ParlTranscr (balanced) ParlTranscr
3 5 10 20 50 100 3 5 10 20 50 100
usm | 0.488 | 0.430 | 0.272 | 0.155 | 0.069 | 0.037 | 0.581 | 0.435 | 0.299 | 0.202 | 0.133 | 0.103
fwd | 0.792 | 0.763 | 0.662 | 0.518 | 0.392 | 0.324 | 0.801 | 0.753 | 0.642 | 0.555 | 0.461 | 0.398
chr3 | 0.938 | 0.945 | 0.901 | 0.819 | 0.699 | 0.627 | 0.904 | 0.890 | 0.804 | 0.747 | 0.680 | 0.633
chrd | 0.938 | 0.945 | 0.893 | 0.813 | 0.685 | 0.601 | 0.906 | 0.887 | 0.802 | 0.743 | 0.674 | 0.625
lexI | 0.953 | 0.936 | 0.900 | 0.816 | 0.708 | 0.635 | 0.927 | 0.911 | 0.832 | 0.774 | 0.706 | 0.659
leml | 0.960 | 0.961 | 0.922 | 0.862 | 0.760 | 0.699 | 0.931 | 0.920 | 0.850 | 0.796 | 0.746 | 0.706
lem2 | 0.962 | 0.958 | 0.910 | 0.852 | 0.753 | 0.691 | 0.932 | 0.922 | 0.847 | 0.797 | 0.740 | 0.702
lem3 | 0.957 | 0.954 | 0914 | 0.849 | 0.753 | 0.690 | 0.933 | 0.921 | 0.847 | 0.797 | 0.737 | 0.701
pos3 | 0.742 | 0.715 | 0.643 | 0.509 | 0.359 | 0.261 | 0.807 | 0.755 | 0.655 | 0.558 | 0.439 | 0.364
lexposl | 0.962 | 0.943 | 0.906 | 0.815 | 0.705 | 0.637 | 0.926 | 0.912 | 0.835 | 0.774 | 0.708 | 0.659
lemposl | 0.960 | 0.956 | 0918 | 0.851 | 0.750 | 0.690 | 0.934 | 0.921 | 0.847 | 0.795 | 0.742 | 0.701
lempos2 | 0.968 | 0.954 | 0913 | 0.841 | 0.741 | 0.682 | 0.935 | 0.919 | 0.846 | 0.795 | 0.738 | 0.698
lexmorfl | 0.953 | 0.941 | 0.900 | 0.812 | 0.703 | 0.632 | 0.922 | 0.911 | 0.831 | 0.771 | 0.705 | 0.657
lemmorfl | 0.958 | 0.936 | 0.907 | 0.822 | 0.708 | 0.646 | 0.925 | 0913 | 0.835 | 0.778 | 0.715 | 0.671

Table 3: Accuracy values with SVM and various feature types for ParlTrascr dataset.

Only the best

results in terms of N of each feature type are reported. The best results for different author set sizes (in
columns) are in bold; results that do not statistically significant differ from the best result are underlined.

Feature type LRytas (balanced) LRytas
3 5 10 20 50 100 3 5 10 20 50 100
usm | 0.267 | 0.360 | 0.250 | 0.085 | 0.038 | 0.027 | 0.443 | 0.343 | 0.251 | 0.183 | 0.139 | 0.121
fwd | 0.300 | 0.280 | 0.170 | 0.105 | 0.078 | 0.045 | 0.587 | 0.459 | 0.375 | 0.293 | 0.225 | 0.197
chr2 | 0.500 | 0.520 | 0.350 | 0.260 | 0.180 | 0.135 | 0.698 | 0.584 | 0.537 | 0.445 | 0.354 | 0.309
lex] | 0.467 | 0.400 | 0.320 | 0.175 | 0.136 | 0.103 | 0.695 | 0.578 | 0.512 | 0.397 | 0.323 | 0.281
leml | 0.433 | 0.380 | 0.310 | 0.165 | 0.172 | 0.128 | 0.696 | 0.604 | 0.525 | 0.418 | 0.336 | 0.230
lem2 | 0.400 | 0.280 | 0.210 | 0.205 | 0.152 | 0.127 | 0.687 | 0.583 | 0.506 | 0.409 | 0.328 | 0.287
posl | 0400 | 0.340 | 0.220 | 0.180 | 0.106 | 0.060 | 0.609 | 0.486 | 0.407 | 0.304 | 0.233 | 0.202
pos2 | 0.367 | 0.280 | 0.260 | 0.150 | 0.082 | 0.063 | 0.649 | 0.536 | 0.469 | 0.353 | 0.275 | 0.238
lexposl | 0.467 | 0.440 | 0.290 | 0.225 | 0.128 | 0.097 | 0.689 | 0.570 | 0.500 | 0.394 | 0.316 | 0.281
lemposl | 0.467 | 0.380 | 0.280 | 0.140 | 0.144 | 0.137 | 0.692 | 0.592 | 0.526 | 0.413 | 0.337 | 0.298
lempos2 | 0.367 | 0.260 | 0.200 | 0.190 | 0.146 | 0.118 | 0.697 | 0.586 | 0.508 | 0.407 | 0.327 | 0.289
lexmorfl | 0.400 | 0.400 | 0.240 | 0.220 | 0.124 | 0.087 | 0.695 | 0.571 | 0.501 | 0.396 | 0.315 | 0.276
lemmorfl | 0.367 | 0.340 | 0.240 | 0.140 | 0.130 | 0.105 | 0.703 | 0.570 | 0.506 | 0.395 | 0.318 | 0.278

Table 4: Accuracy values with SVM and various feature types for LRyfas dataset. For other notations

see the caption of Table 3.

even in forums for the registered users the iden-
tity of the author is not 100% certain. Despite all
these findings about character n-grams, we cannot
strongly state that it is the very best feature type for
our non-normative texts, because the differences
between other content-based feature types are not
always statistically significant.

6 Conclusions and Future Work

In this paper we report the first authorship attribu-
tion results based on the exploration of the effect
of the author set size when dealing with normative
and non-normative Lithuanian language texts and
using supervised machine learning techniques.
We experimentally have determined that the ef-
fect of feature types depend more on the language
type used in the dataset than on the number of
candidate authors. Using parliamentary data (thus
normative Lithuanian language) the best feature

types are based on the morpho-syntactic informa-
tion generated by the external grammatical tools.
The results exceed baseline by 62.7% and reach
even 70.6% of accuracy with 100 of candidate
authors. Using forum posts (thus non-normative
texts) the best feature types are however based on
the character n-grams. The results exceed baseline
by 20.7% and reach 30.9% of accuracy.

In the future research we are planning to fur-
ther expand the number of candidate authors up
to several thousands or even tens of thousands; to
experiment more with non-normative Lithuanian
language (blog data, tweets, etc.) and to reveal if
the same statements about feature types and meth-
ods are still valid.
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Abstract

Natural language processing (NLP) tools
are often developed with the intention of
easing human processing, a goal which is
hard to measure. Eye movements in read-
ing are known to reflect aspects of the cog-
nitive processing of text (Rayner et al.,
2013). We explore how eye movements
reflect aspects of reading that are of rel-
evance to NLP system evaluation and de-
velopment. This becomes increasingly rel-
evant as eye tracking is becoming avail-
able in consumer products. In this pa-
per we present an analysis of the dif-
ferences between reading automatic sen-
tence compressions and manually simpli-
fied newswire using eye-tracking experi-
ments and readers’ evaluations. We show
that both manual simplification and auto-
matic sentence compression provide texts
that are easier to process than standard
newswire, and that the main source of dif-
ficulty in processing machine-compressed
text is ungrammaticality. Especially the
proportion of regressions to previously
read text is found to be sensitive to the dif-
ferences in human- and computer-induced
complexity. This finding is relevant for
evaluation of automatic summarization,
simplification and translation systems de-
signed with the intention of facilitating hu-
man reading.

1 Introduction

Intuitively, the readability of a text should reflect
the effort that a reader must put into recognizing
the meaning encoded in the text. As a concept,
readability thus integrates both content and form.
Sentence-level readability assessment is desir-
able from a computational point of view because
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smaller operational units allow systems to take
rich information into account with each deci-
sion. This computer-centric approach is in con-
trast to traditional human-centric readability met-
rics which are explicitly constructed for use at text
level (cf. Bjornsson (1983) and Flesch (1948))
and are by their own definitions unsuitable for au-
tomatic application (cf. Benjamin (2012) for an
evaluation of readability-formula usability).

The standard approach to assessing text read-
ability in natural language processing (NLP) is
to ask readers to judge the quality of the output
in terms of comprehensibility, grammaticality and
meaning preservation (cf. Siddharthan and Katsos
(2012)). An alternative is to use existing text col-
lections categorized by readability level for learn-
ing models of distinct categories of readability
e.g. age or grade levels (Schwarm and Ostendorf,
2005; Vajjala and Meurers, 2014).

In this paper we seek to establish whether read-
ers share an intuitive conceptualization of the read-
ability of single sentences, and to what extent this
conceptualization is reflected in their reading be-
havior. We research this by comparing subjective
sentence-level readability judgments to recordings
of readers’ eye movements and by testing to what
extent these measures co-vary across sentences of
varying length and complexity. These analyses
enable us to evaluate whether sentence-level sim-
plification operations can be meaningfully and di-
rectly assessed using eye tracking, which would be
of relevance to both manual and automated simpli-
fication efforts.

1.1 Automatic Simplification by Compression

Amancio et al. (2014) found that more than one
fourth of the transformations observed in sen-
tence pairs from Wikipedia and Single English
Wikipedia were compressions. To obtain auto-
matically simplified sentences we therefore train
a sentence-compression model.
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With inspiration from McDonald (2006), we
train a sentence compression system on a corpus
of parallel sentences of manually expert-simplified
and original newswire text where all simplifica-
tions are compressions. The system is described
in detail in section 2.

Sentence compression works by simply drop-
ping parts of a sentence and outputting the shorter
sentence with less information content and simpler
syntax. This approach allows us to control a num-
ber of variables, and in particular, it guarantees
that each expert simplification and each system
output are true subsets of the original input, pro-
viding three highly comparable versions of each
sentence. Further the system serves as a proof
of concept that a relatively small amount of task-
specific data can be sufficient for this task.

Sentence compression is, in addition, an impor-
tant step in several downstream NLP tasks, includ-
ing summarization (Knight and Marcu, 2000) and
machine translation (Stymne et al., 2013).

Below, we present the automatic simplification
setup, including the parallel data, features and
model selection and details on how we select the
data for the eye-tracking experiment. The follow-
ing section details the eye movement recording
and subjective evaluation setup. Section 4 presents
our results followed by a discussion and our con-
clusions.

2 Automatic Simplification Setup

2.1 Training and Evaluation Corpus

For the sentence compression training and evalu-
ation data we extracted a subset of ordinary and
simplified newswire texts from the Danish DSim
corpus (Klerke and Sg¢gaard, 2012). In Figure 1
we give a schematic overview of how the data for
our experiments was obtained.

For model development and selection we ex-
tracted all pairs of original and simplified sen-
tences under the following criteria:

1. No sentence pair differs by more than 150
characters excluding punctuation.

2. The simplified sentence must be a strict sub-
set of the original and contain a minimum of
four tokens.

3. The original sentence must have at least one
additional token compared to the simplified

sentence and this difference must be non-
punctuation and of minimum three charac-
ters’ length.

This results in a corpus of 2,332 sentence pairs,
close to 4% of the DSim corpus. Descriptive
statistics of this corpus are shown in Table 1.

We followed the train-dev-test split of the DSim
corpus forming a training set of 1,973 sentence
pairs, a development set of 239 pairs, and a test
set of 118 pairs.!

For our experiment with eye tracking and sub-
jective evaluation we created a similar dataset,
denoted “augmented compressions” in Figure 1,
from sentence pairs displaying similar compres-
sions and in addition exactly one lexical substitu-
tion. We augmented these pairs by simply chang-
ing the synonym back to the original word choice,
resulting in a valid compression. We obtained
an automatically compressed version of these sen-
tences from the trained model®. This results in a
corpus of sentence triples consisting of an origi-
nal, an expert simplification and a system gener-
ated version. In some cases the system output was
identical to either the original input or to the ex-
pert simplification. We therefore selected the eval-
uation data to include only sentence triples where
all three versions were in fact different from one
another resulting in 140 sentence triples, i.e. 420
individual stimuli. On average the system deleted
15 tokens per sentence while the experts average
around 12 token deletions per sentence.

2.2 Compression Model and Features

The compression model is a conditional random
field (CRF) model trained to make a sequence of
categorical decisions, in each determining whether
the current word should be left out of the compres-
sion output while taking into account the previous
decision. We used CRF++ (Lafferty et al., 2001)
trained with default parameter settings.

Below, we describe the features we imple-
mented. The features focus on surface form, PoS-
tags, dependencies and word frequency informa-
tion. Our initial choice of features is based on the
comparisons in Feng et al. (2010) and Falkenjack
and Jonsson (2014), who both find that parsing

IThe corpus was PoS-tagged and parsed using the Bohnet
parser (Bohnet, 2010) trained on the Danish Dependency
Treebank (Kromann, 2003) with Universal PoS-tags (Petrov
etal., 2011).

ZNote that this dataset did not contribute to training, tun-
ing or choosing the model.
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Figure 1: We extract observed compressions from the simplification corpus and train an automatic com-
pression model. For the eye tracking and subjective evaluation we run the model on data that was not
used for training. We only keep automatic compressions that are different from both the input and the
expert compression. Augmented compressions are similar to compressions, but in addition they dis-
play one lexical substitution. We augment these by substituting the original synonym back in the expert

simplification, thereby making it a compression.

Original newswire Expert compressions Difference

Characters Tokens Characters Tokens % deleted tokens

Total 288,226 46,088 133,715 21,303 53.8%
Mean 123.6 19.8 57.3 9.1 51.0%
Std 43.2 7.1 245 4.0 18.2%
Range 24 - 291 5-45 15-178 4-33 4.4% — 86.2%

Table 1: Statistics on the full specialized corpus, 2.332 sentence pairs in total. Except for the row “Total”,
statistics are per sentence. ‘“Difference Tokens” report the average, standard deviation and range of the
proportional change in number of tokens per sentence.

features are useful while the gain from adding fea-
tures beyond shallow features and dependencies is
limited. In the CRF++ feature template we speci-
fied each feature to include a window of up to +/- 2
tokens. In addition we included all pairwise com-
binations of features and the bigram feature option
which adds the model’s previous decision as a fea-
ture for the current token.

Shallow FORM, POS, CASE: This group con-
sists of the lowercase word form, universal PoS-
tag and the original case of the word.

Length W_LENGTH, S_.LENGTH: This group
registers the word length (characters) and sentence
length (tokens).

Position PLACE, NEG_PLACE, REL_TENTH,
THIRDS: This group records the token indices
from both the beginning and end of the sentence,
as well as each token’s relative position measured
in tenths and in thirds of the sentence length.

Morphology BIGRAM, TRIGRAM, FOUR-
GRAM: The group records the final two, three and
four characters of each token for all tokens of at

least four, five and six characters’ length, respec-
tively.

Dependencies DEP_HEAD, DEP_LABEL: These
two features capture the index of the head of the
token and the dependency label of this dependency
relation.

Vocabulary 00V, FREQ_3, FREQ._S,
FREQ_10PS, FREQ_10EXP: This feature group
records a range of frequency-counts®. The first
feature records out-of-vocabulary words, the
remaining features assign the token to one of 3,
5 or 10 bins according to it’s frequency.* In the
10-bin cases “Pseudo tenths” (PS) assigns the
token to one of 10 bins each representing an equal
number of word forms®, while “Exponential”

3We used the Danish reference corpus KorpusDK (As-
mussen, 2001) concatenated with the training part of the
DSim corpus

43 bins: in 1K most frequent tokens (mft), 5K mft or out-
side 5K mft. 5 bins: in 100 mft, 500 mft, 1K mft, SK mft or
outside 5K mft.

SThree large bins were assigned word forms occurring 1,
2 and 3 times respectively while the remaining word forms
were sorted in seven bins of equal number of word forms
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splits the vocabulary into 10 bins containing a
decreasing number of word forms as the contained
word form frequencies rise exponentially.

2.3 Feature Selection

We tested five types of feature selection on the de-
velopment set of the corpus, namely single best
feature, single best feature group, add-one, and
feature-wise and group-wise feature ablation. On
the development set the single best feature was
POS alone, the single best feature group was the
Shallow group alone, while the add-one-approach
returned the combination of the three features
FORM, PLACE and FREQ_10PS, and single fea-
ture ablation returned all individual features mi-
nus FREQ_10EXP, OOV, REL_TENTHS, and group-
wise ablation favored all groups minus the Vo-
cabulary and Shallow groups. Of these, the last
model, chosen with group-wise feature ablation,
obtained the best Fl-score on the test set. We
use this model, which include the feature groups
Length, Position, Morphology and Dependencies,
to generate system output for the subsequent ex-
periments.

3 Human Evaluation

The experiment described in the following section
consisted of an eye tracking part and a subjective
evaluation part. The eye tracking part of the ex-
periment was carried out first and was followed by
the subjective evaluation part, which was carried
out by email invitation to an online survey.

We recruited 24 students aged 20 to 36 with
Danish as first language, 6 male and 18 female.
All had normal or corrected-to-normal vision.
None of the participants had been diagnosed with
dyslexia. A total of 20 participants completed the
evaluation task. The experiment was a balanced
and randomized Latin-square design. This design
ensured that each participant saw only one ver-
sion from each sentence-triple from one half of the
dataset while being eye-tracked. Afterwards par-
ticipants were asked to assign relative ranks be-
tween all three versions in each sentence-triple in
the half of the dataset which they had not previ-
ously seen. In total, each version of each sentence
was read by four participants in the eye-tracking
experiment and ranked by 9-11 other participants.

In the subjective evaluation task participants
had to produce a strict ordering by readability of
all three versions of each sentence, with the rank

‘1’ designating the most readable sentence. Pre-
sentation order was fully randomized.

3.1 Eye Tracking Design

The stimuli were presented on a screen with
1080 x 1920 resolution, and eye movements were
recorded with a Tobii X120 binocular eye tracker
at 60hz. We used the I'V-T fixation filter with stan-
dard parameter settings (Olsen, 2012). The eye
tracker was calibrated to each participant.

Each stimulus was presented on one screen with
left, top and right margins of 300 px and 1-6 lines
per slide®. The font vas Verdana, size 60px and
line spacing was 0.8em’.

Participants were given written instructions and
three demo trials before they were left alone to
complete the experiment. All participants com-
pleted 72 trials in three blocks, with the option
to take a short break between blocks. Each trial
consisted of a fixation screen visible for 1.5 sec-
onds, followed by stimulus onset. The participants
were instructed to try to notice if each sentence
was comprehensible and to press a key to proceed
to the following trial as soon as they had finished
reading.

This setup only encourages but does not require
participants to read for comprehension. Through
data inspection and informal questions after the
experiment, we ascertained that all participants
were in fact reading and trying to decide which
sentences were comprehensible.

3.2 Eye-movement Measures

Eye movements in reading can be divided into
fixations and saccades. Saccades are rapid eye
movements between fixations, and fixations are
brief periods of relatively stationary eye positions
where information can be obtained from an area
covering the central 1-2 degrees of the visual field.
Because reading is largely sequential, we can ob-
serve regressions, which denote episodes of re-
reading, that is, fixations directed at text which is
located earlier in the text than the furthest fixated
word (Holmgqvist et al., 2011).

In our analyses we include the measures of eye
movements described below. All measures are cal-
culated per single sentence reading and averaged

6After recording, sentences with seven lines were dis-
carded due to data quality loss at the lower edge of the screen

7Following Blache (2012) who show that the viewing pat-
terns with large text sizes are comparable to smaller text sizes
and can be detected with this type of eye tracker.
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over all four individual readings of each version
of each sentence.

Fixation count (Fix), the average total number
of fixations per sentence. This measure is expected
to vary with sentence length, with more text re-
quiring more fixations.

Total duration (ms), the average time spent
reading the entire sentence. This measure is ex-
pected to increase with sentence length and with
sentence complexity.

Fixations per word (Fix/w), the average num-
ber of fixations per word. This measure is sensitive
to the number of saccades relative to the sentence
length and is expected to reflect the reader’s con-
fusion as more fixations are needed to collect ad-
ditional information. It should also be expected to
be sensitive to high amounts of long words.

Reading time per word (ms/w), the average
time spent per word. This measure increases with
slower paced reading, regardless of the number of
fixations. Reading time is considered a measure
of processing cost and is influenced by both lexi-
cal and syntactic complexity.

Proportion regressions (%-regr), the propor-
tion of fixations spent on parts of the text that were
already passed once. This measure is typically 10-
15% in full paragraphs, and is expected to increase
with sentence complexity. (Rayner et al., 2006)

We include the sentence length as number of
words (n-words) in our analyses for comparison
because sentence length can influence the reading
strategy (Holmgqvist et al., 2011).

Longer sentences will typically have a more
complex syntax than short sentences due to the
number of entities that need to be integrated into
both the syntactic and mental representation of the
sentence. However, unfamiliar or even erroneous
words and syntax can add processing difficulties
as well, leaving the reader to guess parts of the in-
tended message. We consider all these cases under
the term complexity as they are all likely to appear
in automatically processed text. This is a natural
consequence of the fact that statistical language
processing tools are typically not able to distin-
guish between extremely rare, but admissible text
use and text that would be judged as invalid by a
reader.

4 Results

We first analyze the correlation of the subjective
evaluations followed by analyses that compare eye

movement measures, subjective rankings and sen-
tence version.

4.1 Ranking

First we test whether the subjective rankings are
similar between subjects. We estimate agreement
with Kendall’s Tz association statistic, which is
a pairwise correlation coefficient appropriate for
comparing rank orderings. The range of 7p is
[—1,1] where -1 indicates perfect disagreement,
i.e. one ranking is the precise opposite order of
the other, 1 indicates perfect agreement and O in-
dicates no association, that is, the order of two el-
ements in one ranking is equally likely to be the
same and the opposite in the other ranking. The
odds-ratio of a pair of elements being ranked con-
cordantly is (14 t5)/(1 — 7). The metric 73 com-
pares pairs of rankings, and we therefore calculate
the average over all pairs of participants’ agree-
ment on each ranking task. We use the one-tailed
one-sample student’s t-test to test whether the av-
erage agreement between all 91 unique pairs of an-
notators is significantly different from 0. If the
rankings are awarded based on a shared under-
standing and perception of readability, we expect
the average agreement to be positive.

We find that the average 13 is 0.311(p <
0.0001). This corresponds to a concordance odds-
ratio of 1.90 which means that it is almost twice as
likely that two annotators will agree than disagree
on how to rank two versions of a sentence. Al-
though this result is strongly significant, we note
that it is a surprisingly low agreement given that
the chance agreement is high for two people rank-
ing three items.

The relatively low systematic agreement could
arise either from annotators ranking only a few
traits systematically (e.g. syntax errors rank low
when present and otherwise ranking is random)
or it could result from annotators following fully
systematic but only slightly overlapping strate-
gies for ranking (e.g. one ranks by number of
long words while another ranks by sentence length
which would tend to overlap).

4.2 Eye Tracking

Our second analysis tests how well the subjec-
tive ranking of sentences correspond to eye move-
ments. We expect that more complex text will
slow down readers, and we want to know whether
the perceived readability reflects the variation we
observe in eye-movement measures. Again using
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Difference in medians

System — Expert ~ System — Original

Original — Expert  Expert — Broken

Broken — Original

avg. rank 025 * -0.47  kEE
ms -7.5ms - -190.0 ms  ***
Fix -0.8fix - -14.0 fix  kEE
ms/w 30ms - -30ms -
fix/w 0.1 fix - 0.4 fix  ***
Yo-regr 4pp ** lpp -
n-words -1word * -2words *

-0.73  kEE -1.51 k= 0.78  wkE
182.5ms  *** 2ms - -168 ms  F¥*
133 fix ¥k -1.3fix - -11 fix ke
6ms *¥ -13ms  ** 3ms -
-0.27 fix  ** -0.19 fix - 0.36 fix **
Spp o Ilpp o 2pp -
1word - 0 words - -5words -

Table 2: Influence of sentence variant and brokenness on perceived readability and eye movements.
When comparing Expert, Original and System 109 sentences are included while for Broken only 27
sentences are compared. Stars denote significance levels: *: p < .05, **: p < .01, ***: p < .001
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Figure 2: Interaction of sentence type and broken-
ness on perceived readability and eye movements.
(N=27)

the 7p association, we now assign ranks within
each sentence-triple based on each eye-tracking
measure and compare these pseudo-rankings to
the typical rank assigned by the annotators.® We
find that neither sentence length or any of the
eye tracking measures are significantly associated
with the typical rank. This means that we do
not observe any correlation between sentences’

8This approach introduces ties which are handled by the
Tp statistic but influences the result notably since each rank-
ing task only includes 3 items.

perceived readability and the sentence length, the
time it takes to read it or the speed or number of
fixations or proportion of regressions recorded.

One potential reason why we do not observe
the expected association between rank and eye
movements can be that several of our eye track-
ing measures are expected to vary differently with
sentence length and complexity, whereas readers’
readability rankings are not necessarily varying
consistently with any of these dimensions as par-
ticipants are forced to conflate their experience
into a one-dimensional evaluation.

In order to investigate whether the eye move-
ments do in fact distinguish between length and
complexity in sentences, we compare how readers
read and rank long original sentences, short expert
simplifications and short, syntactically broken sys-
tem output.

The system output was post hoc categorized by
syntactic acceptability by the main author and a
colleague, resulting in a sample of 27 sentence
triples with syntactically unacceptable system and
a sample of 109 fully syntactically acceptable sen-
tence triples. This allows us to compare the fol-
lowing four groups, Original, Expert, Unbroken
System and Broken System.

We compare all eye-movement measures and
ranking for each pair of groups’ and test whether
the measures differ significantly between groups
using the Wilcoxon signed-rank test. We report the
comparisons as the difference between the medi-
ans in Table 2. This is similar to an unnormalized
Cohen’s d effect size, but using the median as esti-
mate of the central tendency rather than the mean.
We observe that all group-wise comparisons re-
ceive significantly different average ranks, ranging
from the Unbroken System scoring a quarter of a

9We use the larger sample whenever the group Broken
System is not part of the comparison.
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rank-position better than the Expert compressions
to the Broken System output fairing 1.51 rank po-
sitions worse than the Expert group.

Note that Broken System is also ranked signifi-
cantly below the Original newswire sentences, sig-
naling that bad syntax has a stronger impact on
perceived readability than length. Even though
the sample of Broken System sentences is small,
overall reading time and number of fixations dis-
tinguish the long Original sentences from both
the short Expert simplifications and Broken Sys-
tem outputs, that are comparably short. We also
observe that the number of fixations per word is
consistently lower for the long Original sentences
compared to the other, shorter groups. Impor-
tantly, we observe that two measures significantly
distinguish Expert simplifications from syntacti-
cally Broken System output, namely reading time
per word, which is slower for Broken System syn-
tax and proportion of regressions which is much
higher in Broken System sentences. In addition
and as the only eye-tracking measure, proportion
of regressions also distinguishes between Unbro-
ken System output and Expert simplifications, in-
dicating a 4 percentage point increase in propor-
tion of regressions when reading Unbroken Sys-
tem output.

In Figure 2 we show how the medians of all
the measures vary in the small subset that con-
tain Broken System output, Expert compressions
and Original newswire. The figure illustrates
how the different aspects of reading behavior re-
flect length and syntax differently, with regres-
sions most closely following the subjective rank-
ing (top).

5 Discussion

In the following section we discuss weaknesses
and implications of our results.

5.1 Learning and Scoring the Compression
Model

It is important to note that the compression model
inherently relies on the expert compressed data,
which means it penalizes any deviation from the
single gold compression. This behavior is sub-
optimal given that various good simplifications
usually can be produced by deletion and that al-
ternative good compressions are not necessarily
overlapping with the gold compression. One ex-
ample would be to pick either part of a split sen-

tence which can be equally good but will have zero
overlap and count as an error. Our results suggest
that the framework is still viable to learn a useful
model, which would need a post-processing syn-
tax check to overcome the syntax errors arising in
the deletion process.

We note that the model produces more aggres-
sive deletions than the experts, sometimes produc-
ing sentences that sound more like headlines than
the body of a text. It is surprising that this is the
case, as it is typically considered easier to improve
the readability slightly, but we speculate that the
behavior could reflect that the parts of the training
data with headline-like characteristics may pro-
vide a strong, learnable pattern. However, from an
application perspective, it would be simple to ex-
ploit this in a stacked model setup, where models
trained to exhibit different characteristics present
a range of alternative simplifications to a higher-
level model.

From inspections of the output we observe that
the first clause tends to be kept. This may be
domain-dependent or it may reflect that PoS-tags
and parsing features are more reliable in the be-
ginning of the sentence. This could be tested in
the future by applying the model to text from a
domain with different information structure.

5.2 Implications for System Development

We found that the very simple compression model
presented in this paper was performing extensive
simplifications, which is important in light of the
fact that humans consider it harder to produce
more aggressive simplifications. We trained our
model on a relatively small, specialized compres-
sion corpus. The Simple English Wikipedia sim-
plification corpus (SEW) (Coster and Kauchak,
2011), which has been used in a range of statistical
text simplification systems (Coster and Kauchak,
2011; Zhu et al., 2010; Woodsend and Lapata,
2011), is far bigger, but also noisier. We found
fewer than 50 sentence pairs fitting our compres-
sion criteria when exploring the possibility of gen-
erating a similar training set for English from the
SEW. However, in future work, other, smaller sim-
plification corpora could be adapted to the task,
providing insight into the robustness of using com-
pression for simplification.

5.3 Implications for Evaluation Methodology

In many natural language generation and manipu-
lation setups, it is important that the system is able
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to recognize acceptable output, and it is typical
of this type of setup that neither system-intrinsic
scoring functions or as standard automatic evalu-
ation procedures are reliably meeting this require-
ment. In such cases it is common to obtain ex-
pensive specialized human evaluations of the out-
put. Our results are encouraging as they suggest
that behavioral metrics like regressions and read-
ing time that can be obtained from nave subjects
simply reading system output may provide an af-
fordable alternative.

5.4 Brokenness in NLP output

The experiments we have presented are targeting
a problem specific to the field of computer manip-
ulation of texts. In contrast to human-written text,
language generation systems typically cannot fully
guarantee that the text will be fluent and coherent
in both syntax and semantics. Earlier research in
readability has focused on how less-skilled read-
ers, like children, dyslectic readers and second-
language readers, interact with natural text, often
in paragraphs or longer passages. It is important to
determine to what extent the existing knowledge
in these fields can be transferred to computational
linguistics.

6 Conclusion

We have compared subjective evaluations and eye-
movement data and shown that human simplifi-
cations and automatic sentence compressions of
newswire produce variations in eye movements.

We found that the main source of difficulty in
processing machine-compressed text is ungram-
maticality. Our results further show that both the
human simplifications and the grammatical auto-
matic sentence compressions in our data are easier
to process than the original newswire text.

Regressions and reading speed were found to be
good candidates for robust, transferrable measures
that, with increasing access to eye-tracking tech-
nology, are strong candidates for being directly in-
corporated into language technologies.

We have shown that these measures can capture
significant differences in skilled readers’ reading
of single sentences across subjects and with eco-
logically valid stimuli. In future research we wish
to explore the possibility of predicting relevant
reading behavior for providing feedback to NLP
systems like automatic text simplification and sen-
tence compression.
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Abstract

This paper presents the first results on de-
tecting informality, machine and human
translations in the Finnish Internet Parse-
bank, a project developing a large-scale,
web-based corpus with full morpholog-
ical and syntactic analyses. The paper
aims at classifying the Parsebank accord-
ing to these criteria, as well as study-
ing the linguistic characteristics of the
classes. The features used include both
lexical and morpho-syntactic properties,
such as syntactic n-grams. The results
are practically applicable, with an AUC
range of 85-85% for the human, ~ 98%
for the machine translated texts and 73%
for the informal texts. While word-based
classification performs well for the in-
domain experiments, delexicalized meth-
ods with morpho-syntactic features prove
to be more tolerant to variation caused by
genre or source language. In addition, the
results show that the features used in the
classification provide interesting pointers
for further, more detailed studies on the
linguistic characteristics of these texts.

1 Introduction

With its growing size and coverage, the Inter-
net has become an attractive source of material
for linguistic resources, used both for linguistics
and natural language processing (NLP) applica-
tions (Baroni et al., 2009; Kilgarriff and Grefen-
stette, 2003). However, automatically collected,
very large corpora covering all the text that can be
found are very heterogeneous, which may compli-
cate their usage. In linguistics, the origin of the
corpus texts is of primary importance (Biber et al.,
1998; Sinclair, 1996), and also in many NLP appli-
cations, such as automatic syntactic analysis, lin-

guistic variation across different domains affects
the results significantly (Laippala et al., 2014).

This paper presents the first results on the lin-
guistic variation in the Finnish-language Internet
by analyzing informality, machine translations and
human translations in the Finnish Internet Parse-
bank!, an on-going project aiming at a large-scale,
web-based corpus of Finnish with full morpholog-
ical and syntactic analyses. The current version
consists of 3.2 billion tokens and 241 million sen-
tences.

This article has two main objectives. The first
aim is to develop classification methods in order
to detect informality, machine translations and hu-
man translations from the Parsebank. This would
facilitate the use of the Parsebank, as searches or
applications could be targeted only at certain parts
of the corpus. In the classification, the features
used include syntactic n-grams, little subtrees of
dependency syntax analyses developed for Finnish
by Kanerva et al. (2014), originally produced for
English by Goldberg and Orwant (2013).

Secondly, the study points research directions
for the analysis of the linguistic characteristics of
the text classes. The automatic classification based
on the data-driven combination of lexical, syntac-
tic and morphological features offers a new ap-
proach to the linguistic study of these texts and
their characteristics, as traditional linguistic stud-
ies often concentrate on the analysis of a limited
number of preselected features.

The study consists of three sets of classification
experiments and their analyses. In the first, texts
are classified according to the level of formality to
standard and informal. In the second, the classifi-
cation is done to human translated texts and texts
originally written in Finnish, and in the last, to ma-
chine translated texts and texts originally written
in Finnish.

Uhttp://bionlp.utu.fi/finnish-internet-parsebank html
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2 Related Work

Regarding human translation detection, transla-
tionese is a term originally coined by linguists to
refer to features typical of translated texts. Baker
(1993) was the first to define potential translation
universals: features that all translated texts hypo-
thetically share.

The existence of translationese has also been
tested by studies applying machine learning. Ba-
roni and Bernardini (2006) use monolingual cor-
pora to experiment with for instance lemmas and
POS tags, providing evidence that an algorithm
can perform better than humans in recognizing
human translated texts. Other similar studies in-
clude Ilisei et al. (2010) presenting a language-
independent system based on average sentence
length or lexical richness, Popescu (2011) us-
ing solely character 5-grams (ignoring sentence
boundaries) to detect English translations, and
Avner, Ordan and Wintner (2014) concentrating
on morphological properties in Hebrew.

Previous studies on classifying machine trans-
lated texts mostly rely on different combinations
of lexical and grammatical features as well. Aha-
roni, Koppel, and Goldberg (2014) use a set of
function words, POS tags and a mix of the two
to classify texts, whereas Arase and Zhou (2013)
concentrate on indicators based on sentence-
internal coherence, also called the phrase salad
phenomenon (Lopez, 2008).

Despite their relative infrequency, some previ-
ous work also concentrate on classifying informal-
ity. Unlike those concerning translation classifica-
tion, these concentrate on lexical rather than mor-
phological features. Lahiri, Mitra, and Lu (2011)
explore the Formality Score, a frequency list based
on the differences of word classes in a corpus.
Mosquera and Moreda (2011) define the most rel-
evant features of informality to be the frequen-
cies of spelling mistakes, interjections, and emoti-
cons. These same individual features have also
been studied as signs of informality in many lin-
guistic studies (Lehti and Laippala, 2014).

3 Data

3.1 Finnish Internet Parsebank and
Syntactic N-grams

The current version of the Finnish Internet Parse-
bank consists of 3.2 billion tokens and 241 million
sentences. It is produced by crawling the Finnish

web with the Spiderling web crawler”. Being de-
signed for collecting text corpora, it can be tar-
geted to crawl only pages in a specific language.
In addition, it can automatically remove boiler-
plate text, such as lists and menus from the out-
put. The output is deduplicated at the web page
level and fully morphologically and syntactically
analyzed using the parsing pipeline by Haverinen
etal” (2013).

Syntactic n-grams are little subtrees of depen-
dency syntax analyses, originally produced for En-
glish by Goldberg and Orwant (2013) and recently
for Finnish by Kanerva et al. (2014). Instead of
the linear context used with flat n-grams, the con-
text for syntactic n-grams is defined by the syn-
tactic representation. Possible configurations in-
clude combinations from one to four arcs. In addi-
tion to the syntactic and lexical information, com-
plete syntactic n-grams include the part-of-speech
(POS) categories of the words together with their
morphological features (see Figure 1). Some of
these analyses and/or the words can be also be
deleted in order to obtain the desired level of de-
scription granularity.

3.2 Translations

The source data for machine translation comes for
most part from WaCky (Baroni et al., 2009). The
corpora used were ukWaC for English, frwaC for
French, and deWaC for German. These languages
were chosen based on both their common usage
and availability. A random sample was taken from
each of the corpora and machine translated using
Google Translate (2015). The resulting transla-
tion was then parsed using the parsing pipeline
by Haverinen et al. (2013). The part of data
marked “randomPB” in Table 1 is a random se-
lection from the Parsebank, manually identified as
machine translated.

The Finnish human translations are taken from
the Corpus of Translated Finnish (CTF) (Mau-
ranen, 2000). The 10-million-word CTF is cate-
gorised into different genres based on the classi-
fications by publishers and reviewers. It can be
divided into three different sub-corpora: firstly,
a corpus of translated Finnish where English is
the source language, secondly, a corpus of orig-
inal Finnish, and thirdly, a substantially smaller
corpus of translated Finnish with multiple source
languages (for example Russian, French, and Ger-

Zhttp://nlp.fi.muni.cz/trac/spiderling
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{nsubj
[ Noun-SUBCAT=Prop|NUM=Sg|CASE=Noms |

Soikkanen

~Verb-PRS=593|VOICE=Act|TENSE=Prs|[MOOD=Inds |
pohtii-thinks

Figure 1: Syntactic 2-gram with word-level, POS-level and morphological analyses.

man). The question of data availability governed
the text selection, and therefore only translations
with English as the source language were chosen
as training set.

In order to expand the available test data and
ensure the performance of the algorithm, the biog-
raphy section with English as the source language
was kept as as an out-of-domain test corpus not
used in the training.

3.3 Standard and Informal Data

While standard language is relatively simple to de-
fine as a variant following the recommendations
and guidelines of a language, informality is less
SO.

In Finnish, the language variant defined as more
free and less premeditated (Institute of Languages
of Finland, 2014) is generally referred to as “ev-
eryday language / arkikieli”. Despite its some-
what misleading name, the term is used for lan-
guage variants that could also be called informal,
regardless of the topic of the discussion or text
(Gronros, 2006). Typical instances of informality
are for instance playful and subjective expressions
(Mikinen, 1989).

In this paper, we adopt the term informality to
refer to language that does not follow the general
language guidelines and/or includes other struc-
tural or lexical instances untypical for standard
language. As noted by Gronros (2006), informal-
ity is subjective with frequent borderline cases.
In order to operationalize the concept, we rely
both on human annotation and on data represent-
ing informal texts and apply two sources of data:
the weak data set, a collection of large unanno-
tated corpora that are expected to be biased to-
wards standard or informal sentences based on
their venue of publication, and second, the gold
data set, a smaller corpus of sentences drawn at
random from the Parsebank and manually anno-
tated to identify sentence formality.

The annotation process is described in Sec-
tion 3.4 and the unannotated data used in Table 2.
The different parts of the standard language sec-
tion of the unannotated data are derived from two
sources: the news and the Europarl sections from

Standard language corpora Words
News text 27121
Europarl 18946
Academic research papers 1400281
Biographies 337642
Popular science 632102
Total 2416092
Informal language corpora Words
Popular blogs 21791
Online discussion forums:

- the Finnish yellow press 54091
- the main Finnish newspaper 93425
- a big Finnish online community 65966
Total 236083

Table 2: Informal and standard language corpora.

Turku Dependency Treebank (TDT) (Haverinen et
al., 2013), and the academic research articles, bi-
ographies and popular science books from CTF
(Mauranen, 2000). On the informal side, the blogs
are from TDT, and the forum discussions from
the main Finnish newspaper website from a pri-
vate corpus collected by a research group from the
School of Languages and Translation Studies from
the University of Turku. The rest of the forum
discussions are collected for the purposes of this
study.

3.4 Formality Annotation

For the formality classification task, we annotated
a random sample of sentences from the Finnish
Parsebank. The manual annotation involved as-
signing each sentence into one of three categories:
standard Finnish, informal Finnish, or not Finnish.
Only the former two categories were considered in
the experiments, with sentences identified as not
being Finnish discarded after initial annotation.
The manual annotation effort started with sim-
ple initial guidelines (approximately one page)
that were applied by two annotators working inde-
pendently on the same sample of sentences. The
two sets of annotations were then compared, dif-
ferences resolved to generate merged consensus
annotation, and the guidelines refined to identify
the desired annotation in cases where disagree-
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Genre+Lang Train Devel Test Total

MT DE 12166 12165 7228 31559
EN 17 664 17663 14511 49838

FR 23662 23 662 19117 66441

RandomPB 4468 4468

TotalMT 53492 53490 40856 147842

MT OOD DE 12166 12165 24331
EN 17 664 17 663 35327

FR 66441 66441

MT O0D2 DE 31559 31559
EN 17 664 17663 35327

FR 23662 23662 47324

HT AcadDE 66774 66774
AcadEN | 428365 | 428364 158215 | 1014944

AcadFR 57373 57373

BioEN 151517 151517

ChildEN | 306856 | 306856 43437 657 149

DetEN 72243 72243 | 200746 345232

EntEN 270332 270332

FicEN | 537904 | 537903 188935 | 1264742

PopEN | 133355 133355 188 587 455297

TotalHT | 1478723 | 1478721 | 1407628 | 4 365072

HT OOD BioEN 151517 151517
Orig AcadFI | 525326 | 525326 | 267418 | 1318070
BioFI 309941 309941

ChildFI | 256768 | 256767 94590 608 125

DetFI 31374 31374 176251 238999

EntFI 235885 235885

FicFI | 551318 | 551318 105244 | 1207880

PopFI | 193554 | 193554 | 203143 590251

TotalFI | 1558340 | 1558339 | 1392472 | 4509 151

Orig OOD BioFI 309941 309941
Orig-PB WebFI 53493 53492 40640 147625
Total 3144048 | 3144042 | 2804352 | 9092442

Table 1: Translation detection statistics: number of words. (MT - machine translation, HT - human
translation, Orig - original, Orig-PB - original from Parsebank, OOD - out of domain; DE - German, EN
- English, FI - Finnish, FR - French; Acad - academic, Bio - biography, Child - children, Det - detective,
Ent - fictional entertainment, Fic - fiction, Pop - popular non-fiction.)

ment was found. This double annotation protocol
was repeated until an 89% intern-annotator agree-
ment was reached on a batch of 100 sentences. Af-
ter this initial development and refinement of an-
notation guidelines and annotator training, annota-
tion proceeded independently to categorize a total
of 3300 sentences.

After the primary annotation, the final training,
development and test sets were prepared as fol-
lows. First, 218 sentences identified as not Finnish
and 27 sentences that were duplicates of other sen-

tences in the data were discarded. The remaining
sentences were then down-sampled to 3000, which
were split into a training set of 1500, a develop-
ment set of 500, and a test set of 1000 sentences.
The random split was stratified to roughly preserve
the distribution of standard and informal sentences
in each subset. Table 3 shows the final statistics of
the annotated corpus.
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Train | Devel | Test | Total
Standard | 957 321 639 | 1917
Informal | 543 179 361 1083
Total 1500 | 500 1000 | 3000

Table 3: Formality annotation statistics: number
of sentences

4 Experiments & Results

4.1 Experimental setup

We evaluate performance using two standard sets
of metrics. First, we report classification preci-
sion, recall and their balanced harmonic mean,
the F;-score (F-score for short). As these met-
rics are sensitive to the distribution of positive
and negative instances in the test data, we also
report the area under the receiver operating char-
acteristic curve (AUC), which corresponds to the
probability that a randomly chosen negative and
a randomly chosen positive example will be cor-
rectly ranked by the classifier. As AUC is invariant
with respect to the positive-negative distribution,
it is more readily applicable for comparing perfor-
mance across datasets that have a different balance
of examples of these classes.

In the sentence formality classification task, we
consider the informal class positive and the stan-
dard class negative for the purposes of calculating
precision, recall and F-score.> In the translation
recognition task, we similarly consider the transla-
tion classes positive and the original Finnish class
negative. In the informality detection, the classifi-
cation is done at the sentence-level, where as the
translations are classified in segments of five sen-
tences.

In all three classification tasks, a bag-of-words
(BOW) approach is used as a simple baseline
method. Leaning purely on lexical items can
however lead to a topic-wise classification which
would decrease the performance when classify-
ing texts with wide range of topics, such as Inter-
net texts from the Finnish Parsebank. Therefore,
we also run two delexicalized approaches giving
linguistically interesting results on the morpho-
syntactic characteristics of the corpora as well.
First, we derive features from the morphology of
the tokens, using combined POS and morpholog-
ical feature uni-, bi- and trigrams. During the
preliminary experiences, we noticed that the fine-

3The assignment of positive and negative label does not
affect AUC.

grained morphology carries some features that sig-
nal very reliably the text class but do not carry any
linguistically interesting information, such as mor-
phological features indicating proper nouns, capi-
talization and whether the Finnish morphological
analyzer recognized the token. As our aim is not
only to classify the texts but also to analyze the
linguistic characteristics of the resulting classes,
these analyses are discarded from the morphology.
In the second delexicalized approach, the feature
set is expanded to include syntactic information
giving the opportunity to recognize more complex
sentence structures (see Figure 1).

The machine learning is carried out using a
linear classifier trained with the stochastic gradi-
ent descent method.* We optimized the learn-
ing rate in preliminary experiments and set it con-
stant throughout the rest of the study, since a per-
experiment grid search is unlikely to result in any
substantial gains. This allows us a very fast turn-
around in the various runs, and the classifier is
performance-wise roughly equal to linear SVMs
on our data — which we verified in preliminary
experiments as well.

4.2 Standard / Informality Classification

Table 4 presents the results of the informality clas-
sification task trained with different feature combi-
nations on different data sets. All the methods are
tested on the manually annotated gold standard.
For the system trained on the manually anno-
tated gold data set, the best AUC, 73%, is pro-
duced by the simple BOW method, indicating that
the vocabulary is the most distinguishing char-
acteristic of informality, as already proposed by
previous studies discussed in Sections 2 and 3.3.
For the system trained on the more heteroge-
neous weak data set, the delexicalized methods
are slightly better. This could suggest that the
delexicalized methods are more robust and bet-
ter adapted to variation in the test setting, and
also proves that informal text does have morpho-
syntactic characteristics as well. In addition, even
if the performance of the systems trained on the
weak data set is not excellent, its performance on
the gold data set proves that the training of such a
system without manual annotation is possible.
Although outperformed by the BOW method,
the results of the classification based on morpho-

“Implemented in the well-known Vowpal Wabbit package
(Agarwal et al., 2011).
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Train | AUC | Pre Rec | F-score
Bag-of-words Weak | 64.23 | 47.50 | 47.37 | 4743
POS-+feat Weak | 63.25 | 48.01 | 46.81 | 4741
POS+feat+syntax | Weak | 66.22 | 49.86 | 49.31 | 49.58
Bag-of-words Gold | 73.34 | 66.67 | 39.89 | 49.91
POS-+feat Gold | 69.71 | 59.84 | 41.27 | 48.85
POS+feat+syntax | Gold | 70.03 | 60.00 | 40.72 | 48.51

Table 4: Results for the detection of informal sentences. POS+feat refers to unigram, bigram and trigram
sequences including the POS and other morphological tags of the tokens. Syntax refers to sequences of
syntactic relations generated from the delexicalized syntactic n-grams.

logical and syntactic features are also reasonable
and provide interesting information on the struc-
tural characteristics of the classes. Table 5 shows
some of the most significant morphological + syn-
tactic features of the informal text class with sim-
ilar features grouped together. The tendency is
clear with interjections and pronouns forming the
majority of the ten most important features. In
fact, this supports the findings by Mosquera et
Moreda (2011).

Feature

1 Interj / Punct

2 Interj

5 Interj / ROOT

3 Pron+NUM_Sg_CASE _Nom
6

1

Pron+NUM_PI+CASE Nom
0 Pron+NUM_Sg+CASE _Nom /
N+NUM_Sg+CASE_Gen

Table 5: Most significant features for the informal
class grouped together. The rank means the signif-
icance rank of the feature in the classification.

4.3 Human Translated / Original Text
Classification

The results of the human translation detection,
shown in Table 6, support the existence of trans-
lationese: especially in the general training setting
where the test set includes both domain and out-
of-domain data, the best detection AUC is 87.19%.
For the general test setting, the best results are
obtained with the simple BOW method. How-
ever, when tested against an out-of-domain data
set consisting of biographies, a genre not included
in the training data set, the other methods perform
clearly better, showing that a delexicalized method
is more easily generalizable than the ones based on
lexicon, and that the classification is also possible
based on morphological and syntactic structures.

Furthermore, these structural features are more in-
teresting for the linguistic study of the characteris-
tics of the classes than simple words.

Table 7 and Table 8 show some of the most
significant features of human translated texts and
texts originally written in Finnish, with similar
features grouped together. Some of them reflect
translation universals found in previous studies. In
particular, the noun+verb combinations (ranks 2
and 14) in the translations, and the pronoun+verb
combinations (rank 1) in the original Finnish
support the previous results (Nevalainen, 2003;
Laviosa-Braithwaite, 1995) on the frequency of
pronouns on original texts on one hand, as well
as on the lexical repetition on the other.

However, some of the results also contest pre-
vious studies. In the original Finnish data, many
n-grams (ranks 5,7,8) seem to describe simple
verb+argument fragments, which could easily re-
flect simplification, a typical feature of transla-
tionese studied by Blum-Kulka and Levenston
(1983) and Laviosa (2002). Also nonfinite struc-
tures appear in both classes, even though accord-
ing to a previous study by Puurtinen (2003), these
would be typical of translated texts.

4.4 Machine Translated / Original Text
Classification

The results of the machine translation detection
are shown in Table 9. They reflect the effortless-
ness of the task: the results attain an ~ 98% AUC
and a ~ 91% F-score for all data sets. For the out-
of-domain tasks where the test sets are composed
of translations from a language not included in the
training set, the results are equally good, indicat-
ing that the source language does not have a sig-
nificant effect. This has practical advantages, as
machine translations can be detected without col-
lecting training data from all possible languages.
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Train Test AUC | Pre Rec | F-score
Bag-of-words HT + Orig | HT + Orig 87.19 | 75.71 | 79.90 | 77.75
POS+feat HT + Orig | HT+ Orig 8498 | 7528 | 74.17 | 74.72
POS+feat+syntax | HT + Orig | HT + Orig 86.26 | 75.17 | 77.76 | 76.57
Bag-of-words HT + Orig | HT OOD + Orig OOD | 81.80 | 61.20 | 58.82 | 59.99
POS+feat HT + Orig | HT OOD + Orig OOD | 86.05 | 60.99 | 72.84 | 66.39
POS+feat+syntax | HT + Orig | HT OOD + Orig OOD | 85.00 | 59.16 | 73.15 | 65.42

Table 6: Results for the detection of human translations. POS+feat refers to unigram, bigram and trigram
sequences including the POS and other morphological tags of the tokens. Syntax refers to sequences of
syntactic relations generated from the delexicalized syntactic n-grams. The data sets are presented in

Table 1.

Rank | N-gram

1 C+SUBCAT_CC / Pron+SUBCAT _Dem+NUM _PI+CASE_Ill
and / to-those

15 V+NUM_Sg+CASE_Nom+VOICE_Act+PCP_PrfPrc+CMP _Pos /. ..
V+PRS_Sg3+VOICE_Act+TENSE_Prt+MOOD_Ind / C+SUBCAT_CC
broken / took / and

2 N+ / V+PRS _Sg3+VOICE _Act+TENSE_Prt+MOOD _Ind
/A / took

14 Punct N+ / V+PRS_Sg3+VOICE_Act+TENSE_Prt+MOOD _Ind
/. /A /took

4 Pron+SUBCAT_Rel+NUM_PI+CASE _Nom /...

who / ours / together-with

Pron+SUBCAT _Pers+NUM _PI+CASE_Gen / Adv+POSS_Px3

6 N+NUM_PI+CASE_Ins / N+NUM_Sg+CASE_Ela / Pron+SUBCAT _Rel+NUM _Sg+CASE_Nom

with-fingers / from-town / which

5 Punct / V+NUM_Sg+CASE _Ine+POSS _Px3+VOICE_Act+INF _Inf2 /...

. /while-he-was-going / taking

V+NUM_Sg+CASE _Ine+VOICE_A ct+INF _Inf3

7 N+NUM_Sg+CASE_Ade / V+NUM_Sg+CASE_Abe+VOICE_Act+INF _Inf3 / N+NUM_PI+CASE_Par

at-the-table / without-understanding / dogs

Table 7: Most significant features in the human translation class, followed by example lexicalizations.
The features are POS n-grams with morphological features. The first column refers to the feature ranks
in the classification, 1 being the most significant feature.

The best results for the general test setting
are obtained with the syntactic n-grams, while
the weakest ones are obtained with the BOW
method. Although the BOW’s AUC is compara-
ble to other methods, the recall for the general set-
ting is 81.58%, and 66.34% and 58.54% for the
out-of-domains. This implies that the most signif-
icant features of the machine translations are not
lexical and that the structural information included
in the POS, morphological and syntactic analyses
is needed, most importantly when generalizing to
domains not included in the training data.

5 Conclusion

This paper proves that a reliable detection of infor-
mality, human and machine translations is realis-
tic. As shown already by Aharoni et al. (2014),
machine translations can be detected at an ex-
tremely high level of accuracy. In addition, our

results indicate that the source language does not
affect the results significantly. For human trans-
lations, the detection task is obviously more diffi-
cult. However, our results achieve a very applica-
ble AUC of ~ 86%, both for the general setting
and the out-of-domain one, showing that genre
variation has some but not a dramatic effect on
the results. For the informality detection, the re-
sults are applicable, although they can still be im-
proved. For this class in particular, more studies
on genre variation is needed in order to improve
the classification features and thereby results.

For the machine translation experiment in the
general setting, the features composed of POS,
morphological and syntactic information per-
formed the best, while for the human translation
and informality detection, the BOW reached bet-
ter results. However, in out-of-domain settings,
the BOW is clearly outperformed by the other
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Rank | N-gram

1 Pron+NUM _Sg+CASE _Nom / V+PRS _Sg1+VOICE_Act+TENSE _Prt+MOOD _Ind
1/ran

4 V+CASE_Ine+VOICE Pass+INF_Inf2 //...

if-it-is-needed / we-put / more-funny

V+PRS _Ped+VOICE Pass+TENSE _Prs+MOOD _Ind / A+NUM_PI+CASE _Par+CMP_Pos

9 N+NUM_PI+CASE _Nom / N+NUM_Sg+CASE_All / V+NUM_Sg+CASE_1ll+VOICE _Act+INF _Inf3

children / to-the-school / to-read

12 A+NUM_PI+CASE_Tra+CMP_Pos / V+PRS _Sg1+VOICE_Act+MOOD _Pot /...

to-wise / might / resulting-from

V+NUM_Sg+CASE _Ins+VOICE_Act+INF _Inf2

5 N+NUM_PI+CASE_Nom / V+PRS_Sg2+VOICE_Act+TENSE_Prt+MOOD_Ind

children / you-said

7 Pron+NUM_Sg+CASE_All / V+PRS_Sg3+VOICE_Act+TENSE_Prt+MOOD _Ind / Punct

for-him / he-said / .

8 N+NUM_PI+CASE_Par / V+PRS_P13+VOICE_Act+TENSE _Prt+MOOD _Ind / N+NUM_Sg+CASE _Ine

dogs / they-said / in-house

Table 8: Most significant features in the original Finnish class, followed by example lexicalizations. The
features are POS n-grams with morphological features.

Train Test AUC | Pre Rec F-score
Bag-of-words MT + Orig-PB MT + Orig-PB 98.03 | 99.10 | 80.58 | 88.88
POS+feat 98.06 | 96.22 | 86.41 | 91.05
POS+feat+syntax 08.35 | 98.89 | 86.17 | 92.09
Bag-of-words MT OOD + Orig-PB | MT OOD + Orig-PB | 95.37 | 99.51 | 66.34 | 79.61
POS+feat 97.56 | 98.64 | 82.84 | 90.05
POS+feat+syntax 98.17 | 97.56 | 85.37 | 91.06
Bag-of-words MT OOD2 + Orig-PB | MT OOD2 + Orig-PB | 97.31 | 97.96 | 58.54 | 73.28
POS+feat 97.56 | 98.64 | 82.84 | 90.05
POS+feat+syntax 98.03 | 99.40 | 82.51 | 91.57

Table 9: Results for classifying machine translated text and text originally written in Finnish. POS+feat
refers to unigram, bigram and trigram sequences including the POS and other morphological tags of
the tokens. Syntax refers to sequences of syntactic relations generated from the delexicalized syntactic

n-grams. The data sets used are described in Table 1.

approaches. This demonstrates that while word-
based methods can be useful for well defined con-
texts, different levels of delexicalizations are more
tolerant for linguistic variation caused by for in-
stance differences in genre or the source language,
making them further applicable for the Parsebank
classification.

In addition, it is important to notice that even
if they were not ranked first for all the tasks, the
delexicalized methods reached good results. indi-
cating that morpho-syntactic differences between
the texts classes can be captured by automatic clas-
sification. From a linguistic perspective study-
ing the characteristics of the text classes, this is
very promising. Also our findings on the distin-
guishing features of the studied classes reflect this:
by supporting some previous findings and contest-
ing others, the delexicalized classification method
provides material for linguistic studies. Even if a

detailed analysis of all of the features is not pos-
sible in the scope of this article, the utility of the
approach is demonstrated.

The article offers multiple possibilities for fu-
ture studies. In particular, the most significant text
class features pointed out by the classification of-
fer several research directions. In addition, the
method can be extended to the study of other lex-
ical and morpho-syntactic characteristics of other
genres. Naturally, an obvious next step would also
be the classification of the entire Internet Parse-
bank.
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Abstract

This paper describes a semi-supervised
approach to improving statistical depen-
dency parsing using dependency-based
word clusters. After applying a baseline
parser to unlabeled text, clusters are in-
duced using K-means with word features
based on the dependency structures. The
parser is then re-trained using information
about the clusters, yielding improved pars-
ing accuracy on a range of different data
sets, including WSJ and the English Web
Treebank. We report improved results
using both in-domain and out-of-domain
data, and also include a comparison with
using n-gram-based Brown clustering.

1 Introduction

Several recent studies have attempted to im-
prove dependency parsers by including informa-
tion about word clusters into their statistical pars-
ing models. This is typically motivated by at least
two concerns, both of which relate to the shortage
of labeled training data. As argued by Koo et al.
(2008), the lexicalized statistics important to dis-
ambiguation in parsing are often sparse, and mod-
eling relationships on a more general level than the
words themselves may therefore be helpful. The
other motivation is domain adaptation, attempting
to leverage a parsing model for use on data from
a new domain. By including information about
word clusters estimated from unlabeled in-domain
data, one can hope to reduce the loss in perfor-
mance expected from using a parser trained on an
out-of-domain treebank.

While previous approaches have typically relied
on the n-gram-based Brown clustering (Brown

et al., 1992), this paper instead describes ex-
periments using dependency-based word clusters
formed using the generic clustering algorithm K-
means. After applying a baseline dependency
parser to unlabeled text, K-means is applied to
form word clusters with features based on the
dependency structures produced by the parser.
The parser is then re-trained using features that
record information about the dependency-derived
clusters, thereby introducing an element of self-
training. The re-trained parser obtains improved
parsing accuracy on a range of different data sets,
including the five web domains of the English Web
Treebank (EWT) (Bies et al., 2012) and the Wall
Street Journal (WSJ) portion of the Penn Tree-
bank (PTB) (Marcus et al., 1993). We docu-
ment improvements using both in-domain and out-
of-domain data, and also when compared to us-
ing Brown clusters. All our parsing experiments
use MaltParser (Nivre et al., 2007), a data-driven
transition-based dependency parser.

The rest of the paper is structured as follows.
Section 2 provides an overview of previous work.
Section 3 details the data sets we use, including
comments on the pre-processing. Section 4 then
describes the experimental set-up, while the actual
experiments and results are described in Section 5.
A summary with thoughts about future directions
is provided in Section 6.

2 Related work

The task of assigning word-to-word relations is at
the core of dependency parsing, and statistics re-
garding relations between different words in the
training data therefore provide vital information.
These lexical statistics are, however, often sparse,
and there exists a growing body of work which ex-
amines various strategies for generalizing over the
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distributions of words and using different kinds of
lexical categories. This section reviews relevant
previous work in this direction based on the use of
word clusters.

Several prior studies on using word clusters for
improving statistical parsers have relied on the
Brown algorithm (Brown et al., 1992) to produce
the clusters. The Brown algorithm produces a hi-
erarchical clustering, with each node in the tree
corresponding to a pairwise merge operation. The
criterion for merging clusters in the Brown algo-
rithm is to minimize the decrease in the likelihood
of a given corpus according to a class-based bi-
gram language model. As with any hierarchical
clustering method, the result is actually a set of
nested partitions, and in order to produce a final
set of flat clusters, a cut must somehow be defined
on the tree (i.e., selecting all nodes at a certain
depth from the root and collapsing all nodes be-
low them).

One of the reports on using Brown clusters is
the study presented by Koo et al. (2008). In ex-
periments with dependency parsing of PTB and
the Prague Dependency Treebank (PDT) (Hajic,
1998), Koo et al. (2008) showed substantial per-
formance gains for both English and Czech when
incorporating cluster-based features in their dis-
criminative learner (averaged perceptron). The
English word clusters were derived from the
BLLIP corpus (Charniak et al., 2000), which con-
tains roughly 30 million words of Wall Street Jour-
nal text (and overlaps with the Penn Treebank).
Czech word clusters were derived from the raw
text section of the PDT 1.0, reported to contain
about 39 million words of newswire text. In both
cases the clustering is performed on data overlap-
ping with what is used for parsing.

Koo et al. (2008) experiment with different fea-
ture configurations, extending the baseline feature
sets of McDonald et al. (2005; Carreras (2007),
but only generate cluster-based features for the top
N=800 most frequent words in the corpus, and set
the Brown algorithm to only recover at most 1,000
distinct clusters. Koo et al. (2008) reports relative
error reductions of up to 14% for unlabeled pars-
ing of PTB when adding cluster features to their
baseline parser. Looking at learning curves, Koo
et al. (2008) show that the use of word clusters can
also be used to compensate for reduced training
data for the parser.

Candito and Seddah (2010) apply Brown clus-

ters in the context of statistical constituent parsing
for French, experimenting with creating clusters
of lemmas and PoS-tagged lemmas. The clusters
themselves are created from the L’Est Républicain
corpus (using up to 1,000 clusters), comprising
125 million words of news text, and cluster-based
features are then added to the Berkeley PCFG
parser with latent annotations (Petrov et al., 2006),
before parsing the French Treebank (Abeillé et al.,
2003). Candito and Seddah (2010) analyze the
results with respect to word frequency and find
improvements in performance for all strata; un-
seen or rare words, as well as medium- to high-
frequency words. Adding PoS-information to the
lemmas also appeared beneficial, though depend-
ing on the quality of the tagger.

@vrelid and Skjerholt (2012) apply Brown
clusters to improve dependency parsing of En-
glish web data using MaltParser. Augmenting a
WSJ-trained parser with Brown clusters — using
the cluster labels of Turian et al. (2010) computed
for the Reuters corpus — is shown to improve pars-
ing accuracy on a range of web texts, including
the Twitter and user forum data from the web 2.0
data sets described by Foster et al. (2011) and
web data from various sources in the OntoNotes
corpus, release 4 (Weischedel et al., 2011). In
the experiments of @vrelid and Skjerholt (2012),
cluster information was found to be more benefi-
cial for parsing with automatically assigned PoS
tags (using SVMTool), while less so when using
gold PoS tags. Improvements were also more pro-
nounced for the web data than on WSJ. Experi-
menting with different tree cut-offs, producing dif-
ferent numbers of clusters, Pvrelid and Skjerholt
(2012) found that using a smaller number of large
and general clusters (100-320) worked better than
using a higher number of smaller and more fine-
grained clusters (experimenting with up to 3200
clusters).

As an alternative to the above approaches using
n-gram-based Brown clusters, the current paper
documents experiments with using syntactically
informed clusters instead, generated with a generic
clustering algorithm. One previous study follow-
ing a related line of investigation is that of Sagae
and Gordon (2009) who also used parsed data for
creating syntactically informed clusters. The clus-
tering is there performed by applying the general
method of (average-link) hierarchical agglomera-
tive clustering to the 5,000 most frequent words of
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the BLLIP WSJ corpus, containing approximately
30 million words of WSJ news articles, parsed
with the Charniak (2000) parser. The features
used for the clustering encode phrase-structure
tree paths that include direction information and
non-terminal node labels, but does not include lex-
ical information or part-of-speech tags. The clus-
ters are then added as features in a data-driven
transition-based dependency parser which is again
used to identify predicate-argument dependencies
extracted from the HPSG Treebank developed by
Miyao et al. (2004) comprising the standard PTB
WSJ sections. The pipeline described by Sagae
and Tsujii (2008) thus include several layers of
cross-framework interactions. Cutting the clus-
ter hierarchy to include 600 clusters was shown
to given the highest F-score, significantly improv-
ing the accuracy of the predicate-argument depen-
dency parser.

The goal of Sagae and Gordon (2009) is to im-
prove the accuracy of a fast dependency parser
by using a corpus which has previously been au-
tomatically annotated using a more accurate but
slower phrase-structure parser. In our experiments
we seek to improve a baseline dependency parser
by using clusters formed directly on the basis of
the annotations of the baseline parser itself, with-
out the complexity of involving a second parser.
Using the method of K-means we will define a flat
partition directly, without the need to cut the tree
formed by a hierarchical method. While Sagae and
Gordon (2009) focus on cross-framework leverag-
ing, all testing is for in-domain models only, like
for Koo et al. (2008), whereas the current paper
will also investigate the benefit of dependency-
based word clusters for porting a parser to new
domains and text-types. The following section
presents the various data sets we use, before mov-
ing on to describe the experimental set-up and the
results.

3 Data sets

We experiment with using several different data
sets, both for forming the word clusters and for
evaluating the re-trained cluster-informed parser.
We describe the data sets as well as the relevant
pre-processing steps below.

The shared task! on parsing English web data
hosted by the First Workshop on Syntactic Anal-

'nttps://sites.google.com/site/sancl2012/

home/shared-task

ysis of Non-Canonical Language (SANCL 2012)
provided both unlabeled and labeled data for the
five different domains from the English Web Tree-
bank (EWT): weblogs, emails, question-answers,
newsgroups, and reviews (Petrov and McDon-
ald, 2012). In addition to the web texts, the
SANCL data also contains the WSJ portion of
the OntoNotes corpus, release 4.0 (Weischedel et
al., 2011). (The OntoNotes version of WSJ dif-
fers slightly from the original PTB in terms of
tokenization and noun-phrases analysis in certain
places.) For the shared task, the data for we-
blogs and emails were used for development test-
ing, while answers, newsgroups, and reviews were
reserved for held-out testing. We will be following
that same structure here.

The SANCL data comprises both labeled and
unlabeled data. The labeled web data, correspond-
ing to the EWT,? is what we will be using for our
parser evaluations in addition to WSJ sections 22
(dev.) and 23 (held-out). The unlabeled SANCL
data will be used for clustering, in addition to the
newswire collection of the Reuters Corpus Volume
I (RCV1) (Lewis et al., 2004). All the unlabeled
data sets are summarized in Table 1. Note that
the SANCL data is provided pre-segmented, tok-
enized and converted to Stanford dependencies in
the CoNLL06/07 data format. For Reuters we seg-
mented and tokenized the data using NLTK (Bird
et al., 2009).

Various other pre-processing steps are ap-
plied to the unlabeled data prior to clustering.
First, PoS-tagging is performed using SVMTool
(Giménez and Marquez, 2004) (using version
1.3.1 with the pre-trained WSJ model and the fol-
lowing options: ’~S LRL -T 0’). Note that
we are clustering lemmas rather than word forms,
and lemmatization is performed using the NLTK
WordNet lemmatizer (Bird et al., 2009). Finally,
a baseline configuration of MaltParser is applied
using the parse model of Foster et al. (2011) and
@vrelid and Skjerholt (2012) — more information
about the parser and the feature set is provided in
Section 4.2.

In Section 5.4 we also compare results to @vre-
lid and Skjerholt (2012) for using Brown clusters
rather than K-means with dependency features.
For this comparison we use some additional data

Despite the separation into development and test domain,
the SANCL data still defines development and test splits for
the labeled data in all five domains, but we will simply merge
all the labeled data for each domain.
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Reuters Weblogs Emails Answers Newsgroups  Reviews
Sentences 12,515,901 524,834 1,194,172 27,274 1,000,000 1,965,350
Tokens 217,635,636 10,356,138 17,046,119 424,292 18,424,049 29,288,947

Table 1: The number of sentences and tokens in the unlabeled corpora used for clustering.

WSJ02-21 WSJ22 WSJ23 Weblogs Emails Answers Newsgr. Reviews
Sentences 30,060 1,336 1,640 4,060 4,900 6,976 4,782 7,627
Tokens 731,678 32,092 39,590 88,762 57,807 108,006 86098 111,182

Table 2: The number of sentences and tokens in the labeled corpora used for parsing.

from the OntoNotes corpus: general English web
data (Eng.: 71,500 tokens) and a larger set of sen-
tences originally selected to improve sense cover-
age in the corpus (Sel.: 279,000 tokens).

4 Experimental set-up

In this section we present the set-up of the experi-
mental process. We start by describing the set-up
for the clustering before turning to how the parser
is trained and applied. The actual experiments and
results are the provided in Section 5.

4.1 K-means word clustering with
dependency features

We experiment with forming word clusters of lem-
mas in several different data sets: Reuters and
the unlabeled SANCL data for five different web
domains. The web data is clustered per-domain
as well as all together. To run clustering on a
given corpus, we first extract the 50,000 most
frequent lemmas, only considering verbs, nouns
and adjectives.> The next step — after the initial
pre-processing with the SVMTool PoS tagger and
MaltParser — is to record features for the various
lemma occurrences across the corpus.

The features we use for the K-means cluster-
ing record information about the target lemma, its
head, its leftmost / rightmost siblings, and its left-
most / rightmost dependents. The siblings of a tar-
get are defined as the tokens having the same head
as the target. The dependents of a target are all
the tokens having the target as the head. For both
these notions, the leftmost or rightmost token cor-
responds to the one furthest to the left or right in
the sentence, respectively. The clustering features

*More specifically, we only consider lemmas with a PoS
tag from one of the sets {NN, NNS, NNP, NNPS}, {VB,
VBD, VBG, VBN, VBP, VBZ} or {JJ, JIR, JJZ}.

record the following information for each lemma
token:

- PoS

- Dependency label

- PoS of head

- Dependency label of head

- Lemma of head

- PoS leftmost/rightmost sibling

- Dependency label of leftmost/rightmost sibling

- Lemma of leftmost/rightmost sibling

- PoS leftmost/rightmost dependent

- Dependency label of leftmost/rightmost dependent

- Lemma of leftmost/rightmost dependent

The actual clustering is performed using the K-
means implementation of the Python-based toolkit
scikit-learn (Pedregosa et al., 2011), using its
mini-batch version of the algorithm — an alter-
native online implementation optimized for large
samples (Sculley, 2010). We perform clustering
for K (i.e., the pre-defined number of clusters) set
to 10, 50 and 100 (using higher values for K failed
due to memory constraints).

4.2 Parser set-up

As said, our experiments our based on MaltParser
(Nivre et al., 2007) (v. 1.7.2), a system for data-
driven dependency parsing which is based on a
deterministic parsing strategy in combination with
treebank-induced classifiers for predicting parse
transitions. It supports a rich feature represen-
tation of the parse history and can easily be ex-
tended to take additional features into account. We
choose to use MaltParser primarily due to its easily
extendable feature model which facilitates experi-
mentation with additional features during parsing.
As our baseline parser, we use the parse model de-
scribed by Foster et al. (2011) and @vrelid and
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Feature set  Feature templates

Baseline Sop, S1p, S2p, Ssp, Lop, Lip, Lap, Lop,
Sop, Sorp, Sirp, Sad, Sird, Sow, S1w,
SQ'LU, Low, Llw, Sol’w, Sh«w, Sopslp,
So’LULo’LU, SopSow, S1p51w, LopLow,
S1rdSud, S1+pSup, SopS1pLop,
SopS1pSap, SopLopLip, LopLipLap,
LipLapLsp, SopLoplop, S1pS1dSi-d

+ Sol, S1l, Szl, Ssl, Lol, Lll, Lzl, ]ol,
SOllv SOle Sl’!‘l

+ Sol, S1l, Sal, Lol, L1l, Soil, Sl

+ Sol, S1l, Sgl, Lol, Lll, Soll, Slrls
SolLol, SopSol, S1p51l, LopLol,

PoS simple

Form simple

Form all

Table 3: Feature models for the baseline and the
re-trained parser, where p = PoS-tag, w = word
form, d = dependency label in the graph con-
structed so far (if any), and [ = cluster label. Malt-
Parser’s stacklazy algorithm operates over three
data structures: a stack (S) of partially processed
tokens, a list (I) of nodes that have been on the
stack, and a “lookahead” list (L) of nodes that have
not been on the stack. We refer to the top of the
stack using Sy and subsequent nodes using .51, So,
etc., and the leftmost/rightmost dependent of Sy
with S()l/S()r.

Skjerholt (2012). It employs the stacklazy algo-
rithm (Nivre, 2009), along with the LIBLINEAR
package (Fan et al., 2008) for inducing parse tran-
sition SVM classifiers.

4.2.1 Parser features

Table 3 describes the baseline feature set, along
with three additional feature sets based on the
models described in @vrelid and Skjarholt (2012)
and that in various ways include information about
cluster labels: PoS simple, Form simple and Form
all. These augmented feature sets are constructed
by copying the full baseline feature set (all) or
only the features that pertain to a single token
(simple) and involve either the PoS-tag or the word
form respectively. (Note that a PoS all feature set
was also tried but proved to be too large for prac-
tical experimentation.) Preliminary experimenta-
tion on the development sets showed that the Form
all feature model consistently outperformed the
other two cluster-based feature set, so we will only
be reporting results for this feature set in the paper,
in addition to the baseline.

We evaluate the parser outputs in terms of La-
beled Attachment Score (LAS) — computed using

PoS in training

Gold  Predicted
WSJI22 81.54 84.88
WSJ23 81.88 84.79

Table 4: The effect on LAS for training on gold
vs. predicted PoS tags, when testing on predicted
PoS tags.

the evaluation script* of the CONLL-X shared task
on multi-lingual dependency parsing — and com-
pare them using Dan Bikel’s Randomized Parsing
Evaluation Comparator with p < o = 0.05 con-
sidered statistically significant.

4.2.2 Gold vs. predicted PoS tags

In preliminary experiments we assessed the ef-
fect of using gold standard versus automatically
assigned part-of-speech-tags tags when training
the parser, in both cases testing on automatically
tagged text. (These experiments used the base-
line MaltParser without cluster information and
using only default parameter settings, including
C = 0.1 for the SVM.) We trained two ver-
sions of the parser on WSJ sections 02-21 (from
OntoNotes/SANCL) using (1) the gold PoS tags
provided in the treebank and (2) replacing these
with tags automatically predicted by SVMTool.
We then applied the parsers to WSJ 22 and 23, for
both parsers using SVMTool tags during testing.
The results are shown in Table 4.2.2 and reveal that
there is a clear advantage to training on predicted
tags (all differences are statistically significant at
a = 0.05). For all parsing results reported else-
where in this paper automatically predicted PoS
tags are used in both training and testing.

5 Experiments and results

The development results reported below are ob-
tained by; parsing unlabeled data using the base-
line feature set trained on WSJ 02-21; comput-
ing lemma clusters from dependency features; re-
training the parser on WSJ 02-21 with the aug-
mented Form all feature set; and finally tuning the
number of clusters (K) and the C' parameter5 of

*nttp://ilk.uvt.nl/conll/software.html

5The penalty factor C' governs the trade-off between train-
ing error and margin. It can have a large impact on the re-
sulting model and, in our case, parser performance. In our
empirical tuning on the dev. set we first tested values in the
interval [277, 27¢ ...25 27] and after identifying the ap-
propriate neighborhood further fine-tuned the value using in-
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WSJ22 Weblogs Emails
Baseline 86.72 80.00 72.85
Reuters clusters 86.79 80.34 73.11
SANCL clusters, per-domain n/a 80.20 73.35
SANCL clusters, all n/a 80.26 73.27

Table 5: LAS results for the development data
— WSJ 22 and the two SANCL test domains —
comparing the baseline parser to parsers re-trained
using word clusters from various sources of un-
labeled data: the Reuters corpus, the unlabeled
SANCL data for the respective domains, or clus-
tering all the unlabeled SANCL data from all five
domains together. (All data sets are PoS-tagged
automatically using SVMTool.)

the parser’s SVM classifier to find the configura-
tion with the highest LAS. The best configuration
found for the development data is then applied to
the held-out data.

5.1 Reuters clusters

Instantiating the clustering features described in
Section 4.1 for the top 50k lemmas of Reuters
resulted in a total of 1,673,744 feature types.
Specifying a feature frequency cut-off of >= 10
brought this down to a more manageable set of
339,473 features. After running K-means for 10,
50 and 100 clusters and tuning the SVM penalty
parameter of the parser, the best configuration for
all the development data sets was found to be
K = 50 and C' = 0.0625. The results can be
seen in Table 5, including the scores of the initial
baseline parser.® Looking at the baseline scores,
the results clearly demonstrates the difficulty in
applying parsers to text outside the domain of the
training data, combined with the added noise we
can expect to find in web data text types com-
pared to newswire text: There is a clear drop in
performance for the web data compared to WSJ
22. While we see that the cluster-informed parser
improves over the baseline across all data sets,
we also see that the improvements are larger for
the web data than for WSJ 22: For Weblogs and
Emails the relative reductions of error rate (RER)
crements of 0.015: The best performance was typically found
for C' = 0.0625.

SFor the baseline model, the best C' value varied slightly
across the different development sets, with C' = 0.0625 for
WSIJ 22, 0.0775 for Weblogs, and 0.0925 for Emails. In sub-
sequent held-out testing for the baseline we use the model

trained with C' = 0.0625 for the WSJ data and 0.0775 for
the web data.

Answers Newsgroups Reviews
Baseline 73.10 76.13 75.01
Reuters 73.58 76.97 75.43
SANCL per-domain 73.39 76.87 75.51
SANCL all 73.52 76.94 75.53

Table 6: Held-out LAS evaluation on the three
SANCL test domains using the baseline parser
compared to parsers re-trained with informa-
tion about word clusters generated from vari-
ous sources: the Reuters corpus, the unlabeled
SANCL data for the respective test domains, or
clustering all the unlabeled SANCL data from all
five domains together. (All data sets are PoS-
tagged automatically using SVMTool.)

are 1.7% and 0.96% respectively, compared to
RER =0.53% for WSJ. When applying these mod-
els to the held-out data, the gains of the cluster-
informed models are even larger, as shown in Ta-
ble 6, with error reductions of up to 3.52%. When
testing on WSJ 23 (not included in the table), the
baseline obtained LAS = 86.88, compared to 87.16
for the cluster model, amounting to RER =2.13%.
The differences in held-out performance where de-
tected as statistically significant across all the data
sets.

Note that one complication with respect to as-
sessing the effect of K-means clustering is the fact
that the algorithm is sensitive to the initial random
seeding of the cluster centers. Using the mini-
batch implementation in scikit-learn alleviates this
problem to some degree in that it will compute a
handful of different seedings and choose the one
with the lowest inertia (i.e., within-cluster sum-
of-squares) before starting the clustering. Still,
repeated runs with the same parameters and the
same input can generate different outputs. In or-
der to quantify the extent of this effect we run
K-means for K = 100 clusters 10 times on the
Reuters data and parsed WSJ 22 with the re-
trained parser (fixing the SVM parameter C' to
0.0625). This resulted in mean and median LAS
scores of 86.78 and 86.81 respectively, with a vari-
ance of 0.009 and a standard deviation of 0.095.

5.2 Per-domain SANCL clusters

While we already see improvements in parsing ac-
curacy for the web data, one could expect to see
even greater gains when using clusters generated
from texts in the same domain that is to be parsed.
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We therefore tried running K-means on the unla-
beled SANCL data from respective test domains’
(while still training the parser on WSJ like above).
This means that, for example, the 4,060 sentences
in the labeled Weblogs data is parsed using clus-
ters generated for the SOK most frequent lemmas
of the 524,834 sentences in the unlabeled Weblogs
data. After empirically tuning the parameters, the
highest LAS scores on the development sets were
observed for the configuration of K = 100 and
C = 0.0625. (As for all clustering results reported
here we use the Form all feature set of Table 3.)

Development results are provided in Table 5 and
held-out results in Table 6, see the row SANCL
per-domain. Although the re-trained parser with
per-domain clusters again significantly outper-
forms the baseline across all data sets, there is
no clear advantage to using per-domain clusters
compared to the Reuters cluster of the news do-
main. The parser using per-domain web clusters
improves on the parser using Reuters clusters for
two out of five domains: Emails (development)
and Reviews (held-out). Interestingly, these are
also the two domains with the largest unlabeled
data sets, as shown in Table 1. At the same time,
we see that the Reuters corpus is vastly larger than
any of the unlabeled SANCL corpora. For our next
round of experiments we therefore wanted to see
whether we could compensate for this difference
in size by clustering all the unlabeled SANCL data
combined, while still hoping to see positive effects
of using data closer to the test domain.

5.3 All-in-one SANCL clusters

The motivation of the experiments in this section
is to see whether using word clusters generated
from all the five unlabeled SANCL sections to-
gether yields better parsing performance than us-
ing clusters from each domain individually. Using
a feature cut-off of > 3, a total of 375,793 feature
types are extracted for clustering the SOK most fre-
quent noun/verb/adjective lemmas in the concate-
nated SANCL data. Using 100 clusters generated
by K-means and setting C' = 0.0625 for the SVM
classifier in MaltParser, the results are shown as
SANCL all in Tables 5-6.

We see that for all but one data set, the use of
all-in-one SANCL clusters yield better results than

"The frequency cut-off on the dependency features for the
clustering was set to > 2 for these runs. Note also that the vo-
cabulary extracted for the unlabeled Answers data only com-
prises 22,227 lemmas, due to the smaller size of this data set.

per-domain clusters. The exception is the Emails
(development) data, where the per-domain clusters
still yields the highest LAS overall. At the same
time, we see that the initial Reuters clusters still
provide the highest score for three of the data sets,
while the all-in-one SANCL model has the highest
overall score for the (held-out) Reviews section. It
is also worth noting that at 75 million tokens, the
concatenated unlabeled SANCL data is still a third
of the size of Reuters. When testing for statistical
significance on the held-out data, none of the dif-
ferences between the Reuters and SANCL runs are
detected as being significant.

In sum, it is not possible to conclude any-
thing about which data set provides the optimal
source for generating the dependency-based word
clusters for the parser, although it is clear that
whichever data set is used, the re-trained parser
with cluster features improves significantly on the
baseline parser. For the final round of experiments,
we investigate the use of the dependency-based
clusters compared to m-gram Brown clusters as
used in most previous studies.

5.4 Comparison to using Brown clusters

In this section, we report the results of parsing the
English web data of the OntoNotes corpus as de-
scribed in Section 3, in addition to the OntoNotes
version of WSJ section 23, mirroring the data sets
used by @vrelid and Skjerholt (2012). The pur-
pose is to compare the results obtained using our
dependency-based clusters and the Brown clusters
used by @vrelid and Skjerholt (2012) and sev-
eral previous studies. As to isolate the effect of
the clustering approach as best as possible, we
here use the same version of MaltParser as used
by @vrelid and Skjarholt (2012) (i.e., v.1.4.1).
We otherwise apply the model configuration that
was found to give the best results for the develop-
ment experiments in Table 5, i.e., K = 100 and
C = 0.0625, and apply models based on both the
Reuters clusters and the all-in-one SANCL clus-
ters.

The LAS results for the different models are
compared in Table 7. It is important to note that
while the scores for the dependency-based clus-
ters represent strict held-out results, the results for
@vrelid and Skjerholt (2012) are to be regarded
as development results: The scores of @vrelid and
Skjeerholt (2012) are maximums after tuning the
model parameters directly on the given data. The
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WSJ23  Eng Sel

Baseline, @vrelid (2012) 86.24 76.99 74.84
Baseline 86.67 7845 76.02
Brown, @vrelid (2012) 86.67 78.30 75.82
Reuters 86.98 78.71 76.23
SANCL all 8690 78.79 76.30
Table 7: Comparing LAS with @vrelid and

Skjerholt (2012), using data sets with automatic
part-of-speech tags generated by SVMTool.

parameters include the number of clusters and the
choice of feature set for the parser, corresponding
to the various options listed in Table 3. In spite of
this, we find that all the models using dependency-
based clusters yield quite a bit higher LAS than
the Brown-based models of @vrelid and Skjerholt
(2012). At the same time, even our baseline mod-
els perform on par with or better than the Brown
models, so it is likely that other factors not ac-
counted for are also affecting the results reported
in @vrelid and Skjerholt (2012). Note that the ta-
ble include baseline results for both our own set-up
and the scores provided in @vrelid and Skjarholt
(2012). Despite our efforts to replicate the set-
up described by @vrelid and Skjarholt (2012) we
were not able to reproduce the results. The scores
shown for our own baseline in Table 7 were pro-
duced using our tuned C parameters fpr the SVMs
(though using the same version of the parser and
tagger), but even when using the default parame-
ters like reported by @vrelid and Skjarholt (2012)
our scores diverged.

6 Summary and future work

This paper has described a semi-supervised ap-
proach for improving a data-driven dependency
parser using dependency-based clusters. The
parser is first applied to a large corpus of unla-
beled text, providing the input to K-means clus-
tering of lemmas using features extracted from the
dependency structures. The parser is the re-trained
with new features that include information about
the word clusters, thereby introducing an element
of self-training. The cluster-informed parser is
shown to improve significantly over the baseline
on both in- and out-of-domain tests, including a
wide range of web texts. For held-out tests on the
web data the use of clusters yields error reductions
of up to 3.52% relative to the baseline. The re-
sults of using our dependency-based clusters also

compare favorably to previous studies using the n-
gram based Brown clusters.

There are several directions we wish to pursue
in follow-up work. The experiments in this paper
were based on the feature set described by @vrelid
and Skjerholt (2012). Further work will give pri-
ority to the design and experimentation with addi-
tional cluster-based features in the parser, prefer-
ably informed by an analysis of the parser errors.
The clustering described above comprise a fairly
large vocabulary of 50,000 lemmas. In future ex-
periments we would like to gauge the trade-off be-
tween the vocabulary size N and the number of
clusters K: Decreasing /N would allow us to spec-
ify a higher K. Moreover, when inspecting the
the word clusters many of them can be seen to
be fairly specific to distinct parts-of-speech — un-
surprisingly, given the feature templates described
in Section 4.1. In further experiments we there-
fore plan on performing the clustering separately
for lemmas of different parts-of-speech. This will
also be beneficial in terms of scalability: Com-
putational considerations otherwise enforce limi-
tations on vocabulary size, the number of clusters,
and the size of the feature space, but running mul-
tiple and separate K-means clusterings for differ-
ent PoS classes means we can increase the number
of total clusters used and the lexical coverage of
the clusters.
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Abstract

We model the problem of monolingual
textual alignment as a Quadratic As-
signment Problem (QAP) which simul-
taneously maximizes the global lexico-
semantic and syntactic similarities of two
sentence-level texts. Because QAP is
an NP-complete problem, we propose a
branch-and-bound approach to efficiently
find an optimal solution. When compared
with other methods and studies, our results
are competitive.

1 Introduction

Textual alignment between two sentences involves
the identification of words and phrases consid-
ered to be semantically equivalent or very close
in meaning (within the context of the respective
sentences). Monolingual alignment is particularly
useful for the task of text-to-text semantic similar-
ity (Agirre et al., 2012; Rus et al., 2013). Figure 1
shows an example of human generated alignments
between two sentences from the corpus used by
Thadani et al. (2012), which is a modified corpus
of human-aligned paraphrases initially described
in Cohn et al. (2008).

While monolingual text alignment has been
tackled as a task of its own only recently (Mac-
Cartney et al., 2008; Thadani and McKeown,
2011; Yao et al., 2013; Sultan et al., 2014),
text alignment has been explored intensely in the
area of machine translation (Och and Ney, 2003;
Brunning, 2010). Brunning (2010) distinguishes
among three levels of alignment in machine tr