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A Supplemental Material

In this section, we provide an example interaction be-
tween a human user and the LD-SDS prototype. Fig-
ure 2 shows the system in operation. Figures 3 and 4
show examples of slots that can take multiple values or
whose values have hierarchical relations, respectivelly.

Figure 2: The prototype SDS, acting as a hotel
concierge, with live connections to Hippalus.
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Figure 3: An item in Hippalus, where the lan-
guagesspoken slot can take multiple values.

Facets
afitude (382)

E location (382)
[- ] nonshuisland (382)
E kansai region (282)
El hyogo prefecture (82)
I:| kyoto prefecture (100)
[-]kyoto (100)
[ ] nigashiyama (19)
D kamigyo (5)
[ | minami (1)
I:l nakagyo (23)
I:l sakyo (2)
[ ] shimogyo (35)
[Jukyo (1)
|:| yamashina (1)
E| osaka prefecture (100)
osaka (100)
E kanto region (100)
El tokyo prefecture (100)
[-]tokyo (100)
D arakawa (1)
[ Ibunkyo (2
[ ] chiyoda (9)
D chuo tokyo (9)
D edogawa (4)
[ kita tokyo (1)
[ Jkoto (5)
[ ] minato tokyo (21)
[ota (2
[ ]shibuya (1)
I:l shinagawa (6)

=

-

Figure 4: An example of a slot in Hippalus, where
the values have hierarchical relations.
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System: Hello, welcome to the Japanese Hotels spoken
dialogue system. How may I help you?

User: I'm looking for a hotel in Kyoto but not in Mi-
nami where they offer free Wi-Fi and have non smok-
ing rooms. (ASR confidence: 0.75154209) Minami is
a region in Kyoto.

Constraints: [ type=hotel, location=kyoto,
locationminami, amenities:{free—wiﬁ, non-smoking-
rooms} ]

Preferences: [ |
Hippalus: [ 267 items in 2 buckets; {60, 207} items in buck-
ets |

S: What price range are you looking for?

U: I want something around 70 pounds and with more
than two stars. (0.7065863)

C: [ pricerange ~ 70, stars > 2 ]

P:[]

H: [ 188 items in 45 buckets; {25, 103, 13, ...} items in buck-
ets |

S: What kind of user rating would you prefer the hotel
to have?

U: I'd like excellent ratings. (0.92533112)

C:I1]

P: [ ratings=excellent : best |

H: [ 188 items in 27 buckets; {9, 11, 8, ...} items in buckets;
identified slots that can affect ranking and reduce items in
first bucket: {stars, location, price} ]

S: Which of the following criteria are important for
you? stars, price, or location?

U: I prefer location and price. (0.95948964)

C: 1]
P: [ location >> all, price >> all ]
H: [ 188 items in 152 buckets; 3 items in first bucket |

S: 3 hotels match your preferences. Two are located
in Shimogyo and one in Nakagyo. Ryokan Kyoraku
in Shimogyo is cheaper with 59 pounds per night and
3 stars, and Daiwa Roynet is more expensive at 81
pounds per night but with 4 stars. Royal Park in Nak-
agyo is expensive as well at 79 pounds per night and
4 stars. Both expensive hotels offer more services than
the cheaper one.

U: Thank you, goodbye. (0.97125274)

Table 3: Example interaction between a human user
and our LD-SDS prototype. In the interest of space,
the notes under each dialogue turn briefly show items
that correspond to new information. The belief state is
updated accordingly. ASR: Automatic Speech Recog-
nition.



