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Introduction

The last few years have seen a surge in attention to various forms of abuse such as cyberbullying,
hate speech, and scapegoating occurring on online platforms. At the same time, there has been a rise in
interest in using Natural Language Processing (NLP) to address these issues at scaale. However, in order
to develop robust, long-term solutions for this problem, we require perspectives from diverse disciplines
ranging from psychology, law, gender studies, communications, and critical race theory. Our goal with
the Abusive Language Workshop is to provide a platform to facilitate the interdisciplinary conversations
and collaborations necessary to thoughtfully address the issue of abuse at scale.

Each year, we choose a theme for our workshop that guides the talks and panel discussions at the
workshop. In previous years we focused on the policy aspect of online abuse and the stories and
experiences of those who have received large amounts of online abuse. The themes do not limit the
original research presented at the workshop, rather it helps frame the research presented through the lens
of its potential to address the concerns of the theme. For this year, we have chosen to focus on human
content rating, the practice of annotating and moderating data - an aspect which is often unspoken,
assumed, and often forms the basis of the research conducted.

Human judgments of online abuse are critical for building training data for automated models,
human-in-the-loop solutions that rely on crowd workers’ ratings along with automated moderation, and
embedding the evaluations of models into the cultural fabric. Thus, human ratings in the context of
toxicity in language raise important questions around the various socio-cultural biases that affect those
ratings, but also on the impact it has on the psychological safety of the raters themselves. In order
to situate our conversation around this theme, we have confirmed four keynote speakers and panelists
who are leading experts on content moderation, crowd work, and the impact of algorithmic solutions on
people:

Katherine Lo, University of California, Irvine

Kat Lo is the Content Moderation Program Lead at Meedan and visiting researcher at the
University of California, Irvine specializing in online moderation and harassment. Lo consults
with technology, social media, and game companies on platform policy and enforcement. She
also serves on the advisory board for nonprofits and advocacy organizations that focus on online
harassment and mental health.

Safiya Noble, University of California, Los Angeles

Dr. Safiya Umoja Noble is an Associate Professor at UCLA in the Departments of Information
Studies and African American Studies. She is the author of a best-selling book on racist and
sexist algorithmic bias in commercial search engines, entitled Algorithms of Oppression: How
Search Engines Reinforce Racism (NYU Press), which has been widely-reviewed in journals and
periodicals including the Los Angeles Review of Books, featured in the New York Public Library
2018 Best Books for Adults(non-fiction), and recognized by Bustle magazine as one of “10 Books
about Race to Read Instead of Asking a Person of Color to Explain Things to You”. Safiya is the
recipient of a Hellman Fellowship and the UCLA Early Career Award. Her academic research
focuses on the design of digital media platforms on the internet and their impact on society. Her
work is both sociological and interdisciplinary, marking the ways that digital media impacts and
intersects with issues of race, gender, culture, and technology.

Sarah T. Roberts, University of California, Los Angeles

Roberts researches information work and workers, and is a leading global authority on
“commercial content moderation,” the term she coined to describe the work of those responsibleiv



for making sure media content posted to commercial websites fit within legal, ethical, and the site’s
own guidelines and standards. She is frequently consulted on matters of policy, worker welfare,
and governance related to moderation issues. She is a 2018 Carnegie Fellow and winner of the
2018 EFF Barlow Pioneer Award in recognition of her work on commercial content moderation.
Her book, “Behind the Screen: Content Moderation in the Shadows of Social Media”, will be
released on June 25 2019 (Yale University Press).

Nithum Thain, Jigsaw

Nithum Thain is a Software Engineer at Google Jigsaw. He works on the Conversation-AI effort
that leverages Machine Learning technologies to help improve online conversation. Previously,
Nithum was a Lecturer at Berkeley in NLP and a Postdoc at Simon Fraser University. Nithum
holds a PhD in Algorithmic Game Theory from McGill University under the supervision of Dr.
Adrian Vetta and an MBA from Oxford University as a Rhodes Scholar.

In addition, we will have a multi-disciplinary panel discussion where experts will debate and
contextualize the major issues facing computational analysis of abusive language online, with a specific
focus on human raters’ work. This session will be followed by a poster session that will facilitate
discussions around the research papers described in these proceedings.

Continuing the success of the past two workshops, we received 41 submissions describing high quality
original research. In order to encourage submissions from social science researchers, we had a separate
track for non-archival work. We conducted a rigorous review process where each paper received reviews
from at least three researchers, at least one of which was a non-NLP researcher working on a field
relevant to the paper. After review, we selected 21 papers to be presented at the workshop as posters.
These include 14 long papers, 5 short papers, 1 demo paper, and 1 non-archival extended abstract. The
authors of all accepted papers will be given an opportunity to expand their work into full journal articles
to be considered for publication in a forthcoming special issue on abusive language online in the journal
First Monday.

The accepted papers deal with a wide array of topics, both proposing new techniques to better detect
abuse, as well as extending abuse detection to more languages and types of abuse. Three of the accepted
papers bring social science perspectives on this issue, a significant improvement compared to last two
iterations of the workshop. Our proceedings is also geographically diverse: representing work from 14
different countries: United States, United Kingdom, Italy, Canada, Netherlands, Australia, Indonesia,
Portugal, Turkey, Germany, Croatia, Norway, India, and Switzerland (as per contact authors’ affiliation).

With this, we welcome you to the 3rd Workshop on Abusive Language Online and look forward to the
conversations and your participation.

Joel, Sarah, Vinod, and Zeerak
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