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László Tihanyi
IRIS Luxembourg

tihanyi1123@gmail.com

Andreas Eisele
DGT, European Commission

andreas.eisele@ec.europa.eu

Abstract

This paper describes the submissions of the
eTranslation team to the WMT 2019 news
translation shared task. The systems have been
developed with the aim of identifying and fol-
lowing rather than establishing best practices,
under the constraints imposed by a low re-
source training and decoding environment nor-
mally used for our production systems. Thus
most of the findings and results are transfer-
able to systems used in the eTranslation ser-
vice. Evaluations suggest that this approach
is able to produce decent models with good
performance and speed without the overhead
of using prohibitively deep and complex archi-
tectures.

1 Introduction

The European Commission’s eTranslation1

project, a building block of the Connecting
Europe Facility (CEF), has been set up to help
European and national public administrations
exchange information across language barriers
in the EU. It provides secure access to machine
translation (both formatted documents and text
snippets) between all 26 official languages of
the EU and the EEA for translators and officials
in EU and national authorities. In addition it
enables multilinguality in all Digital Service
Infrastructures of CEF.

CEF eTranslation builds on the previous ma-
chine translation service of the European Com-
mission, MT@EC (Eisele, 2017), developed by
the Directorate-General for Translation (DGT)

1https://ec.europa.eu/cefdigital/wiki/
display/CEFDIGITAL/eTranslation

since 2010. MT@EC translation engines were
trained using the vast Euramis translation mem-
ories (Steinberger et al., 2014), comprising over 1
billion sentences in the 24 official EU languages,
produced by the translators of the EU institutions
over the past decades. While this large set of train-
ing data provides very good coverage of the type
of language used in official EU documents, recent
usage of the service is trending towards texts from
other domains. The eTranslation team is working
to widen the scope of the service and improve the
coverage in more general types of texts. Given
this background, the participation of eTranslation
in this year’s shared task on news translation is an
early, but important step on a longer path towards
a more generic MT service.

We participated in the task with 4 dif-
ferent language pairs: English→German,
French→German, English→Lithuanian and
Russian→English, in order to find best practices
that guarantee the production of a solid system in
a constrained resource environment.

2 Data Preparation

In this section we describe the data sets, the selec-
tion, and filtering methods that we applied to the
provided parallel and monolingual data in order to
increase the quality of trained models. We primar-
ily focused on constrained submissions and made
limited experiments with unconstrained resources,
which we briefly describe later in Section 4.5.

2.1 Data Selection and Filtering
In most cases we used all of the provided origi-
nal parallel data to build baseline models for back-
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Data set En→De Fr→De En→Lt Ru→En

Europarl v9 1.80M 1.72M 0.63M –
Common Crawl 2.32M 0.62M – 0.88M
News Commentary v14 0.32M 0.26M – 0.29M
Rapid Corpus 1.47M – 0.21M –
Wiki Titles v1 1.25M – 0.13M 1.00M
Yandex – – – 1.00M

Total (unique): 7.16M (6.85M) 2.60M (2.59M) 0.97M (0.84M) 3.2M (2.1M)

Table 1: Number of segments in the filtered parallel data used for baseline models.

translation as well as for cross-entropy based fil-
tering. The domain distribution of these data sets
is not uniform across language pairs, which had
some effect on the workflows we applied to spe-
cific language pairs. The basic procedure of data
cleaning, however, was similar in all cases.

As a general clean-up, we performed the fol-
lowing steps on the parallel data:

• language identification with Python’s
langid module,

• segment deduplication with masked numer-
als,

• deletion of segments where source/target to-
ken ratio exceeds 1:3 (or 3:1),

• deletion of segments longer than 110 tokens,

• exclusion of segments without alphabetic
characters.

The above steps reduced the data set by about
10%. However, we filtered out 65% of the Ru→En
Wiki Titles corpus with an additional rule of hav-
ing a minimum sum of 12 tokens in a segment pair.
The number of segments in the base filtered data
is shown in Table 1.

For the three language pairs2 where we used
monolingual data to build language models or cre-
ate synthetic parallel text, we chose the recent tar-
get language News Crawl data sets, except for the
2018 German set, which contained a large num-
ber of segments with suspiciously scrambled char-
acters in all words. Therefore, we discarded this
version and made use of the 2016 and 2017 sets.
In addition, for Fr→De we experimented with the
2014 and 2016 News Crawl as candidate data for

2Four minus Ru→En.

the topic modeling based data selection (see Sec-
tion 3.2). In the monolingual data used for back-
translation we performed some additional filter-
ing; we set a threshold on the maximum length
of a token (40) and the minimum ratio of letters to
digits in a segment (4).

We applied dual conditional cross-entropy fil-
tering (Junczys-Dowmunt, 2018a) to the provided
ParaCrawl and CommonCrawl parallel datasets
using the baseline translation models. This signif-
icantly reduced the size of these data sets without
a major decrease in BLEU score for the high re-
source language pairs. For En→De the reduction
in ParaCrawl was from 31M to 18M segments and
in CommonCrawl from 2.3M to 1.4M segments
with a drop of 0.2 BLEU points compared to us-
ing the full sets3. No additional cleaning was ap-
plied to the Fr→De and Ru→En Common Crawl
since these already contained fewer than 1M seg-
ments. Experiments with the filtered (7.5M) and
full (11M) ParaCrawl for Fr→De showed that the
scores on the development test set were also al-
most identical. Therefore, we worked with this
reduced data in the experiments to save time and
resources. The parallel data for En→Lt was very
small and we found that the unfiltered ParaCrawl
was more beneficial than the filtered one. For
Ru→En we used only the filtered ParaCrawl be-
cause we did not have time for more experiments.

Depending on data availability we opted for dif-
ferent ways of creating development and test data
sets. For En→De we used the 2017 test set as
validation set in the trainings and the 2018 test
set as the test set to evaluate the trained models.
For Fr→De we used the 2008–2014 test sets and

3This suggests that version 3 of the ParaCrawl is signifi-
cantly less noisy than previous versions: we did not experi-
ence any improvement from filtering contrary to some of last
year’s experiments (Pham et al., 2018; Junczys-Dowmunt,
2018b).
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randomly extracted 2000 segments for validation
and 3000 segments for test, while the rest (about
13000) was kept for fine-tuning. For En→Lt we
used a small random subset of the training data for
validation and the provided development test for
testing. For Ru→En we used the 2018 test set for
testing and for validation we randomly extracted
3000 segments from the 2016 and 2017 newstests.
The rest of the development data was used for fine-
tuning.

2.2 Pre- and Postprocessing

The in-house translation workflow in the MT envi-
ronment of eTranslation contains a fairly complex
pre- and postprocessing pipeline, where standard
steps (tokenization, normalization, placeholder re-
placement) are tailored to the Euramis data. It thus
does not altogether fit the more heterogenous do-
main of WMT news data. This was confirmed in
a few early baseline experiments on WMT 2018
parallel data where we simply used SentencePiece
(Kudo, 2018), which allows raw text input/output
within the the Marian toolkit (Junczys-Dowmunt
et al., 2018). Since it proved to be superior to other
(external) pre- and postprocessing workflows, we
opted for this approach4 in the 2019 experiments.

3 Trainings

Due to our low resource environment (no large-
scale computing facilities), we did not have much
room for experimenting with either a wide range
of scenarios or much tuning of hyperparameters.
Therefore, we decided to stick to simple setups
and training procedures. In all experiments we
used Marian, which is also the core of our stan-
dard NMT framework in the eTranslation service.
All trainings were run as multi-GPU trainings on
4 NVIDIA P100 GPUs with 16GB RAM.

3.1 NMT Models

We trained only base transformer models
(Vaswani et al., 2017) in all language pairs
except for Fr→De and En→Lt, where we also
tried experimenting with a big transformer.5 We
discarded the idea of building large ensembles

4We used default settings for Marian’s built-in Sentence-
Piece: unigram model, built-in normalization and no subword
regularization.

5However, the difference between the base and big tran-
former models for Fr→De and En→Lt was not significant.
We decided to submit the big models in the hope of their bet-
ter performance on the shared task test set.

of big transformers for high resource language
pairs in the beginning due to the constrained
environment. For most of the hyperparameters we
used the default settings for the base transformer
architecture in Marian6 with dynamic batching
and tying all embeddings. To save time and re-
sources we stopped the trainings if sentence-wise
normalized cross-entropy on the validation set
did not improve in 5 consecutive validation steps.
In the big transformer experiments, following
recommended settings for Marian, we doubled
the filter size and the number of heads, decreased
the learning rate from 0.0003 to 0.0002 and
halved the update value for --lr-warmup and
--lr-decay-inv-sqrt.

Based on the results of previous experiments
we set 30k joint SentencePiece vocabulary for
En→De. We did not run additional trainings to
test the effect of other vocabulary sizes, except for
Ru→En, where we ran a baseline model experi-
ment with separate 60k vocabularies. However,
this resulted in a loss of 0.7 BLEU points on the
2018 test set.7 Therefore, we kept the 30k joint
setting through all language pairs.

3.2 Improving Baseline Models

In this section we describe the methods we exper-
imented with to improve baseline models such as
building an additional synthetic data set with back-
translation (Sennrich et al., 2016), using the de-
velopment data (where available) to fine-tune con-
verged models with continued trainings and build-
ing ensembles out of a few variants of the best
models originally trained from different seeds. We
report the evaluation scores in Section 4.

3.2.1 Synthetic Data
Back-translation (Sennrich et al., 2016) has be-
come a widely used data augmenting technique in
NMT but at the same time significantly extends the
search space for best settings as far as the amount
of data, ratio of bitext to back-translation data or
methods to generate the synthetic source are con-
cerned (Edunov et al., 2018).

In the En→De system we experimented with
adding 10M and 20M back-translated segments
from the 2017 News Crawl to the available bitext.
The latter setting yielded no improvement, in ef-

6See eg. https://github.com/marian-nmt/
marian-examples/tree/master/transformer.

7Confirmed post-submission with a loss of 1.9 BLEU
points on the 2019 test set.
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fect it was slightly worse so for the final systems
the 10M data set was used. We had no time and re-
sources for more fine-grained experiments to find
the optimal setups with back-translation data.

For Fr→De we tuned our models towards the
topic defined in the task by making use of guided
topic modeling8. We manually created a seed
word list with around 100 tokens from a few Ger-
man news articles on elections, then we classified
the documents in the 2014 and 2016 German News
Crawl data sets into different topics.9 We finally
selected about 170k doc units from News Crawl
2014 and 186k doc units from News Crawl 2016
as candidate data for back-translation. We also
experimented with back-translation of 2.5M ran-
domly selected segments from News Crawl 2017.
This synthetic data brought some improvement but
not as much as the synthetic data obtained from
topic modeling.

For En→Lt we back-translated all of the pro-
vided monolingual data with the exception of
Common Crawl. We filtered Common Crawl
using a language model built on the only in-
domain resource for this language pair, 2018 News
Crawl. We took the top 500k segments and back-
translated them but this did not result in any im-
provement (we used, however, a transformer type
language model built on 2018 News Crawl for
later models (cf. Section 3.2.3)).

3.2.2 Fine-tuning with In-domain Data
For language pairs where a substantial amount of
test data from previous years’ tasks is available
a possible direction to improve performance is to
continue training with this data as domain adapta-
tion (Luong and Manning, 2015). For En→De we
used the 2008–2017 development sets (30k seg-
ments) in the experiments and for the final sub-
mission we extended it with the 2018 test set. For
Ru→En we used a set of about 18k segments from
the news test sets from 2012 onwards, with the ex-
ception of the data used for testing and validation.

In the Fr→De system we used a set of about 13k
segments (cf. Section 2.1). It yielded improve-
ments on our test set, which was selected ran-
domly rather than through topic modeling. Since
we tuned the system this way towards the more
general news domain it is not surprising that for
the 2019 test set this fine tuning proved to be harm-

8https://github.com/vi3k6i5/guidedlda
9We tokenized the text and used stopword list but no

lemmatization in creating the document-term matrices.

ful. Unfortunately, we submitted the fine-tuned
model, which, although it did not alter our posi-
tion in the rankings, still led to a loss of 0.8 BLEU
points (cf. Table 3 in Section 4.2).

3.2.3 Ensembles
For the final En→De submission we created a 3
model ensemble trained with the same (best) con-
figuration but with different seeds. We also built
an ensemble with a transformer type language
model from the 2016 and 2017 German News
Crawl (117M segments) which we trained for 2
epochs. We set the weight of the language model
to 0.1 and the weight of the translation models to
1.0 to get the largest improvement.10

For the Fr→De and En→Lt final submissions,
we also created ensembles from the best single
models trained from different seeds but here we
only had time to experiment with 2 models. For
En→Lt we added a transformer type language
model from filtered 2018 news (375k) to the en-
semble. Similarly to En→De, the translation mod-
els had a weight of 1.0, while the language model
had a weight of 0.1.

3.2.4 Ineffective Methods
We make a brief mention of the methods that we
tried but did not seem to work. In particular, for
En→De oversampling the original parallel data
did not yield any improvement so we stopped the
experiments in this direction. Since for Ru→En
the addition of the UN corpus did not increase
model quality, we left it out from the training
data.11 Another technique that seemed promising
but did not give any improvement was incremen-
tal iterative back-translation (Hoang et al., 2018;
Marie et al., 2018). For En→Lt, where the avail-
able data set was in general much smaller, we had
time to experiment with this technique but we did
not manage to generate better models.

4 Results

We submitted one model for each of the four lan-
guage pairs. In this section we provide evaluation
scores for models at important stages in the exper-
iments which reflect how the models got better as

10It might be worth noting that the ensemble of a single
translation model and the language model did not give any
improvement; a small increase in the final score could only
be obtained by adding the language model to the 3 member
ensemble.

11Some WMT 2018 participants had similar experience in
the En→Ru direction (Deng et al., 2018).
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we tried various methods for improvement. All re-
sults are reported in detokenized BLEU.12

4.1 English→German

System Parallel data 2018 2019

M1 Baseline 6.8M 41.3 38.1
M2 M1+PC 24M 44.6 39.9
M3 M2+BT 34M 45.4 38.7
M4 M3 ens. 34M 46.0 40.1
M5 M4+LM 34M 46.3 40.3

M6 M5+FT 34+0.03M 47.8 42.4

Table 2: Results for En→De models. The 2019 results
are post-submission.

Table 2 summarizes the scores for the En→De
models. Model 1 as our baseline used only the
original parallel data (Table 1). In Model 2 we ex-
tended this data with filtered ParaCrawl (PC) v3
data, which led to a substantial improvement (al-
though less so on the 2019 test set). For Model 3
we added the synthetic data (BT), which seemed
to improve the quality on the 2018 test set but to
our great surprise resulted in a performance drop
on the 2019 test set. This might suggest that the
synthetic data already introduces some unwanted
noise into the model that could have a detrimen-
tal effect depending on the input to be translated.
Model 4 is an ensemble of three Model 3 setups
and this proved to be a very efficient choice with
respect to the 2019 test set. Some small additional
improvement could be gained by adding the lan-
guage model (LM) to the ensemble (Model 5) but
the largest positive effect came from the fine tun-
ing (FT) as seen in Model 6.

4.2 French→German

Table 3 gives the scores for the Fr→De models.
The 2008-14D column contains the scores on our
development test set (cf. Section 2.1). The base-
line Model 1 is built from the original parallel data
(Table 1). In Model 2 we added a small amount
of back-translated data, which was generated from
the monolingual Europarl and News Commentary.
From this data set we filtered out the segments
that overlap with the original parallel data. This
step led to a moderate improvement. For Model 3

12sacreBLEU signatures: BLEU+case.mixed+
lang.en-de+numrefs.1+smooth.exp+tok.13a+
version.1.3.0

System Parallel data 2008-14D 2019

M1 Baseline 2.6M 20.8 26.1
M2 M1+BT1 3.2M 21.4 27.8
M3 M2+PC 6.9M 22.4 29.4
M4 M3+BT2 11.6 22.8 33.1
M5 M4+FT 11.6M+13k 23.8 32.4
M6 M4 ens. 11.6M 22.7 33.5

M7 M5 ens. 11.6+13k 24.3 32.7

Table 3: Results for Fr→De models. The 2019 results
are post-submission.

we added filtered ParaCrawl v3 data, again with a
moderate improvement. In Model 4 we included
the topic selected synthetic data, which improved
the quality minimally on the development set but
significantly on the 2019 test set. In Model 5 we
fine-tuned Model 4, which gave yet again a mod-
erate improvement on the development set but re-
sulted in a decrease on the 2019 test set (cf. Sec-
tion 3.2.2). At this stage, we decided to test big
transformers from Model 4. We only had time to
train 2 models and even they could not reach con-
vergence in time. Model 6 is an ensemble of the 2
big transformers, each with a weight of 1.0, while
for Model 7 we ensembled the fine-tuned models
of Model 6. Unsurprisingly, Model 7 was better
than Model 6 on the development set but worse
on the 2019 test data (cf. Section 3.2.2). For this
language pair, the most beneficial step was the ad-
dition of topic-selected back-translated data.

4.3 English→Lithuanian

System Parallel data 2019D 2019

M1 Baseline 0.84M 15.5 11.4
M2 M1+PC 2.2M 19.4 12.5
M3 M2+BT 4.7M 25.7 16.6
M4 M3+OS 5.9M 25.8 15.9
M5 M4+LM 5.9M 26.1 16.0

M6 M5 ens. 5.9M 27.0 17.1

Table 4: Results for En→Lt models. The 2019 results
are post-submission.

Table 4 presents the scores for En→Lt. The
2019D column is for the scores on the provided
development set (cf. Section 2.1). Model 1 is
the baseline with the original parallel data (Ta-
ble 1). In Model 2 we added the full ParaCrawl



325

v3 data, which led to a substantial improvement
on the 2019 development set but just a moderate
one on the 2019 test set. In Model 3 we further
added the synthetic data (back-translation of all
monolingual data except Common Crawl). This
resulted in a big boost in the quality on both test
sets. For Model 4 we oversampled (OS) 2 times
the Rapid corpus from the parallel data and the
domain-relevant back-translated data (2018 News
Crawl). Model 5 is a (1, 0.1) ensemble of Model
4 with a transformer-type language model, with
a minimal improvement on the 2018 development
set but a drop of 0.6-0.7 BLEU points on the 2019
test set. Since this was unknown in the develop-
ment stage, we decided to build big transformer
models on the same training data as Model 4.
Model 6 is an ensemble of these 2 big transform-
ers and the language model. The improvement on
the 2019 test set was significant.

4.4 Russian→English

System Parallel data 2018 2019

M1 Baseline 2.1M 27.3 32.4
M2 M1+PC 5.9M 29.5 35.9

M3 M2+FT 5.9M+17.8k 32.9 37.4

Table 5: Results for Ru→En models. The 2019 results
are post-submission.

We made fewer experiments with the Ru→En
system. The scores in Table 5 give the outcome of
the evaluation of three simple single transformer
models: (i) Model 1 built on the original parallel
data (excluding the UN corpus); (ii) Model 2 with
filtered ParaCrawl added; (iii) Model 3, which is
fine-tuned on domain-specific data. This shows
that it is possible to produce reasonable models in
very constrained conditions.

4.5 Experiments with Unconstrained Models

We ran a few experiments with unconstrained
models making use of the Euramis (Steinberger
et al., 2014) data set. This data contains mil-
lions of segments for 3 of the 4 language pairs we
worked with and offers itself as a natural resource
to build unconstrained models from. At the same
time it is in general quite distant from the news
domain. Thus for the high resource language pairs
(En→De, Fr→De) we first tried to use only those
subsets which might be closer to the shared task

domain. We extracted additional training data us-
ing language models built from monolingual news
corpora as reference in-domain text with the XenC
toolkit (Rousseau, 2013). For Fr→De we built the
language model from the topic modeling based se-
lection and also experimented with extracting Eu-
ramis data using the same guided LDA process as
described in Section 3.2.1. We re-ran the train-
ings of the best constrained models by adding 2M
and later 3M Euramis segments to the training data
but as we cannot report on any improvement, we
stopped this line of experiments and did not sub-
mit the unconstrained systems.

For En→Lt, we trained 3 non-constrained mod-
els by adding to the best constrained system (i)
all our Euramis data, (ii) 1M and (iii) 2M seg-
ment subsets selected as described above. This
resulted in a very small improvement of less than
0.5 BLEU points for the models with selected Eu-
ramis subsets, while the model with the full Eu-
ramis data was almost 2 BLEU points worse. We
thus decided not to submit any of the 3 systems.

5 Conclusion

For the first participation in WMT 2019, the
eTranslation team submitted four systems to the
news translation shared task. We experimented
with different settings for each task but the de-
velopment of all systems shared the common
goal of maximizing efficiency in a relatively low-
resource production environment. For this rea-
son, our systems relied on simple architectures,
and we focused instead on finding the most ap-
propriate combination of standard techniques and
tools, which can thus directly be ported to pro-
duction systems. In particular, we could con-
firm that a careful selection of the training data,
back-translation and fine-tuning were generally
the most rewarding techniques, allowing all our
systems to perform decently and to end up in the
first half of the rankings, despite the limitations
imposed by our low resource environment.
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