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Abstract

This paperaddressescentprogressn
speakeiindependentlarge vocatlulary,
continuousspeechrecognition, which
hasopenedip awide rangeof nearand
mid-termapplications.Onerapidly ex-
pandingapplicationareais the process-
ing of broadcastaudiofor information
accessAt Limsi, broadcashewstran-
scription systemshave beendeveloped
for English,FrenchGermanMandarin
and Portugueseand systemsfor other
languagesreunderdevelopment.Au-
dio indexation must take into account
the specificitiesof audiodata,suchas
needingto deal with the continuous
datastreamandanimperfectwordtran-
scription. Somenearterm applications
areasare audio datamining, selective
disseminatiorof information and me-
diamonitoring.

1 Introduction

A majoradwvancen speectprocessingechnology
is the ability of todayssystemgo dealwith non-
homogeneoudataasis exemplifiedby broadcast
data. With the rapid expansionof differentme-
diasourcesthereis apressingheedfor automatic
processingf suchaudiostreams.Broadcastau-
diois challengingasit containssegmentsof vari-
ousacousticandlinguistic natureswhichrequire
appropriatemodeling. A specialsectionin the
Communications of the ACM devotedto “News

on Demand”(Mayhury, 2000)includescontriku-
tions from mary of the sitescarrying out active
researchn thisarea.

Via speechrecognition,spokendocumentre-
trieval (SDR) can supportrandomaccesdo rel-
evant portionsof audiodocumentsreducingthe
time neededo identify recordingsn large multi-
mediadatabasesThe TREC(Text REtrieval Con-
ference)SDR evaluationshaved that only small
differencesn information retrieval performance
areobsenedfor automaticandmanualtranscrip-
tions(Garofoloetal., 2000).

Large vocalulary continuousspeechrecogni-
tion (LVCSR)is akey technologythatcanbeused
to enablecontent-basethformationaccessn au-
dio andvideo documents.Sincemostof thelin-
guisticinformationis encodedn theaudiochan-
nel of video data,which oncetranscribecdcanbe
accessedsingtext-basedools. Thisresearcihas
beencarriedoutin amultilingual ervironmentin
the contet of several recentand ongoingEuro-
peanprojects. We highlight recentprogressin
LVCSR and describesomeof our work in de-
veloping a systemfor processingoroadcastau-
dio for informationaccess.The systemhastwo
main componentsthe speechranscriptioncom-
ponentand the informationretrieval component.
Versionsof the LIMsI broadcashews transcrip-
tion systemhave beendevelopedn AmericanEn-
glish,French GermanMandarinandPortuguese.

2 Progressin LVCSR

Substantiahdvancesin speectrecognitiontech-
nologyhave beemachiezedduringthelastdecade.
Only afew yearsagospeectrecognitionwaspri-



marily associateavith smallvocalulary isolated
wordrecognitiorandwith speakemdependenof-

ten alsodomain-specificictationsystems.The
samecore technologysenes as the basisfor a
range of applicationssuch as voice-interactre
databaseaccessor limited-domaindictation, as
well as more demandingaskssuchasthe tran-
scriptionof broadcastiata.With the exceptionof

theinherentvariability of telephonechannelsfor

mostapplicationsit is reasonabléo assumehat
the speechis producedn relatively stableervi-

ronmentaland in somecasess spokenwith the
purposeof beingrecognizedy themachine.

The ability of systemsto deal with non-
homogeneouslataasis found in broadcastu-
dio (changingspeakerslanguageshackgrounds,
topics) hasbeenenabledby advancesin a vari-
ety of areasncludingtechniquegor robustsignal
processingandnormalization;improved training
techniquesvhichcantakeadvantageof verylarge
audio and textual corpora;algorithmsfor audio
segmentationunsupervisedcoustianodeladap-
tation; efficientdecodingwith longspananguage
models; ability to use much larger vocalularies
thanin the past- 64k wordsor moreis common
to reduceerrorsdueto out-of-vocalularywords.

With the rapid expansionof different media
sourcesfor information disseminatiorincluding
via the internet,thereis a pressingneedfor au-
tomaticprocessin@f theaudiodatastream.The
vastmajority of audioandvideo documentghat
are producedand broadcasto not have associ-
atedannotationdor indexationandretrieval pur-
posesandsincemaostof today'sannotatiormeth-
odsrequiresubstantiaimanualintervention, and
the costis too large to treatthe ever increasing
volume of documents.Broadcastudiois chal-
lengingto processsit containsseggmentsof vari-
ousacousticandlinguistic natureswhichrequire
appropriatanodeling. Transcribingsuchdatare-
guiressignificantlyhigherprocessingpower than
what is neededto transcriberead speechdata
in a controlledervironment,suchasfor speaker
adapteddictation. Although it is usually as-
sumedthat processingime is not a majorissue
since computerpower hasbeenincreasingcon-
tinuously; it is alsoknown thattheamountof data
appearingon information channelds increasing
at a closerate. Thereforeprocessingime is an

importantfactorin makinga speechranscription
systemviablefor audiodatamining andotherre-

latedapplications.Transcriptiorword error rates
of about20% have beenreportedfor unrestricted
broadcashews datain severallanguages.

As shown in Figure 1 the Limsl broadcast
news transcriptionsystemfor automaticindexa-
tion consistsof anaudiopartitioneranda speech
recognizer

3 Audio partitioning

The goal of audio partitioning is to divide the
acousticsignal into homogeneousegments,la-
belingandstructuringthe acousticcontentof the
data, and identifying and remaving non-speech
seggments. The LimsI BN audio partitionerre-
lies on an audiostreammixture model (Gauvain
etal.,1998).While it is possibleto transcribehe
continuousstreamof audiodatawithoutary prior
segmentation,partitioning offers several advan-
tagesover this straight-forwardsolution. First,
in additionto thetranscriptionof whatwassaid,
other interestinginformation can be extracted
such as the division into speakerturns and the
speakeidentities,andbackgroundacousticcon-
ditions. This information can be usedboth di-
rectly andindirectly for indexation andretrieval
purposes.Second by clusteringsegmentsfrom
the samespeakeracousticmodeladaptatiorcan
be carriedout on a per clusterbasis,as opposed
to onasinglesggmentbasis thusproviding more
adaptationdata. Third, prior sggmentationcan
avoid problemscausedby linguistic discontinu-
ity atspeakerchangesFourth, by usingacoustic
modelstrainedon particularacousticconditions
(suchas wide-bandor telephoneband), overall
performancecan be significantly improved. Fi-
nally, eliminating non-speectsggmentssubstan-
tially reducesthe computationtime. The result
of the partitioningprocesss a setof speectsgy-
mentsusuallycorrespondingp speaketurnswith
speakergenderand telephone/wide-banthbels
(seeFigure?).

4 Transcription of Broadcast News

For eachspeectsggmentthewordrecognizede-
terminesthe sequencef wordsin the segment,
associatingstart and end times and an optional



confidencemeasurawith eachword. The Limsl
systemjn commonwith mostof today's state-of-
the-artsystemsmakesuse of statisticalmodels
of speechgeneration. From this point of view,
messag@eneratioris representethy a language
modelwhich providesanestimateof theprobabil-
ity of ary givenword string,andthe encodingof
the messagén the acousticsignalis represented
by a probability densityfunction. The speaker
independen®5k word, continuousspeechrec-
ognizer makesuse of 4-gram statisticsfor lan-
guagemodelingandof continuousiensityhidden
Markov models(HMMs) with Gaussiamixtures
for acousticmodeling. Eachword is represented
by oneor more sequencesf contet-dependent
phonemodelsasdeterminedy its pronunciation.
The acousticandlanguaganodelsaretrainedon
large, representatie corporafor eachtask and
language.

Processingime is animportantfactorin mak-
ing a speechtranscriptionsystemviable for au-
tomaticindexation of radio andtelevision broad-
casts. For mary applicationsthere are limita-
tionsontheresponsgime andthe availablecom-
putationalresourceswhich in turn can signifi-
cantly affect the designof the acousticandlan-
guagemodels.Word recognitionis carriedoutin
oneor moredecodingpassesvith moreaccurate
acousticandlanguagemodelsusedin successie
passes.A 4-gramsingle passdynamic network
decodehasbeendeveloped(GauainandLamel,
2000)which canachieve fasterthanreal-timede-
codingwith a word error under30%, runningin
lessthan100Mb of memoryon widely available
platformssuchPentiumlll or Alphamachines.

5 Multilinguality

A characteristiof the broadcashews domainis
that,atleastfor whatconcernsnajornewsevents,
similar topics are simultaneouslycoveredin dif-
ferent emissionsand in different countriesand
languages.Automatic processingcarriedout on
contemporaneoudata sourcesin different lan-
guagegansene for multi-lingualindexationand
retrieval. Multilinguality is thusof particularin-
terestfor mediawatchapplicationswherenews
mayfirst breakin anothercountryor language.
At LiMsI broadcashewstranscriptiorsystems
have beendevelopedfor the American English,

French,German,Mandarinand Portuguesdan-
guages.The Mandarinlanguagewvaschosenbe-
causeit is quite different from the other lan-
guageg(tone and syllable-based)and Mandarin
resourcesreavailableviatheLDC aswell asref-
erenceperformanceesults.

Our system and other state-of-the-artsys-
tems can transcribeunrestrictedAmerican En-
glish broadcashews datawith word error rates
under20%. Our transcriptiorsystemdor French
andGermarhave comparabl@rrorratesfor nens
broadcasts(Adda-Deckeret al., 2000). The
charactererror rate for Mandarinis also about
20% (Chenet al., 2000). Basedon our expe-
rience,it appearghatwith appropriatelytrained
models,recognizemperformancds more depen-
dentuponthetypeandsourceof data,thanonthe
languageFor example, documentariearepartic-
ularly challengingo transcribeastheaudioqual-
ity is oftennotvery high,andthereis alarge pro-
portionof voiceover.

6 Spoken Document Retrieval

The automaticallygeneratedpartition and word
transcriptioncan be usedfor indexation andin-
formation retrieval purposes. Techniquescom-
monly appliedto automatictext indexation can
be appliedto the automatictranscriptionsof the
broadcashews radioand TV documents.These
techniquesarebasedon documenterm frequen-
cies,wherethe termsare obtainedafter standard
text processingsuchastext normalization,tok-
enization,stoppingandstemming.Most of these
preprocessingtepsarethe sameasthoseusedto
preparethe texts for training the speechrecog-
nizerlanguagemodels. While this offers advan-
tagesfor speechrecognition it canleadto IR er
rors. For betterIR results,somewordssequences
correspondingo acrorymns, multiword named-
entities(e.g. Los Angeles),andwords preceded
by somepatrticularprefixes(anti, co, bi, counter)
arerewritten asa singleword. Stemmings used
to reducethe numberof lexical itemsfor a given
wordsenseThestemmingexiconcontainsabout
32000entriesandwasconstructedisingPorters
algorithm (Porter80,1980) on the mostfrequent
wordsin the collection, and then manually cor
rected.

Theinformationretrieval systenreliesonaun-
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Figurel: Overview of anaudiotranscriptiorsystem.Theaudiopartitionerdividesthe datastreaminto
homogeneouacousticsggments,remo/ing non-speeclportions. The word recognizeridentifiesthe
wordsin eachspeectsggment,associatingime-markersith eachword.

<audiofilefilename=199804116001630CNN_HDL language=english
<seggmenttype=widebandjender=femalspkr=1stime=50.2%time=86.83

<wtime stime=50.3&time=50.7% c.n.n.

<wtime stime=50.7&time=51.1¢ headline

<wtime stime=51.1G@time=51.44- news

<wtime stime=51.44time=51.63 i'm

<wtime stime=51.63time=51.92 robert

<wtime stime=51.92time=52.46 johnson

it is a day of final farewells in alabamahefirst funeralsfor victims of this week's tornadoesrebeingheld todayalong
with causingmassie propertydamagethe twisterskilled thirty three peoplein alabaméfive in geogia and one each
in mississippiand north carolinathe nationalweatherservicesaysthe tornadothat hit jeffersoncountyin alabamahad
winds of morethantwo hundredsixty milesper hourauthoritiesspeculatedvasthe mostpowerful tornadoeverto hit the
southeastwistersdestroyedwo churchego fire stationsanda schoolparishionersverein onechurchwhenthetornado
struck

</segment>

<seggmenttype=widebandjender=femalspkr=2stime=88.3%time=104.86

atonepointwhenthetablecameontomy backi thoughtyesthisisit i'm readyreadyprotectsprotectthe childrenbecause
thechildrenscreaminghe childrenwerescreaminghey werescreamingn prayerthatwerescreaminggodhelpus
</seggment>

<segmenttype=widebandjender=femalepkr=1stime=104.8&time=132.3%

vice presidental goretouredthe areayesterdayhe calledit the worsttornadodevastationhe’s ever seenwe will have a
completdook attheweatheracrosgheu. s. in our extendedweatherforecasin six minutes

</sggment>

<seggmenttype=widebandjender=malspkr=19stime=1635.6@time=1645.7%

soif their computingsystemsion't tacklethis problemwell we have a potentialbusinesglisruptionandeithererroneous
deliveriesor misdeliveriesor whatever sarvy businessearepreparingnow sothejanuaryfirst two thousandvouldjustbe
anotheday onthetown nota daywhenfastfood andeverythingelseslows down rick lockridgec.n.n.

</seggment>

</laudiofile>

Figure2: Examplesystemoutputobtainedby automatigrocessingf theaudiostreanof a CNN showv
broadcastedn April 11,1998at4pm. Theoutputincludesthe partitioningandtranscriptiorresults.To
improve readability word time stampsaregivenonly for thefirst 6 words. Non speectsggmentshave
beenremwed andthe following informationis provided for eachspeectsegment: signal bandwidth
(telephoneor wideband) speakegendeyrandspeakeidentity (within theshaw).



Transcriptions Werr  Base BRF
Closed-captions - 46.9% 54.3%
10xRT 20.5% 45.3% 53.9%
1.AxRT 32.6% 40.9% 49.4%

Table 1: Impact of the word error rate on the
meanaverageprecisionusingusingal-gramdoc-
umentmaodel. The documentollectioncontains
557 hoursof broadcashews from the period of
FebruarythroughJune1998. (21750stories,50
querieswith theassociatedelevancegudgments.)

igrammodelperstory. Thescoreof astoryis ob-

tainedby summingthe querytermweightswhich

aresimply thelog probabilitiesof thetermsgiven
the story modelonceinterpolatedwith a general
English model. This term weighting has been
shawn to performaswell asthe popularTF«IDF

weighting scheme(Hiemstraand Wessel,1998;
Miller etal., 1998;Ng, 1999; Spark Joneset al.,

1998).

The text of the querymay or may notinclude
the index terms associatedwith relevant docu-
ments. Oneway to copewith this problemis to
usequeryexpansion(Blind RelezanceFeedback,
BRF (Walkerandde Vere,1990))basednterms
presenin retrievedcontemporaryexts.

The systemwas evaluatedin the TREC SDR
track, with known story boundaries. The SDR
datacollection contains557 hours of broadcast
news from the period of FebruarythroughJune
1998. This dataincludes21750storiesanda set
of 50 querieswith the associatedelevancejudg-
ments(Garofoloetal., 2000).

In orderto assesdhe effect of the recogni-
tion time on the informationretrieval resultswe
transcribedhe 557 hoursof broadcashews data
using two decoderconfigurations:a single pass
1.4XRT systemand a three pass10xRT system.
The word error ratesare measuredn a 10htest
subset(Garofoloet al., 2000). The information
retrieval resultsare given in termsof meanav-
erageprecision(MAP), asis donefor the TREC
benchmark Tablel with andwithoutqueryex-
pansion. For comparisonfesultsare also given
for manually producedclosed captions. With
guery expansioncomparablelR resultsare ob-
tained using the closedcaptionsand the 10xRT

Figure 3: Histogramof the numberof speaker
turnsper sectionin 100 hoursof audiodatafrom
radioand TV sourcegNPR, ABC, CNN, CSPAN)
from May-Junel996.

transcriptions,and a moderatedegradation(4%
absolute)s obseredusingthe 1.4xRT transcrip-
tions.

7 Locating Story Boundaries

Thebroadcashewstranscriptiorsystemalsopro-
videsnon-leicalinformationalongwith theword
transcription. This information is available in
the partition of the audiotrack, which identifies
speaketurns. It is interestingto seewhetheror
not suchinformation can be usedto help locate
story boundariessincein the generalcasethese
arenotknown. Statisticsveremadeon 100hours
of radioandtelevision broadcashews with man-
ualtranscriptionsncludingthe speakeidentities.
Of the 2096 sectionamanuallymarkedasreports
(consideredstories),40% start without a manu-
ally annotatedspeakerchange. This meansthat
usingonly speakechangenformationfor detect-
ing documenboundariesvould miss40% of the
boundaries With automaticallydetectedspeaker
changesthe numberof missedboundariesvould
certainlyincrease. At the sametime, 11,160 of
the 12,439speaketurnsoccurin themiddle of a
documentresultingin afalsealarmrateof almost
90%. A moredetailedanalysisshowns thatabout
50% of the sectionsinvolve a singlespeakerbut
that the distribution of the numberof speaker
turnspersectionfalls off very gradually(seeFig-
ure 3). Falsealarmsarenotasharmfulasmissed
detectionssinceit maybe possibleto meige ad-
jacentturnsinto a singledocumenin subsequent
processing.Theseresultsshowv that even perfect
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Figure4: Distribution of documentdurationsfor
100 hoursof datafrom May-Junel996 (top) and
for 557hoursfrom February-Jun&998(bottom).

speaketurnboundariegannotbeusedasthepri-
marycuefor locatingdocumenboundariesThey
can, however, be usedto refine the placement
of a documentboundarylocatedneara speaker
change.

We alsoinvestigatedisingsimple statisticson
the durationsof the documents.A histogramof
the 2096 sectionsis shown in Figure 4. One
third of the sectionsareshorterthan30 seconds.
The histogramhasa bimodaldistribution with a
sharppeakaround20 secondsandasmaller flat
peak around2 minutes. Very short documents
aretypical of headlinesvhich areutteredby sin-
gle speakerwhereadongerdocumentaremore
likely to containdatafrom multiple talkers. This
distributionled usto considemsinga multi-scale
segmentatiorof theaudiostreaminto documents.
Similar statisticsveremeasurednthelargercor
pus(Figure4 bottom).

As proposedn (Abberley et al., 1999; John-
son et al., 1999), we sggmentthe audio stream
into overlappingdocumentsof a fixed duration.
As a resultof optimization,we chosea 30 sec-
ond window durationwith a 15 secondoverlap.

Sincetherearemary storiessignificantlyshorter
than 30sin broadcastshavs (seeFigure 4) we

conjuncturedthat it may be of interestto usea

doublewindowing systemin orderto bettertar

getshortstories(Gauwin etal., 2000). Thewin-

dow size of the smallerwindow was selectedo

be 10 seconds.So for eachquery we indepen-
dently retrieved two setsof documentspne set
for eachwindow size. Thenfor eachdocument
set,documentecombinatioris doneby meiging

overlappingdocumentsuntil no further meges
arepossible.Thescoreof a combineddocument
is setto maximumscoreof ary one of the com-

ponents. For eachdocumentderived from the

30swindows, we producea time stamplocated
at the centerpoint of the document. However,

if ary smallerdocumentsare embeddedn this

document,we take the centerof the bestscor

ing documentThisway we try to takeadwantage
of bothwindow sizes. The MAP usinga single
30swindow andthe doublewindowing stratey

areshowvnin Table2. For comparisontheIR re-

sultsusingthe manualstorysegmentatiorandthe

speaketurnslocatedby the audiopartitionerare
alsogiven. All conditionsusethe sameword hy-

pothesesbtainedwith aspeechrecognizemwhich

hadno knowledgeaboutthe storyboundaries.

manualseggmentation(NIST) 59.6%

audiopartitioner 33.3%
singlewindow (30s) 50.0%
doublewindow 52.3%

Table2: Meanaverageprecisionwith manualand
automaticallydeterminedstory boundaries.The
documentollectioncontainss57hoursof broad-
castnews from the period of Februarythrough
Junel1998. (21750stories,50 querieswith the
associatedelevancejudgments.)

Fromtheseresultswe canclearlyseetheinter-
estof usinga searchenginespecificallydesigned
to retrieve storiesin the audiostream. Using an
a priori acousticsegmentation,the mean aver
age precisionis significantly reducedcompared
to a “perfect” manualsggmentationwhereaghe
window-basedsearchengine results are much
closer Notethatin the manualsggmentatiorall
non-storysegmentssuchasadwertisinghave been



removed. This reducegherisk of having out-of-
topic hits andexplains part of the differencebe-
tweenthis conditionandthe otherconditions.
Theproblemof locatingstoryboundariess be-
ing further pursuedn the contet of the ALERT
project,whereoneof thegoalsis to identify “doc-
uments”giventopic profiles. This projectis in-
vestigatingthe combineduseof audioandvideo
segmentatiorto moreaccurateljfjocatedocument
boundariedn the continuougdatastream.

8 Recent Research Projects

The work presentedn this paperhasbenefited
from avarietyof researctprojectshothatthe Eu-

ropeanand Nationallevels. Thesecollaboratve

efforts have enabledaccesgo real-worlddataal-

lowing usto developalgorithmsandmodelswell-

suitedfor neartermapplications.

The European project LE-4 OLIVE: A
Multilingual Indexing Tool for Broadcast
Material Based on Speech Recognition
(http://twentyore.tpd.tnonl/  olive/) addressed
methodsto automatethe disclosureof the infor-
mation contentof broadcasidatathus allowing
content-basedndexation. Speechrecognition
was usedto producea time-linked transcriptof
the audiochannelbf a broadcastwhich wasthen
usedto producea conceptindex for retrieval.
Broadcashews transcriptionsystemsor French
and Germanwere developed. The Frenchdata
comefrom avarietyof television nevs shovsand
radio stations. The Germandataconsistof TV
news anddocumentariesom ARTE. OLIVE also
developedtools for usersto querythe database,
aswell ascross-lingualaccesshasedon off-line
machinetranslationof the archved documents,
andonlinequerytranslation.

The EuropearprojectI ST ALERT: Alert sys-
tem for selective dissemination (http://www.fb9-
ti.uni-duisturg.de/alert)aims to associatestate-
of-the-art speechrecognition with audio and
video sggmentationand automatictopic index-
ing to develop an automaticmedia monitoring
demonstratoandevaluateit in thecontext of real
world applications. The targetedlanguagesare
French,Germanand Portuguese.Major media-
monitoringcompaniesn Europeareparticipating
in this project.

Two otherrelatedFP5IST projectsare: CORE-

TEX: Improving Core Speech Recognition Tech-
nology and EcHo: European CHronicles On-
line. CORETEX (http://corete.itc.it/), aims at
improving core speectrecognitiontechnologies,
which are centralto most applicationsinvolv-
ing voice technology In particularthe project
addresseghe developmentof generic speech
recognitiontechnologyand methodsto rapidly
port technologyto new domainsand languages
with limited supervision,and to produce en-
richedsymbolicspeechranscriptionsThe ECHO
project(http://pc-erato2.iei.penrit/echg aimsto
develop an infrastructurefor accessto histori-
cal films belongingto large nationalaudiovisual
archies. The projectwill integratestate-of-the-
artlanguagdechnologiedor indexing, searching
andretrieval, cross-languageetrieval capabilities
andautomatidilm summarycreation.

9 Conclusions

This paperhasdescribedsomeof theongoingre-
searchactivitesat LIMSI in automatictranscrip-
tion and indexation of broadcastata. Much of
this researchyvhich is at the forefront of todays
technologyis carriedout with partnerswith real
needsfor advancedaudio processingtechnolo-
gies.

Automatic speechrecognitionis a key tech-
nology for audio and video indexing. Most of
the linguistic informationis encodedn the au-
dio channebf videodata,which oncetranscribed
canbeaccessedsingtext-basedools. Thisis in
contrastto the imagedatafor which no common
descriptionlanguageis widely adpoted. A va-
riety of nearterm applicationsare possiblesuch
asaudiodatamining, selectve disseminatiorof
information(News-on-Demand)mediamonitor
ing, content-basedudioandvideoretrieval.

It appearsthat with word error rateson the
order of 20%, comparablelR resultsto those
obtainedon text data can be achieved. Even
with higher word error rates obtainedby run-
ning afastertranscriptiorsystemor by transcrib-
ing compressedudio data(Barraset al., 2000;
J.M.VanThongetal., 2000)(suchasthatcanbe
loadedover the Internet),the IR performancee-
mainsquitegood.
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