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Introduction

Welcome to the ACL-08: HLT Student Research Workshop! The Student Research Workshop is now
an established tradition at ACL conferences and provides a venue for student researchers investigating
topics in Computational Linguistics and Natural Language Processing to present their work and receive
feedback. New this year was encouraging researchers in Information Retrieval to be involved, both
reviewers and authors. We received a total of 27 submissions coming from 11 different countries, and
accepted 12 of them. 5 will be presented orally, and 7 as posters, during a common poster session
with the main conference. A total of 61 students and senior researchers agreed to serve on the program
committee, which allowed us to assign 5 reviewers per paper. We would like to thank the reviewers for
understanding the spirit of the Student Research Workshop and giving careful and constructive reviews.
We hope their comments will be helpful to all the students who submitted their work. All presenters
received financial support from the U.S. National Science Foundation to assist them in their travel to
Columbus.

We are very grateful to Jan Wiebe, our faculty advisor, for her advice, constant support, and obtaining
funding. Finally, we would like to thank the general chair of ACL-08: HLT, Kathleen McKeown,
the program chairs, Johanna Moore, Simone Teufel, James Allan, and Sadaoki Furui, the publications
chairs Joakim Nivre and Noah Smith, Chris Brew and the local organization committee, and Priscilla
Rasmussen.

The ACL-08: HLT Student Research Workshop co-chairs:
Ebru Arısoy, Keisuke Inoue and Wolfgang Maier
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Haşim Sak, Boğaziçi University, Turkey
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A Supervised Learning Approach to Automatic Synonym Identification
based on Distributional Features
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Graduate School of Information Science

Nagoya University
Furo-cho, Chikusa-ku, Nagoya 464-8603, JAPAN

hagiwara@kl.i.is.nagoya-u.ac.jp

Abstract

Distributional similarity has been widely used
to capture the semantic relatedness of words in
many NLP tasks. However, various parame-
ters such as similarity measures must be hand-
tuned to make it work effectively. Instead, we
propose a novel approach to synonym iden-
tification based on supervised learning and
distributional features, which correspond to
the commonality of individual context types
shared by word pairs. Considering the inte-
gration withpattern-based features, we have
built and compared five synonym classifiers.
The evaluation experiment has shown a dra-
matic performance increase of over 120% on
the F-1 measure basis, compared to the con-
ventional similarity-based classification. On
the other hand, the pattern-based features have
appeared almost redundant.

1 Introduction

Semantic similarity of words is one of the most im-
portant lexical knowledge for NLP tasks including
word sense disambiguation and automatic thesaurus
construction. To measure the semantic relatedness
of words, a concept calleddistributional similarity
has been widely used. Distributional similarity rep-
resents the relatedness of two words by the common-
ality of contexts the words share, based on thedistri-
butional hypothesis(Harris, 1985), which states that
semantically similar words share similar contexts.

A number of researches which utilized distri-
butional similarity have been conducted, including
(Hindle, 1990; Lin, 1998; Geffet and Dagan, 2004)

and many others. Although they have been success-
ful in acquiring related words, various parameters
such as similarity measures and weighting are in-
volved. As Weeds et al. (2004) pointed out, “it is
not at all obvious that one universally best measure
exists for all application,” thus they must be tuned by
hand in an ad-hoc manner. The fact that no theoretic
basis is given is making the matter more difficult.

On the other hand, if we pay attention to lexical
knowledge acquisition in general, a variety of sys-
tems which utilizedsyntactic patternsare found in
the literature. In her landmark paper in the field,
Hearst (1992) utilized syntactic patterns such as
“such X as Y” and “Y and other X,” and extracted
hypernym/hyponym relation of X and Y. Roark and
Charniak (1998) applied this idea to extraction of
words which belong to the same categories, utiliz-
ing syntactic relations such as conjunctions and ap-
positives. What is worth attention here is that super-
vised machine learning is easily incorporated with
syntactic patterns. For example, Snow et al. (2004)
further extended Hearst’s idea and built hypernym
classifiers based on machine learning and syntactic
pattern-based features, with a considerable success.

These two independent approaches, distributional
similarity and syntactic patterns, were finally inte-
grated by Mirkin et al. (2006). Although they re-
ported that their system successfully improved the
performance, it did not achieve a complete integra-
tion and was still relying on an independent mod-
ule to compute the similarity. This configuration in-
herits a large portion of drawbacks of the similarity-
based approach mentioned above. To achieve a full
integration of both approaches, we suppose that re-
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formalization of similarity-based approach would
be essential, as pattern-based approach is enhanced
with the supervised machine learning.

In this paper, we propose a novel approach to
automatic synonym identification based on super-
vised learning technique. Firstly, we re-formalize
synonym acquisition as a classification problem:
one which classifiesword pairs into synonym/non-
synonym classes, without depending on a single
value of distributional similarity. Instead, classi-
fication is done using a set ofdistributional fea-
tures, which correspond to the degree of common-
ality of individual context types shared by word
pairs. This formalization also enables to incorporate
pattern-based features, and we finally build five clas-
sifiers based on distributional and/or pattern-based
features. In the experiment, their performances are
compared in terms of synonym acquisition precision
and recall, and the differences of actually acquired
synonyms are to be clarified.

The rest of this paper is organized as follows: in
Sections 2 and 3, distributional and pattern-based
features are defined, along with the extraction meth-
ods. Using the features, in Section 4 we build five
types of synonym classifiers, and compare their per-
formances in Section 5. Section 6 concludes this
paper, mentioning the future direction of this study.

2 Distributional Features

In this section, we firstly describe how we extract
contexts from corpora and then how distributional
features are constructed for word pairs.

2.1 Context Extraction

We adopted dependency structure as the context of
words since it is the most widely used and well-
performing contextual information in the past stud-
ies (Ruge, 1997; Lin, 1998). In this paper the sophis-
ticated parser RASP Toolkit 2 (Briscoe et al., 2006)
was utilized to extract this kind of word relations.
We use the following example for illustration pur-
poses:The library has a large collection of classic
books by such authors as Herrick and Shakespeare.
RASP outputs the extracted dependency structure as
n-ary relations as follows:

(ncsubj have library _)
(dobj have collection)
(det collection a)

(ncmod _ collection large)
(iobj collection of)
(dobj of book)
(ncmod _ book by)
(dobj by author)
(det author such)
(ncmod _ author as)
... ,

whose graphical representation is shown in Figure 1.
While the RASP outputs aren-ary relations in

general, what we need here is co-occurrences of
words and contexts, so we extract the set of co-
occurrences of stemmed words and contexts by tak-
ing out the target word from the relation and replac-
ing the slot by an asterisk “*”:
library - (ncsubj have * _)
library - (det * The)
collection - (dobj have * )
collection - (det * a)
collection - (ncmod _ * large)
collection - (iobj * of)
book - (dobj of * )
book - (ncmod _ * by)
book - (ncmod _ * classic)
author - (dobj by * )
author - (det * such)
...

Summing all these up produces the raw co-
occurrence countN(w, c) of the wordw and the
contextc. In the following, the set of context types
co-occurring with the wordw is denoted asC(w),
i.e.,C(w) = {c|N(w, c) > 0}.

2.2 Feature Construction

Using the co-occurrences extracted above, we define
distributional featuresfD

j (w1, w2) for the word pair
(w1, w2). The feature valuefD

j is determined so that
it represents the degree of commonality of the con-
text cj shared by the word pair. We adoptedpoint-
wise total correlation, one of the generalizations of
pointwise mutual information, as the feature value:

fD
j (w1, w2) = log

P (w1, w2, cj)
P (w1)P (w2)P (cj)

. (1)

The advantage of this feature construction is that,
given the independence assumption between the
wordsw1 andw2, the feature value is easily calcu-
lated as the simple sum of two corresponding point-
wise mutual information weights as:

fD
j (w1, w2) = PMI(w1, cj) + PMI(w2, cj), (2)
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The library has a large collection of classic books by such authors as Herrick and Shakespeare. 

ncsubj

dobj

det 

ncmod iobj
dobj

ncmod
dobj

det 

ncmod

dobj

conjconjncmod 

det 

(dobj)

(dobj)

Figure 1: Dependency structure of the example sentence, along with conjunction shortcuts (dotted lines).

where the value of PMI, which is also the weights
wgt(wi, cj) assigned for distributional similarity, is
calculated as:

wgt(wi, cj) = PMI(wi, cj) = log
P (wi, cj)

P (wi)P (cj)
. (3)

There are three things to note here: when
N(wi, cj) = 0 and PMI cannot be defined, then
we definewgt(wi, cj) = 0. Also, because it has
been shown (Curran and Moens, 2002) that negative
PMI values worsen the distributional similarity per-
formance, we bound PMI so thatwgt(wi, cj) = 0
if PMI(wi, cj) < 0. Finally, the feature value
fD

j (w1, w2) is defined as shown in Equation (2) only
when the contextcj co-occurs with bothw1 andw2.
In other words,fD

j (w1, w2) = 0 if PMI(w1, cj) =
0 and/orPMI(w2, cj) = 0.

3 Pattern-based Features

This section describes the other type of features, ex-
tracted from syntactic patterns in sentences.

3.1 Syntactic Pattern Extraction

We definesyntactic patternsbased on dependency
structure of sentences. Following Snow et al.
(2004)’s definition, the syntactic pattern of words
w1, w2 is defined as the concatenation of the words
and relations which are on the dependency path from
w1 to w2, not includingw1 andw2 themselves.

The syntactic pattern of word authors
and books in Figure 1 is, for example,
dobj:by:ncmod , while that of authorsand Her-
rick is ncmod-of:as:dobj-of:and:conj-of .
Notice that, although not shown in the figure,
every relation has a reverse edge as its counterpart,
with the direction opposite and the postfix “-of ”
attached to the label. This allows to follow the
relations in reverse, increasing the flexibility and
expressive power of patterns.

In the experiment, we limited the maximum
length of syntactic path to five, meaning that word
pairs having six or more relations in between were
disregarded. Also, we consideredconjunction short-
cuts to capture the lexical relations more precisely,
following Snow et al. (2004). This modification cuts
short theconj edges when nouns are connected by
conjunctions such asandandor. After this shortcut,
the syntactic pattern betweenauthorsandHerrick is
ncmod-of:as:dobj-of , and that ofHerrick and
Shakespeareis conj-and , which is a newly intro-
duced special symmetric relation, indicating that the
nouns are mutually conjunctional.

3.2 Feature Construction

After the corpus is analyzed and patterns are ex-
tracted, the pattern based featurefP

k (w1, w2), which
corresponds to the syntactic patternpk, is defined
as the conditional probability of observingpk given
that the pair(w1, w2) is observed. This definition is
similar to (Mirkin et al., 2006) and is calculated as:

fP
k (w1, w2) = P (pk|w1, w2) =

N(w1, w2, pk)
N(w1, w2)

. (4)

4 Synonym Classifiers

Now that we have all the features to consider, we
construct the following five classifiers. This section
gives the construction detail of the classifiers and
corresponding feature vectors.

Distributional Similarity (DSIM) DSIM classi-
fier is simple acquisition relying only on distribu-
tional similarity, not on supervised learning. Simi-
lar to conventional methods, distributional similar-
ity between wordsw1 andw2, sim(w1, w2), is cal-
culated for each word pair using Jaccard coefficient:∑

c∈C(w1)∩C(w2) min(wgt(w1, c), wgt(w2, c))∑
c∈C(w1)∪C(w2) max(wgt(w1, c), wgt(w2, c))

,
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considering the preliminary experimental result. A
threshold is set on the similarity and classification is
performed based on whether the similarity is above
or below of the given threshold. How to optimally
set this threshold is described later in Section 5.1.

Distributional Features (DFEAT) DFEAT clas-
sifier does not rely on the conventional distributional
similarity and instead uses the distributional features
described in Section 2. The feature vector~v of a
word pair(w1, w2) is constructed as:

~v = (fD
1 , ..., fD

M ). (5)

Pattern-based Features (PAT) This classifier
PAT uses only pattern-based features, essentially the
same as the classifier of Snow et al. (2004). The
feature vector is:

~v = (fP
1 , ..., fP

K). (6)

Distributional Similarity and Pattern-based Fea-
tures (DSIM-PAT) DSIM-PAT uses the distribu-
tional similarity of pairs as a feature, in addition
to pattern-based features. This classifier is essen-
tially the same as the integration method proposed
by Mirkin et al. (2006). LettingfS = sim(w1, w2),
the feature vector is:

~v = (fS , fP
1 , ..., fP

K). (7)

Distributional and Pattern-based Features
(DFEAT-PAT) The last classifier, DFEAT-PAT,
truly integrates both distributional and pattern-based
features. The feature vector is constructed by
replacing thefS component of DSIM-PAT with
distributional featuresfD

1 , ..., fD
M as:

~v = (fD
1 , ..., fD

M , fP
1 , ..., fP

K). (8)

5 Experiments

Finally, this section describes the experimental set-
ting and the comparison of synonym classifiers.

5.1 Experimental Settings

Corpus and Preprocessing As for the corpus,
New York Times section (1994) of English Giga-
word 1, consisting of approx. 46,000 documents,

1http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?
catalogId=LDC2003T05

922,000 sentences, and 30 million words, was an-
alyzed to obtain word-context co-occurrences.

This can yield 10,000 or more context types, thus
we applied feature selection and reduced the dimen-
sionality. Firstly, we simply applied frequency cut-
off to filter out any words and contexts with low
frequency. More specifically, any wordsw such
that

∑
c N(w, c) < θf and any contextsc such that∑

w N(w, c) < θf , with θf = 5, were removed. DF
(document frequency) thresholding is then applied,
and context types with the lowest values of DF were
removed until 10% of the original contexts were left.
We verified through a preliminary experiment that
this feature selection keeps the performance loss at
minimum. As a result, this process left a total of
8,558 context types, or feature dimensionality.

The feature selection was also applied to pattern-
based features to avoid high sparseness — only syn-
tactic patterns which occurred more than or equal to
7 times were used. The number of syntactic pattern
types left after this process is 17,964.

Supervised Learning Training and test sets were
created as follows: firstly, the nouns listed in the
Longman Defining Vocabulary (LDV)2 were cho-
sen as the target words of classification. Then, all
the LDV pairs which co-occur more than or equal
to 3 times with any of the syntactic patterns, i.e.,
{(w1, w2)|w1, w2 ∈ LDV,

∑
p N(w1, w2, p) ≥ 3}

were classified into synonym/non-synonym classes
as mentioned in Section 5.2. All the positive-marked
pair, as well as randomly chosen 1 out of 5 negative-
marked pairs, were collected as theexample setE.
This random selection is to avoid extreme bias to-
ward the negative examples. The example setE
ended up with 2,148 positive and 13,855 negative
examples, with their ratio being approx. 6.45.

The example setE was then divided into five par-
titions to conduct five-fold cross validation, of which
four partitions were used for learning and the one for
testing. SVMlight was adopted for machine learn-
ing, and RBF as the kernel. The parameters, i.e.,
the similarity threshold of DSIM classifier, gamma
parameter of RBF kernel, and the cost-factorj of
SVM, i.e., the ratio by which training errors on pos-
itive examples outweight errors on negative ones,

2http://www.cs.utexas.edu/users/kbarker/workingnotes/
ldoce-vocab.html
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Table 1: Performance comparison of synonym classifiers
Classifier Precision Recall F-1
DSIM 33.13% 49.71% 39.76%
DFEAT 95.25% 82.31% 88.30%
PAT 23.86% 45.17% 31.22%
DSIM-PAT 30.62% 51.34% 38.36%
DFEAT-PAT 95.37% 82.31% 88.36%

were optimized using one of the 5-fold cross valida-
tion train-test pair on the basis of F-1 measure. The
performance was evaluated for the other four train-
test pairs and the average values were recorded.

5.2 Evaluation

To test whether or not a given word pair(w1, w2)
is a synonym pair, three existing thesauri were con-
sulted: Roget’s Thesaurus (Roget, 1995), Collins
COBUILD Thesaurus (Collins, 2002), and WordNet
(Fellbaum, 1998). The union of synonyms obtained
when the head word is looked up as a noun is used
as the answer set, except for words marked as “id-
iom,” “informal,” “slang” and phrases comprised of
two or more words. The pair(w1, w2) is marked as
synonyms if and only ifw2 is contained in the an-
swer set ofw1, or w1 is contained in that ofw2.

5.3 Classifier Performance

The performances, i.e., precision, recall, and F-1
measure, of the five classifiers were evaluated and
shown in Table 1. First of all, we observed a drastic
improvement of DFEAT over DSIM — over 120%
increase of F-1 measure. When combined with
pattern-based features, DSIM-PAT showed a slight
recall increase compared to DSIM, partially recon-
firming the favorable integration result of (Mirkin et
al., 2006). However, the combination DFEAT-PAT
showed little change, meaning that the discrimina-
tive ability of DFEAT was so high that pattern-based
features were almost redundant. To note, the perfor-
mance of PAT was the lowest, reflecting the fact that
synonym pairs rarely occur in the same sentence,
making the identification using only syntactic pat-
tern clues even more difficult.

The reason of the drastic improvement is that, as
far as we speculate, the supervised learning may
have favorably worked to cause the same effect as
automatic feature selection technique. Features with

high discriminative power may have been automat-
ically promoted. In the distributional similarity set-
ting, in contrast, the contributions of context types
are uniformly fixed. In order to elucidate what is
happening in this situation, the investigations on ma-
chine learning settings, as well as algorithms other
than SVM should be conducted as the future work.

5.4 Acquired Synonyms

In the second part of this experiment, we further in-
vestigated what kind of synonyms were actually ac-
quired by the classifiers. The targets are not LDV,
but all of 27,501 unique nouns appeared in the cor-
pus, because we cannot rule out the possibility that
the high performance seen in the previous exper-
iment was simply due to the rather limited target
word settings. The rest of the experimental setting
was almost the same as the previous one, except that
the construction of training set is rather artificial —
we used all of the 18,102 positive LDV pairs and
randomly chosen 20,000 negative LDV pairs.

Table 2 lists the acquired synonyms ofvideoand
program. The results of DSIM and DFEAT are or-
dered by distributional similarity and the value of
decision function of SVM, respectively. Notice that
because neither word is included in LDV, all the
pairs of the query and the words listed in the table
are guaranteed to be excluded from the training set.

The result shows the superiority of DFEAT over
DSIM. The irrelevant words (marked by “*” by
human judgement) seen in the DSIM list are de-
moted and replaced with more relevant words in the
DFEAT list. We observed the same trend for lower
ranked words and other query words.

6 Conclusion and Future Direction

In this paper, we proposed a novel approach to au-
tomatic synonym identification based on supervised
machine learning and distributional features. For
this purpose, we re-formalized synonym acquisition
as a classification problem, and constructed the fea-
tures as the total correlation of pairs and contexts.
Since this formalization allows to integrate pattern-
based features in a seamless way, we built five clas-
sifiers based on distributional and/or pattern-based
features. The result was promising, achieving more
than 120% increase over conventional DSIM classi-
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Table 2: Acquired synonyms ofvideoandprogram
For query word:video

Rank DSIM DFEAT
1 computer computer
2 television television
3 movie multimedia
4 film communication
5 food* entertainment
6 multimedia advertisement
7 drug* food*
8 entertainment recording
9 music portrait

10 radio movie

For query word:program
Rank DSIM DFEAT

1 system project
2 plan system
3 project unit
4 service status
5 policy schedule
6 effort* organization*
7 bill* activity*
8 company* plan
9 operation scheme

10 organization* policy

fier. Pattern-based features were partially effective
when combined with DSIM whereas with DFEAT
they were simply redundant.

The impact of this study is that it makes unneces-
sary to carefully choose similarity measures such as
Jaccard’s — instead, features can be directly input
to supervised learning right after their construction.
There are still a great deal of issues to address as the
current approach is only in its infancy. For example,
the formalization of distributional features requires
further investigation. Although we adopted total
correlation this time, there can be some other con-
struction methods which show higher performance.

Still, we believe that this is one of the best ac-
quisition performances achieved ever and will be an
important step to truly practical lexical knowledge
acquisition. Setting our future direction on the com-
pletely automatic construction of reliable thesaurus
or ontology, the approach proposed here is to be ap-
plied to and integrated with various kinds of lexical
knowledge acquisition methods in the future.
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Abstract

The aim of this research is to provide a prin-
cipled account of the generation of embed-
ded constructions (calledparentheticals) and
to implement the results in a natural language
generation system. Parenthetical construc-
tions are frequently used in texts written in a
good writing style and have an important role
in text understanding. We propose a frame-
work to model the rhetorical properties of par-
entheticals based on a corpus study and de-
velop a unified natural language generation ar-
chitecture which integrates syntax, semantics,
rhetorical and document structure into a com-
plex representation, which can be easily ex-
tended to handle parentheticals.

1 Introduction

Parentheticals are constructions that typically occur
embedded in the middle of a clause. They are not
part of the main predicate-argument structure of the
sentence and are marked by special punctuation (e.g.
parentheses, dashes, commas) in written texts, or by
special intonation in speech.

Syntactically, parentheticals can be realized by
many different constructions, e.g.: appositive rel-
ative clauses (1a), non-restrictive relative clauses
(1b), participial clauses (1c) or subordinate clauses
(1d).

(1) a The new goal of the Voting Rights Act [–
more minorities in political office –] is
laudable. (wsj1137)

b GE, [which vehemently denies the
government’s allegations,] denounced Mr.
Greenfield’s suit. (wsj0617)

c But most businesses in the Bay area,
[including Silicon Valley,] weren’t greatly
affected. (wsj1930)

d So far, [instead of teaming up,] GE
Capital staffers and Kidder investment
bankers have bickered. (wsj0604)

A common characteristics of parentheticals is that
they express information that is not central to the
meaning of the overall message conveyed by a text
or spoken utterance and since they are specifically
marked by punctuation or intonation, they allow the
reader to distinguish between more and less impor-
tant parts of the message. By structuring information
this way, parentheticals make it easier for readers to
decode the message conveyed by a text. Consider
for example the following message that has been ex-
pressed by two different texts: one without paren-
theticals (2a) and one that contains two parentheti-
cals (2b).

(2) a Eprex is used by dialysis patients who are
anaemic. Prepulsid is a gastro-intestinal
drug. Eprex and Prepulsid did well
overseas.

b Eprex, [used by dialysis patients who are
anaemic,] and Prepulsid, [a
gastro-intestinal drug,] did well overseas.
(wsj1156)

Parentheticals have been much studied in lin-
guistics ( see (Dehe and Kavalova, 2007), (Burton-
Roberts, 2005) for a recent overview) but so far they
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have received less attention in computational lin-
guistics. Only a few studies have attempted a com-
putational analysis of parentheticals, the most recent
ones being (Bonami and Godard, 2007) who give an
underspecified semantics account of evaluative ad-
verbs in French and (Siddharthan, 2002) who devel-
ops a statistical tool for summarisation that separates
parentheticals from the sentence they are embedded
in. Both of these studies are limited in their scope as
they focus on a very specific type of parentheticals.

From the perspective of natural language gener-
ation (NLG), as far as we know, nobody has at-
tempted to give a principled account of parentheti-
cals, even though these constructions contribute to
the easy readability of generated texts, and therefore
could significantly enhance the performance of NLG
systems (Scott and Souza, 1990).

Most existing natural language generation sys-
tems use rhetorical structure to construct a text plan
and map arguments of rhetorical relations onto in-
dividual sentences or clauses. As a result, the ar-
guments of the same rhetorical relation will always
occur immediately next to each other, although the
surface realization of individual arguments may vary
and a clause may appearsyntactically embedded
within the preceding clause. This linear succession
of rhetorical relations and their arguments makes
the generated text appear monotonous and staccato.
As commonly mentioned by style manuals,1 using
different kinds of clause-combining strategies (e.g.
semicolons, dash-interpolations, appositives) shows
a clearer writing style.

The goal of this research is to give a principled
account of parenthetical constructions and incorpo-
rate its findings into a natural language generation
system.

2 System Architecture

We propose an integrated generation architecture for
this purpose which uses a Tree Adjoining Grammar
(Joshi, 1987) to represent linguistic information at
all levels, including syntax, rhetorical structure and
document structure.

Our approach is to make the elementary trees in
the grammar as complex as possible, so that con-
straints on which trees can be combined with each

1See for example, Rule 14 of (Strunk and White, 1979)

other will be localized in the trees themselves. By
incorporating information about rhetorical structure
and document structure into the trees, we are ex-
tending the domain of locality of elementary trees
as much as possible and this allows the generator
to keep the global operations for combining trees as
simple as possible. This approach has been referred
to as the ’Complicate Locally, Simplify Globally’
principle (Joshi, 2004).

The input to the generator is a set of rhetorical
relations and semantic formulas. For each formula
the system selects a set of trees from the grammar,
resulting in a number of possible tree sets associated
with the input.

The next step is to filter out sets of trees that will
not lead to a possible realization. In the current im-
plementation this is achieved by a version of polarity
filtering where we associate not only the syntactic
categories of root, substitution and foot nodes with a
positive or negative value (Gardent and Kow, 2006)
but also add the semantic variable associated with
these nodes. The values summed up by polarity fil-
tering are [node, semantic variable] pairs, which rep-
resent restrictions on possible syntactic realizations
of semantic (or rhetorical) arguments.

Parentheticals often pose a problem for polarity
filtering because in many cases there is a shared el-
ement between the parenthetical and its host, which
normally occurs twice in non-parenthetical realiza-
tions of the same input, but only once when there
is a parenthetical. (e.g., in (2a) the NP ’Eprex’ oc-
curs twice, but only once in (2b)). In order to allow
for this variation, when summing up the values for
substitution and root nodes we consider multiple oc-
currences of NP substitution nodes associated with
the same semantic variable as if they were a single
instance. This results in one or more NP substitu-
tion nodes left empty at the end of the derivation,
which are then filled with a pronoun by a referring
expression module at the final stage of the genera-
tion process.

3 Corpus Study

The generator is informed by a corpus study of em-
bedded discourse units on two discourse annotated
corpora: the RST Discourse Treebank (Carlson et
al., 2001) and the Penn Discourse Treebank (PDTB-
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relative clause 143 2 2 147
participial clause 96 4 1 1 11 4 117
NP 34 8 22 64
NP-coord 6 6
cue + NP 5 1 2 3 2 13
Adj + cue 2 2
number 2 2
including + NP 13 5 18

V
P

-
or

S
-

m
od

ifi
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s

to-infinitive 4 30 34
NP + V 106 106
cue + S 5 20 14 9 29 77
PP 11 9 1 21
S 7 1 1 9
according to NP 7 7
V + NP 6 6
as + S 4 4
Adv + number 1 1 2
cue + Adj 2 2
cue + participial 2 2
cue + V 1 1

310 19 11 22 14 125 20 18 12 54 35 640

Table 1: Syntactic types of parentheticals in the RST corpus

Relation Connective in parentheticalConnective in host distribution in corpus
TEMPORAL 101 (48.8%) 2 3434 (18.6%)

CONTINGENCY 53 (25.6%) 0 3286 (17.8%)
COMPARISON 38 (18.3%) 5 5490 (29.7%)
EXPANSION 15 (7.2%) 5 6239 (33.8%)

TOTAL: 207 12 18484

Table 2: Relations between parentheticals and their hosts in the PDTB

Group, 2008).2 The aim of the study was to es-
tablish what rhetorical relations can hold between
parentheticals and their hosts and whether individ-
ual rhetorical relations tend to correlate with specific
syntactic types.

Table 1 illustrates the findings of the study on the
RST corpus, showing the correlation between syn-
tactic types of parentheticals and rhetorical relations
between parentheticals and their hosts in the corpus.
The majority of parentheticals in this study were
syntactically related to their hosts and they can be
divided into two main groups. The most frequently
occurring type isELABORATION/EXPANSION-type

2The details of this study are reported in (Banik and Lee,
2008)

NP-modifiers which are realized by relative clauses,
NPs or nominal postmodifiers with non-finite
clauses and express some type ofELABORATION,
EXAMPLE or RESTATEMENTrelation. 73.4% of par-
entheticals belong to this group in the RST corpus.

The other type of parentheticals areNON-ELA-
BORATION/EXPANSION-type VP- or S-modifiers,
which are realized by subordinate clauses, to-
infinitives and PPs and expressCIRCUMSTANCE,
PURPOSE, CONDITION, ANTITHESIS,or CONCES-
SION relations. 26.6% of parentheticals in the cor-
pus belong to this group.

Because of the decision taken in the PDTB to only
annotate clausal arguments of discourse connec-
tives, parentheticals found in this corpus are almost
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all subordinate clauses, which is clearly an artifact
of the annotation guidelines. This corpus only anno-
tates parentheticals that contain a discourse connec-
tive and we have found that in almost all cases the
connective occurs within the parenthetical. We have
found only 12 discourse adverbs that occurred in the
host sentence.

The present corpus study is missing several types
of parentheticals because of the nature of the annota-
tion guidelines of the corpora used. For example, in
the RST corpus some phrasal elements that contain a
discourse connective (3a) and adjectives or reduced
relative clauses that contain an adjective without a
verbal element are not annotated (3b):

(3) a But the technology, [while reliable,] is far
slower than the widely used hard drives.
(wsj1971)

b Each $5000 bond carries one warrant,
[exercisable from Nov. 28, 1989, through
Oct. 26, 1994] to buy shares at an
expected premium of 2 1/2 % to the
closing share price when terms are fixed
Oct. 26. (wsj1161)

These constructions are clear examples of par-
entheticals and we would expect them to behave
similarly to subordinating conjunctions and relative
clauses respectively. As a test case we decided to
allow adjectives to function as parentheticals in the
grammar of the generator and if the results are eval-
uated as satisfactory, plan to extend this analysis to
other constructions not covered by our corpus study.

4 Generating Parentheticals — An
Example

We associate auxiliary trees with parenthetical oc-
currences of the most frequently embedded rhetori-
cal relations based on the above corpus study.

The basic assumption behind assigning syntactic
trees to parenthetical rhetorical relations is that the
semantic type of the arguments of the relation should
be mirrored by their syntax. Thus if one of the ar-
guments of a rhetorical relation is an object then it
must be represented by an NP in the syntax; if it
is a proposition then it must be assigned an S- or
VP-auxiliary tree. The satellite of the rhetorical re-
lation is always substituted into the auxiliary tree,

i.

p: CONCESSION(n, s)
TS

���
HHH

S∗

arg:n
TC

�� HH

though S↓
arg:s

ii.

p: CONCESSION(n, s)
TS

�
��

H
HH

S↓
arg:n

TC
�� HH

but S↓
arg:s

iii.

p: CONCESSION(n,s)
VP

�� HH

TE
�� HH

though S
�� HH

S↓
arg: s

Punct

,

VP∗

arg: n

iv.

p: CONCESSION(n,s)
TS

�� HH

TC
�� HH

though S
�� HH

S↓
arg:s

Punct

,

S∗

arg:n

Figure 1: Elementary trees forCONCESSION

and the nucleus is associated with the footnode (this
later gets unified with the semantic label of the tree
that the auxiliary tree adjoins to).

Figure 1 illustrates four elementary trees for the
CONCESSIONrelation. The trees in boxesi. and
ii. correspond to regular uses ofCONCESSIONwhile
the trees iniii. and iv. correspond to its parenthet-
ical occurrences. Using these trees along with the
elementary trees in Figure 3, and given the input be-
low, the system generates the following five possible
realizations:

Input: [[l3, concession, l1, l2], [l1,legal,x], [l2, fatal,
x], [x,substance]]

Output:

1. the substance, though it is fatal, is legal

2. the substance is legal though it is fatal

3. though it is fatal, the substance is legal

4. though the substance is fatal, it is legal

5. the substance is legal but it is fatal

Figure 2 gives the elementary trees assigned to
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i.

p: ELABORATION(n,s)
S

��
��

HH
HH

S↓
arg: n

and S↓
arg: n

ii.

p: ELABORATION(n,s)
S

S↓
arg: n

Figure 2: Elementary trees forELABORATION

the most frequently occurring parenthetical rhetori-
cal relation,ELABORATION-ADDITIONAL . The tree
in box i. is associated with non-parenthetical uses
of the relation, and boxii. shows the tree used for
parentheticalELABORATION. Since in parenthetical
uses ofELABORATION the two arguments of the re-
lation combine with each other and not with a third
tree, as in the case of parentheticalCONCESSION,
the role of the lexically empty parenthetical tree in
box ii. is to restrict the type of tree selected for the
nucleus ofELABORATION. Since the satellite has
to end up as the parenthetical, the nucleus has to be
restricted to the main clause, which is achieved by
associating its semantic variable with an S substitu-
tion node in the tree.

To give an example, Figure 3. illustrates elemen-
tary trees for the input below:

Input: [[l3, elaboration, l1, l2], [l1,illegal,x], [l2,
fatal, x], [x,substance]]

Output:

1. the fatal substance is illegal

2. the substance, which is fatal, is illegal

3. the substance is illegal and it is fatal

The parentheticalELABORATION tree is used for
constructing outputs 1. and 2., which restricts the
nucleus to select the initial tree in boxiii. on Figure
3. As a result, the satellite of the relation has to se-
lect on of the auxiliary trees in boxi. or ii. in order
to be able to combine with the nucleus. The case
where both satellite and nucleus are assigned initial
trees is handled by the non-parenthetical tree in box
i. on Figure 2.

i.

s: fatal/legal(x)
NP

��
��

HH
HH

NP∗

arg:x
TE

���
HHH

WH

which

S
�� HH

NP

ε

VP
�� HH

V

is

AP

fatal/
legal

iv.

x
NP

the substance

ii.

p: fatal/legal(x)
NP

�� HH

A

fatal
legal

NP∗

arg: x

iii.

p: fatal/legal(x)
S

��� HHH

NP↓
arg:x

VP
�� HH

V

is

A

fatal
(il)legal

Figure 3: Elementary TAG trees for semantic formulas

5 Directions for further research

A possible way to control the generator is to enrich
the input representation by adding restrictions on the
types of trees that are allowed to be selected, simi-
larly to (Gardent and Kow, 2007) (e.g., if a rhetori-
cal relation is restricted to selecting initial trees for
its satellite then it won’t be generated as a parenthet-
ical). Another way to select a single output is to es-
tablish ranking constraints (these could depend, e.g.,
on the genre of the text to be generated) and choose
the top ranked candidate for output.

At the moment the elementary trees in the gram-
mar contain document structure nodes (Power et al.,
2003) which are not used by the generator. We
plan to extend the analysis of parentheticals to big-
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ger structures like footnotes or a paragraph separated
in a box from the rest of the text and the document
structure nodes in the elementary trees will be used
to generate these.

Given the small size of the grammar, currently po-
larity filtering is enough to filter out just the gram-
matical realizations from the set of possible treesets.
As the grammar size increases we expect that we
will need additional constraints to reduce the num-
ber of possible tree sets selected for a given input.
Also, once the generator will be capable of han-
dling longer inputs, we will need to avoid generat-
ing too many parentheticals. Both the number of
possible tree sets and the number of parentheticals
in the outputs could be reduced by allowing the gen-
erator to select parenthetical realizations for only a
predefined percentage of each rhetorical relation in
the input. This number can be first obtained from our
corpus study, and fine-tuned based on evaluations of
the generated output.

The current implementation uses a very simplis-
tic referring expression module which inserts a pro-
noun in every NP position left open at the end of
the derivation, unless it is in a sentence initial po-
sition. Parentheticals often involve the use of refer-
ring expressions and can sound more natural when
the embedded constituent involves a reference to an
element in the main clause, therefore a more sophis-
ticated algorithm for referring expression generation
will be used in the future.

Although our corpus study gives important infor-
mation about which rhetorical relation to realize as a
parenthetical, how often, and using which syntactic
construction, there seem to be additional restrictions
on the use of certain parentheticals. Consider for
example the two realizations (4 a and b) of theCON-
CESSIONrelation below where the parenthetical in
(4b) sounds very unnatural:

concession:

n: a few people may experience side-effects

s: most people benefit from taking Elixir

(4) a Though most people benefit from taking
Elixir, a few people may experience
side-effects.

b ?? A few people, though most people
benefit from taking Elixir, may
experience side-effects.
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Abstract
Many applications in NLP, such as question-
answering and summarization, either require
or would greatly benefit from the knowledge
of when an event occurred. Creating an ef-
fective algorithm for identifying the activ-
ity time of an event in news is difficult in
part because of the sparsity of explicit tem-
poral expressions. This paper describes a
domain-independent machine-learning based
approach to assign activity times to events
in news. We demonstrate that by applying
topic models to text, we are able to cluster
sentences that describe the same event, and
utilize the temporal information within these
event clusters to infer activity times for all sen-
tences. Experimental evidence suggests that
this is a promising approach, given evaluations
performed on three distinct news article sets
against the baseline of assigning the publica-
tion date. Our approach achieves 90%, 88.7%,
and 68.7% accuracy, respectively, outperform-
ing the baseline twice.

1 Introduction

Many practical applications in NLP either require
or would greatly benefit from the use of temporal
information. For instance, question-answering and
summarization systems demand accurate process-
ing of temporal information in order to be useful
for answering ’when’ questions and creating coher-
ent summaries by temporally ordering information.
Proper processing is especially relevant in news,
where multiple disparate events may be described
within one news article, and it is necessary to iden-
tify the separate timepoints of each event.

Event descriptions may be confined to one sen-
tence, which we establish as our text unit, or be
spread over many, thus forcing us to assign all sen-
tences an activity time. However, only 20%-30%
of sentences contain an explicit temporal expres-
sion, thus leaving the vast majority of sentences
without temporal information. A similar proportion
is reported in Mani et al. (2003), with only 25%
of clauses containing explicit temporal expressions.
The sparsity of these expressions poses a real chal-
lenge. Therefore, a method for efficiently and accu-
rately utilizing temporal expressions to infer activity
times for the remaining 70%-80% of sentences with
no temporal information is necessary.

This paper proposes a domain-independent
machine-learning based approach to assign activity
times to events in news without deferring to the pub-
lication date. Posing the problem in an informa-
tion retrieval framework, we model events by ap-
plying topic models to news, providing a way to
automatically distribute temporal information to all
sentences. The result is prototype system which
achieves promising results.

In the following section, we discuss related work
in temporal information processing. Next we moti-
vate the use of topic models for our task, and present
our methods for distributing temporal information.
We conclude by presenting and discussing our re-
sults.

2 Related Work

Mani and Wilson (2000) worked on news and in-
troduced an annotation scheme for temporal ex-
pressions, and a method for using explicit tempo-
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Sentence Order Event Temporal Expression
1 Event X None
2 Event Y January 10, 2007
3 Event X None
4 Event X November 16, 1967
5 Event Y None
6 Event Y January 10, 2007
7 Event X None

Table 1: Problematic Example

ral expressions to assign activity times to the en-
tirety of an article. Their preliminary work on in-
ferring activity times suggested a baseline method
which spread time values of temporal expressions
to neighboring events based on proximity. Fila-
tova and Hovy (2001) also process explicit tempo-
ral expressions within a text and apply this informa-
tion throughout the whole article, assigning activity
times to all clauses.

More recent work has tried to temporally anchor
and order events in news by looking at clauses (Mani
et al., 2003). Due to the sparsity of temporal ex-
pressions, they computed a reference time for each
clause. The reference time is inferred using a num-
ber of linguistic features if no explicit reference is
present, but the algorithm defaults to assigning the
most recent time when all else fails.

A severe limitation of previous work is the depen-
dence on article structure. Mani and Wilson (2000)
attribute over half the errors of their baseline method
to propagation of an incorrect event time to neigh-
boring events. Filatova and Hovy (2001) infer time
values based on the most recently assigned date or
the date of the article. The previous approaches will
all perform unfavorably in the example presented in
Table 1, where a second historical event is referred
to between references to a current event. This kind
of example is quite common.

3 Modeling News

To address the aforementioned issues of sparsity
while relieving dependence on article structure, we
treat event discovery as a clustering problem. Clus-
tering methods have previously been used for event
identification (Hatzivassiloglou et al., 2000; Sid-
dharthan et al., 2004). After a topic model of news

text is created, sentences are clustered into topics -
where each topic represents a specific event. This
allows us to utilize all available temporal informa-
tion in each cluster to distribute to all the sentences
within that cluster, thus allowing for assigning of ac-
tivity times to sentences without explicit temporal
expressions. Our key assumption is that similar sen-
tences describe the same event.

Our approach is based on information retrieval
techniques, so we subsequently use the standard lan-
guage of text collections. We may refer to sentences,
or clusters of sentences created from a topic model
as ’documents’, and a collection of sentences, or col-
lection of clusters of sentences from one or more
news articles as a ’corpus’. We use Latent Dirich-
let Allocation (LDA) (Blei et al., 2003), a genera-
tive model for describing collections of text corpora,
which represents each document as a mixture over a
set of topics, where each topic has associated with it
a distribution over words. Topics are shared by all
documents in the corpus, but the topic distribution is
assumed to come from a Dirichlet distribution. LDA
allows documents to be composed of multiple topics
with varying proportions, thus capturing multiple la-
tent patterns.

Depending on the words present in each docu-
ment, we associate it with one of N topics, where N
is the number of latent topics in the model. We as-
sign each document to the topic which has the high-
est probability of having generated that document.
We expect document similarity in a cluster to be
fairly high, as evidenced by document modeling per-
formance in Blei et al. (2003). Since each cluster is
a collection of similar documents, with our assump-
tion that similar documents describe the same event,
we conclude that each cluster represents a specific
event. Thus, if at least one sentence in an event clus-
ter contains an explicit temporal expression, we can
distribute that activity time to other sentences in the
cluster using an inference algorithm we explain in
the next section. More than one event cluster may
represent the same event, as in Table 3, where both
topics describe a different perspective on the same
event: the administrative reaction to the incident at
Duke.

Creating a cluster of similar documents which
represent an event can be powerful. First, we are no
longer restricted by article structure. To refer back to
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Table 1, our approach will assign the correct activ-
ity time for all event X sentences, even though they
are separated in the article and only one contains an
explicit temporal expression, by utilizing an event
cluster which contains the four sentences describing
event X to distribute the temporal information1.

Second, we are not restricted to using only one
article to assign activity times to sentences. In fact,
one of the major strengths of this approach is the
ability to take a collection of articles and treat them
all as one corpus, allowing the model to use all
explicit temporal expressions on event X present
throughout all of the articles to distribute activity
times. This is especially helpful in multidocument
summarization, where we have multiple articles on
the same event.

Additionally, using LDA as a method for event
identification may be advantageous over other clus-
tering methods. For one, Siddharthan et al. (2004)
reported that removing relative clauses and appos-
itives, which provide background or discourse re-
lated information, improves clustering. LDA allows
us to discover the presence of multiple events within
a sentence, and future work will focus on exploiting
this to improve clustering.

3.1 Corpus

We obtained 22 news articles, which can be divided
into three distinct sets: Duke Rape Case (DR), Ter-
rorist Bombings in Mumbai (MB), Israeli-Lebanese
conflict (IC) (Table 2). All articles come from En-
glish Newswire text, and each sentence was manu-
ally annotated with an activity time by people out-
side of the project. The Mumbai Bombing articles
all occur within a several day span, as do the Israeli-
Conflict articles. The Duke Rape case articles are
an exception, since they are comprised of multi-
ple events which happened over the course of sev-
eral months: Thus these articles contain many cases
such as ”The report said...on March 14...”, where
the report is actually in May, yet speaks of events
in March. For the purposes of this experiment we
took the union of the possible dates mentioned in a
sentence as acceptable activity times, thus both the
report statement date and the date mentioned in the

1Analogously, our approach will assign correct activity time
to all event Y sentences

Article Set # of Articles # of Sentences
Duke Rape Case 5 151

Mumbai Bombing 8 284
Israeli Conflict 9 300

Table 2: Article and Sentence distribution

report are correct activity times for the sentence. Fu-
ture work will investigate whether we can discrimi-
nate between these two dates.

Our approach relies on prior automatic linguistic
processing of the articles by the Proteus system (Gr-
ishman et al., 2005). The articles are annotated with
time expression tags, which assign values to both
absolute ”July 16, 2006” and relative ”now” tem-
poral expressions. Although present, our approach
does not currently use activity time ranges, such as
”past 2 weeks” or ”recent days”. The articles are
also given entity identification tags, which assigns a
unique intra-article id to entities of the types speci-
fied in the ACE 2005 evaluation. For example, both
”they” - an anaphoric reference - and ”police offi-
cers” are recognized as referring to the same real-
world entity.

3.2 Feature Extraction
From this point on unless otherwise noted, refer-
ence to news articles indicates one of the three sets
of news articles, not the complete set. We begin
by breaking news articles into their constituent sen-
tences, which are our ’documents’, the collection
of them being our ’corpus’, and indexing the doc-
uments.

We use the bag-of-words assumption to represent
each document as an unordered collection of words.
This allows the representation of each document as
a word vector. Additionally, we add any entity iden-
tification information and explicit temporal expres-
sions present in the document to the feature vector
representation of each document.

3.3 Intra-Article Event Representation
To represent events within one news article, we con-
struct a topic model for each article separately. The
Intra-Article (IAA) model constructed for an article
allows us to group sentences within that article to-
gether according to event. This allows the forma-
tion of new ’documents’, which consist not of single
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The administrators did not know of the racial dimension until March 24, the report said.

The report did say that Brodhead was hampered by the administration’s lack of diversity.

He said administrators would be reviewed on their performance on the normal schedule
and he had no immediate plans to make personnel changes.

Administrators allowed the team to keep practicing; Athletics Director Joe Alleva called
the players ”wonderful young men.”

Yet even Duke faculty members, many of them from the ’60s and ’70s generations that
pushed college administrators to ease their controlling ways, now are urging the university
to require greater social as well as scholastic discipline from students.

Duke professors, in fact, are offering to help draft new behavior codes for the school.

With years of experience and academic success to their credit, faculty members ought to
be listened to.

For the moment, five study committees appointed by Brodhead seem to mean business,
which is encouraging.

Table 3: Two topics representing a different perspective
on the same event

sentences, but a cluster of sentences representing an
event. Accordingly, we combine the feature vector
representations of the single sentences in an event
cluster into one feature vector, forming an aggregate
of all their features. Although at this stage we have
everything we need to infer activity times, our ap-
proach allows incorporating information from mul-
tiple articles.

3.4 Inter-Article Event Representation

To represent events over multiple articles, we sug-
gest two methods for Inter-Article (IRA) topic mod-
eling. The first, IRA.1, is to combine the articles
and treat them as one large article. This allows pro-
cessing as described in IAA, with the exception that
event clusters may contain sentences from multiple
articles. The second, IRA.2, builds on IAA mod-
els of single articles and uses them to construct an
IRA model. The IRA.2 model is constructed over
a corpus of documents containing event clusters, al-
lowing a grouping of event clusters from multiple
articles. Event clusters may now be composed of
sentences describing the same event from multiple
articles, thus increasing our pool of explicit tempo-
ral expressions available for inference.

3.5 Activity Time Assignment

To accurately infer activity times of all sentences, it
is crucial to properly utilize the available temporal
expressions in the event clusters formed in the IRA
or IAA models. Our proposed inference algorithm
is a starting point for further work. We use the most
frequent activity time present in an event cluster as

the value to assign all the sentences in that event
cluster. In phase one of the algorithm we process
each event cluster separately. If the majority of sen-
tences with temporal expressions have the same ac-
tivity time, then this activity time is distributed to the
other sentences. If there is a tie between the num-
ber of occurrences of two activity times, both these
times are distributed as the activity time to the other
sentences. If there is no majority time and no tie
in the event cluster, then each of the sentences with
a temporal expression retains its activity time, but
no information is distributed to the other sentences.
Phase two of the inference algorithm reassembles
the sentences back into their original articles, with
most sentences now having activity times tags as-
signed from phase one. Sentences that remain un-
marked, indicating that they were in event clusters
with no majority and no tie, are assigned the ma-
jority activity time appearing in their reassembled
article.

4 Empirical Evaluation

In evaluating our approach, we wanted to compare
different methods of modeling events prior to per-
forming inference.

• Method (1) IAA then IRA.2 - Creating IAA
models with 20 topics for each news article,
and IRA.2 models for each of the three sets of
IAA models with 20, 50, and 100 topic.

• Method (2) IAA only - Creating an IAA model
with 20 topics for each article

• Method (3) IRA.1 only - Creating IRA.1 model
with 20 and 50 topics for each of the three sets
of articles.

4.1 Results
Table 4 presents results for the three sets of articles
on the six different experiments performed. Since
our approach assigns activity times to all sentences,
overall accuracy is measured as the total number of
correct activity time assignments made out of the
total number of sentences. The baseline accuracy
is computed by assigning each sentence the article
publication date, and because news generally de-
scribes current events, this achieves remarkably high
performance.
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The overall accuracy measures performance of
the complete inference algorithm, while the rest of
the metrics measure the performance of phase one
only, where we process each event cluster separately.
Assessing the performance of phase one allows us to
indirectly evaluate the event clusters which we cre-
ate using LDA. M1 accuracy represents the number
of sentences that were assigned the correct activity
time in phase one out of the total number of activ-
ity time inferences made in phase one. Thus, this
does not take into account any assignments made by
phase two, and allows us to examine our assump-
tions about event representation expressed earlier. A
large denominator in M1 indicates that many sen-
tences were assigned in phase one, while a low one
indicates the presence of event clusters which were
unable to distribute temporal information.

M2 looks at how well the algorithm performs on
the difficult cases where the activity time is not the
same as the publication date. M3 looks at how well
the algorithm performs on the majority of sentences
which have no temporal expressions.

For the IC and DR sets, results show that Method
(1), where IAA is performed prior to IRA.2 achieves
the best performance, with accuracy of 88.7% and
90%, respectively, giving credence to the claim that
representing events within an article before combin-
ing multiple articles improves inference.

The MB set somewhat counteracts this claim, as
the best performance was achieved by Method (3),
where IRA.1 is performed. This may be due to the
fact that MB differs from DR and IC sets in that it
contains several regurgitated news articles. Regurgi-
tated news articles are comprised almost entirely of
statements made at a previous time in other news ar-
ticles. Method (3) combines similar sentences from
all the articles right away, placing sentences from re-
gurgitated articles in an event cluster with the orig-
inal sentences. This allows our approach to outper-
form the baseline system by 4.3%, with and accu-
racy of 68.7%.

5 Discussion

There are limitations to our approach which need
to be addressed. Foremost, evidence suggests that
event clusters are not perfect, as error analysis has
shown event clusters which represent two or more

Set Setup Accur. M1 M2 M3

DR Base 135/151
89.4%

DR (1) 20 121/151
80.1%

55/83
66.2%

5/12
41.6%

27/43
62.7%

DR (1) 50 136/151
90.0%

91/105
86.6%

4/13
30.7%

60/66
90.9%

DR (1)100 128/151
84.7%

87/109
79.8%

4/13
30.7%

58/70
82.8%

DR (2) 20 106/151
70.2%

45/68
66.2%

4/11
36.4%

20/33
60.6%

DR (3) 20 111/151
73.5%

82/110
74.7%

8/14
57.1%

49/71
69.0%

DR (3) 50 99/151
65.5%

92/135
68.1%

6/14
42.9%

63/95
66.3%

Set Setup Accur. M1 M2 M3

MB Base 183/284
64.4%

MB (1) 20 166/284
58.5%

116/187
62.0%

41/68
60.2%

60/104
57.7%

MB (1) 50 152/284
53.5%

121/206
58.7%

41/72
56.9%

66/120
55.0%

MB (1)100 139/284
48.9%

112/204
54.9%

41/81
50.6%

60/124
48.4%

MB (2) 20 143/284
50.3%

103/161
63.9%

40/63
63.5%

49/85
57.3%

MB (3) 20 146/284
51.4%

99/160
61.9%

45/64
70.3%

47/81
58.0%

MB (3) 50 195/284
68.7%

123/184
66.8%

32/67
47.8%

74/103
71.8%

Set Setup Accur. M1 M2 M3

IC Base 272/300
90.7%

IC (1) 20 250/300
83.3%

158/205
77.1%

12/22
54.5%

118/151
78.1%

IC (1) 50 263/300
87.7%

168/192
87.5%

12/19
63.2%

127/139
91.4%

IC (1)100 266/300
88.7%

173/202
85.6%

11/20
55.0%

130/149
87.2%

IC (2) 20 250/300
83.3%

156/181
86.2%

11/18
61.1%

117/130
90.0%

IC (3) 20 225/300
75.0%

112/145
77.2%

14/21
66.7%

75/95
78.9%

IC (3) 50 134/300
44.7%

115/262
43.9%

14/25
56.0%

76/206
36.9%

Table 4: Results : Sentence Breakdown
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events. Event clusters which contain sentences de-
scribing several events pose a real challenge, as
they are primarily responsible for inhibiting perfor-
mance. This limitation is not endemic to our ap-
proach for event discovery, as Xu et al. (2006) stated
that event extraction is still considered as one of the
most challenging tasks, because an event mention
can be expressed by several sentences and different
linguistic expressions.

One of the major strengths of our approach is the
ability to combine all temporal information on an
event from multiple articles. However, due the im-
perfect event clusters, combining temporal informa-
tion from different articles within an event cluster
has not yet yielded satisfactory results.

Although sentences from the same article in IRA
event clusters usually represent the same event, other
sentences from different articles may not. We mod-
ified the inference algorithm to reflect this, and only
consider sentences from the same news article when
distributing temporal information, even though sen-
tences from other articles may be present in the event
cluster. Therefore, further work to construct event
clusters which more closely represent events is ex-
pected to yield improvements in performance. Fu-
ture work will explore a richer feature set, including
such features as cross-document entity identification
information, linguistic features, and outside seman-
tic knowledge to increase robustness of the feature
vectors. Finally, the optimal model parameters are
currently selected by an oracle, however, we hope to
further evaluate our approach on a larger dataset in
order to determine how to automatically select the
optimal parameters.

6 Conclusion

This paper presented a novel approach for inferring
activity times for all sentences in a text. We demon-
strate we can produce reasonable event representa-
tions in an unsupervised fashion using LDA, pos-
ing event discovery as a clustering problem, and that
event clusters can further be used to distribute tem-
poral information to the sentences which lack ex-
plicit temporal expressions. Our approach achieves
90%, 88.7%, and 68.7% accuracy, outperforming
the baseline set forth in two cases. Although differ-
ences prevent a direct comparison, Mani and Wil-

son (2000) achieved an accuracy of 59.4% on 694
verb occurrences using their baseline method, Fi-
latova and Hovy (2001) achieved 82% accuracy on
time-stamping clauses for a single type of event on
172 clauses, and Mani et al. (2003) achieved 59%
accuracy in their algorithm for computing a refer-
ence time for 2069 clauses. Future work will im-
prove upon the majority criteria used in the inference
algorithm, on creating more accurate event represen-
tations, and on determining optimal model parame-
ters automatically.
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Abstract 

A Named Entity Recognizer (NER) generally 
has worse performance on machine translated 
text, because of the poor syntax of the MT 
output and other errors in the translation. As 
some tagging distinctions are clearer in the 
source, and some in the target, we tried to 
integrate the tag information from both source 
and target to improve target language tagging 
performance, especially recall. 

In our experiments with Chinese-to-English 
MT output, we first used a simple merge of the 
outputs from an ET (Entity Translation) system 
and an English NER system, getting an absolute 
gain of 7.15% in F-measure, from 73.53% to 
80.68%. We then trained an MEMM module to 
integrate them more discriminatively, and got a 
further average gain of 2.74% in F-measure, 
from 80.68% to 83.42%.  

1 Introduction 

Because of the growing multilingual environment 
for NLP, there is an increasing need to be able to 
annotate and analyze the output of machine 
translation (MT) systems.  But treating this task as 
one of processing “ordinary text” can lead to poor 
results.  We examine this problem with respect to 
the name tagging of English text.   

A Named Entity Recognizer (NER) trained on 
an English corpus does not have the same 
performance when applied to machine-translated 
text. From our experiments on NIST 05 Chinese-
to-English MT evaluation data, when we used the 
same English NER to tag the reference translation 
and the MT output, the F-measure was 81.38% for 

the reference but only 73.53% for the MT output. 
There are two primary reasons for this. First, the 
performance of current translation systems is not 
very good, and so the output is quite different from 
Standard English text. The fluency of the translated 
text will be poor, and the context of a named entity 
may be weird. Second, the translated text has some 
foreign names which are hard for the English NER 
to recognize, even if they are well translated by the 
MT system, because such names appear very 
infrequently in the English training corpus.  

Training an NER on MT output does not seem 
to be an attractive solution. It may take a lot of 
time to manually annotate a large amount of 
training data, and this labor may have to be 
repeated for a new MT system or even a new 
version of an existing MT system.  Furthermore, 
the resulting system may still not work well, in so 
far as the translation is not good and information is 
somehow distorted. In fact, sometimes the 
meanings of the translated sentences are hard to 
decipher unless we check the source language or 
get a human translated document as reference. As a 
result, we need source language information to aid 
the English NER. 

However, it is also not enough to rely entirely 
on the source language NE results and map them 
onto the translated English text.  First, the word 
alignment from source language to English 
generated by the MT system may not be accurate, 
leading to problems in mapping the Chinese name 
tags. Second, the translated text is not exactly same 
as the source language because there may be 
information missed or added. For example, the 
Chinese phrase “香港地铁 ”, which is not a name 
in Chinese, and should be literally translated as 
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“ the subway in Hong Kong”, may end up being 
translated to “mtrc”, the abbreviation of “The Mass 
Transit Railway Corporation”, which is an 
organization in Hong Kong (and so should get a 
name tag in English).  

If we can use the information from both the 
source language and the translated text, we cannot 
only find the named entities missed by the English 
NER, but also modify incorrect boundaries in the 
English results which are caused by the bad 
content. However, using word alignment to map 
the source language information into the English 
text is problematic, for two reasons: First, the word 
alignment produced by machine translation is 
typically not very good, with a Chinese-English 
AER (alignment error rate) of about 40% (Deng 
and William 2005). So just using word alignment 
to map the information would introduce a lot of 
noise. Second, in the case of function words in 
English which have no corresponding realization in 
Chinese, traditional word alignment would align 
the function word with another Chinese 
constituent, such as a name, which could lead to 
boundary errors in tagging English names. We 
have therefore used an alternative method to fetch 
the source language information for information 
extraction, which is called Entity Translation and is 
described in Section 3. 

2 Motivation 

When we use the English NER to annotate the 
translated text, we find that the performance is not 
as good as English texts. This is due to several 
types of problems. 

2.1 Bad name contexts 

Producing correct word order is very hard for a 
phrase-based MT system, particularly when 
translating between two such disparate languages, 
and there are still a lot of Chinese syntax structures 
left in translated text, which are usually not regular 
English expressions. As a result, it is hard for the 
English NER to detect names in these contexts.1 

Ex. 1. annan said, "kumaratunga president 
personally against him to areas under guerrilla 
control field visit because it feared the rebels 
will use his visit as a political chip" 

                                                 
1 The MT system we used generates monocase translations, so 
we show all the translations in lower case. 

It is hard to recognize from this example that 
kumaratunga is a person name unless we are 
already familiar with this name or realize this is a 
normal Chinese expression structure, although not 
an English one. 

Ex. 2. A reporter from shantou <ORG2> 
university school of medicine</ORG>, faculty 
of medicine, university of <GPE>hong 
kong</GPE>, <ORG>influenza research 
center</ORG> was informed that …... 

Here source language information can help fix 
incorrect name boundaries assigned by the English 
NER, especially from a messy context. In Example 
3, the source language tagger can tell us that 
“shantou university” and “university of hong 
kong” are two named entities, allowing us to fix 
the wrong name boundaries of the English NER. 

2.2 Bad translations 

There are cases where the MT system does not 
recognize there is a name and translates it as 
something else, and if we do not refer to the source 
language, we sometimes cannot understand the 
sentence, or annotate it. 

Ex. 3. xinhua shanghai , january 1 
(<ORG>feng yizhen su lofty</ORG>) snow , 
frozen , and the shanghai airport staff in snow 
and inalienable . 

The translation system does not output the names 
correctly, and only when we look at the Chinese 
sentence can we know that there are two person 
names here, one is “feng yizhen”, and the other is 
“su lofty”, where the second one is translated 
incorrectly. English NER treats the whole as an 
ORGANIZATION as there is no punctuation to 
separate the two names. 

2.3 Unknown foreign names 

There are many Chinese GPE and PERSON names 
which are missed because they appear rarely in 
English text, especially city, county or even 
province names, and so are hard for English NER 
to detect or classify. However, on the Chinese side, 
they may be common names and so easily tagged. 

                                                 
2 We use the entity types of ACE (the Automatic Content 
Extraction evaluation) for name types.  Here ORG = 
“ORGANIZATION” is the tag for an organization; GPE = 
“Geo-Political Entity” is the tag for a location with a 
government; other locations (e.g., “Sahara Desert”) are tagged 
as LOCATION. 
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Ex. 4. At present, shishi city in the province to 
achieve a village public transportation, village 
water ; village of cable television . 

The city names in examples 4 are famous in 
Chinese but do not appear much in English text, 
and so are missed by the English NER; however, a 
Chinese NER would be able to tag them as named 
entities. 

3 Entity Translation System 

The MT pipeline we employ begins with an Entity 
Translation (ET) system which identifies and 
translates the names in the text (Heng Ji et al., 
2007).  This system runs a source-language NER 
(based on an HMM) and then uses a variety of 
strategies to translate the names it identifies.  One 
strategy, for example, uses a corpus-trained name 
transliteration component coupled with a target 
language model to select the best transliteration.  
The source text, annotated with name translations, 
is then passed to a statistical, phrase-based MT 
system (Zens and Ney, 2004). Depending on its 
phrase table and language model, this name-aware 
MT system would decide whether to accept the 
translation provided by ET. Experiments show that 
the MT system with ET pre-processing can 
produce better translations than the MT system 
alone, with 17% relative error reduction on overall 
name translation. 

The strategy combining multiple transliterations 
and selection based on a language model is 
particularly effective for foreign (non-Chinese) 
person names rendered in Chinese.  If these names 
did not appear in the bilingual training material, 
they would be mistranslated by an MT system 
without ET.  These names are often also difficult 
for the English tagger, so ET can benefit both 
translation and name recognition. 

For each name tagged by ET, we see if the 
translation string proposed by ET appears in the 
translation produced by the MT system.  If so, we 
use the ET output to assign an ‘ET name type’ to 
that string in the translation.  This approach avoids 
the problems of using word alignments from the 
MT system; in particular, the alignment of function 
words in English with names in Chinese. 

4 Integrating source and target 
information 

We first try a very simple merge method to see 
how much gain can be gotten by simply combining 
the two sources. After that, we describe a corpus-
trained model which addresses some of the tag 
conflict situations and gets additional gains.  

4.1 Results from English NER and ET 

First, we analyzed the English NER and ET output 
to see the named entity distribution of the two 
sources. We focus on the differences between them 
because when they agree, we can expect little 
improvement from using source language 
information.  In the nist05 data, we find 1893 
named entities in the English NER output (target 
language part) and 1968 named entities in the ET 
output (source language part); 1171 of them are the 
same. This means that 38.14% of the names tagged 
in the target language and 40.5% of those in the 
source language do not have a corresponding tag in 
the other language, which suggests that the source 
and target NER may have different strengths on 
name tagging.   

  We checked the names which are tagged 
differently, and there are 347 correct names from 
ET missed by English NER and 418 from English 
NER missed by ET.  

4.2 Simple Merge 

First, in order to see if the ET system can really 
help the English NER, we do a simple merge 
experiment, which just adds the named entities 
extracted from the ET system into the English 
NER results, so long as there is no conflict 
between them (i.e., so long as the ET-tagged name 
does not overlap an English NE-tagged name). 

Our experiments show that this simple method 
can improve the English NER result substantially 
(Table 5-1), especially for recall, confirming our 
intuition.  

We checked the errors produced by this simple 
merge method, and divided them into four types. 
1. Missed by both sources. 
2. Missed by one source and erroneously tagged 

by the other 
3. Erroneously tagged by both sources 
4. Conflict situations where the English NE-

tagged name is wrong but the ET-tagged name 
is correct. 

21



Although there is not much we can do for the first 
three error types, we can address the last error type 
by some intelligent learning method. In NIST05 
data, there are 261 names which have conflicts, 
and we can get more gains here. 

There are two kinds of conflicts: A type conflict 
which occurs when the ET and English NER tag 
the same named entity but give it different types; 
and a boundary conflict which occurs when there is 
a tag overlap between English NER and ET. We 
treat these two kinds of conflict differently by 
using different features to indicate them.  

4.3 Maximum Entropy Markov Model 

We use a MEMM (Maximum Entropy Markov 
Model) as our tagging model. An MEMM is a 
variation on traditional Hidden Markov Models 
(HMM). Like an HMM, it attempts to characterize 
a string of tokens as a most likely set of transitions 
through a Markov model. The MEMM allows 
observations to be represented as arbitrary 
overlapping features (such as word, capitalization, 
formatting, part-of-speech), and defines the 
conditional probability of state sequences given 
observation sequences. It does this by using the 
maximum entropy framework to fit a set of 
exponential models that represent the probability 
of a state given an observation and the previous 
state (McCallum et al. 2000).  

In our experiment, we train the maximum 
entropy framework at the token level, and use the 
BIO types as the states to be predicted. There are 
four entity types: PERSON, ORGANIZATION, 
GPE and LOCATION, and so a total of 9 states. 

4.4 Feature Sets for MEMM 

In our experiment, we are interested not only in 
training a module, but also in measuring the 
different performance for different scales of 
training corpora. If a small annotated corpus can 
get reasonable gain, this method for combining 
taggers will be much more practical.  

As a result, we first build a small feature set and 
enlarge it by adding more features, expecting that 
the small feature set may get better performance 
with a small training corpus. 

 
Set 1: Features Focusing on Current Tag and 
Previous State Information 
We first try to use few features to see how much 
gain we can get if we only consider the tag 

information from ET and English NER, and the 
previous state. These features are: 

F1: current token’s type in ET  
F2: current token’s type in English NER 
F3: Feature1+Feature2 
F4: if there is a type conflict + ET type + 

English NER type 
F5: if there is a type conflict +ET type 

confidence + English NER confidence 
F6: if there is a boundary conflict + ET type + 

English NER type 
F7: if there is a boundary conflict + ET token 

confidence + English NER confidence 
F8: state for the previous token 

F4 and F5 are used to help resolve the type 
conflicts, and F6 and F7 to resolve boundary 
conflicts. When there is a conflict, we need the 
confidence information from both ET and English 
NER to indicate which side to choose.  

The English NER reports a margin, which can 
be used to gauge tag confidence. The margin is the 
difference in log probability between the top 
tagging hypothesis and a hypothesis which assigns 
the name a different NE tag, or no NE tag. We use 
this as the confidence of English NER output. 

For ET output, the situation is more 
complicated. We use different confidence methods 
for type and boundary conflicts. For type conflicts, 
we use the source of the ET translation as the “type 
confidence”, for example, if the ET result comes 
from a person name list, the output is probably 
correct. For boundary conflicts, as the ET system 
uses some pruning strategy to fix the boundary 
errors in word alignment, and the translation 
procedure contains several disparate components 
which produce different kind of confidence 
measure, it is not reasonable to use Chinese NER 
confidence as the confidence estimate. As a result, 
we check if the token is capitalized in ET 
translation, and treat it as the “token confidence”. 

 
Set 2: Set 1 + Current Token Information  

F9: current token + ET type+ English NER 
type 

Token information can be used to predict the result 
when there is a conflict, as the conflict reason 
varies and in some cases without knowing the 
token itself, it is hard to know the right choice. As 
a result, we add the current token feature but this is 
the only place we use token information. 
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Set 3: Set2 + Sequence Information 
Our experiments showed some performance gain 
with only the current token features and the 
previous state, but we still wanted to see if 
additional features – such as information on the 
previous and following tokens – would help. To 
this end, we added such features, while still 
retaining our focus on the ET and English NER 
information: 

F10: English NER result of the current token + 
that of the previous token  

F11: ET result of the current token + ET result 
of the previous token. 

F12: English NER result of the current token + 
that of the next token. 

F13: ET result of the current token + that of 
the next token. 

5 Experiment 

The experiment was carried out on the Chinese 
part of the NIST 05 machine translation evaluation 
(NIST05) and NIST 04 machine translation 
evaluation (NIST04) data, where NISTT05 
contains 100 documents and NIST04 contains 200 
documents. We annotated all the data in NIST05 
and 120 documents for NIST04 for our 
experiment.  

The ET system used a Chinese HMM-based 
NER trained on 1,460,648 words; the English 
name tagger was also HMM-based and trained on 
450,000 words.  

First, we want to see the result with very small 
training data, and so divided the NIST05 data into 
5 subsets, each containing 20 documents. We ran a 
cross validation experiment on this small corpus, 
with 4 subsets as training data and 1 as testing 
data. We refer to this configuration as Corpus13. 

Second, to see whether increasing the training 
data would appreciably influence the result, we 
added the annotated NIST04 data into the training 
corpus, and we call this configuration Corpus2. 

                                                 
3 We conducted some experiments with a small corpus in 
which we relied on the alignment information from the MT 
system, but the results were much worse than using the ET 
output.  Simple merge using alignment yielded a name tagger 
F score of 73.34% (1.42% worse than the baseline, 75.76%), 
while ET F score of 81.23%; MEMM with minimal features 
using alignment yielded an improvement of 1.7% (vs. 7.9% 
using ET). 

 
Figure 1. Flow chart of our system 

5.1 Simple Merge Result 

The simple merge method gets a significant F-
measure gain of 7.15% from the English NER 
baseline, which confirms our intuition that some 
named entities are easy to tag in source language 
and others in target language. This represents 
primarily a significant recall improvement, 14.37%. 

 
 NER baseline Simple Merge 

P    85.68 82.70 
R    64.39 78.76 
F    73.53 80.6880.6880.6880.68    

Table 1. Simple merge method on Corpus1 (100 documents) 

5.2 Integrating Results on Corpus1 

On this small training corpus, we test each subset 
with other subsets as training data, and calculate 
the total performance on the whole corpus. The 
best result comes from Set2 instead of Set3, 
presumably because the training data is too small 
to handle the richer model of Set3. Our experiment 
shows that we can get 1.9% gain over simple 
merge method with Set 2 using 80 documents as 
training data. 

 
 Simple Merge Set1 Set2 Set3 

P    82.70 84.73 84.72 84.48 
R    78.76 78.01 80.55 80.15 
F    80.68 81.23 82.58 82.26 

English NE 

Integration 
Procedure 

ET 

Chinese NE 

English Text 

Final Tagged Text 

ET-Tagged Text 

NE-Tagged Text 

Chinese Text 

MT 
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Table 2. Results on Corpus1, which contains 100 documents, 
with 80 documents used for training at each fold. 

5.3 Integrating Results on Corpus2 

On this corpus, every training data set contains 200 
documents, and we can get a gain of 2.74% over 
the simple merge method.  With the larger training 
set, the richer model (Set 3) now outperforms the 
others. 

 
 Simple Merge Set1 Set2 Set3 

P    82.70 85.04 85.15 85.78 
R    78.76 78.09 80.59 81.18 
F    80.68 81.42 82.81 83.42 

Table 3. Result on Corpus2 (220 documents), with 200 
documents used for training at each fold of cross-validation. 
 
On corpus2, Using a Wilcoxon Matched-Pairs test, 
with a 10-fold division, all the sets perform 
significantly better (in F-measure) than the simple 
merge at a 95% confidence level. 

6 Prior Work 

Huang and Vogel (2002) describe an approach to 
extract a named entity translation dictionary from a 
bilingual corpus while concurrently improving the 
named entity annotation quality. They use a 
statistical alignment model to align the entities and 
iteratively extract the name pairs with higher 
alignment probability and treat them as global 
information to improve the monolingual named 
entity annotation quality for both languages. Using 
this iterative method, they get a smaller but cleaner 
named entity translation dictionary and improve 
the annotation F-measure from 70.03 to 78.15 for 
Chinese and 73.38 to 81.46 in English.  This work 
is similar in using information from the source 
language (in this case mediated by the word 
alignment) to improve the target language tagging.  
However, they used bi-texts (with hand-translated, 
relatively high-quality English) and so did not 
encounter the problems, mentioned above, which 
arise with MT output. 

7 Conclusion 

We present an integrated approach to extract the 
named entities from machine translated text, using 
name entity information from both source and 
target language. Our experiments show that with a 
combination of ET and English NER, we can get a 

considerably better NER result than would be 
possible with either alone, and in particular, a large 
improvement in name identification recall. 

MT output poses a challenge for any type of 
language analysis, such as relation or event 
recognition or predicate-argument analysis.  Even 
though MT is improving, this problem is likely to 
be with us for some time.  The work reported here 
indicates how source language information can be 
brought to bear on such tasks. 

The best F-measure in our experiments exceeds 
the score of the English NER on reference text, 
which reflects the intuition that even for well 
translated text, we can still benefit from source 
language information. 
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Abstract 

Machine learning methods have been exten-
sively employed in developing MT evaluation 
metrics and several studies show that it can 
help to achieve a better correlation with hu-
man assessments. Adopting the regression 
SVM framework, this paper discusses the lin-
guistic motivated feature formulation strategy. 
We argue that “blind” combination of avail-
able features does not yield a general metrics 
with high correlation rate with human assess-
ments. Instead, certain simple intuitive fea-
tures serve better in establishing the 
regression SVM evaluation model. With six 
features selected, we show evidences to sup-
port our view through a few experiments in 
this paper. 

1 Introduction 

The automatic evaluation of machine translation 
(MT) system has become a hot research issue in 
MT circle. Compared with the huge amount of 
manpower cost and time cost of human evaluation, 
the automatic evaluations have lower cost and re-
usability. Although the automatic evaluation met-
rics have succeeded in the system level, there are 
still on-going investigations to get reference trans-
lation better (Russo-Lassner et al., 2005) or to deal 
with sub-document level evaluation (Kulesza et al., 
2004; Leusch et al, 2006). 

N-grams’ co-occurrence based metrics such as 
BLEU and NIST can reach a fairly good correla-
tion with human judgments, but due to their con-
sideration for the capability of generalization 
across multiple languages, they discard the inher-
ent linguistic knowledge of the sentence evaluated. 

Actually, for a certain target language, one could 
exploit this knowledge to help us developing a 
more “human-like” metric. Giménez and Márquez 
(2007) showed that compared with metrics limited 
in lexical dimension, metrics integrating deep lin-
guistic information will be more reliable. 

The introduction of machine learning methods 
aimed at the improvement of MT evaluation met-
rics’ precision is a recent trend. Corston-Oliver et 
al. (2001) treated the evaluation of MT outputs as 
classification problem between human translation 
and machine translation. Kulesza et al. (2004) pro-
posed a SVM classifier based on confidence score, 
which takes the distance between feature vector 
and the decision surface as the measure of the MT 
system’s output. Joshua S. Albrecht et al. (2007) 
adopted regression SVM to improve the evaluation 
metric. 

In the rest of this paper, we will first discuss 
some pitfalls of the n-gram based metrics such as 
BLEU and NIST, together with the intuition that 
factors from the linguist knowledge can be used to 
evaluate MT system’s outputs. Then, we will pro-
pose a MT evaluation metric based on SVM re-
gression using information from various linguistic 
levels (lexical level, phrase level, syntax level and 
sentence-level) as features. Finally, from empirical 
studies, we will show that this metric, with less 
simple linguistic motivated features, will result in a 
better correlation with human judgments than pre-
vious regression-based methods. 

2 N-gram Based vs Linguistic Motivated 
Metrics 

N-gram co-occurrence based metrics is the main 
trend of MT evaluation. The basic idea is to com-
pute the similarity between MT system output and 
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several human reference translations through the 
co-occurrence of n-grams. BLEU (Papineni et al., 
2002) is one of the most popular automatic evalua-
tion metrics currently used. Although with a good 
correlation with human judgment, it still has some 
defects: 

● BLEU considers precision regardless of recall. 
To avoid a low recall, BLEU introduces a brevity 
penalty factor, but this is only an approximation.  

● Though BLEU makes use of high order n-
grams to assess the fluency of a sentence, it does 
not exploit information from inherent structures of 
a sentence. 

● BLEU is a “perfect matching only” metric. 
This is a serious problem. Although it can be alle-
viated by adding more human reference transla-
tions, there may be still a number of informative 
words that will be labeled as “unmatched”. 

● BLEU lacks models determining each n-
gram’s own contribution to the meaning of the sen-
tence. Correct translations of the headwords which 
express should be attached more importance to 
than that of accessory words e.g. 

● While computing geometric average of preci-
sions from unigram to n-gram, if a certain preci-
sion is zero, the whole score will be zero.  

In the evaluation task of a MT system with cer-
tain target language, the intuition is that we can 
fully exploit linguistic information, making the 
evaluation progress more “human-like” while leav-
ing the capability of generalization across multiple 
languages (just the case that BLEU considers) out 
of account. 

Following this intuition, from the plentiful lin-
guist information, we take the following factors in 
to consideration: 

● Content words are important to the semantic 
meaning of a sentence. A better translation will 
include more substantives translated from the 
source sentence than worse ones. In a similar way, 
a machine translation should be considered a better 
one, if more content words in human reference 
translations are included in it. 

● At the phrase level, the situation above re-
mains the same, and what is more, real phrases are 
used to measure the quality of the machine transla-
tions instead of merely using n-grams which are of 
little semantic information. 

● In addition, the length of translation is usually 
in good proportion to the source language. We be-
lieve that a human reference translation sentence 

has a moderate byte-length ratio to the source sen-
tence. So a machine translation will be depreciated 
if it has a ratio considerably different from the ratio 
calculated from reference sentences. 

● Finally, a good translation must be a “well-
formed” sentence, which usually brings a high 
probability score in language models, e.g. n-gram 
model. 

In the next section, using regression SVM, we 
will build a MT evaluation metric for Chinese-
English translation with features selected from 
above aspects. 

3 A Regression SVM Approach Based on 
Linguistic Motivated Features 

Introducing machine learning methods to establish 
MT evaluation metric is a recent trend. Provided 
that we could get many factors of human judg-
ments, machine learning will be a good method to 
combine these factors together. As proved in the 
recent literature, learning from regression is of a 
better quality than from classifier (Albrecht and 
Hwa, 2007; Russo-Lassner et al., 2005; Quirk, 
2004). In this paper, we choose regression support 
vector machine (SVM) as the learning model.  

3.1 Learning from human assessment data 

The machine translated sentences for model train-
ing are provided with human assessment data score 
together with several human references. Each sen-
tence is treated as a training example. We extract 
feature vectors from training examples, and human 
assessment score will act as the output of the target 
function. The regression SVM will generate an 
approximated function which maps multi-
dimensional feature vectors to a continuous real 
value with a minimal error rate according to a loss 
function. This value is the result of the evaluation 
process.  

Figure 1 shows our general framework for re-
gression based learning, in which we train the 
SVM with a number of sentences x1, x2, … with 
human assessment scores y1, y2, … and use the 
trained model to evaluate an test sentence x with 
feature vector (f1, f2 ,…, fn). To determine which 
indicators of a sentence are chosen as features is 
research in progress, but we contend that “the more 
features, the better quality” is not always true. 
Large feature sets require more computation cost, 
though maybe result in a metric with a better corre-
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lation with human judgments, it can also be 
achieved by introducing a much smaller feature set. 
Moreover, features may conflict with each others, 
and bring down the performance of the metric. We 
will show this in the next section, using less than 
10 features stated in section 3.2. Some details of 
the implementation will also be described.  

Figure 1: SVM based model of automatic MT evalua-
tion metric 

3.2 Feature selection 

A great deal of information can be extracted from 
the MT systems’ output using linguistic knowledge. 
Some of them can be very informative while easy 
to obtain.  

As considered in section 2, we choose factors 
from lexical level, phrase level, syntax level and 
sentence-level as features to train the SVM. 

● Features based on translation quality of con-
tent words 

The motivation is that content words are carry-
ing more important information of a sentence 
compared with function words. In this paper, con-
tent words include nouns, verbs, adjectives, adver-
bials, pronouns and cardinal numerals. The 
corresponding features are the precision of content 
words defined in Eq. 1 and the recall defined in Eq. 
2 where ref means reference translation. 

( )
# _ _ _ _

# _ _

conprecision t
correctly translated cons in t

cons in t

=         (1) 

( )
# _ _ _ _ _ _

# _ _ _

conrecall t
cons in ref correctly translated in t

cons in the ref

=     (2) 

● Features based on cognate words matching 

English words have plenty of morphological 
changes. So if a machine translation sentence 
shares with a human reference sentence some cog-
nates, it contains at least some basic information 
correct. And if we look at it in another way, words 
that do not match in the original text maybe match 
after morphological reduction. Thus, differences 
between poor translations will be revealed. Simi-
larly, we here define the content word precision 
and recall after morphological reduction in Eq. 3 
and Eq. 4 where mr_cons means content words 
after morphological reduction: 

_ ( )
# _ _ _ _ _

# _ _ _

mr conprecision t
correctly translated mr cons in t

mr cons in t

=   (3) 

_ ( )
# _ _ _ _ _ _ _

# _ _ _ _

mr conrecall t
mr cons in ref correctly translated in t

mr cons in the ref

=  (4) 

● Features based on translation quality of 
phrases 

Phrases are baring the weight of semantic in-
formation more than words. In manual evaluation, 
or rather, in a human’s mind, phrases are paid spe-
cial attention to. Here we parse every sentence1 and 
extract several types of phrases, then, compute the 
precision and recall of each type of phrase accord-
ing to Eq. 5 and Eq. 62: 

tinphrs
tinphrstranslatedcorrectly

tprecisionphr

__#
____#

)( =      (5) 

reftheinphr
tintranslatedcorrectlyrefinphr

trecallphr

___#
______#

)( =    (6) 

In practice, we found that if we compute these 
two indicators by matching phrases case-
insensitive, we will receive a metric with higher 
performance. We speculate that by doing this the 
difference between poor translations is revealed 
just like morphological reduction. 

● Features based on byte-length ratio 
Gale and Church (1991) noted that he byte-

length ratio of target sentence to source sentence is 
normally distributed. We employ this observation 
by computing the ratio of reference sentences to 

                                                 
1 The parser we used is proposed by Michael Collins in Col-
lins (1999). 
2 Only precision and recall of NP are used so far. Other types 
of phrase will be added in future study. 

Machine 
Translation Sentence 

Feature extraction 
x = (f1, f2 ,…, fn) 

 
Regression SVM 

 
 y = g(x) 

Assessment 

x2=(f1, f2 ,…, fn), y = y2

x1=(f1, f2 ,…, fn), y = y1

Training Set

…
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source sentences, and then calculating the mean c 
and variance s of this ratio. So if we take the ratio r 
as a random variable, (r-c)/s has a normal distribu-
tion with mean 0 and variance 1. Then we compute 
the same ratio of machine translation sentence to 
source sentence, and take the output of p-norm 
function as a feature: 

)__/__()(
s

csrcoflengthtoflenghtPtf norm
−

=      (7) 

● Features based on parse score 
The usual practice to model the “well-

formedness” of a sentence is to employ the n-gram 
language model or compute the syntactic structure 
similarity (Liu and Gildea 2005). However, the 
language model is widely adopted in MT, resulting 
less discrimination power. And the present parser 
is still not satisfactory, leading much noise in parse 
structure matching.  

To avoid these pitfalls in using LM and parser, 
here we notice that the score of a parse by the 
parser also reflects the quality of a sentence. It may 
be regarded as a syntactic based language model 
score as well as an approximate representation of 
parse structure. Here we introduce the feature 
based on parser’s score as: 

parserbygiventofmark

tscorepaser

_____
100

)(_

−

=            (8) 

4 Experiments 

We use SVM-Light (Joachims 1999) to train our 
learning models. Our main dataset is NIST’s 2003 
Chinese MT evaluations. There are 6×919=5514 
sentences generated by six systems together with 
human assessment data which contains a fluency 
score and adequacy score marked by two human 
judges. Because there is bias in the distributions of 
the two judges’ assessment, we normalize the 
scores following Blatz et al. (2003). The normal-
ized score is the average of the sum of the normal-
ized fluency score and the normalized adequacy 
score. 

To determine the quality of a metric, we use 
Spearman rank correlation coefficient which is 
distribution-independent between the score given 
to the evaluative data and human assessment data. 
The Spearman coefficient is a real number ranging 
from -1 to +1, indicating perfect negative correla-
tions or perfect positive correlations. We take the 
correlation rates of the metrics reported in Albrecht 

and Hwa (2007) and a standard automatic metric 
BLEU as a baseline comparison.  

Among the features described in section 3.2, we 
finally adopted 6 features: 

● Content words precision and recall after mor-
phological reduction defined in Eq. 3 and Eq. 4. 

● Noun-phrases’ case insensitive precision and 
recall. 

● P-norm (Eq. 7) function’s output. 
● Rescaled parser score defined in Eq. 8. Our 

first experiment will compare the correlation rate 
between metric using rescaled parser score and that 
using parser score directly. 

4.1 Different kernels 

Intuitively, features and the resulting assessment 
are not in a linear correlation. We trained two 
SVM, one with linear kernel and the other with 
Gaussian kernel, using NIST 2003 Chinese dataset. 
Then we apply the two metrics on NIST 2002 Chi-
nese Evaluation dataset which has 3×878=2634 
sentences (3 systems total). The results are summa-
rized in Table 1. For comparison, the result from 
BLEU is also included. 

Feature Linear Gaussian  BLEU 
Rescale 0.320 0.329 
Direct 0.317 0.224 

0.244 

Table 1: Spearman rank-correlation coefficients for re-
gression based metrics using linear and Gaussian kernel, 
and using rescaled parser score or directly the parser 
score. Coefficient for BLEU is also involved. 

Table 1 shows that the metric with Gaussian 
kernel using rescaled parser score gains the highest 
correlation rate. That is to say, Gaussian kernel 
function can capture characteristics of the relation 
better, and rescaling the parser score can help to 
increase the correlation with human judgments. 
Moreover, as other features range from 0 to 1, we 
can discover in the second row of Table 1 that 
Gaussian kernel is suffering more seriously from 
the parser score which is ranging distinctly. In fol-
lowing experiments, we will adopt Gaussian kernel 
to train the SVM and rescaled parser score as a 
feature. 

4.2 Comparisons within the year 2003 

We held out 1/6 of the assessment dataset for pa-
rameter turning, and on the other 5/6 of dataset, we 
perform a five-fold cross validation to verify the 
metric’s performance. In comparison we introduce 
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several metrics’ coefficients reported in Albrecht 
and Hwa (2007) including smoothed BLEU (Lin 
and Och, 2004), METEOR (Banerjee and Lavie, 
2005), HWCM (Liu and Gildea 2005), and the me-
tric proposed in Albrecht and Hwa (2007) using 
the full feature set. The results are summarized in 
Table 2: 

Metric Coefficient
Our Metric 0.515 

Albrecht, 2007 0.520 
Smoothed BLEU 0.272 

METEOR 0.318 
HWCM 0.288 

Table 2: Comparison among various metrics. Learning-
based metrics are developed from NIST 2003 Chinese 
Evaluation dataset and tested under five-fold cross vali-
dation. 

Compared with reference based metrics such as 
BLEU, the regression based metrics yield a higher 
correlation rate. Generally speaking, for a given 
source sentence, there is usually a lot of feasible 
translations, but reference translations are always 
limited though this can be eased by adding refer-
ences. On the other hand, regression based metrics 
is independent of references and make the assess-
ment by mapping features to the score, so it can 
make a better judgment even dealing with a trans-
lation that doesn’t match the reference well.  

We can also see that our metric which uses only 
6 features can reach a pretty high correlation rate 
which is close to the metric proposed in Albrecht 
and Hwa (2007) using 53 features. That confirms 
our speculation that a small feature set can also 
result in a metric having a good correlation with 
human judgments. 

4.3 Crossing years  

Though the training set and test set in the experi-
ment described above are not overlapping, in the 
last, they come from the same dataset (NIST 2003). 
The content of this dataset are Xinhua news and 
AFC news from Jan. 2003 to Feb. 2003 which has 
an inherent correlation. To test the capability of 
generalization of our metric, we trained a metric on 
the whole NIST 2003 Chinese dataset (20% data 
are held out for parameter tuning) and applied it 
onto NIST 2002 Chinese Evaluation dataset. We 
use the same metrics introduced in section 4.2 for 
comparison. The results are summarized in Table 3: 

 

Metric Coefficient 
Our Metric 0.329 

Albrecht, 2007 0.309 
Smoothed BLEU 0.269 

METEOR 0.290 
HWCM 0.260 

Table 3: Cross year experiment result. All the learning 
based metrics are developed from NIST 2003.  

The content of NIST 2002 Chinese dataset is 
Xinhua news and Zaobao’s online news from Mar. 
2002 to Apr. 2002. The most remarkable character-
istic of news is its timeliness. News come from the 
year 2002 are nearly totally unrelated to that from 
the year 2003. It can be seen from Table 3 that we 
have got the expected results. Our metric can gen-
eralize well across years and yields a better corre-
lation with human judgments.  

4.4 Discussions 

Albrecht and Hwa (2007) and this paper both 
adopted a regression-based learning method. In 
fact, the preliminary experiment is strictly set ac-
cording to their paper. The most distinguishing 
difference is that the features in Albrecht and Hwa 
(2007) are collections of existing automatic evalua-
tion metrics. The total 53 features are computa-
tionally heavy (for the features from METEOR, 
ROUGE, HWCM and STM). In comparison, our 
metric made use of six features coming from lin-
guistic knowledge which can be easily obtained. 
Moreover, the experiments show that our metric 
can reach a correlation with human judgments 
nearly as good as the metric described in Albrecht 
and Hwa (2007), with a much lower computation 
cost. And when we applied it to a different year’s 
dataset, its correlation rate is much better than that 
of the metric from Albrecht and Hwa (2007), 
showing us a good capability of generalization. 

To account for this, we deem that the regression 
model is not resistant to data overfiting. If pro-
vided too much cross-dependent features for a lim-
ited training data, the model is prone to a less 
generalized result. But, it is difficult in practice to 
locate those key features in human perception of 
translation quality because we are lack of explicit 
evidences on what human actually use in transla-
tion evaluation. In such cases, this paper uses only 
“simple feature in key linguistic aspects”, which 
reduces the risk of overfitting and bring a more 
generalized regression results. 
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Compared with the literature, the “byte-length 
ratio between source and translation” and the 
“parse score” are original in automatic MT evalua-
tion modeling. The parse score is proved to be a 
good alternative to LM. And it helps to avoid the 
errors of parser in parse structure (the experiment 
to verify this claim is still on-going). 

It should be noted that feature selection is ac-
complished by empirically exhaustive test on the 
combination of the candidate features. In future 
work, we will test if this strategy will help to get 
better results for MT evaluation, e.g. try-on the 
selection between the 53 features in Albrecht and 
Hwa (2007). And, we will also test to see if lin-
guistic motivated feature augmentation would 
bring further benefit. 

5 Conclusion 

For the metrics based on regressing, it is not al-
ways true that more features and complex features 
will help in performance. If we choose features 
elaborately, simple features are also effective. In 
this paper we proposed a regression based metric 
with a considerably small feature set that yield per-
formance of the same level to the metrics with a 
large set of 53 features. And the experiment of the 
cross-year validation proves that our metric bring a 
more generalized evaluation results by correlating 
with human judgments better. 
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Abstract

The focus of this study is positive feedback in
one-on-one tutoring, its computational model-
ing, and its application to the design of more
effective Intelligent Tutoring Systems. A data
collection of tutoring sessions in the domain
of basic Computer Science data structures has
been carried out. A methodology based on
multiple regression is proposed, and some pre-
liminary results are presented. A prototype In-
telligent Tutoring System on linked lists has
been developed and deployed in a college-
level Computer Science class.

1 Introduction

One-on-one tutoring has been shown to be a very
effective form of instruction (Bloom, 1984). The
research community is working on discovering the
characteristics of tutoring. One of the goals is to un-
derstand the strategies tutors use, in order to design
effective learning environments and tools to support
learning. Among the tools, particular attention is
given to Intelligent Tutoring Systems (ITSs), which
are sophisticated software systems that can provide
personalized instruction to students, in some respect
similar to one-on-one tutoring (Beck et al., 1996).
Many of these systems have been shown to be very
effective (Evens and Michael, 2006; Van Lehn et al.,
2005; Di Eugenio et al., 2005; Mitrović et al., 2004;
Person et al., 2001). In many experiments, ITSs in-
duced learning gains higher than those measured in
a classroom environment, but lower than those ob-
tained with one-on-one interactions with human tu-
tors. The belief of the research community is that

knowing more about human tutoring would help im-
prove the design of ITSs. In particular, the effective
use of natural language might be a key element. In
most of the studies mentioned above, systems with
more sophisticated language interfaces performed
better than other experimental conditions.

An important form of student-tutor interaction is
feedback. Negative feedback can be provided by the
tutor in response to students’ mistakes. An effective
use of negative feedback can help the student cor-
rect a mistake and prevent him/her from repeating
the same or a similar mistake again, effectively pro-
viding a learning opportunity to the student. Posi-
tive feedback is usually provided in response to some
correct input from the student. Positive feedback can
help students reinforce the correct knowledge they
already have, or successfully integrate new knowl-
edge, if the correct input provided by the student was
originated by a random or tentative step.

The goal of this study is to assess the relevance of
positive feedback in tutoring, and build a computa-
tional model of positive feedback that can be imple-
mented in ITSs. Even though some form of positive
feedback is present in many successful ITSs, the pre-
dominant type of feedback generated by those sys-
tems is negative feedback, as those systems are de-
signed to react to students mistakes. To date, there
is no systematic study of the role of positive feed-
back in ITSs in the literature. However, there is
an increasing amount of evidence that suggests that
positive feedback may be very important in enhanc-
ing students’ learning. In a detailed study in a con-
trolled environment and domain, the letter pattern
extrapolation task, Corrigan-Halpern (2006) found
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that subjects given positive feedback performed bet-
ter in an assessment task than subjects receiving neg-
ative feedback. In another study on the same do-
main, Lu (2007) found that the ratio of the positive
over negative messages in her corpus of expert tu-
toring dialogues is about 4 to 1, and the ratio is even
higher in the messages presented by her successful
ITS modeled after an expert tutor, being about 10
to 1. In the dataset subject of this study, which is
on a completely different domain —Computer Sci-
ence data structures— such a high ratio of positive
over negative feedback messages still holds, in the
order of about 8 to 1. In a recent study, Barrow et al.
(2008) showed that a version of their SQL-Tutor en-
riched with positive feedback generation helped stu-
dents learn faster than another version of the same
system delivering negative feedback only.

What might be the educational value of positive
feedback in ITSs? First of all, positive feedback
may be an effective motivational technique (Lepper
et al., 1997). Positive feedback can also have cog-
nitive value. In a problem solving setting, the stu-
dent can make a tentative (maybe random) step to-
wards the correct solution. At this point, positive
feedback from the tutor may be important in help-
ing the student consolidate this step and learn from
it. Some researchers outlined the importance of self-
explanation in learning (Chi, 1996; Renkl, 2002).
Positive feedback has the potential to improve self-
explanation, in terms of quantity and effectiveness.
Another issue is how students perceive and accept
feedback (Weaver, 2006), and, in the case of auto-
mated tutoring systems, whether students read feed-
back messages at all (Heift, 2001). Positive feed-
back might also make students more willing to ac-
cept help and advice from the tutor.

2 A study of human tutoring

The domain of this study is Computer Science data
structures, specifically linked lists, stacks, and bi-
nary search trees. A corpus of 54 one-on-one tutor-
ing sessions has been collected. Each individual stu-
dent participated in only one tutoring session, with
a tutor randomly assigned from a pool of two tutors.
One of the tutors is an experienced Computer Sci-
ence professor, with more than 30 years of teaching
experience. The other tutor is a senior undergrad-

Topic Tutor Avg Stdev t df P

List

Novice .09 .22 -2.00 23 .057
Expert .18 .26 -3.85 29 < .01
Both .14 .25 -4.24 53 < .01
None .01 .15 -0.56 52 ns
iList .09 .17 -3.04 32 < .01

Stack

Novice .35 .25 -6.90 23 < .01
Expert .27 .22 -6.15 23 < .01
Both .31 .24 -9.20 47 < .01
No .05 .17 -2.15 52 < .05

Tree

Novice .33 .26 -6.13 23 < .01
Expert .29 .23 -6.84 29 < .01
Both .30 .24 -9.23 53 < .01
No .04 .16 -1.78 52 ns

Table 1: Learning gains and t-test statistics

uate student in Computer Science, with only one
semester of previous tutoring experience. The tutor-
ing sessions have been videotaped and transcribed.
Student took a pre-test right before the tutoring ses-
sion, and a post-test immediately after. An addi-
tional group of 53 students (control group) took the
pre and post tests, but they did not participate in a tu-
toring session, and attended a lecture about a totally
unrelated topic instead.

Paired samples t-tests revealed that post-test
scores are significantly higher than pre-test scores
in the two tutored conditions for all the topics, ex-
cept for linked lists with the less experienced tu-
tor, where the difference is only marginally signifi-
cant. If the two tutored groups are aggregated, there
is significant difference for all the topics. Students
in the control group did not show significant learn-
ing for linked lists and binary search trees, and only
marginally significant learning for stacks. Means,
standard deviations, and t-test statistic values are re-
ported in Table 1.

There is no significant difference between the two
tutored conditions in terms of learning gain, ex-
pressed as the difference between post-score and
pre-score. This is revealed by ANOVA between
the two groups of students in the tutored condition.
For lists, F (1, 53) = 1.82, P = ns. For stacks,
F (1, 47) = 1.35, P = ns. For trees, F (1, 53) =
0.32, P = ns.

The learning gain of students that received tutor-
ing is significantly higher than the learning gain of
the students in the control group, for all the topics.
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This is showed by ANOVA between the group of
tutored students (with both tutors) and the control
group. For lists, F (1, 106) = 11.0, P < 0.01. For
stacks, F (1, 100) = 41.4, P < 0.01. For trees,
F (1, 106) = 43.9, P < 0.01. Means and standard
deviations are reported in Table 1.

3 Regression-based analysis

The distribution of scores across sessions shows a lot
of variability (Table 1). In all the conditions, there
are sessions with very high learning gains, and ses-
sions with very low ones. This observation and the
previous results suggest a new direction for subse-
quent analysis: instead of looking at the character-
istics of a particular tutor, it is better to look at the
features that discriminate the most successful ses-
sions from the least successful ones. As advocated
in (Ohlsson et al., 2007), a sensible way to do that
is to adopt an approach based on multiple regression
of learning outcomes per tutoring session onto the
frequencies of the different features. The following
analysis has been done adopting a hierarchical, lin-
ear regression model.

Prior knowledge First of all, we want to factor out
the effect of prior knowledge, measured by the pre-
test score. A linear regression model reveals strong
effect of pre-test scores on learning gain (Table 2).
However, the R2 values show that there is a lot of
variance left to be explained, especially for lists and
stacks, although not so much for trees. Notice that
the β weights are negative. That means students
with higher pre-test scores learn less then students
with lower pre-test scores. A possible explanation
is that students with more previous knowledge have
less learning opportunity than students with less pre-
vious knowledge.

Time on task Another variable that is recognized
as important by the educational research commu-
nity is time on task, and we can approximate it with
the length of the tutoring session. In the hierarchi-
cal regression model, session length follows pre-test
score. Surprisingly, session length has a significant
effect only on linked lists (Table 2).

Student activity Another hypothesis is that the
degree of student activity, in the sense of the amount
of student’s participation in the discussion, might

relate to learning (Lepper et al., 1997; Chi et al.,
2001). To test this hypothesis, the following defi-
nition of student activity has been adopted:

student activity =
# of turns− # of short turns

session length

Turns are the sequences of uninterrupted speech of
the student. Short turns are the student turns shorter
than three words. The regression analysis revealed
no significant effect of this measure of students’ ac-
tivity on learning gain.

Feedback The dataset has been manually anno-
tated for episodes where positive or negative feed-
back is delivered. All the protocols have been
annotated by one coder, and some of them have
been double-coded by a second one (intercoder
agreement: kappa = 0.67). Examples of feedback
episodes are reported in Figure 1.

The number of positive feedback episodes and the
number of negative feedback episodes have been in-
troduced in the regression model (Table 2). The
model showed a significant effect of feedback for
linked lists and stacks, but no significant effect on
trees. Interestingly, the effect of positive feedback is
positive, but the effect of negative feedback is nega-
tive, as can be seen by the sign of the β value.

4 A tutoring system for linked lists

A new ITS in the domain of linked lists, iList, is
being developed (Figure 2).

The iList system is based on the constraint-based
design paradigm. Originally developed from a cog-
nitive theory of how people might learn from per-
formance errors (Ohlsson, 1996), constraint-based
modeling has grown into a methodology used to
build full-fledged ITSs, and an alternative to the
model tracing approach adopted by many ITSs. In a
constraint-based system, domain knowledge is mod-
eled with a set of constraints, logic units composed
of a relevance condition and a satisfaction condi-
tion. A constraint is irrelevant when the relevance
condition is not satisfied; it is satisfied when both
relevance and satisfaction conditions are satisfied; it
is violated when the relevance condition is satisfied
but the satisfaction condition is not. In the context
of tutoring, constraints are matched against student
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T: do you see a problem?
T: I have found the node a@l, see here I found the node b@l, and

then I put g@l in after it.
Begin + T: here I have found the node a@l and now the link I have to

change is +...
S: ++ you have to link e@l <over xxx.> [>]

End + T: [<] <yeah> I have to go back to this one.
S: *mmhm
T: so I *uh once I’m here, this key is here, I can’t go backwards.

Begin - S: <so you> [>] <you won’t get the same> [//] would you get the
same point out of writing t@l close to c@l at the top?

T: oh, t@l equals c@l.
T: no because you would have a type mismatch.

End - T: t@l <is a pointer> [//] is an address, and this is contents.

Figure 1: Positive and negative feedback (T = tutor, S = student)

Topic Model Predictor β R2 P

List

1 Pre-test -.45 .18 < .05

2 Pre-test -.40 .28 < .05
Session length .35 < .05

3

Pre-test -.35

.36

< .05
Session length .33 .05
+ feedback .46 .05
- feedback -.53 < .05

Stack

1 Pre-test -.53 .26 < .01

2 Pre-test -.52 .24 < .01
Session length .05 ns

3

Pre-test -.58

.33

< .01
Session length .01 ns
+ feedback .61 < .05
- feedback -.55 < .05

Tree

1 Pre-test -.79 .61 < .01

2 Pre-test -.78 .60 < .01
Session length .03 ns

3

Pre-test -.77

.59

< .01
Session length .04 ns
+ feedback .06 ns
- feedback -.12 ns

All

1 Pre-test -.52 .26 < .01

2 Pre-test -.54 .29 < .01
Session length .20 < .05

3

Pre-test -.57

.32

< .01
Session length .16 .06
+ feedback .30 < .05
- feedback -.23 .05

Table 2: Linear regression

Figure 2: The iList system

solutions. Satisfied constraints correspond to knowl-
edge that students have acquired, whereas violated
constraints correspond to gaps or incorrect knowl-
edge. An important feature is that there is no need
for an explicit model of students’ mistakes, as op-
posed to buggy rules in model tracing. The possible
errors are implicitly specified as the possible ways
in which constraints can be violated.

The architecture of iList includes a problem
model, a constraint evaluator, a feedback manager,
and a graphical user interface. Student model and
pedagogical module, important components of a
complete ITS (Beck et al., 1996), have not been
implemented yet, and will be included in a future
version. Currently, the system provides only simple
negative feedback in response to students’ mistakes,
as customary in constraint-based ITSs.

A first version of the system has been deployed
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into a Computer Science class of a partner institu-
tion. 33 students took a pre-test before using the
system, and a post-test immediately afterwards. The
students also filled in a questionnaire about their
subjective impressions on the system. The interac-
tion of the students with the system was logged.

T-test on test scores revealed that students did
learn during the interaction with iList (Table 1). The
learning gain is somewhere in between the one ob-
served in the control condition and the one of the
tutored condition. ANOVA revealed no significant
difference between the control group and the iList
group, nor between the iList group and the tutored
group, whereas the difference between control and
tutored groups is significant.

A preliminary analysis of the questionnaires re-
vealed that students felt that iList helped them learn
linked lists to a moderate degree (on a 1 to 5 scale:
avg = 2.88, stdev = 1.18), but working with iList
was interesting to them (avg = 4.0, stdev = 1.27).
Students found the feedback provided by the sys-
tem somewhat repetitive (avg = 3.88, stdev = 1.18),
which is not surprising given the simple template-
based generation mechanism. Also, the feedback
was considered not very useful (avg = 2.31, 1.23),
but at least not too misleading (avg = 2.22, stdev
= 1.21). Interestingly, students declared that they
read the feedback provided by the system (avg =
4.25, stdev = 1.05), but the logs of the system re-
veal just the opposite. In fact, on average, students
read feedback messages for 3.56 seconds (stdev =
2.66 seconds), resulting in a reading speed of 532
words/minute (stdev = 224 words/minute). Accord-
ing to Carver’s taxonomy (Carver, 1990), such speed
indicates a quick skimming of the text, whereas
reading for learning typically has a lower speed, in
the order of 200 words/minute.

5 Future work

The main goal of this research is to build a compu-
tational model of positive feedback that can be used
in ITSs. The study of empirical data and the sys-
tem design and development will proceed in paral-
lel, helping and informing each other as new results
are obtained.

The conditions and the modalities of positive
feedback delivery by tutors will be investigated from

the human tutoring dataset. To do so, more coding
categories will be defined, and the data will be anno-
tated with these categories. The results of the statis-
tical analysis over the first few coding categories will
be used to guide the definition of more categories,
that will be in turn used to annotate the data, and
so on. An example of potential coding category is
whether the student’s action that triggered the feed-
back was prompted by the tutor or volunteered by
the student. Another example is whether the feed-
back’s content was a repetition of what the student
just said or included additional explanation.

The first experiment with iList provided a com-
prehensive log of the students’ interaction with the
system. Additional analysis of this data will be im-
portant, especially because the nature of the interac-
tion of a student with a computer system differs from
the interaction with a human tutor. When working
with a computer system, most of the interaction hap-
pens through a graphical interface, instead of natu-
ral language dialogue. Also, the interaction with a
computer system is mostly student-driven, whereas
our human protocols show a clear predominance of
the tutor in the conversation. In the CS protocols,
on average, 94% of the words belong to the tutor,
and most of the tutors’ discourse is some form of di-
rect instruction. On the other hand, the interaction
with the system will mostly consist of actions that
students make to solve the problems that they will
be asked to solve, with few interventions from the
system. An interesting analysis that could be done
on the logs is the discovery of sequential patterns us-
ing data mining algorithms, such as MS-GSP (Liu,
2006). Such patterns could then be regressed against
learning outcomes, in order to assess their correla-
tion with learning.

After the relevant features are discovered, a com-
putational model of positive feedback will be built
and integrated into iList. The model will en-
code knowledge extracted with machine learning ap-
proaches, and such knowledge will inform a dis-
course planner, responsible of organizing and gen-
erating appropriate positive feedback. The choiche
of the specific machine learning and discourse plan-
ning methods will require extensive empirical inves-
tigation. Specifically, among the different machine
learning methods, some are able to provide some
sort of human-readable symbolic model, which can
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be inspected to gain some insights on how the model
works. Decision trees and association rules belong
to this category. Other methods provide a less read-
able, black-box type of models, but they may be very
useful and effective as well. Examples of such meth-
ods include Neural Networks and Markov Models.
The ultimate goal of this research is to get both an ef-
fective model and to gain insights on tutoring. Thus,
both classes of machine learning methods will be
tried, with the goal of finding a balance between
model effectiveness and model readability.

Finally, the system with enhanced feedback capa-
bilities will be deployed and evaluated.
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Abstract

In morphologically rich languages such as
Arabic, the abundance of word forms result-
ing from increased morpheme combinations is
significantly greater than for languages with
fewer inflected forms (Kirchhoff et al., 2006).
This exacerbates the out-of-vocabulary (OOV)
problem. Test set words are more likely to
be unknown, limiting the effectiveness of the
model. The goal of this study is to use the
regularities of Arabic inflectional morphology
to reduce the OOV problem in that language.
We hope that success in this task will result in
a decrease in word error rate in Arabic auto-
matic speech recognition.

1 Introduction
The task of language modeling is to predict the next
word in a sequence of words (Jelinek et al., 1991).
Predicting words that have not yet been seen is the
main obstacle (Gale and Sampson, 1995), and is
called the Out of Vocabulary (OOV) problem. In
morphologically rich languages, the OOV problem
is worsened by the increased number of morpheme
combinations.

Berton et al. (1996) and Geutner (1995) ap-
proached this problem in German, finding that lan-
guage models built on decomposed words reduce the
OOV rate of a test set. In Carki et al. (2000), Turk-
ish words are split into syllables for language model-
ing, also reducing the OOV rate (but not improving

∗This work was supported by a student-faculty fellowship
from the AFRL/Dayton Area Graduate Studies Insititute, and
worked on in partnership with Ray Slyh and Tim Anderson of
the Air Force Research Labs.

WER). Morphological decomposition is also used to
boost language modeling scores in Korean (Kwon,
2000) and Finnish (Hirsimäki et al., 2006).

We approach the processing of Arabic morphol-
ogy, both inflectional and derivational, with finite
state machines (FSMs). We use a technique that pro-
duces many morphological analyses for each word,
retaining information about possible stems, affixes,
root letters, and templates. We build our language
models on the morphemes generated by the anal-
yses. The FSMs generate spurious analyses. That
is, although a word out of context may have several
morphological analyses, in context only one such
analysis is correct. We retain all analyses. We ex-
pect that any incorrect morphemes that are generated
will not affect the predictions of the model, because
they will be rare, and the language model introduces
bias towards frequent morphemes. Although many
words in a test set may not have occurred in a train-
ing set, the morphemes that make up that word likely
will have occurred. Using many decompositions to
describe each word sets apart this study from other
similar studies, including those by Wang and Vergyri
(2006) and Xiang et al. (2006).

This study differs from previous research on Ara-
bic language modeling and Arabic automatic speech
recognition in two other ways. To promote cross-
dialectal use of the techniques, we use properties of
Arabic morphology that we assume to be common to
many dialects. Also, we treat morphological analy-
sis and vowel prediction with a single solution.

An overview of Arabic morphology is given in
Section 2. A description of the finite state machine
process used to decompose the Arabic words into
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morphemes follows in Section 3. The experimental
language model training procedure and the proce-
dures for training two baseline language models are
discussed in Section 4. We evaluate all three models
using average negative log probability and coverage
statistics, discussed in Section 5.

2 Arabic Morphology

This section describes the morphological processes
responsible for the proliferation of word forms in
Arabic. The discussion is based on information from
grammar textbooks such as that by Haywood and
Nahmad (1965), as well as descriptions in various
Arabic NLP articles, including that by Kirchhoff et
al. (2006).

Word formation in Arabic takes place on two
levels. Arabic is a root-and-pattern language in
which many vocalic and consonantal patterns com-
bine with semantic roots to create surface forms. A
root, usually composed of three letters, may encode
more than one meaning. Only by combining a root
with a pattern does one create a meaningful and spe-
cific term. The combination of a root with a pattern
is a stem. In some cases, a stem is a complete surface
form; in other cases, affixes are added.

The second level of word formation is inflec-
tional, and is usually a concatenative process. In-
flectional affixes are used to encode person, number,
gender, tense, and mood information on verbs, and
gender, number, and case information on nouns. Af-
fixes are a closed class of morphemes, and they en-
code predictable information. In addition to inflec-
tion, cliticization is common in Arabic text. Prepo-
sitions, conjunctions, and possessive pronouns are
expressed as clitics.

This combination of templatic derivational mor-
phology and concatenative inflectional morphology,
together with cliticization, results in a rich variation
in word forms. This richness is in contrast with the
slower growth in number of English word forms. As
shown in Table 1, the Arabic stem /drs/, meaning to
study, combines with the present tense verb pattern
“CCuCu”, where the ‘C’ represents a root letter, to
form the present tense stem drusu. This stem can be
combined with 11 different combinations of inflec-
tional affixes, creating as many unique word forms.

Table 1 can be expanded with stems from the

Transliteration Translation Affixes
adrusu I study a-
nadrusu we study na-
tadrusu you (ms) study ta-

tadrusina you (fs) study ta- ,-ina
tadrusAn you (dual) study ta-, -An
tadrusun you (mp) study ya-, -n
tadrusna you (fp) study ta-, -na
yadrusu he studies ya-
tadrusu she studies ta-

yadrusan they (dual) study ya-, -An
yadrusun they (mp) study ya-, -n
yadrusna they (fp) study ya-, -na

Table 1: An Example of Arabic Inflectional Morphology

same root representing different tenses. For in-
stance, the stem daras means studied. Or, we can
combine the root with a different pattern to obtain
different meanings, for instance, to teach or to learn.
Each of these stems can combine with the same or
different affixes to create additional word forms.

Adding a single clitic to the words in Table 1 will
double the number of forms. For instance, the word
adrusu, meaning I study, can take the enclitic ‘ha’,
to express I study it. Some clitics can be combined,
increasing again the number of possible word forms.

Stems differ in some ways that do not surface in
the Arabic orthography. For instance, the pattern
“CCiCu” differs from “CCuCu” only in one short
vowel, which is encoded orthographically as a fre-
quently omitted diacritic. Thus, adrisu and adrusu
are homographs, but not homophones. This prop-
erty helps decrease the number of word forms, but
it causes ambiguity in morphological analyses. Re-
covering the quality of short vowels is a significant
challenge in Arabic natural language processing.

This abundance of unique word forms in Modern
Standard Arabic is problematic for natural language
processing (NLP). NLP tasks usually require that
some analysis be provided for each word (or other
linguistic unit) in a given data set. For instance,
in spoken word recognition, the decoding process
makes use of a language model to predict the words
that best fit the acoustic signal. Only words that have
been seen in the language model’s training data will
be proposed. Because of the immense number of
possible word forms in Arabic, it is highly proba-
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Figure 1: Two templates, mCCC and CCAC as finite state
recognizers, with a small sample alphabet of letters A, d,
m, r, s, and t.
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Figure 2: The first template above, now a transducer, with
affixes accepted, and the stem separated by brackets in the
output.

ble that the words in an acoustic signal will not have
been present in the language model’s training text,
and incorrect words will be predicted. We use in-
formation about the morphology of Arabic to create
a more flexible language model. This model should
encounter fewer unseen forms, as the units we use to
model the language are the more frequent and pre-
dictable morphemes, as opposed to full word forms.
As a result, the word error rate is expected to de-
crease.

3 FSM Analyses

This section describes how we derive, for each word,
a lattice that describes all possible morphological
decompositions for that word. We start with a group
of templates that define the root consonant positions,
long vowels, and consonants for all Arabic regular
and augmented stems. For instance, where C repre-
sents a root consonant, three possible templates are

0
2m

1
[mdrA] 3

[drAs]

s

Figure 3: Two analyses of the word “mdrAs”, as pro-
duced by composing a word FSM with the template
FSMs above.

CCC, mCCC, and CACC. We build a finite state rec-
ognizer for each of the templates, and in each case,
the C arcs are expanded, so that every possible root
consonant in the vocabulary has an arc at that posi-
tion. The two examples in Figure 1 show the patterns
mCCC and CCAC and a short sample alphabet.

At the start and end node of each template recog-
nizer, we add arcs with self-loops. This allows any
sequence of consonants as an affix. To track stem
boundaries, we add an open bracket to the first stem
arc, and a close bracket to the final stem arc. The
templates are compiled into finite state transducers.
Figure 2 shows the result of these additions.

For each word in the vocabulary, we define a sim-
ple, one-arc-per-letter finite state recognizer. We
compose this with each of the templates. Some num-
ber of analyses result from each composition. That
is, a single template may not compose with the word,
may compose with it in a unique way, or may com-
pose with the word in several ways. Each of the suc-
cessful compositions produces a finite state recog-
nizer with brackets surrounding the stem. We use a
script to collapse the arcs within the stem to a single
arc. The result is shown in Figure 3, where the word
“mdrAs” has two analyses corresponding to the two
templates shown. We store a lattice as in Figure 3
for each word.

The patterns that we use to constrain the stem
forms are drawn from Haywood and Nahmad
(1965). These patterns also specify the short vowel
patterns that are used with words derived from each
pattern. An option is to simply add these short
vowels to the output symbols in the template FSTs.
However, because several short vowel options may
exist for each template, this would greatly increase
the size of the resulting lattices. We postpone this ef-
fort. In this work, we focus solely on the usefulness
of the unvoweled morphological decompositions.

We do not assess or need to assess the accuracy of
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the morphological decompositions. Our hypothesis
is that by having many possible decompositions per
word, the frequencies of various affixes and stems
across all words will lead the model to the strongest
predictions. Even if the final predictions are not pre-
scriptively correct, they may be the most useful de-
compositions for the purpose of speech decoding.

4 Procedure
We compare a language model built on multiple seg-
mentations as determined by the FSMs described
above to two baseline models. We call our exper-
imental model FSM-LM; the baseline models use
word-based n-grams (WORD), and pre-defined affix
segmentations (AFFIX). Our data set in this study
is the TDT4 Arabic broadcast news transcriptions
(Kong and Graff, 2005). Because of time and mem-
ory constraints, we built and evaluated all models on
only a subsection of the training data, 100 files of
TDT4, balanced across the years of collection, and
containing files from each of the 4 news sources. We
use 90 files for training, comprising about 6.3 mil-
lion unvoweled word tokens, and 10 files for testing,
comprising about 700K word tokens, and around 5K
sentences. The size of the vocabulary is 104757. We
use ten-fold cross-validation in our evaluations.

4.1 Experimental Model

We extract the vocabulary of the training data, and
compile the word lattices as described in Section 3.
The union of all decompositions (a lattice) for each
individual word is stored separately.

For each sentence of training data, we concate-
nate the lattices representing each word in that sen-
tence. We use SRILM (Stolcke, 2002) to calculate
the posterior expected n-gram count for morpheme
sequences up to 4-grams in the sentence-long lattice.
The estimated frequency of an n-gram N is calcu-
lated as the number of occurrences of that n-gram
in the lattice, divided by the number of paths in the
lattice. This is true so long as the paths are equally
weighted; at this point in our study, this is the case.

We merge the n-gram counts over all sentences
in all of the training files. Next, we estimate a lan-
guage model based on the n-gram counts, using only
the 64000 most frequent morphemes, since we ex-
pect this vocabulary size may be a limitation of our
ASR system. Also, by limiting the vocabulary size

of all of our models (including the baseline models
described below), we can make a fairer comparison
among the models. We use Good-Turing smoothing
to account for unseen morphemes, all of which are
replaced with a single “unknown” symbol.

In later work, we will apply our LM statistics to
the lattices, and recalculate the path weights and
estimated counts. In this study, the paths remain
equally weighted.

We evaluate this model, which we call FSM-LM,
with respect to two baseline models.

4.2 Baseline Models

For the WORD model, we do no manipulation to the
training or test sets beyond the normalization that
occurs as a preprocessing step (hamza normaliza-
tion, replacement of problematic characters). We
build a word-based 4-gram language model using
the 64000 most frequent words and Good-Turing
smoothing.

For the AFFIX model, we first define the charac-
ter strings that are considered affixes. We use the
same list of affixes as in Xiang et al. (2006), which
includes 12 prefixes and 34 suffixes. We add to the
lists all combinations of two prefixes and two suf-
fixes. We extract the vocabulary from the training
data, and for each word, propose a single segmenta-
tion, based on the following constraints:

1. If the word has an acceptable prefix-stem-suffix
decomposition, such that the stem is at least 3
characters long, choose it as the correct decom-
position.

2. If only one affix is found, make sure the re-
mainder is at least 3 characters long, and is not
also a possible affix.

3. If the word has prefix-stem and stem-suffix de-
compositions, use the longest affix.

4. If the longest prefix and longest suffix are equal
length, choose the prefix-stem decomposition.

We build a dictionary that relates each word to a
single segmentation (or no segmentation). We seg-
ment the training and test texts by replacing each
word with its segmentation. Morphemes are sepa-
rated by whitespace. The language model is built by
counting 4-grams over the training data, then using
only the most frequent 64000 morphemes in estimat-
ing a language model with Good-Turing smoothing.
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WORD AFFIX FSM-LM
Avg Neg
Log Prob

4.65 5.30 4.56

Coverage (%):
Unigram 96.03 99.30 98.89
Bigram 17.81 53.13 69.56
Trigram 1.52 11.89 27.25
Four-gram .37 3.42 9.62

Table 2: Average negative log probability and coverage
results for one experimental language model (FSM-LM)
and two baseline language models. Results are averages
over 10 folds.

5 Evaluation
For each model, the test set undergoes the same ma-
nipulation as the train set; words are left alone for
the WORD model, split into a single segmentation
each for the AFFIX model, or their FSM decompo-
sitions are concatenated.

Language models are often compared using the
perplexity statistic:

PP (x1 . . . xn) = 2−
1
n

∑n

xi=4
logP (xi|xi−3

i−1) (1)

Perplexity represents the average branching factor of
a model; that is, at each point in the test set, we cal-
culate the entropy of the model. Therefore, a lower
perplexity is desired.

In the AFFIX and FSM-LM models, each word is
split into several parts. Therefore, the value 1

n would
be approximately three times smaller for these mod-
els, giving them an advantage. To make a more even
comparison, we calculate the geometric mean of the
n-gram transition probabilities, dividing by the num-
ber of words in the test set, not morphemes, as in
Kirchhoff et al. (2006). The log of this equation is:

AvgNegLogProb(x1 . . . xn) =

− 1
N

n∑
i=4

logP (xi|xi−3
i−1) (2)

where n is the number of morphemes or words in the
test set, depending on the model, and N is the num-
ber of words in the test set, and log P (xi|xi−3

i−1) is the
log probability of the item xi given the 3-item his-
tory (calculated in base 10, as this is how the SRILM
Toolkit is implemented). Again, we are looking for
a low score.

In the FSM-LM, each test sentence is represented
by a lattice of paths. To determine the negative log
probability of the sentence, we score all paths of
the sentence according to the equations above, and
record the maximum probability. This reflects the
likely procedure we would use in implementing this
model within an ASR task.

We see in Table 2 that the average negative log
probability of the FSM-LM is lower than that of
either the WORD or AFFIX model. The average
across 10 folds reflects the pattern of scores for each
fold. We conclude from this that the FSM model
of predicting morphemes is more effective than -
or more conservatively, at least as effective as - a
static decomposition, as in the AFFIX model. Fur-
thermore, we have successfully reproduced the re-
sults of Xiang et al. (2006) and Kirchhoff et al.
(2006), among others, that modeling Arabic with
morphemes is more effective than modeling with
whole word forms.

We also calculate the coverage of each model: the
percentage of units in the test set that are given prob-
abilities in the language model. For the FSM model,
only the morphemes in the best path are counted.
The coverage results are reported in Table 2 as the
average coverage over the 10 folds. Both the AF-
FIX and FSM-LM models showed improved cover-
age as compared to the WORD model, as expected.
This means that we reduce the OOV problem by us-
ing morphemes instead of whole words. The AF-
FIX model has the best coverage of unigrams be-
cause only new stems, not new affixes, are proposed
in the test set. That is, the same fixed set of affixes
are used to decompose the test set as the train set,
however, unseem stems may appear. In the FSM-
LM, there are no restrictions on the affixes, there-
fore, unseen affixes may appear in the test set, as
well as new stems, lowering the unigram coverage of
the test set. For larger n-grams, however, the FSM-
LM model has the best coverage. This is due to
keeping all decompositions until test time, then al-
lowing the language model to define the most likely
sequences, rather than specifying a single decompo-
sition for each word.

A 4-gram of words will tend to cover more con-
text than a 4-gram of morphemes; therefore, the
word 4-grams will exhibit more sparsity than the
morpheme 4-grams. We compare, for a single train-
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WORD AFFIX FSM-LM
unigrams 4.97 5.84 5.60
bigrams 4.95 5.70 4.61
trigrams 4.95 5.69 4.56

four-grams 4.95 5.69 4.57

Table 3: Comparison of n-gram orders across language
model types.

test fold, how lower order n-grams compare among
the models. The results are shown in Table 3. We
find that for lower-order n-grams, the word model
performs best. As the n-grams get larger, the spar-
sity problem favors the FSM-LM, which has the best
overall score of all models shown. Apparently, the
frequencies of 3- and 4-grams are not big enough
to make a big difference in the evaluation. This is
likely due to the small size of our corpus, and we
expect the result would change if we were to use all
of the TDT4 corpus, rather than a 100 file portion of
the corpus.

6 Conclusion & Future Work
It has been shown that reduced perplexity scores do
not necessarily correlate with reduced word error
rates in an ASR task (Berton et al., 1996). This is be-
cause the perplexity (or in this case, average negative
log probability) statistic does not take into account
the acoustic confusability of the items being consid-
ered. However, the average negative log probability
score is a useful tool as a proof-of-concept, giving
us reason to believe that we may be successful in
implementing this model within an ASR task.

The real test of this model is its ability to predict
short vowels. The average negative log probability
scores may lead us to believe that the FSM-LM is
only marginally better than the WORD or AFFIX
model, and the differences may not be apparent in
an ASR application. However, only the FSM-LM
model allows for the opportunity to predict short
vowels, by arranging the FSMs as finite state trans-
ducers with short vowel information encoded as part
of the stem patterns.

We will continue to tune the language model by
applying the language model weights to the decom-
position paths and re-estimating the language model.
Also, we will expand the language model to include
more training data. We will implement the model
within an Arabic ASR system, with and without

short vowel hypotheses. Furthermore, we are inter-
ested to see how well the application of these tem-
plates and this framework will apply to other Arabic
dialects.
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Abstract

Even though collaboration in peer learning has
been shown to have a positive impact for stu-
dents, there has been little research into col-
laborative peer learning dialogues. We ana-
lyze such dialogues in order to derive a model
of knowledge co-construction that incorpo-
rates initiative and the balance of initiative.
This model will be embedded in an artificial
agent that will collaborate with students.

1 Introduction

While collaboration in dialogue has long been re-
searched in computational linguistics (Chu-Carroll
and Carberry, 1998; Constantino-González and
Suthers, 2000; Jordan and Di Eugenio, 1997;
Lochbaum and Sidner, 1990; Soller, 2004; Vizcaı́no,
2005), there has been little research on collabora-
tion in peer learning. However, this is an important
area of study because collaboration has been shown
to promote learning, potentially for all of the par-
ticipants (Tin, 2003). Additionally, while there has
been a focus on using natural language for intelli-
gent tutoring systems (Evens et al., 1997; Graesser
et al., 2004; VanLehn et al., 2002), peer to peer in-
teractions are notably different from those of expert-
novice pairings, especially with respect to the rich-
ness of the problem-solving deliberations and ne-
gotiations. Using natural language in collaborative
learning could have a profound impact on the way
in which educational applications engage students in
learning.

∗This work is funded by NSF grants 0536968 and 0536959.

There are various theories as to why collaboration
in peer learning is effective, but one of that is com-
monly referenced is co-construction (Hausmann et
al., 2004). This theory is a derivative of construc-
tivism which proposes that students construct an un-
derstanding of a topic by interpreting new material
in the context of prior knowledge (Chi et al., 2001).
Essentially, students who are active in the learn-
ing process are more successful. In a collaborative
situation this suggests that all collaborators should
be active participants in order to have a successful
learning experience. Given the lack of research in
modeling peer learning dialogues, there has been lit-
tle study of what features of dialogue characterize
co-construction. I hypothesize that since instances
of co-construction closely resemble the concepts of
control and initiative, these dialogue features can be
used as identifiers of co-construction.

While there is some dispute as to the definitions
of control and initiative (Jordan and Di Eugenio,
1997; Chu-Carroll and Brown, 1998), it is generally
accepted that one or more threads of control pass
between participants in a dialogue. Intuitively, this
suggests that tracking the transfer of control can be
useful in determining when co-construction is occur-
ring. Frequent transfer of control between partici-
pants would indicate that they are working together
to solve the problem and perhaps also to construct
knowledge.

The ultimate goal of this research is to develop a
model of co-construction that incorporates initiative
and the balance of initiative. This model will be em-
bedded in KSC-PaL, a natural language based peer
agent that will collaborate with students to solve
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Figure 1: The data collection interface

problems in the domain of computer science data
structures.

In section 2, I will describe how we collected the
dialogues and the initial analysis of those dialogues.
Section 3 details the on-going annotation of the cor-
pus. Section 4 describes the future development of
the computational model and artificial agent. This is
followed by the conclusion in section 5.

2 Data Collection

In a current research project on peer learning, we
have collected computer-mediated dialogues be-
tween pairs of students solving program comprehen-
sion and error diagnosis problems in the domain of
data structures. The data structures that we are fo-
cusing on are (1) linked lists, (2) stacks and (3) bi-
nary search trees. This domain was chosen because
data structures and their related algorithms are one
of the core components of computer science educa-
tion and a deep understanding of these topics is es-
sential to a strong computer science foundation.

2.1 Interface

A computer mediated environment was chosen to
more closely mimic the situation a student will have
to face when interacting with KSC-PaL, the artificial
peer agent. After observing face-to-face interactions
of students solving these problems, I developed an
interface consisting of four distinct areas (see Fig-
ure 1):

1. Problem display: Displays the problem de-
scription that is retrieved from a database.

2. Code display: Displays the code from the prob-
lem statement. The students are able to make
changes to the code, such as crossing-out lines
and inserting lines, as well as undoing these
corrections.

3. Chat Area: Allows for user input and an inter-
leaved dialogue history of both students partic-
ipating in the problem solving. The history is
logged for analysis.

4. Drawing area: Here users can diagram data
structures to aid in the explanation of parts of
the problem being solved. The drawing area
has objects representing nodes and links. These
objects can then be placed in the drawing area
to build lists, stacks or trees depending on the
type of problem being solved.

The changes made in the shared workspace
(drawing and code areas) are logged and propagated
to the partner’s window. In order to prevent users
from making changes at the same time, I imple-
mented a system that allows only one user to draw or
make changes to code at any point in time. In order
to make a change in the shared workspace, a user
must request the ”pencil” (Constantino-González
and Suthers, 2000). If the pencil is not currently al-
located to her partner, the user receives the pencil
and can make changes in the workspace. Otherwise,
the partner is informed, through both text and an au-
dible alert, that his peer is requesting the pencil. The
chat area, however, allows users to type at the same
time, although they are notified by a red circle at the
top of the screen when their partner is typing. While,
this potentially results in interleaved conversations,
it allows for more natural communication between
the peers.

Using this interface, we collected dialogues for
a total of 15 pairs where each pair was presented
with five problems. Prior to the collaborative prob-
lem solving activities, the participants were individ-
ually given pre-tests and at the conclusion of the ses-
sion, they were each given another test, the post-
test. During problem solving the participants were
seated in front of computers in separate rooms and
all problem solving activity was conducted using the
computer-mediated interface. The initial exercise let
the users become acquainted with the interface. The
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Prob. 3 Prob. 4 Prob. 5
Predictor (Lists) (Stacks) (Trees)
Pre-Test 0.530

(p=0.005)
0.657
(p=0.000)

0.663
(p=0.000)

Words 0.189
(p=0.021)

Words
per Turn

0.141
(p=0.049)

Pencil
Time

0.154
(p=0.039)

Total
Turns

0.108
(p=0.088)

Code
Turns

0.136
(p=0.076)

Table 1: Post-test Score Predictors (R2)

participants were allowed to ask questions regarding
the interface and were limited to 30 minutes to solve
the problem. The remaining exercises had no time
limits, however the total session, including pre-test
and post-test could not exceed three hours. There-
fore not all pairs completed all five problems.

2.2 Initial Analysis

After the completion of data collection, I established
that the interface and task were conducive to learn-
ing by conducting a paired t-test on the pre-test and
post-test scores. This analysis showed that the post-
test score was moderately higher than the pre-test
score (t(30)=2.83; p=0.007; effect size = 0.3).

I then performed an initial analysis of the col-
lected dialogues using linear regression analysis to
identify correlations between actions of the dyads
and their success at solving the problems presented
to them. Besides the post-test, students solutions
to the problems were scored, as well; this is what
we refer to as problem solving success. The par-
ticipant actions were also correlated with post-test
scores and learning gains (the difference between
post-test score and pre-test score). The data that
was analyzed came from three of the five problems
for all 15 dyads, although not all dyads attempted
all three problems. Thus, I analyzed a total of 40
subdialogues. The problems that were analyzed are
all error diagnosis problems, but each problem in-
volves a different data structure - linked list, array-

based stack and binary search tree. Additionally,
I analyzed the relationship between initiative and
post-test score, learning gain and successful problem
solving. Before embarking on an exhaustive man-
ual annotation of initiative, I chose to get a sense of
whether initiative may indeed affect learning in this
context by automatically tagging for initiative using
an approximation of Walker and Whittaker’s utter-
ance based allocation of control rules (Walker and
Whittaker, 1990). In this scheme, first each turn in
the dialogue must be tagged as either: (1) an asser-
tion, (2) a command, (3) a question or (4) a prompt
(turns not expressing propositional content). This
was done automatically, by marking turns that end
in a question mark as questions, those that start with
a verb as commands, prompts from a list of com-
monly used prompts (e.g. ok, yeah) and the remain-
ing turns as assertions. Control is then allocated by
using the following rules based on the turn type:

1. Assertion: Control is allocated to the speaker
unless it is a response to a question.

2. Command: Control is allocated to the speaker.

3. Question: Control is allocated to the speaker,
unless it is a response to a question or a com-
mand.

4. Prompt: Control is allocated to the hearer.

Since the dialogues also have a graphics compo-
nent, all drawing and code change moves had con-
trol assigned to the peer drawing or making the code
change.

The results of the regression analysis are summa-
rized in tables 1 and 2, with blank cells representing
non-significant correlations. Pre-test score, which
represents the student’s initial knowledge and/or ap-
titude in the area, was selected as a feature because
it is important to understand the strength of the cor-
relation between previous knowledge and post test
score when identifying additional correlating fea-
tures (Yap, 1979). The same holds for the time re-
lated features (pencil time and total time). The re-
maining correlations and trends to correlation sug-
gest that participation is an important factor in suc-
cessful collaboration. Since a student is more likely
to take initiative when actively participating in prob-
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Prob. 3 Prob. 4 Prob. 5
Predictor (Lists) (Stacks) (Trees)
Pre-Test 0.334

(p=0.001)
0.214
(p=0.017)

0.269
(p=0.009)

Total
Time

0.186
(p=0.022)

0.125
(p=0.076)

0.129
(p=0.085)

Total
Turns

0.129
(p=0.061)

0.134
(p=0.065)

Draw
Turns

0.116
(p=0.076)

0.122
(p=0.080)

Code
Turns

0.130
(p=0.071)

Table 2: Problem Score Predictors (R2)

lem solving, potentially there there is a relation be-
tween these participation correlations and initiative.

An analysis of initiative shows that there is a cor-
relation of initiative and successful collaboration. In
problem 3, learning gain positively correlates with
the number of turns where a student has initiative
(R2 = 0.156, p = 0.037). And in problem 4, taking
initiative through drawing has a positive impact on
post-test score (R2 = 0.155, p = 0.047).

3 Annotation

Since the preliminary analysis showed a correlation
of initiative with learning gain, I chose to begin a
thorough data analysis by annotating the dialogues
with initiative shifts. Walker and Whittaker claim
that initiative encompasses both dialogue control
and task control (Walker and Whittaker, 1990), how-
ever, several others disagree. Jordan and Di Eugenio
propose that control and initiative are two separate
features in collaborative problem solving dialogues
(Jordan and Di Eugenio, 1997). While control and
initiative might be synonymous for the dialogues an-
alyzed by Walker and Whittaker where a master-
slave assumption holds, it is not the case in collab-
orative dialogues where no such assumption exists.
Jordan and Di Eugenio argue that the notion of con-
trol should apply to the dialogue level, while ini-
tiative should pertain to the problem-solving goals.
In a similar vein, Chu-Carroll and Brown also ar-
gue for a distinction between control and initiative,
which they term task initiative and dialogue initia-
tive (Chu-Carroll and Brown, 1998). Since there is

no universally agreed upon definition for initiative, I
have decided to annotate for both dialogue initiative
and task initiative. For dialogue initiative annota-
tion, I am using Walker and Whittaker’s utterance
based allocation of control rules (Walker and Whit-
taker, 1990), which are widely used to identify di-
alogue initiative. For task initiative, I have derived
an annotation scheme based on other research in the
area. According to Jordan and Di Eugenio, in prob-
lem solving (task) initiative the agent takes it upon
himself to address domain goals by either (1)propos-
ing a solution or (2)reformulating goals. In a simi-
lar vein, Guinn (Guinn, 1998) defines task initiative
as belonging to the participant who dictates which
decomposition of the goal will be used by both par-
ticipants during problem-solving. A third definition
is from Chu-Carroll and Brown. They suggest that
task initiative tracks the lead in development of the
agent’s plan. Since the primary goal of the dialogues
studied by Chu-Carroll and Brown is to develop a
plan, this could be re-worded to state that task ini-
tiative tracks the lead in development of the agent’s
goal. Combining these definitions, task initiative can
be defined as any action by a participant to either
achieve a goal directly, decompose a goal or refor-
mulate a goal. Since the goals of our problems are
understanding and potentially correcting a program,
actions in our domain that show task initiative in-
clude actions such as explaining what a section of
code does or identifying a section of code that is in-
correct.

Two coders, the author and an outside annotator,
have coded 24 dialogues (1449 utterances) for both
dialogue and task initiative. This is approximately
45% of the corpus. The resulting intercoder reli-
ability, measured with the Kappa statistic, is 0.77
for dialogue initiative annotation and 0.68 for task
initiative, both of which are high enough to support
tentative conclusions. Using multiple linear regres-
sion analysis on these annotated dialogues, I found
that, in a subset of the problems, there was a sig-
nicant correlation between post-test score (after re-
moving the effects of pre-test scores) and the num-
ber of switches in dialogue initiative (R2 =0.157,
p=0.014). Also, in the same subset, there was a
correlation between post-test score and the number
of turns that a student had initiative (R2 =0.077,
p=0.065). This suggests that both taking the ini-
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tiative and taking turns in leading problem solving
results in learning.

Given my hypothesis that initiative can be used
to identify co-construction, the next step is to an-
notate the dialogues using a subset of the DAMSL
scheme (Core and Allen, 1997) to identify episodes
of co-construction. Once annotated, I will use ma-
chine learning techniques to identify co-construction
using initiative as a feature. Since this is a classi-
fication problem, algorithms such as Classification
Based on Associations (Liu, 2007) will be used. Ad-
ditionally, I will explore those algorithms that take
into account the sequence of actions, such as hidden
Markov models or neural networks.

4 Computational Model

The model will be implemented as an artificial
agent, KSC-PaL, that interacts with a peer in collab-
orative problem solving using an interface similar to
the one that was used in data collection (see Fig-
ure 1). This agent will be an extension of the TuTalk
system, which is designed to support natural lan-
guage dialogues for educational applications (Jordan
et al., 2006). TuTalk contains a core set of dialogue
system modules that can be replaced or enhanced as
required by the application. The core modules are
understanding and generation, a dialogue manager
which is loosely characterized as a finite state ma-
chine with a stack and a student model. To imple-
ment the peer agent, I will replace TuTalk’s student
model and add a planner module.

Managing the information state of the dialogue
(Larsson and Traum, 2000), which includes the be-
liefs and intentions of the participants, is important
in the implementation of any dialogue agent. KSC-
PaL will use a student model to assist in manage-
ment of the information state. This student model
tracks the current state of problem solving as well
as estimates the student’s knowledge of concepts
involved in solving the problem by incorporating
problem solution graphs (Conati et al., 2002). So-
lution graphs are Bayesian networks where each
node represents either an action required to solve
the problem or a concept required as part of prob-
lem solving. After analyzing our dialogues, I real-
ized that the solutions to the problems in our do-
main are different from standard problem-solving

tasks. Given that our tasks are program compre-
hension tasks and that the dialogues are peer led,
there can be no assumption as to the order in which
a student will analyze code statements. Therefore
a graph comprised of connected subgraphs that each
represent a section of the code more closely matches
what I observed in our dialogues. So, we are using a
modified version of solution graphs that has clusters
of nodes representing facts that are relevant to the
problem. Each cluster contains facts that are depen-
dent on one another. For example, one cluster repre-
sents facts related to the push method for a stack. As
the code is written, it would be impossible to com-
prehend the method without understanding the pre-
fix notation for incrementing. A user’s utterances
and actions can then be matched to the nodes within
the clusters. This provides the agent with informa-
tion related to the student’s knowledge as well as the
current topic under discussion.

A planner module will be added to TuTalk to pro-
vide KSC-PaL with a more sophisticated method of
selecting scripts. Unlike TuTalk’s dialogue manager
which uses a simple matching of utterances to con-
cepts in order to determine the script to be followed,
KSC-PaL’s planner will incorporate the results of the
data analysis above and will also include the status
of the student’s knowledge, as reflected in the stu-
dent model, in making script selections. This plan-
ner will potentially be a probabilistic planner such
as the one in (Lu, 2007).

5 Conclusion

In conclusion, we are developing a computational
model of knowledge construction which incorpo-
rates initiative and the balance of initiative. This
model will be embedded in an artificial agent that
collaborates with students to solve data structure
problems. As knowledge construction has been
shown to promote learning, this research could have
a profound impact on educational applications by
changing the way in which they engage students in
learning.
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Rosé, Dumisizwe Bhembe, Michael Böttner, Andy
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Abstract

This paper introduces an unsupervised vector
approach to disambiguate words in biomedi-
cal text that can be applied to all-word dis-
ambiguation. We explore using contextual
information from the Unified Medical Lan-
guage System (UMLS) to describe the pos-
sible senses of a word. We experiment with
automatically creating individualized stoplists
to help reduce the noise in our dataset. We
compare our results to SenseClusters and
Humphrey et al. (2006) using the NLM-WSD
dataset and with SenseClusters using con-
flated data from the 2005 Medline Baseline.

1 Introduction

Some words have multiple senses. For example, the
word cold could refer to a viral infection or the tem-
perature. As humans, we find it easy to determine
the appropriate sense (concept) given the context in
which the word is used. For a computer, though, this
is a difficult problem which negatively impacts the
accuracy of biomedical applications such as medical
coding and indexing. The goal of our research is to
explore using information from biomedical knowl-
edge sources such as the Unified Medical Language
System (UMLS) and Medline to help distinguish be-
tween different possible concepts of a word.

In the UMLS, concepts associated with words
and terms are enumerated via Concept Unique Iden-
tifiers (CUIs). For example, two possible senses
of cold are “C0009264: Cold Temperature” and
“C0009443: Common Cold” in the UMLS release

2008AA. The UMLS is also encoded with differ-
ent semantic and syntactic structures. Some such
information includes related concepts and semantic
types. A semantic type (ST) is a broad subject cat-
egorization assigned to a CUI. For example, the ST
of “C0009264: Cold Temperature” is “Idea or Con-
cept” while the ST for “C0009443: Common Cold”
is “Disease or Syndrome”. Currently, there exists
approximately 1.5 million CUIs and 135 STs in the
UMLS. Medline is an online database that contains
11 million references biomedical articles.

In this paper, we introduce an unsupervised vector
approach to disambiguate words in biomedical text
using contextual information from the UMLS and
Medline. We compare our approach to Humphrey et
al. (2006) and SenseClusters. The ability to make
disambiguation decisions for words that have the
same ST differentiates SenseClusters and our ap-
proach from Humphrey et al.’s (2006). For exam-
ple, the word weight in the UMLS has two possible
CUIs, “C0005912: Body Weight” and “C0699807:
Weight”, each having the ST “Quantitative Con-
cept”. Humphrey et al.’s (2006) approach relies on
the concepts having different STs therefore is unable
to disambiguate between these two concepts.

Currently, most word sense disambiguation ap-
proaches focus on lexical sample disambiguation
which only attempts to disambiguate a predefined
set of words. This type of disambiguation is not
practical for large scale systems. All-words dis-
ambiguation approaches disambiguate all ambigu-
ous words in a running text making them practi-
cal for large scale systems. Unlike SenseClusters,
Humphrey, et al. (2006) and our approach can be
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used to perform all-words disambiguation.
In the following sections, we first discuss related

work. We then discuss our approach, experiments
and results. Lastly, we discuss our conclusions and
future work.

2 Related Work

There has been previous work on word sense dis-
ambiguation in the biomedical domain. Leroy and
Rindflesch (2005) introduce a supervised approach
that uses the UMLS STs and their semantic relations
of the words surrounding the target word as features
into a Naive Bayes classifier. Joshi et al. (2005) in-
troduce a supervised approach that uses unigrams
and bigrams surrounding the target word as features
into a Support Vector Machine. A unigram is a sin-
gle content word that occurs in a window of context
around the target word. A bigram is an ordered pair
of content words that occur in a window of context
around the target word. McInnes et al. (2007) in-
troduce a supervised approach that uses CUIs of the
words surrounding the target word as features into a
Naive Bayes classifier.

Humphrey et al. (2006) introduce an unsupervised
vector approach using Journal Descriptor (JD) In-
dexing (JDI) which is a ranking algorithm that as-
signs JDs to journal titles in MEDLINE. The authors
apply the JDI algorithm to STs with the assumption
that each possible concept has a distinct ST. In this
approach, an ST vector is created for each ST by ex-
tracting associated words from the UMLS. A target
word vector is created using the words surrounding
the target word. The JDI algorithm is used to obtain
a score for each word-JD and ST-JD pair using the
target word and ST vectors. These pairs are used to
create a word-ST table using the cosine coefficient
between the scores. The cosine scores for the STs of
each word surrounding the target word are averaged
and the concept associated with the ST that has the
highest average is assigned to the target word.

3 Vector Approaches

Patwardhan and Pedersen (2006) introduce a vector
measure to determine the relatedness between pairs
of concepts. In this measure, a co-occurrence matrix
of all words in a given corpus is created containing
how often they occur in the same window of con-

text with each other. A gloss vector is then created
for each concept containing the word vector for each
word in the concepts definition (or gloss). The co-
sine between the two gloss vectors is computed to
determine the concepts relatedness.

SenseClusters 1 is an unsupervised knowledge-
lean word sense disambiguation package The pack-
age uses clustering algorithms to group similar in-
stances of target words and label them with the ap-
propriate sense. The clustering algorithms include
Agglomerative, Graph partitional-based, Partitional
biased agglomerative and Direct k-way clustering.
The clustering can be done in either vector space
where the vectors are clustered directly or similar-
ity space where vectors are clustered by finding the
pair-wise similarities among the contexts. The fea-
ture options available are first and second-order co-
occurrence, unigram and bigram vectors. First-order
vectors are highly frequent words, unigrams or bi-
grams that co-occur in the same window of context
as the target word. Second-order vectors are highly
frequent words that occur with the words in their re-
spective first order vector.

We compare our approach to SenseClusters v0.95
using direct k-way clustering with the I2 clustering
criterion function and cluster in vector space. We ex-
periment with first-order unigrams and second-order
bigrams with a Log Likelihood Ratio greater than
3.84 and the exact and gap cluster stopping param-
eters (Purandare and Pedersen, 2004; Kulkarni and
Pedersen, 2005).

4 Our Approach

Our approach has three stages: i) we create a the
feature vector for the target word (instance vector)
and each of its possible concepts (concept vectors)
using SenseClusters, ii) we calculate the cosine be-
tween the instance vector and each of the concept
vectors, and iii) we assign the concept whose con-
cept vector is the closest to the instance vector to the
target word.

To create the the instance vector, we use the words
that occur in the same abstract as the target word as
features. To create the concept vector, we explore
four different context descriptions of a possible con-
cept to use as features. Since each possible concept

1http://senseclusters.sourceforge.net/
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has a corresponding CUI in the UMLS, we explore
using: i) the words in the concept’s CUI definition,
ii) the words in the definition of the concept’s ST
definition, iii) the words in both the CUI and ST
definitions, and iv) the words in the CUI definition
unless one does not exist then the words in its ST
definition.

We explore using the same feature vector param-
eters as in the SenseCluster experiments: i) first-
order unigrams, and ii) second-order bigram. We
also explore using a more judicious approach to de-
termine which words to include in the feature vec-
tors. One of the problems with an unsupervised vec-
tor approach is its susceptibility to noise. A word
frequently seen in a majority of instances may not
be useful in distinguishing between different con-
cepts. To alleviate this problem, we create an in-
dividualized stoplist for each target word using the
inverse document frequency (IDF). We calculate the
IDF score for each word surrounding the target word
by taking the log of the number of documents in the
training data divided by the number of documents
the term has occurred in the dataset. We then ex-
tract those words that obtain an IDF score under the
threshold of one and add them to our basic stoplist
to be used when determining the appropriate sense
for that specific target word.

5 Data

5.1 Training Data

We use the abstracts from the 2005 Medline Base-
line as training data. The data contains 14,792,864
citations from the 2005 Medline repository. The
baseline contains 2,043,918 unique tokens and
295,585 unique concepts.

5.2 NLM-WSD Test Dataset

We use the National Library of Medicine’s Word
Sense Disambiguation (NLM-WSD) dataset devel-
oped by (Weeber et al., 2001) as our test set. This
dataset contains 100 instances of 50 ambiguous
words from 1998 MEDLINE abstracts. Each in-
stance of a target word was manually disambiguated
by 11 human evaluators who assigned the word a
CUI or “None” if none of the CUIs described the
concept. (Humphrey et al., 2006) evaluate their ap-
proach using a subset of 13 out of the 50 words

whose majority sense is less than 65% and whose
possible concepts do not have the same ST. Instances
tagged as “None” were removed from the dataset.
We evaluate our approach using these same words
and instances.

5.3 Conflate Test Dataset

To test our algorithm on a larger biomedical dataset,
we are creating our own dataset by conflating two
or more unambiguous words from the 2005 Med-
line Baseline. We determine which words to conflate
based on the following criteria: i) the words have a
single concept in the UMLS, ii) the words occur ap-
proximately the same number of times in the corpus,
and iii) the words do not co-occur together.

We create our dataset using name-conflate 2 to
extract instances containing the conflate words from
the 2005 Medline Baseline. Table 4 shows our cur-
rent set of conflated words with their corresponding
number of test (test) and training (train) instances.
We refer to the conflated words as their pseudowords
throughout the paper.

6 Experimental Results

In this section, we report the results of our ex-
periments. First, we compare the results of using
the IDF stoplist over a basic stoplist. Second, we
compare the results of using the different context
descriptions. Third, we compare our approach to
SenseClusters and Humphrey et al. (2006) using the
NLM-WSD dataset. Lastly, we compare our ap-
proach to SenseClusters using the conflated dataset.

In the following tables, CUI refers to the CUI def-
inition of the possible concept as context, ST refers
to using the ST definition of the possible concept as
context, CUI+ST refers to using both definitions as
context, and CUI→ST refers to using the CUI defi-
nition unless if one doesn’t exist then using ST def-
inition. Maj. refers to the ”majority sense” baseline
which is accuracy that would be achieved by assign-
ing every instance of the target word with the most
frequent sense as assigned by the human evaluators.

6.1 Stoplist Results

Table 2 shows the overall accuracy of our approach
using the basic stoplist and the IDF stoplist on the

2http://www.d.umn.edu/ tpederse/namedata.html
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target word Unigram Bigram
CUI ST CUI+ST CUI→ST CUI ST CUI+ST CUI→ST

adjustment 44.57 31.61 46.74 44.57 47.83 38.04 27.17 47.83
blood pressure 39.39 34.34 41.41 38.38 43.43 27.27 47.47 38.38
degree 3.13 70.31 70.31 70.31 3.13 48.44 48.44 48.44
evaluation 50.51 50.51 53.54 51.52 50.51 54.55 52.53 51.52
growth 63.64 51.52 42.42 63.64 63.64 51.52 48.48 63.64
immunosuppression 50.51 46.46 50.51 50.51 43.43 57.58 48.48 43.43
mosaic 0 33.33 27.08 37.50 0 28.13 22.92 22.92
nutrition 28.41 34.09 35.23 25.00 38.64 39.77 36.36 37.50
radiation 57.73 44.78 58.76 57.73 60.82 28.36 60.82 60.82
repair 74.63 25.00 41.79 37.31 76.12 54.69 44.78 41.79
scale 32.81 48.00 42.19 51.56 0 18.00 95.31 96.88
sensitivity 6.00 50.56 48.00 48.00 8.00 44.94 18.00 18.00
white 48.31 38.61 46.07 49.44 44.94 38.16 43.82 49.44
average 38.43 43.01 46.46 48.11 36.96 40.73 45.74 47.74

Table 1: Accuracy of Our Approach using Different Context Descriptions

NLM-WSD dataset using each of the different con-
text descriptions described above. The results show
an approximately a 2% higher accuracy over using
the basic stoplist. The exception is when using the
CUI context description; the accuracy decreased by
approximately 2% when using the unigram feature
set and approximately 1% when using the bigram
feature set.

context Basic stoplist IDF stoplist
unigram bigram unigram bigram

CUI 41.02 37.68 38.43 36.96
ST 42.74 37.14 43.01 40.73
CUI+ST 44.13 42.71 46.46 45.74
CUI→ST 46.61 45.58 48.11 47.74

Table 2: Accuracy of IDF stoplist on the NLM-WSD
dataset

6.1.1 Context Results

Table 1 shows the results of our approach using
the CUI and ST definitions as context for the possi-
ble concepts on the NLM-WSD dataset and Table 4
shows similar results using the conflate dataset.

On the NLM-WSD dataset, the results show a
large difference in accuracy between the contexts on
a word by word basis making it difficult to deter-
mine which of the context description performs the
best. The unigram results show that CUI→ST and
CUI+ST obtain the highest accuracy for five words,
and CUI and ST obtain the highest accuracy for one
word. The bigram results show that CUI→ST and
CUI obtains the highest accuracy for two words,
ST obtains the highest accuracy for four words, and
CUI+ST obtains the highest accuracy for one word.
The overall results show that using unigrams with

the context description CUI→ST obtains the high-
est overall accuracy.

On the conflated dataset, the pseudowords a a,
a o, d d and e e have a corresponding CUI defini-
tion for each of their possible concepts therefore the
accuracy for CUI and CUI→ would be the same for
these datasets and is not reported. The pseudowords
a a i, x p p and d a m e do not have a CUI defini-
tions for each of their possible concepts. The results
show that CUI obtained the highest accuracy for six
out of the seven datasets and CUI→ST obtained the
highest accuracy for one. These experiments were
run using the unigram feature.

6.2 NLM-WSD Results

Table 3 shows the accuracy of the results obtained
by our unsupervised vector approach using the
CUI→ST context description, SenseClusters, and
the results reported by Humphrey et al. (2006).

As seen with the context description results, there
exists a large difference in accuracy on a word by
word basis between the approaches. The results
show that Humphrey et al. (2006) report a higher
overall accuracy compared to SenseClusters and our
approach. Although, Humphrey et al. (2006) per-
formed better for 5 out of the 13 words where as
SenseClusters performed better for 9. The unigram
feature set with gap cluster stopping returned the
highest overall accuracy for SenseClusters. The
number of clusters for all of the gap cluster stopping
experiments were two except for growth which re-
turned one. For our approach, the unigram feature
set returned the highest overall accuracy.
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target word senses Maj. Humphrey SenseClusters Our Approach
et al. 2006 exact cluster stopping gap cluster stopping CUI→ST

unigram bigram unigram bigram unigram bigram
adjustment 3 66.67 76.67 49.46 38.71 55.91 45.16 44.57 47.83
blood pressure 3 54.00 41.79 40.00 46.00 51.00 54.00 38.38 38.38
degree 2 96.92 97.73 53.85 55.38 53.85 55.38 70.31 48.44
evaluation 2 50.00 59.70 66.00 50.00 66.00 50.00 51.52 51.52
growth 2 63.00 70.15 66.00 52.00 66.00 63.00 63.64 63.64
immunosuppression 2 59.00 74.63 67.00 80.00 67.00 80.00 50.51 43.43
mosaic 2 53.61 67.69 72.22 58.57 61.86 50.52 37.50 22.92
nutrition 2 50.56 35.48 40.45 47.19 44.94 41.57 25.00 37.50
radiation 2 62.24 78.79 69.39 56.12 69.39 56.12 57.73 60.82
repair 2 76.47 86.36 86.76 73.53 86.76 73.53 37.31 41.79
scale 2 100.0 60.47 100.0 100.0 100.0 100.0 51.56 96.88
sensitivity 2 96.08 82.86 41.18 41.18 52.94 54.90 48.00 18.00
white 2 54.44 55.00 80.00 53.33 80.00 53.33 49.44 49.44
average 67.92 68.26 64.02 57.85 65.82 59.81 48.11 47.74

Table 3: Accuracy of Approaches using the NLM-WSD Dataset

target word pseudo- test train Maj. Sense Our Approach
word Clusters CUI ST CUI+ST CUI→ST

actin-antigens a a 33193 298723 63.44 91.30 53.95 44.81 54.17
angiotensin II-olgomycin a o 5256 47294 93.97 56.76 16.62 20.68 17.73
dehydrogenase-diastolic d d 22606 203441 58.57 95.85 45.78 43.94 45.70
endogenous-extracellular matrix e e 19820 178364 79.92 71.21 74.34 65.37 73.37
allogenic-arginine-ischemic a a i 22915 206224 57.16 69.03 47.68 24.60 33.77 32.07
X chromosome-peptide-plasmid x p p 46102 414904 74.61 66.21 20.04 31.60 42.89 42.98
diacetate-apamin-meatus-enterocyte d a m e 1358 12212 25.95 74.23 28.87 24.08 26.07 22.68

Table 4: Accuracy of Approaches using the Conflate Dataset

6.3 Conflate Results

Table 4 shows the accuracy of the results obtained by
our approach and SenseClusters. The results show
that SenseClusters returns a higher accuracy than
our approach except for the e e dataset.

7 Discussion

We report the results for four experiments in this pa-
per: i) the results of using the IDF stoplist over a ba-
sic stoplist, ii) the results of our approach using dif-
ferent context descriptions of the possible concepts
of a target word, iii) the results of our approach com-
pared to SenseClusters and Humphrey et al. (2006)
using the NLM-WSD dataset, and iv) the results of
our approach compared to SenseClusters using the
conflated dataset.

The results of using an individualized IDF stoplist
for each target word show an improvement over us-
ing the basic stoplist. The results of our approach
using different context descriptions show that for the
NLM-WSD dataset the large differences in accuracy
makes it unclear which of the context descriptions
performed the best. On the conflated dataset, adding
the ST definition to the context description improved

the accuracy of only one pseudoword. When com-
paring our approach to Humphrey et al. (2006) and
SenseClusters, our approach did not return a higher
accuracy.

When analyzing the data, we found that there does
not exist a CUI definition for a large number of pos-
sible concepts. Table 5 shows the number of words
in the CUI and ST definitions for each concept in the
NLM-WSD dataset. Only four target words have a
CUI definition for each possible concept. We also
found the concept definitions vary widely in length.
The CUI definitions in the UMLS come from a va-
riety of sources and there may exist more than one
definition per source. Unlike CUI definitions, there
does exist an ST definition for each possible con-
cept. The ST definitions come from the same source
and are approximately the same length but they are
a broad categorization. We believe this makes them
too coarse grained to provide descriptive enough in-
formation about their associated concepts.

This can also be seen when analyzing the con-
flate datasets. The conflate dataset d a m e is miss-
ing two definition which is a contributing factor to
its low accuracy for CUI. Adding the ST definition
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target word CUI Definition ST Definition
c1 c2 c3 c1 c2 c3

adjustment 41 9 48 31 19 10
blood pressure 26 18 0 20 31 22
degree 0 0 15 23
evaluation 54 0 33 17
growth 91 91 20 19
immunosuppression 130 41 30 20
mosaic 0 38 0 10 10 23
nutrition 152 152 0 10 31 30
radiation 71 207 14 30
repair 0 51 30 20
scale 0 10 144 47 23 8
sensitivity 0 0 0 25 50 22
white 0 60 15 28

Table 5: Number of words in CUI and ST Definitions of
Possible the Concepts in the NLM-WSD Dataset
though did not provide enough distinctive informa-
tion to distinguish between the possible concepts.

8 Conclusions and Future Work

This paper introduces an unsupervised vector ap-
proach to disambiguate words in biomedical text us-
ing contextual information from the UMLS. Our ap-
proach makes disambiguation decisions for words
that have the same ST unlike Humphrey et al.
(2006). We believe that our approach shows promise
and leads us to our goal of exploring the use of
biomedical knowledge sources.

In the future, we would also like to increase the
size of our conflated dataset and possibly create a
biomedical all-words disambiguation test set to test
our approach. Unlike SenseClusters, our approach
can be used to perform all-words disambiguation.
For example, given the sentence: His weight has
fluctuated during the past month. We first create
a instance vector containing fluctuated, past and
months for the word weight and a concept vector
for each of its possible concepts, “C0005912: Body
Weight” and “C0699807: Quantitative Concept” us-
ing their context descriptions. We then calculate the
cosine between the instance vector and each of the
two concept vectors. The concept whose vector has
the smallest cosine score is assigned to weight. We
then repeat this process for fluctuated, past and
months.

We also plan to explore using different contex-
tual information to improve the accuracy of our
approach. We are currently exploring using co-
occurrence and relational information about the pos-
sible CUIs in the UMLS. Our IDF stoplist exper-

iments show promise, we are planning to explore
other measures to determine which words to include
in the stoplist as well as a way to automatically de-
termine the threshold.
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Abstract

This paper presents a system capable of auto-
matically acquiring subcategorization frames
(SCFs) for French verbs from the analysis of
large corpora. We applied the system to a large
newspaper corpus (consisting of 10 years of
the French newspaper ’Le Monde’) and ac-
quired subcategorization information for 3267
verbs. The system learned 286 SCF types for
these verbs. From the analysis of 25 represen-
tative verbs, we obtained 0.82 precision, 0.59
recall and 0.69 F-measure. These results are
comparable with those reported in recent re-
lated work.

1 Introduction

Many Natural Language Processing (NLP) tasks
require comprehensive lexical resources. Hand-
crafting large lexicons is labour-intensive and error-
prone. A growing body of research focuses therefore
on automatic acquisition of lexical resources from
text corpora.

One useful type of lexical information for NLP is
the number and type of the arguments of predicates.
These are typically expressed in simple syntac-
tic frames called subcategorization frames (SCFs).
SCFs can be useful for many NLP applications, such
as parsing (John Carroll and Briscoe, 1998) or in-
formation extraction (Surdeanu et al., 2003). Au-
tomatic acquisition of SCFs has therfore been an
active research area since the mid-90s (Manning,
1993; Brent, 1993; Briscoe and Carroll, 1997).

Comprehensive subcategorization information is
currently not available for most languages. French

is one of these languages: although manually built
syntax dictionaries do exist (Gross, 1975; van den
Eynde and Mertens, 2006; Sagot et al., 2006) none
of them are ideal for computational use and none
also provide frequency information important for
statistical NLP.

We developed ASSCI, a system capable of ex-
tracting large subcategorization lexicons for French
verbs from raw corpus data. Our system is based on
a approach similar to that of the well-known Cam-
bridge subcategorization acquisition system for En-
glish (Briscoe and Carroll, 1997; Preiss et al., 2007).
The main difference is that unlike the Cambridge
system, our system does not employ a set of pre-
defined SCF types, but learns the latter dynamically
from corpus data.

We have recently used ASSCI to acquire
LexSchem – a large subcategorization lexicon for
French verbs – from a raw journalistic corpus. and
have made the resulting resource freely available to
the community on the web (Messiant et al., 2008).

We describe our SCF acquisition system in sec-
tion 2 and explain the acquisition of a large subcat-
egorization lexicon for French and its evaluation in
section 3. We finally compare our study with work
previously achieved for English and French in sec-
tion 4.

2 ASSCI: The Acquisition System

Our SCF acquisition system takes as input corpus
data and produces a list of frames for each verb that
occurred more than 200 times in the corpus. It the
first system that automatically induces a large-scale
SCF information from raw corpus data for French.
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Previous experiments focussed on a limited set of
verbs (Chesley and Salmon-Alt, 2006), or were
based on treebanks or on substantial manual work
(Gross, 1975; Kupść, 2007).

The system works in three steps:

1. verbs and surrounding phrases are extracted
from parsed corpus data;

2. tentative SCFs are built dynamically, based on
morpho-syntactic information and relations be-
tween the verb and its arguments;

3. a statistical filter is used to filter out incorrect
frames.

2.1 Preprocessing

When aiming to build a large lexicon for general
language, the input data should be large, balanced
and representative enough. Our system tags and
lemmatizes input data using TreeTagger (Schmid,
1994) and then syntactically analyses it using Syn-
tex (Bourigault et al., 2005). The TreeTagger is a
statistical, language independent tool for the auto-
matic annotation of part-of-speech and lemma in-
formation. Syntex is a shallow parser for extract-
ing lexical dependencies (such as adjective/noun or
verb/noun dependencies). Syntex obtained the best
precision and F-measure for written French text in
the recent EASY evaluation campaign1.

The dependencies extracted by the parser include
both arguments and adjuncts (such as location or
time phrases). The parsing strategy is based on
heuristics and statistics only. This is ideal for us
since no lexical information should be used when
the task is to acquire it. Syntex works on the general
assumption that the word on the left side of the verb
is the subject, where as the word on the right is the
object. Exceptions to this assumption are dealt with
a set of rules.
(2) Ces propriétaires exploitants

achètent ferme le carburant la

1http://www.limsi.fr/Recherche/CORVAL/
easy
The scores and ranks of Syntex at this evaluation campaign
are available at http://w3.univ-tlse2.fr/erss/
textes/pagespersos/bourigault/syntex.html#
easy

compagnie .

(These owners buy fast the fuel to

the company.)

(3) is the preprocessed ASSCI input for sentence
(2) (after the TreeTagger annotation and Syntex’s
analysis).

(3) DetMP|ce|Ces|1|DET;3|

AdjMP|propriétaire|propriétaires|2|ADJ;3|

NomMP|exploitant|exploitants|3||DET;1,ADJ;2

VCONJP|acheter|achètent|4||ADV;5,OBJ;7,PREP;8

Adv|ferme|ferme|5|ADV;11|

DetMS|le|le|6|DET;7|

NomMS|carburant|carburant|7|OBJ;4|DET;6

Prep|à|à|8|PREP;4|NOMPREP;10

DetFS|le|la|9|DET;10|

NomFS|compagnie|compagnie|10|NOMPREP;8|DET;9

Typo|.|.|11||

2.2 Pattern Extractor
The pattern extraction module takes as input the
syntactic analysis of Syntex and extracts each verb
which is sufficiently frequent (the minimum of 200
corpus occurrences) in the syntactically analysed
corpus data, along with surrounding phrases. In
some cases, this module makes deeper use of the
dependency relations in the analysis. For example,
when a preposition is part of the dependencies, the
pattern extractor examines whether this preposition
is followed by a noun phrase or an infinitive clause.
(4) is the output of the pattern extractor for (3).
(4) VCONJP|acheter

NomMS|carburant|OBJ Prep|à+SN|PREP

Note that +SN marks that the “à” preposition is
followed by a noun phrase.

2.3 SCF Builder
The next module examines the dependencies accord-
ing to their syntactic category (e.g., noun phrase)
and their relation to the verb (e.g., object), if any.
It constructs frames dynamically from the following
features: a nominal phrase; infinitive clause; prepo-
sitional phrase followed by a noun phrase; prepo-
sitional phrase followed by an infinitive clause;
subordinate clause and adjectival phrase. If the
verb has no dependencies, its SCF is “intransitive”
(INTRANS). The number of occurrences for each
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SCF and the total number of occurrences with each
verb are recorded.

This dynamic approach to SCF learning was
adopted because no sufficiently comprehensive list
of SCFs was available for French (most previous
work on English (e.g., (Preiss et al., 2007)) employs
a set of predefined SCFs because a relatively com-
prehensive lists are available for English).

The SCF candidate built for sentence (2) is
shown in (5)2.
(5) SN SP[à+SN]

2.4 SCF Filter

The final module filters the SCF candidates. A fil-
ter is necessary since the output of the second mod-
ule is noisy, mainly because of tagging and parsing
errors but also because of the inherent difficulty of
argument-adjunct distinction which ideally requires
access to the lexical information we aim to acquire,
along with other information and criteria which cur-
rent NLP systems (and even humans) find it difficult
to identify. Several previous works (e.g., (Briscoe
and Carroll, 1997; Chesley and Salmon-Alt, 2006))
have used binomial hypothesis testing for filtering.
Korhonen et al. (2000) proposes to use the maxi-
mum likelihood estimate and shows that this method
gives better results than the filter based on binomial
hypothesis testing. This method employs on a sim-
ple threshold over the relative frequencies of SCFs
candidates. (The maximum likehood estimate is still
an option in the current Cambridge system but an
improved version calculates it specific to different
SCFs - a method which we left for future work).

The relative frequency of the SCF i with the verb
j is calculated as follows:

rel freq(scfi, verbj) =
|scfi, verbj |
|verbj |

|scfi, verbj | is the number of occurrences of the
SCF i with the verb j and |verbj | is the total number
of occurrences of the verb j in the corpus.

These estimates are compared with the threshold
value to filter out low probability frames for each
verb. The effect of the choice of the threshold on the
results is discussed in section 3.

2SN stands for a noun phrase and SP for a prepositional
phrase

3 Experimental Evaluation

3.1 Corpus
In order to evaluate our system on a large corpus,
we gathered ten years of the French newspaper Le
Monde (two hundred millions words). It is one of
the largest corpus for French and “clean” enough to
be easily and efficiently parsed. Because our aim
was to acquire a large general lexicon, we require
the minimum of 200 occurrences per each verb we
analysed using this system.

3.2 LexSchem: The Acquired Lexicon
3267 verbs were found with more than 200 oc-
currences in the corpus. From the data for these
verbs, we induced 286 distinct SCF types. We have
made the extracted lexicon freely available on the
web (http://www-lipn.univ-paris13.
fr/˜messiant/lexschem.html) under the
LGPL-LR (Lesser General Public License For
Linguistic Resources) license. An interface which
enables viewing the SCFs acquired for each verb
and the verbs taking different SCFs is also available
at the same address. For more details of the lexicon
and its format, see (Messiant et al., 2008).

3.3 Gold Standard
Direct evaluation of subcategorization acquisition
performance against a gold standard based on a
manmade dictionary is not ideal (see e.g. (Poibeau
and Messiant, 2008)). However, this method is still
the easiest and fastest way to get an idea of the per-
formance of the system. We built a gold standard
using the SCFs found in the Trésor de la Langue
Française Informatisé (TFLI), a large French dictio-
nary available on the web3. We evaluated 25 verbs
listed in Appendix to evaluate our system. These
verbs were chosen for their heterogeneity in terms
of semantic and syntactic features, but also because
of their varied frequency in the corpus (from 200 to
100.000 occurences).

3.4 Evaluation Measures
We calculated type precision, type recall and F-
measure for these 25 verbs. We obtain the best
results (0.822 precision, 0.587 recall and 0.685 f-
measure) with the MLE threshold of 0.032 (see fig-

3http://atilf.atilf.fr/
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Figure 1: The relation of the threshold on the F-Measure

Figure 2: The relation between precision and recall

ure 1). Figure 2 shows that even by substantially
lowering recall we cannot raise precision over 0.85.

Table 1 shows a comparison of three versions of
ASSCI for our 25 verbs:

• Unfiltered: the unfiltered output of ASSCI;

• ASSCI-1: one single threshold fixed to 0.0325;

• ASSCI-2: one INTRANS-specific threshold
(0.08) and the 0.0325-threshold for all other
cases.

These results reveal that the unfiltered version of
the lexicon is very noisy indeed (0.01 precision).

System Precision Recall F-Measure
Unfiltered 0.010 0.921 0.020
ASSCI-1 0.789 0.595 0.679
ASSCI-2 0.822 0.587 0.685

Table 1: Comparison of different versions of ASSCI

A simple threshold on the relative frequencies im-
proves the results dramatically (ASSCI-1).

Each step of the acquisition process generates er-
rors. For example, some nouns are tagged as a verb
by TreeTagger (e.g., in the phrase “Le programme
d’armement (weapons program)”, “programme” is
tagged verb). Syntex generates errors when identi-
fying dependencies: in some cases, it fails to iden-
tify relevant dependencies; in other cases incorrect
dependencies are generated. The SCF builder is an-
other source of error because of the ambiguity or the
lack of sufficient information to build some frames
(e.g. those involving pronouns). Finally, the filtering
module rejects some correct SCFs and accept some
incorrect ones. We could reduce these errors by im-
proving the filtering method or refining the thresh-
olds.

Many of the errors involve intransitive SCFs. We
tried to address this problem with an INTRANS-
specific threshold which is higher than others (see
the results for ASSCI-2). This improves the preci-
sion of the system slightly but does not substantially
reduce the number of false negatives. The intran-
sitive form of verbs is very frequent in corpus data
but it doesn’t appear in the gold standard. A better
evaluation (e.g., a gold standard based on manual
analysis of the corpus data and annotation for SCFs)
should not yield these errors. In other cases (e.g.
interpolated clauses), the parser is incapable of find-
ing the dependencies. In subsequent work we plan to
use an improved version of Syntex which deals with
this problem.

Our results (ASSCI-2) are similar with those ob-
tained by the only directly comparable work for
French (Chesley and Salmon-Alt, 2006) (0.87 pre-
cision and 0.54 recall). However, the lexicons show
still room for improvement, especially with recall.
In addition to the improvements in the method and
evaluation suggested above, we plan to evaluate
whether lexicons resulting from our system are use-

58



ful for NLP tasks and applications. For example,
John Carroll & al. shows that a parser can be signif-
icantly improved by using a SCF lexicon despite a
high error rate (John Carroll and Briscoe, 1998).

4 Related Work

4.1 Manual or Semi-Automatic Work

Most previous subcategorization lexicons for French
were built manually. For example, Maurice Gross
built a large French dictionnary called “Les Tables
du LADL” (Gross, 1975). This dictionary is not easy
to employ for NLP use but work in progress is aimed
at addressing this problem (Gardent et al., 2005).
The Lefff is a morphological and syntactic lexicon
that contains partial subcategorization information
(Sagot et al., 2006), while Dicovalence is a manually
built valency dictionnary based on the pronominal
approach (van den Eynde and Blanche-Benveniste,
1978; van den Eynde and Mertens, 2006). There are
also lexicons built using semi-automatic approaches
e.g., the acquisition of subcategorization informa-
tion from treebanks (Kupść, 2007).

4.2 Automatic Work

Experiments have been made on the automatic
acquisition of subcategorization frames since mid
1990s (Brent, 1993; Briscoe and Carroll, 1997).
The first experiments were performed on English but
since the beginning of 2000s the approach has been
successfully applied to various other languages. For
example, (Schulte im Walde, 2002) has induced a
subcategorization lexicon for German verbs from a
lexicalized PCFG. Our approach is quite similar to
the work done in Cambridge. The Cambridge sys-
tem has been regularly improved and evaluated; and
it represents the state-of-the-art perfomance on the
task (Briscoe and Carroll, 1997; Korhonen et al.,
2000; Preiss et al., 2007). In the latest paper, the au-
thors show that the method can be successfully ap-
plied to acquire SCFs not only for verbs but also for
nouns and adjectives (Preiss et al., 2007). A major
difference between these related works and ours is
the fact that we do not use a predefined set of SCFs.
Of course, the number of frames depends on the
language, the corpus, the domain and the informa-
tion taken into account (for example, (Preiss et al.,
2007) used a list of 168 predefined frames for En-

glish which abstract over lexically-governed prepo-
sitions).

As far as we know, the only directly compara-
ble work on subcategorization acquisition for French
is (Chesley and Salmon-Alt, 2006) who propose
a method for acquiring SCFs from a multi-genre
corpus in French. Their work relies on the VISL
parser which have an “unevaluated (and potentially
high) error rate” while our system relies on Syntex
which is, according to the EASY evaluation cam-
paign, the best parser for French (as evaluated on
general newspaper corpora). Additionally, we ac-
quired a large subcategorization lexicon (available
on the web) (286 distinct SCFs for 3267 verbs)
whereas (Chesley and Salmon-Alt, 2006) produced
only 27 SCFs for 104 verbs and didn’t produce any
lexicon for public release.

5 Conclusion

We have introduced a system which we have devel-
oped for acquiring large subcategorization lexicons
for French verbs. When the system was applied to
a large French newspaper corpus, it produced a lex-
icon of 286 SCFs corresponding to 3267 verbs. We
evaluated this lexicon by comparing the SCFs it pro-
duced for 25 test verbs to those included in a manu-
ally built dictionary and obtained promising results.
We made the automatically acquired lexicon freely
available on the web under the LGPL-LR license
(and through a web interface).

Future work will include improvements of the fil-
tering module (using e.g. SCF-specific thresholds
or statistical hypothesis testing) and exploration of
task-based evaluation in the context of practical NLP
applications and tasks such as the acquisition of se-
mantic classes from the SCFs (Levin, 1993).
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Appendix — List of test verbs

compter donner apprendre
chercher possder comprendre
concevoir proposer montrer
rendre s’abattre jouer
offrir continuer ouvrir
aimer croire exister
obtenir refuser programmer
acheter rester s’ouvrir
venir
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Abstract

We present the development and tuning of a
topic-adapted language model for word pre-
diction, which improves keystroke savings
over a comparable baseline. We outline our
plans to develop and integrate style adap-
tations, building on our experience in topic
modeling to dynamically tune the model to
both topically and stylistically relevant texts.

1 Introduction

People who use Augmentative and Alternative Com-
munication (AAC) devices communicate slowly, of-
ten below 10 words per minute (wpm) compared to
150 wpm or higher for speech (Newell et al., 1998).
AAC devices are highly specialized keyboards with
speech synthesis, typically providing single-button
input for common words or phrases, but requiring a
user to type letter-by-letter for other words, called
fringe vocabulary. Many commercial systems (e.g.,
PRC’s ECO) and researchers (Li and Hirst, 2005;
Trnka et al., 2006; Wandmacher and Antoine, 2007;
Matiasek and Baroni, 2003) have leveraged word
prediction to help speed AAC communication rate.
While the user is typing an utterance letter-by-letter,
the system continuously provides potential comple-
tions of the current word to the user, which the user
may select. The list of predicted words is generated
using a language model.

At best, modern devices utilize a trigram model
and very basic recency promotion. However, one of
the lamented weaknesses of ngram models is their
sensitivity to the training data. They require sub-
stantial training data to be accurate, and increasingly

more data as more of the context is utilized. For ex-
ample, Lesher et al. (1999) demonstrate that bigram
and trigram models for word prediction are not satu-
rated even when trained on 3 million words, in con-
trast to a unigram model. In addition to the prob-
lem of needing substantial amounts of training text
to build a reasonable model, ngrams are sensitive
to the difference between training and testing/user
texts. An ngram model trained on text of a differ-
ent topic and/or style may perform very poorly com-
pared to a model trained and tested on similar text.
Trnka and McCoy (2007) and Wandmacher and An-
toine (2006) have demonstrated the domain sensitiv-
ity of ngram models for word prediction.

The problem of utilizing ngram models for con-
versational AAC usage is that no substantial cor-
pora of AAC text are available (much less conver-
sational AAC text). The most similar available cor-
pora are spoken language, but are typically much
smaller than written corpora. The problem of cor-
pora for AAC is that similarity and availability are
inversely related, illustrated in Figure 1. At one ex-
treme, a very large amount of formal written English
is available, however, it is very dissimilar from con-
versational AAC text, making it less useful for word
prediction. At the other extreme, logged text from
the current conversation of the AAC user is the most
highly related text, but it is extremely sparse. While
this trend is demonstrated with a variety of language
modeling applications, the problem is more severe
for AAC due to the extremely limited availability of
AAC text. Even if we train our models on both a
large number of general texts in addition to highly
related in-domain texts to address the problem, we
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Figure 1: The most relevant text available is often the smallest, while the largest corpora are often the least relevant
for AAC word prediction. This problem is exaggerated for AAC.

must focus the models on the most relevant texts.
We address the problem of balancing training size

and similarity by dynamically adapting the language
model to the most topically relevant portions of the
training data. We present the results of experiment-
ing with different topic segmentations and relevance
scores in order to tune existing methods to topic
modeling. Our approach is designed to seamlessly
degrade to the baseline model when no relevant top-
ics are found, by interpolating frequencies as well as
ensuring that all training documents contribute some
non-zero probabilities to the model. We also out-
line our plans to adapt ngram models to the style of
discourse and then combine the topical and stylistic
adaptations.

1.1 Evaluating Word Prediction

Word prediction is evaluated in terms of keystroke
savings — the percentage of keystrokes saved by
taking full advantage of the predictions compared to
letter-by-letter entry.

KS =
keysletter-by-letter − keyswith prediction

keysletter-by-letter
× 100%

Keystroke savings is typically measured automati-
cally by simulating a user typing the testing data of a
corpus, where any prediction is selected with a sin-
gle keystroke and a space is automatically entered
after selecting a prediction. The results are depen-
dent on the quality of the language model as well as
the number of words in the prediction window. We
focus on 5-word prediction windows. Many com-
mercial devices provide optimized input for the most
common words (called core vocabulary) and offer
word prediction for all other words (fringe vocabu-
lary). Therefore, we limit our evaluation to fringe

words only, based on a core vocabulary list from
conversations of young adults.

We focus our training and testing on Switchboard,
which we feel is similar to conversational AAC text.
Our overall evaluation varies the training data from
Switchboard training to training on out-of-domain
data to estimate the effects of topic modeling in real-
world usage.

2 Topic Modeling

Topic models are language models that dynamically
adapt to testing data, focusing on the most related
topics in the training data. It can be viewed as a
two stage process: 1) identifying the relevant topics
by scoring and 2) tuning the language model based
on relevant topics. Various other implementations
of topic adaptation have been successful in word
prediction (Li and Hirst, 2005; Wandmacher and
Antoine, 2007) and speech recognition (Bellegarda,
2000; Mahajan et al., 1999; Seymore and Rosen-
feld, 1997). The main difference of the topic mod-
eling approach compared to Latent Semantic Anal-
ysis (LSA) models (Bellegarda, 2000) and trigger
pair models (Lau et al., 1993; Matiasek and Baroni,
2003) is that topic models perform the majority of
generalization about topic relatedness at testing time
rather than training time, which potentially allows
user text to be added to the training data seamlessly.

Topic modeling follows the framework below

Ptopic(w | h) =
∑

t∈topics

P (t | h) ∗ P (w | h, t)

where w is the word being predicted/estimated, h
represents all of the document seen so far, and t rep-
resents a single topic. The linear combination for
topic modeling shows the three main areas of vari-
ation in topic modeling. The posterior probability,
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P (w | h, t) represents the sort of model we have;
how topic will affect the adapted language model in
the end. The prior, P (t | h), represents the way topic
is identified. Finally, the meaning of t ∈ topics, re-
quires explanation — what is a topic?

2.1 Posterior Probability — Topic Application

The topic modeling approach complicates the esti-
mation of probabilities from a corpus because the
additional conditioning information in the posterior
probability P (w | h, t) worsens the data sparseness
problem. This section will present our experience in
lessening the data sparseness problem in the poste-
rior, using examples on trigram models.

The posterior probability requires more data
than a typical ngram model, potentially causing data
sparseness problems. We have explored the pos-
sibility of estimating it by geometrically combin-
ing a topic-adapted unigram model (i.e., P (w | t))
with a context-adapted trigram model (i.e., P (w |
w−1, w−2)), compared to straightforward measure-
ment (P (w | w−1, w−2, t)). Although the first
approach avoids the additional data sparseness, it
makes an assumption that the topic of discourse
only affects the vocabulary usage. Bellegarda (2000)
used this approach for LSA-adapted modeling, how-
ever, we found this approach to be inferior to di-
rect estimation of the posterior probability for word
prediction (Trnka et al., 2006). Part of the reason
for the lesser benefit is that the overall model is
only affected slightly by topic adaptations due to
the tuned exponential weight of 0.05 on the topic-
adapted unigram model. We extended previous re-
search by forcing trigram predictions to occur over
bigrams and so on (rather than backoff) and using
the topic-adapted model for re-ranking within each
set of predictions, but found that the forced ordering
of the ngram components was overly detrimental to
keystroke savings.

Backoff models for topic modeling can be con-
structed either before or after the linear interpola-
tion. If the backoff is performed after interpolation,
we must also choose whether smoothing (a prereq-
uisite for backoff) is performed before or after the
interpolation. If we smooth before the interpolation,
then the frequencies will be overly discounted, be-
cause the smoothing method is operating on a small
fraction of the training data, which will reduce the

benefit of higher-order ngrams in the overall model.
Also, if we combine probability distributions from
each topic, the combination approach may have dif-
ficulties with topics of varying size. We address
these issues by instead combining frequencies and
performing smoothing and backoff after the combi-
nation, similar to Adda et al. (1999), although they
used corpus-sized topics. The advantage of this ap-
proach is that the held-out probability for each dis-
tribution is appropriate for the training data, because
the smoothing takes place knowing the number of
words that occurred in the whole corpus, rather than
for each small segment. This is especially important
when dealing with small and different sized topics.

The linear interpolation affects smoothing
methods negatively — because the weights are less
than one, the combination decreases the total sum
of each conditional distribution. This will cause
smoothing methods to underestimate the reliability
of the models, because smoothing methods estimate
the reliability of a distribution based on the absolute
number of occurrences. To correct this, after inter-
polating the frequencies we found it useful to scale
the distribution back to its original sum. The scal-
ing approach improved keystroke savings by 0.2%–
0.4% for window size 2–10 and decreased savings
by 0.1% for window size 1. Because most AAC sys-
tems provide 5–7 predictions, we use this approach.
Also, because some smoothing methods operate on
frequencies, but the combination model produces
real-valued weights for each word, we found it nec-
essary to bucket the combined frequencies to convert
them to integers.

Finally, we required an efficient smoothing
method that could discount each conditional distri-
bution individually to facilitate on-demand smooth-
ing for each conditional distribution, in contrast to
a method like Katz’ backoff (Katz, 1987) which
smoothes an entire ngram model at once. Also,
Good-Turing smoothing proved too cumbersome, as
we were unable to rely on the ratio between words in
given bins and also unable to reliably apply regres-
sion. Instead, we used an approximation of Good-
Turing smoothing that performed similarly, but al-
lowed for substantial optimization.
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2.2 Prior Probability — Topic Identification

The topic modeling approach uses the current testing
document to tune the language model to the most
relevant training data. The benefit of adaptation is
dependent on the quality of the similarity scores. We
will first present our representation of the current
document, which is compared to unigram models of
each topic using a similarity function. We determine
the weight of each word in the current document us-
ing frequency, recency, and topical salience.

The recency of use of a word contributes to the
relevance of the word. If a word was used somewhat
recently, we would expect to see the word again. We
follow Bellegarda (2000) in using an exponentially
decayed cache with weight of 0.95 to model this ef-
fect of recency on importance at the current position
in the document. The weight of 0.95 represents a
preservation in topic, but with a decay for very stale
words, whereas a weight of 1 turns the exponen-
tial model into a pure frequency model and lower
weights represent quick shifts in topic.

The importance of each word occurrence in the
current document is a factor of not just its frequency
and recency, but also it’s topical salience — how
well the word discriminates between topics. For this
reason, we decided to use a technique like Inverse
Document Frequency (IDF) to boost the weight of
words that occur in only a few documents and de-
press the weights of words that occur in most docu-
ments. However, instead of using IDF to measure
topical salience, we use Inverse Topic Frequency
(ITF), which is more specifically tailored to topic
modeling and the particular kinds of topics used.

We evaluated several similarity functions for
topic modeling, initially using the cosine measure
for similarity scoring and scaling the scores to be
a probability distribution, following Florian and
Yarowsky (1999). The intuition behind the co-
sine measure is that the similarity between two dis-
tributions of words should be independent of the
length of either document. However, researchers
have demonstrated that cosine is not the best rele-
vance metric for other applications, so we evaluated
two other topical similarity scores: Jacquard’s coef-
ficient, which performed better than most other sim-
ilarity measures in a different task for Lee (1999)
and Naı̈ve Bayes, which gave better results than co-

sine in topic-adapted language models for Seymore
and Rosenfeld (1997). We evaluated all three simi-
larity metrics using Switchboard topics as the train-
ing data and each of our corpora for testing us-
ing cross-validation. We found that cosine is con-
sistently better than both Jacquard’s coefficient and
Naı̈ve Bayes, across all corpora tested. The differ-
ences between cosine and the other methods are sta-
tistically significant at p < 0.001. It may be possible
that the ITF or recency weighting in the cache had a
negative interaction with Nav̈e Bayes; traditionally
raw frequencies are used.

We found it useful to polarize the similarity
scores, following Florian and Yarowsky (1999),
who found that transformations on cosine similarity
reduced perplexity. We scaled the scores such that
the maximum score was one and the minimum score
was zero, which improved keystroke savings some-
what. This helps fine-tune topic modeling by further
boosting the weights of the most relevant topics and
depressing the weights of the less relevant topics.

Smoothing the scores helps prevent some scores
from being zero due to lack of word overlap. One of
the motivations behind using a linear interpolation of
all topics is that the resulting ngram model will have
the same coverage of ngrams as a model that isn’t
adapted by topic. However, the similarity score will
be zero when no words overlap between the topic
and history. Therefore we decided to experiment
with similarity score smoothing, which records the
minimum nonzero score and then adds a fraction of
that score to all scores, then only apply upscaling,
where the maximum is scaled to 1, but the minimum
is not scaled to zero. In pilot experiments, we found
that smoothing the scores did not affect topic mod-
eling with traditional topic clusters, but gave minor
improvements when documents were used as topics.

Stemming is another alternative to improving the
similarity scoring. This helps to reduce problems
with data sparseness by treating different forms of
the same word as topically equivalent. We found
that stemming the cache representations was very
useful when documents were treated as topics (0.2%
increase across window sizes), but detrimental when
larger topics were used (0.1–0.2% decrease across
window sizes). Therefore, we only use stemming
when documents are treated as topics.
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2.3 What’s in a Topic — Topic Granularity

We adapt a language model to the most relevant top-
ics in training text. But what is a topic? Tradition-
ally, document clusters are used for topics, where
some researchers use hand-crafted clusters (Trnka
et al., 2006; Lesher and Rinkus, 2001) and oth-
ers use automatic clustering (Florian and Yarowsky,
1999). However, other researchers such as Mahajan
et al. (1999) have used each individual document as
a topic. On the other end of the spectrum, we can
use whole corpora as topics when training on mul-
tiple corpora. We call this spectrum of topic defini-
tions topic granularity, where manual and automatic
document clusters are called medium-grained topic
modeling. When topics are individual documents,
we call the approach fine-grained topic modeling. In
fine-grained modeling, topics are very specific, such
as seasonal clothing in the workplace, compared to
a medium topic for clothing. When topics are whole
corpora, we call the approach coarse-grained topic
modeling. Coarse-grained topics model much more
high-level topics, such as research or news.

The results of testing on Switchboard across dif-
ferent topic granularities are showin in Table 1. The
in-domain test is trained on Switchboard only. Out-
of-domain training is performed using all other cor-
pora in our collection (a mix of spoken and writ-
ten language). Mixed-domain training combines the
two data sets. Medium-grained topics are only pre-
sented for in-domain training, as human-annotated
topics were only available for Switchboard. Stem-
ming was used for fine-grained topics, but similarity
score smoothing was not used due to lack of time.

The topic granularity experiment confirms our
earlier findings that topic modeling can significantly
improve keystroke savings. However, the variation
of granularity shows that the size of the topics has
a strong effect on keystroke savings. Human anno-
tated topics give the best results, though fine-grained
topic modeling gives similar results without the need
for annotation, making it applicable to training on
not just Switchboard but other corpora as well. The
coarse grained topic approach seems to be limited
to finding acceptable interpolation weights between
very similar and very dissimilar data, but is poor at
selecting the most relevant corpora from a collection
of very different corpora in the out-of-domain test.

Another problem may be that many of the corpora
are only homogeneous in style but not topic. We
would like to extend our work in topic granularity to
testing on other corpora in the future.

3 Future Work – Style and Combination

Topic modeling balances the similarity of the train-
ing data against the size by tuning a large training
set to the most topically relevant portions. However,
keystroke savings is not only affected by the topical
similarity of the training data, but also the stylistic
similarity. Therefore, we plan to also adapt models
to the style of text. Our success in adapting to the
topic of conversation leads us to believe that a sim-
ilar process may be applicable to style modeling —
splitting the model into style identification and style
application. Because we are primarily interested in
syntactic style, we will focus on part of speech as
the mechanism for realizing grammatical style. As
a pilot experiment, we compared a collection of our
technical writings on word prediction with a collec-
tion of our research emails on word prediction, find-
ing that we could observe traditional trends in the
POS ngram distributions (e.g., more pronouns and
phrasal verbs in emails). Therefore, we expect that
distributional similarity of POS tags will be useful
for style identification. We envision a single style s
affecting the likelihood of each part of speech p in a
POS ngram model like the one below:

P (w | w−1,w−2, s) =∑
p∈POS(w)

P (p | p−1, p−2, s) ∗ P (w | p)

In this reformulation of a POS ngram model, the
prior is conditioned on the style and the previous
couple tags. We will use the overall framework to
combine style identification and modeling:

Pstyle(w | h) =
∑

s∈styles

P (s | h) ∗ P (w | w−1, w−2, s)

The topical and stylistic adaptations can be com-
bined by adding topic modeling into the style model
shown above. The POS posterior probability P (w |
p) can be additionally conditioned on the topic of
discourse. Topic identification and the topic sum-
mation would be implemented consistently with the
standalone topic model. Also, the POS framework
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Model type In-domain Out-of-domain Mixed-domain
Trigram baseline 60.35% 53.88% 59.80%
Switchboard topics (medium grained) 61.48% (+1.12%) – –
Document as topic (fine grained) 61.42% (+1.07%) 54.90% (+1.02%) 61.17% (+1.37%)
Corpus as topic (coarse grained) – 52.63% (-1.25%) 60.62% (+0.82%)

Table 1: Keystroke savings across different granularity topics and training domains, tested on Switchboard. Improve-
ment over baseline is shown in parentheses. All differences from baseline are significant at p < 0.001

facilitates cache modeling in the posterior, allowing
direct adaptation to the current text, but with less
sparseness than other context-aware models.

4 Conclusions

We have created a topic adapted language model that
utilizes the full training data, but with focused tuning
on the most relevant portions. The inclusion of all
the training data as well as the usage of frequencies
addresses the problem of sparse data in an adaptive
model. We have demonstrated that topic modeling
can significantly increase keystroke savings for tra-
ditional testing as well as testing on text from other
domains. We have also addressed the problem of
annotated topics through fine-grained modeling and
found that it is also a significant improvement over a
baseline ngram model. We plan to extend this work
to build models that adapt to both topic and style.
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Abstract

This paper proposes a hierarchical text catego-
rization (TC) approach to encoding free-text
clinical notes with ICD-9-CM codes. Prelim-
inary experimental result on the 2007 Com-
putational Medicine Challenge data shows a
hierarchical TC system has achieved a micro-
averagedF1 value of 86.6, which is compara-
ble to the performance of state-of-the-art flat
classification systems.

1 Introduction

The task of assigning meaningful categories to free
text has attracted researchers in the Natural Lan-
guage Processing (NLP) and Information Retrieval
(IR) field for more than 10 years. However, it has
only recently emerged as a hot topic in the clinical
domain where categories to be assigned are orga-
nized in taxonomies which cover common medical
concepts and link them together in hierarchies. This
paper evaluates the effectiveness of adopting a hi-
erarchical text categorization approach to the 2007
Computational Medicine Challenge which aims to
assign appropriate ICD-9-CM codes to free text ra-
diology reports. (Pestian et al., 2007)

The ICD-9-CM1, which stands for International
Classification of Diseases, 9th Revision, Clinical
Modification, is an international standard which is
used for classifying common medical concepts, such
as diseases, symptoms and signs, by hospitals, insur-
ance companies, and other health organizations. The
2007 Computational Medicine Challenge was set in

1see http://www.cdc.gov/nchs/icd9.htm

a billing scenario in which hospitals claim reim-
bursement from health insurance companies based
on the ICD-9-CM codes assigned to each patient
case. The competition has successfully attracted 44
submissions with a mean micro-averagedF1 perfor-
mance of 76.70. (Pestian et al., 2007)

To the best of our knowledge, the systems re-
ported were all adopting a flat classification ap-
proach in which a dedicated classifier has been built
for every targeted ICD-9-CM code. Each classifier
makes a binary decision of True or False according
to whether or not a clinical note should be assigned
with the targeted ICD-9-CM code. An incoming
clinical note has to be tested against all the classi-
fiers before a final coding decision can be made. The
response time of a flat approach therefore grows lin-
early with the number of categories in the taxonomy.
Moreover, low-frequency ICD-9-CM codes suffer
the data imbalance problem in which positive train-
ing instances are overwhelmed by negative ones.

A hierarchical system takes into account relation-
ships among categories. Classifiers are assigned
to both leaf and internal nodes of a taxonomy and
training instances are distributed among these nodes.
When a test instance comes in, a coding decision is
made by generating all possible paths (start from the
root node of the taxonomy) where classifiers along
path return favorable decisions. In other words, a
node is visited only if the classifier assigned to its
parent returns a True decision. This strategy signif-
icantly reduces the average number of classifiers to
be used in the test stage when the taxonomy is very
large. (Liu et al., 2005; Yang et al., 2003)
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2 Related Works

Most top systems in the 2007 Computational
Medicine Challenge have benefited from incorpo-
rating domain knowledge of free-text clinical notes,
such as negation, synonymy, and hypernymy, ei-
ther as hand-crafted rules in a symbolic approach,
or as carefully engineered features in a machine-
learning component. (Goldstein et al., 2007; Farkas
and Szarvas, 2007; Crammer et al., 2007; Aronson
et al., 2007; Patrick et al., 2007)

Aronson et al. (2007) used a variant of National
Library of Medicine Medical Text Indexer (MTI)
which was originally developed for discovering
Medical Subject Headings (MeSH)2 terms for in-
dexing biomedical citations and articles. The output
of MTI was converted into ICD-9-CM codes by ap-
plying different approaches of mapping discovered
Unified Medical Language System (UMLS)3 con-
cepts into ICD-9-CM codes, such as using synonym
and built-in mapping relations in UMLS Metathe-
saurus. This approach can easily adapt to any sub-
domain of the UMLS Metathesaurus since it only
requires very little examples for tuning purposes.
However, MTI performed slightly behind an SVM
system with only bag-of-words features, which sug-
gests the difficulty of optimizing a general purpose
system without any statistical learning on the tar-
geted corpus. By stacking MTI, SVM, KNN and a
simple pattern matching system together, a finalF1

score of 85 was reported on the official test set.
Farkas and Szarvas (2007) automatically translate

definitions of the ICD-9-CM into rules of a sym-
bolic system. Decision tree was then used to model
the disagreement between the prediction of the sys-
tem and the gold-standard annotation of the training
data set. This has improved the performance of the
system to aF1 value of 89. Goldstein et al. (2007)
also reported that a rule-based system enhanced by
negation, synonymy, and uncertainty information,
has outperformed machine learning models which
only use n-gram features. The rules were manually
tuned for every ICD-9-CM code found in the chal-
lenge training data set and therefore suffer the scal-
ing up problem.

On the other hand, researchers tried to encode do-

2http://www.nlm.nih.gov/mesh/
3http://www.nlm.nih.gov/research/umls/

Total radiology records 1,954
Total tokens 51,940
Total ICD-9-Codes 45
Total code instances 2,423

Table 1: Statistics of the data set

main knowledge into machine learning systems by
developing more sophisticated feature types. Patrick
et al. (2007) developed a variety of new feature types
to model human coder’s expertise, such as negation
and code overlaps. Different combination of fea-
ture types were tested for each individual ICD-9-CM
code and the best combination was used in the final
system. Crammer et al. (2007) also used a rich fea-
ture set in their MIRA system which is an online
learning algorithm.

Figure 1: Distribution of ICD-9-CM codes in the chal-
lenge data set.

3 The Corpus

The corpus used in this study is the official data
set of the 2007 Computational Medicine Challenge.
The challenge corpus consists of 1,954 radiology re-
ports from the Cincinnati Children’s Hospital Med-
ical Center and was divided into a training set with
978 records, and a test set with 976 records. The
statistics of the corpus is shown in Table 1.

Each radiology record in the corpus has two sec-
tions: ‘Clinical History’ which is provided by an
ordering physician before a radiological procedure,
and ‘Impression’ which is reported by a radiologist
after the procedure. A typical radiology report is
shown below:
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786 
Symptoms involving respiratory system 

and other chest symptoms
(0/698)

786.0 
Dyspnea and respiratory abnormalities

(0/98)

786.1 
Stridor
(0/0)

786.2 
Cough

(529/529)

786.5 
Chest pain

(69/71)

786.05 
Shortness of breath

(6/6)

786.07 
Wheezing
(85/85)

786.09 
Other
(7/7)

786.59 
Other
(2/2)

Figure 2: A part of the ICD-9-CM taxonomy: the tree covers symptoms involving respiratory system and other chest
symptoms. There are two figures shown in each node: the first figure is the number of positive instances assigned to
the current node, and the next figure shows the number of all the instances in its subtree.

Clinical history

Persistent cough, no fever.

Impression

Retained secretions vs atelectasis in the
right lower lobe. No infiltrates to support
pneumonia

Three different institutions were invited to assign
ICD-9-CM codes to the corpus. The majority code
with at least two votes from the three annotators was
considered as the gold-standard code for the record.
Moreover, a clinical record can be assigned with
multiple ICD-9-CM codes at a time.

The general guideline of assigning ICD-9-CM
codes includes two important rules:

• If there is a definite diagnosis in text, the
diagnosis should be coded and all symptom
and sign codes should be ignored.

• If the diagnosis is undecided, or there is no
diagnosis found, the symptoms and signs
should be coded rather than the uncertain
diagnosis.

According to the guideline, the above radiology
record should be assigned with only a ‘Cough’ code

because ‘Atelectasis’ and ‘Pneumonia’ are not cer-
tain, and ‘Fever’ has been negated.

There are 45 ICD-9-CM codes found in the cor-
pus and their distribution is imbalanced. Figure 1
shows a pie chart of three types of the ICD-9-CM
codes found in the corpus and their accumulated cat-
egory frequencies. The 20 low-frequency (less than
10 occurrences) codes account for only 3% of the to-
tal code occurrence in the challenge data set. There
are 19 codes with a frequency between 10 and 100
and altogether they account for 34% total code oc-
currence. Finally, the most frequent six codes ac-
count for over 60% of total code instances.

4 Hierarchical Text Categorization
Framework

In a hierarchical text categorization system, cate-
gories are linked together and classifiers are as-
signed to each node in the taxonomy. In the training
stage, instances are distributed to their correspond-
ing nodes. For instance, Figure 2 shows a populated
subtree of ICD-9-CM code ‘786’ which covers con-
cepts involving respiratory system and other chest
symptoms. Nodes in grey box such as 786.2 and
786.5 are among 45 gold-standard codes found in
the challenge data set. Nodes in white box such as
786 and 786.0 are internal nodes which have non-
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empty subtrees. For instance, the numbers (0, 698)
of ‘786’ suggest that the node is assigned with zero
instances for training while there are 698 positive
instances assigned to nodes in its subtree. The node
‘786.1’ is in dotted box because there is no instance
assigned to it, nor any of its subtrees. In the ex-
periment, all nodes (such as ‘786.1’) with empty in-
stance in its subtree were removed from the training
and testing stage.

When training a classifier for a node A in the tree,
all the instances in the subtree rooted in the parent of
A become the only source of training instances. For
instance, code ‘786.0’ in Figure 2 uses all the 698 in-
stances rooted in node ‘786’ as the full training data
set. The 98 instances rooted in node ‘786.0’ itself
are the positive instances while the remaining 600
instances in the tree as the negative ones. This hier-
archical approach of distributing training instances
can reduce the size of training data set for most clas-
sifiers and minimize the data imbalance problem for
low-frequency codes in the taxonomy.

In the test stage, the system starts from the root of
the ICD-9-CM taxonomy and evaluates an incoming
clinical note against classifiers assigned to its chil-
dren nodes. The system will then visit every child
node which returns a positive classification result.
The process repeats recursively until a possible path
ends by reaching a node that returns a negative clas-
sification result. This strategy enables the sytem to
assign multiple codes to a clinical note by visiting
different paths in the ICD-9-CM taxonomy simulta-
neously.

5 Methods and Experiments

5.1 Experiment Settings

In this study, Support Vector Machines (SVM) was
used for both flat and hierarchical text categoriza-
tion. The LibSVM (Chang and Lin, 2001) package
was used with a linear kernel.

5.1.1 Hierarchical TC

A tree of ICD-9-CM taxonomy was constructed
by enquiring the UMLS Metathesaurus. During
each iteration of 10-fold cross-validation experi-
ment, the training instances were assigned to the
ICD-9-CM tree and all nodes assigned with zero
training instance in its subtree were removed from

the tree. This ended with an ICD-9-CM tree with
around 100 nodes for each training and test iteration.

Nodes in the tree were uniquely identified by
their concept id (CUI) found in the UMLS Metathe-
saurus. However, two ICD-9-CM codes (‘599.0’
and ‘V13.02’) were found to share the same CUI in
the UMLS Metathesaurus. As a result, 44 unique
UMLS CUIs were used as the gold-standard codes
in the experiment for the original 45 ICD-9-CM
codes.

In the test stage, the hierarchical system returns
the terminal nodes of the predicted path. Moreover,
if the terminal ends in an internal code which is not
one of the 44 gold-standard UMLS CUI found in the
training corpus, the system should ignore the whole
path.

5.1.2 Flat TC

In a flat text categorization setting, 44 classifiers
were created for each UMLS Metathesaurus CUI
found in the corpus. Each classifier makes a binary
decision of ‘Yes’ or ‘No’ to a clinical record accord-
ing to whether or not it should be assigned with the
current code.

5.2 Preprocessing

The corpus was first submitted to the GENIA tag-
ger (Tsuruoka et al., 2005) for part-of-speech tag-
ging and shallow syntactic analysis. The result was
used by the negation finding module and all the iden-
tified negated terms were removed from the corpus.
The cleaned text was used by the MetaMap (Aron-
son, 2001) for identifying possible medical concepts
in text. The MetaMap software is configured to re-
turn only concepts of ICD-9-CM and SNOMED CT
which is another comprehensive medical ontology
widely used for mapping concepts in free-text clini-
cal notes.

5.3 Evaluation

The main evaluation metric used in the experiment
is the micro-averagedF1 which is defined as the har-
monic mean betweenPrecision andRecall:

F1 =
2 × Precision × Recall

Precision + Recall

where
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Precision =

∑
i
TP (Codei)∑

i
TP (Codei) +

∑
i
FP (Codei)

Recall =

∑
i
TP (Codei)∑

i
TP (Codei) +

∑
i
FN(Codei)

In the above equation,TP (Codei), FP (Codei),
and FN(Codei) are the numbers of true posi-
tives, false positives, and false negatvies for theith
code. The micro-averagedF1 considers every sin-
gle coding decision equally important and is there-
fore dominant by the performance on frequent codes
in data. Moreover, a hierarchical micro-averaged
F

(hierarchical)
1 is also introduced by adding all an-

cestors of the current gold-standard code into cal-
culation. TheF (hierarchical)

1 value helps to evaluate
how accurate a system predicts in terms of the gold-
standard path in the ICD-9-CM tree.

5.4 Features

The feature set is descibed in Table 2.

• Bag-of-words

Both unigram (F1) and bigram (F2) were used.

• Negation and Bag-of-concepts

An algorithm similar to NegEx (Chapman et
al., 2001) was used to find negations in text.
A small set of 35 negation keywords, such as
‘no’, ‘without’, and ‘no further’, was compiled
to trigger the finding of the negated phrases
in text based on the shallow syntactic analy-
sis returned by GENIA tagger. After removing
negated phrases in text, MetaMap was used to
find medical concepts in text as new features in
a bag-of-concepts manner (F3 and F4).

Different combination of feature types (F5, F6,
and F7) were also used in the experiment. Infor-
mation gain was used to rank the features and the
feature cut-off threshold was set to 4, 000.

6 Result and Discussion

The 10-fold cross-validation technique was used in
the experiments. The 1,954 radiology reports were
randomly divided into ten folds. In each iteration of
the experiment, one fold of data was used as the test
set and the other nine folds as the training set.

The experimental results are shown in Table 2.
The flat TC system has achieved higherF1 scores
than a hierarchical TC system in all experimental
settings. However, paired t-test suggests the differ-
ences are not statistically significant at a (p < 0.05)
level in most cases. This suggests the potential of
adopting a hierarchical TC approach in the task. The
effectiveness of the system is not sacrificed while the
system now has the potential to scale up to much
larger problems.

Similarly, the hierarchical TC system has better
F hierarchical

1 scores than the flat TC system while
this difference is still not statistically significant at
a (p < 0.05) level in most cases. This is partly
due to the current strategy of not allowing unknown
ICD-9-CM codes to be assigned in the system. As a
result, many originally predicted internal nodes were
removed in a hierarchical TC system.

Both the flat and hierarchical systems using bag-
of-words feature set F1 have achieved aF1 score
above 0.85. Adding bigram features into F2 has
shown minimum impact on the performance of both
systems. Using a bag-of-concepts strategy in F3
and F4 has lowered the performance of the system.
However, adding F3 and F4 into bag-of-words fea-
ture set has improved the performance of both sys-
tems. Finally, the best performance were reported
on using feature set F5 which combines unigram and
ICD-9-CM concepts returned by MetaMap software
on the preprocessed text where negated terms were
removed.

7 Conclusion and Future Work

Compared to a flat classification approach, a hier-
archical framework is able to exploit relationships
among categories to be assigned and easily adapts
to much larger text categorization problems where
real-time response is needed. This study has pro-
posed a hierarchical text categorization approach to
the task of encoding clinical notes with ICD-9-CM
codes. The preliminary experiment shows that a hi-
erarchical text categorization system has achieved a
performance comparable to other state-of-the-art flat
classification systems.

Future work includes developing more sophisti-
cated features, such as synonym and phrase-level
paraphrasing and entailment, to encode the knowl-

71



Feature Description Flat TC Hierarchical TC

F1 F
(hierarchical)
1 F1 F

(hierarchical)
1

F1 Unigram 85.90± 2.00 89.50± 1.51 85.52± 1.30 90.49± 1.13
F2 Unigram, Bigram 85.99± 2.17 89.65± 1.70 85.27± 1.32 90.69± 1.20
F3 ICD-9-CM concepts

on no negation text
81.96± 1.44 85.39± 1.47 81.45± 1.79 86.89± 1.65

F4 SNOMED CT con-
cepts on no negation
text

84.97± 1.55 89.00± 1.04 84.77± 1.04 89.82± 0.97

F5 F1 + F3 87.09± 1.70 90.26± 1.33 86.58± 1.30 91.08± 0.95
F6 F1 + F4 86.56± 1.69 89.99± 1.34 86.10± 1.80 90.70± 1.58
F7 F1 + F3 + F4 86.83± 1.34 90.23± 1.17 86.57± 1.28 91.06± 1.10

Table 2: 10-fold cross-validation experimental results

edge of human experts. How to manage a rich fea-
ture set in a hierarchical TC setting would be another
big challenge. Moreover, this work did not use any
thresholding tuning technique in the training stage.
Therefore, a thorough study on the effectiveness of
threshold tuning in the task is required.
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