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Abstract
The multimodal ambiguity of text-embedded
images (memes), particularly those pertain-
ing to marginalized communities, presents a
significant challenge for natural language and
vision processing. The subtle interaction be-
tween text, image, and cultural context makes
it challenging to develop robust moderation
tools. This paper tackles this challenge across
four key tasks: (A) Hate Speech Detection, (B)
Hate Target Classification, (C) Topical Stance
Classification, and (D) Intended Humor De-
tection. We demonstrate that the nuances of
these tasks demand a departure from a ‘one-
size-fits-all’ approach. Our central contribu-
tion is a task-specific methodology, where we
align model architecture with the specific chal-
lenges of each task, all built upon a common
CLIP-ViT backbone. Our results illustrate the
strong performance of this task-specific ap-
proach, with multiple architectures excelling at
each task. For Hate Speech Detection (Task A),
the Co-Attention Ensemble model achieved a
top F1-score of 0.7929; for Hate Target Clas-
sification (Task B), our Hierarchical Cross-
Attention Transformer achieved an F1-score of
0.5777; and for Stance (Task C) and Humor De-
tection (Task D), our Two-Stage Multiplicative
Fusion Framework yielded leading F1-scores
of 0.6070 and 0.7529, respectively. Beyond
raw results, we also provide detailed error anal-
yses, including confusion matrices, to reveal
weaknesses driven by multimodal ambiguity
and class imbalance. Ultimately, this work pro-
vides a blueprint for the community, establish-
ing that optimal performance in multimodal
analysis is achieved not by a single superior
model, but through the customized design of
specialized solutions, supported by empirical
validation of key methodological choices.

1 Introduction

Social media has significantly influenced pub-
lic discourse, with text-embedded images, or

memes, now serving as a dominant means for de-
bate, specifically addressing the surrounding so-
cial movements and marginalized communities
(Burbi et al., 2023; Thapa et al., 2024a). These
multimodal artifacts reflect a broad spectrum of
messages, from solidarity and support to targeted
persecution and hate (Kumar and Pranesh, 2021).
This dynamic is particularly evident in content rel-
evant to the LGBTQ+ community, where memes
appear as intricate instruments of in-group humor,
political commentary, and nefarious attack, often
simultaneously (Arcila-Calderón et al., 2021).

The multimodal ambiguity of these artifacts is
the key challenge for automated analysis. The
meaning of a meme is often inferred from a subtle
interaction between its visual and textual compo-
nents, necessitating a thorough understanding of
cultural and contextual differences to interpret ac-
curately (Kiela et al., 2020). Consequently, the
line between satire and genuine offense becomes
perilously unclear, presenting a substantial bar-
rier for content moderation systems (Chavez and
Prado, 2023; Naseem et al., 2025). This ambi-
guity highlights the constraints of simple binary
classifications (e.g., hate/no hate), which fail to
capture the multifaceted traits of the expression
(Carvalho et al., 2024). An extensive study is there-
fore paramount to evaluate the entire communica-
tive act, including its intended humor, intended
targets, and overall stance.

To address this challenge, and as part of
the Shared Task on Multimodal Hate, Humor,
and Stance Detection in Marginalized Move-
ment@CASE2025 (Thapa et al., 2025), this paper
presents a fine-grained, multi-task framework for
the in-depth analysis of memes from the PrideMM
dataset (Shah et al., 2024) related to marginal-
ized communities, held at the 8th Workshop on
Challenges and Applications of Automated Ex-
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traction of Socio-political Events (CASE 2025)
(Hürriyetoğlu et al., 2025). Our framework con-
currently addresses the four different but interre-
lated sub-tasks as defined by the task organizers:
(A) Hate Speech Detection, (B) Hate Target Clas-
sification, (C) Topical Stance Classification, and
(D) Intended Humor Detection. By tackling these
aspects simultaneously, our work transcends be-
yond simplistic labels to offer a more enhanced
and pertinent model of online multimodal com-
munication. This research not only advances a
robust system for a critical shared task but also
contributes to the overarching goal of developing
more accessible and efficient AI for comprehend-
ing the intricate nature of human expression online.
Our tailored approach proved highly effective, se-
curing a top-three finish in the nuanced challenge
of Intended Humor Detection (Subtask D), which
required identifying not just humor but also satire
and sarcasm, while achieving competitive perfor-
mance across all sub-tasks.

2 Related works

The task of automatically recognizing hate speech
has progressed significantly, with research shifting
from purely textual analysis (Rauniyar et al., 2023;
Thapa et al., 2024b, 2023b; Jafri et al., 2024, 2023)
to the more complicated domain of multimodal
content (Baltrušaitis et al., 2018), a field encom-
passing a wide range of applications and challenges
(Parihar et al., 2021). The growth of memes, where
meaning originates through a synthetic and often
non-literal interaction of image and text, has pro-
duced many text-only models that were inadequate.
Kiela et al. (2020) introduced the Hateful Meme
Challenge, highlighting a significant turning point
for the field. It presented a carefully assembled
dataset where innocuous images or text could be-
come hateful when paired together, showing that
models must engage in true multimodal thinking to
succeed. This spawned the development of higher-
level architectures aimed at integrating the data
across various modalities. Researchers have stud-
ied numerous fusion approaches, from basic fea-
ture concatenation to more intricate co-attention ap-
proaches and dedicated fusion models like Meme-
Fier (Koutlis et al., 2023), which uses a dual-stage
technique to align and fuse the visual and textual
elements.

Concurrent with the initiatives to enhance de-
tection accuracy, substantial research inspiration

has focused on achieving a detailed understanding
of harmful content. Researchers began to work
on finding who is being targeted after realizing
that recognizing binary hate/no-hate classification
alone is not sufficient. This spurred the devel-
opment of datasets with multi-aspect annotations
(Thapa et al., 2024c, 2023a), which not just iden-
tify the presence of hate but also its particular tar-
get attributes, such as religion, gender, or origin
(Ousidhoum et al., 2019) and even whether the hate
is directed or undirected (Bhandari et al., 2023).
This has been further refined by more recent bench-
marks such as the THOS dataset (Almohaimeed
et al., 2023) by offering hierarchical labels that
differentiate between general hate concerns and
specific targets. This fine-grained approach also
extends to stance detection, which analyzes an au-
thor’s viewpoint (e.g., support, oppose) towards a
specific topic or entity. This has been successfully
employed in the analysis of discourse around social
movements such as Black Lives Matter (Kumar
and Pranesh, 2021), providing a strong method-
ological foundation for our subtask of classifying
stance towards the LGBTQ+ community.

Perhaps the most subtle challenge lies in inter-
preting humor and satire, which can be used to
deliver offensive messages while maintaining plau-
sible deniability. Humor is a multifaceted social
phenomenon; it can act as a key means for in-
group solidarity and resilience within marginalized
communities (Baker et al., 2020; Shiwakoti et al.,
2024); however, it can also be used to regular-
ize prejudice and mock hate victims (Chavez and
Prado, 2023). This underlying ambiguity makes it
a tremendous problem for computational systems.
In response, dedicated shared tasks and datasets
like MAMI (Qu et al., 2022; Hee et al., 2023) have
been developed to offer a research platform for the
multimodal analysis of memes, with distinguished
tracks for identifying humor, sarcasm, and offence.
Our work directly complements this effort by treat-
ing Humor Detection as a distinct analytical di-
mension, enabling us to distinguish comedic intent
from hateful expression and authorial stance. By
incorporating research threads such as multimodal
hate detection, fine-grained target and stance analy-
sis, and humor detection, our project aims to create
a comprehensive framework for analyzing nuanced
online content relevant to the LGBTQ+ commu-
nity.
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3 Dataset and Task

Our experiments were conducted on the PrideMM
dataset (Shah et al., 2024), which was provided by
the shared task organizers for this challenge. The
task includes 4 different subtasks: Sub-Task A: De-
tection of Hate Speech, Sub-Task B: Classifying
the Target of Hate Speech, Sub-Task C: Classifica-
tion of Topical Stance, and Sub-Task D: Detection
of Intended Humor.

3.1 Sub-Task A
This subtask is a binary classification focused on
identifying hate speech. The goal is to distin-
guish between the content that contains hate and
the content that does not contain hate. The pro-
vided dataset consists of 4,050 training samples
with 1,985 samples of ‘Hate’ and 2,065 samples
of ‘NO Hate.’ The number of validation samples
is 506, and the number of test samples is 507.

3.2 Sub-Task B
This sub-task B focuses on classifying the target
of content among ‘Community’, ‘Individual’, ‘Or-
ganisation’, and ‘Undirected’. The training dataset
consists of 1,385 samples, with ‘Community’ be-
ing the most frequent category with 931 instances,
while the least frequent, ‘Individual‘, has 199 in-
stances. The dataset also consists of 248 validation
samples and 249 test samples.

3.3 Sub-Task C
This sub-task C involves multi-class classification
to determine the stance towards the given target
with three labels: ‘Support’, ‘Oppose’, and ‘Neu-
tral’. The dataset consists of 4,050 training sam-
ples, with the majority, 1,527 samples, being ‘sup-
port’ labels. The dataset also contains 506 valida-
tion samples and 507 test samples.

3.4 Sub-Task D
The last sub-task D is also a binary classification
to identify the presence of Humor. The dataset
consists of 4,050 training samples with 2,737 sam-
ples of ‘Humor’ and 1,313 samples of ‘no Humor’
labels. The validation sample and test sample is
consistent with sub-task A and C, containing 506
and 507, respectively.

4 Methodology

Our methodology is built on task-specific adapta-
tion. Recognizing the subtle challenges of hate

Subtask Class Train Eval Test

A
Hate 1,985 248

507
No Hate 2,065 258

B

Individual 199 25

249
Community 931 116
Organization 238 30
Undirected 617 77

C
Support 1,527 191

507Oppose 1,357 169
Neutral 1,166 146

D
Humor 2,737 342

507
No Humor 1,313 164

Table 1: Summary of Dataset Statistics

speech, target identification, stance, and humor
detection are not amenable to a comprehensive
technique; therefore, we developed and analyzed a
suite of tailored systems. This section details the
architectures, fusion mechanisms, and advanced
training protocols that yielded the model that per-
formed best for each task.

4.1 Common Setup

Our systems are built upon the Contrastive Lan-
guage–Image Pre-training (CLIP) family of models
(Radford et al., 2021), with openai/clip-vit-large-
patch14 as our primary model. At the same time,
our comparative experiments for Subtask C also
included the laion/CLIP-ViT-L-14-DataComp.XL-
s13B-b90K model to assess scaling effects. The
dataset presents several challenges, including a
moderate class imbalance, which we mitigated by
employing balanced class weighting within the
cross-entropy loss function. Furthermore, we used
a strong data augmentation strategy including Ran-
dom Resized Crop (RRC) (from TorchVision) and
RandAugment (Cubuk et al., 2019) to improve
model invariance and dynamically handled any
corrupt image files to maintain training stability.
To ensure reproducibility, all single-model experi-
ments used a fixed random seed of 42, while our
ensemble for Subtask A used five unique fixed
seeds.

4.2 Task-Specific Architectures

Our central hypothesis was that each subtask de-
mands a unique modeling of the image-text inter-
action. For the high-variance task of Hate Speech
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(A), we reasoned that an ensemble would be most
effective at reducing prediction variance. For fine-
grained Target Classification (B), a hierarchical
attention model was developed to learn direct links
between textual tokens and visual regions. In our
initial experiments for Subtask B, we tested a sim-
pler baseline using direct feature concatenation of
the image and text embeddings. This approach
yielded a significantly lower F1-score (0.5506 on
the validation set), confirming our hypothesis that
an explicit cross-attention mechanism is essential
for grounding textual targets within the visual con-
text. For Stance and Humor (C, D), which of-
ten depend on conditional interactions, we em-
ployed a multiplicative fusion framework to ex-
plicitly model this non-linear dynamic. We detail
these three core architectures below.

Ensemble of Transformer-based Fusion Mod-
els (Subtask A): This architecture operates on
pre-computed 768-dimensional CLIP features. For
each meme, the image and text vectors are concate-
nated and processed by a four-layer, eight-head
Transformer encoder. The final prediction is a ro-
bust average of the softmax probabilities from an
ensemble of size 5, a variance-reduction technique
analyzed by Andrew and Gao (2007). We chose
this approach because hate speech detection is a
high-variance task where subtle cues can signifi-
cantly alter the classification. Ensembling helps
in stabilized predictions and decrease the risk of
overfitting to erroneous correlations in the training
data.

Hierarchical Cross-Attention Transformer
(Subtask B): This end-to-end architecture
refines 768-dimensional image and text features
in parallel using separate 2-layer Transformer en-
coders. A cross-attention mechanism then allows
the textual representation to contextually query
the visual representation. This contextualized
text feature is then concatenated with the original
refined text feature for final classification. This
architecture is particularly designed for target
classification as it enables the model to ground
textual targets (such as ‘individual’, ‘community’)
in the visual content of meme, which is critical for
accurate identification.

Two-Stage Multiplicative Fusion Framework
(Subtasks C & D): Inspired by the MemeCLIP
approach (Shah et al., 2024), this framework first
projects the 768-dimensional CLIP features into a

1024-dimensional space. These projected features
are then refined using lightweight adapter modules,
and their interaction is modeled through element-
wise multiplication.This approach works well for
the tasks like stance and humor detection, as these
tasks often rely on subjective and non-linear inter-
actions between the text and image. These intricate
relationships are better captured by multiplicative
fusion than by simpler additive or concatenative
techniques.

Our training protocol was defined by three core
techniques, with final hyperparameters Table 2 se-
lected from a limited random search of approxi-
mately 20 trials. The empirical impact of these
techniques on the validation set is shown in Ta-
ble 3.

Two-Stage Fine-Tuning: This protocol was crit-
ical for the stability of our end-to-end models. In
Stage 1, we froze the CLIP backbone and trained
only the task-specific modules for 5–8 epochs. In
Stage 2, we performed a gentle, end-to-end fine-
tuning, unfreezing the final 2 layers of the CLIP
encoders for up to 20 additional epochs with early
stopping. This approach yielded a +2.58 F1 point
gain over a frozen-backbone baseline on Subtask C.
This two-stage protocol is critical for preventing
‘catastrophic forgetting’, where end-to-end fine-
tuning can degrade the powerful, general-purpose
features of the pre-trained CLIP backbone. By first
training only the task-specific modules, we anchor
the model in the correct feature space before gently
refining the entire architecture.

Advanced Regularization and Initialization:
A cornerstone of our framework for Subtasks C
and D was Semantic-Aware Initialization (SAI), a
technique where a Cosine Classifier’s weights are
seeded using CLIP-encoded embeddings of class-
descriptive prompts (e.g., “a meme expressing a
‘support’ stance”), which consistently provided
faster, more stable convergence. We also explored
Stochastic Weight Averaging (SWA) (Izmailov
et al., 2019) on multiple subtasks. For Subtask C,
it was integral to the training process, though the
final checkpoint selected was the standard (non-
averaged) model which achieved the highest valida-
tion score. We note that while SWA provided a per-
formance lift on some tasks, our task-specific ‘Hi-
erarchical Cross-Attention Transformer’ for Sub-
task B ultimately outperformed our SWA-enhanced
baselines on the validation set, suggesting that
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Subtask System Architecture Learning Rate (Head / Backbone) Batch Size (Effective) Weight Decay

A Co-Attention Ensemble 2e-4 / —1 1024 0.1
B Hierarchical Cross-Attention Transformer 2e-5 / 2e-6 64 0.1
C Two-Stage Multiplicative Fusion 2e-5 / 1e-8 16 1e-2
D Two-Stage Multiplicative Fusion 1e-4 / 1e-6 32 1e-2

Table 2: Key Hyperparameters for Our Best-Performing Models. 1 indicates that the model was not fine-tuned.

Technique Comparison Subtask ∆F1 (pts) Purpose

Two-Stage Fine-Tuning vs. a Frozen Back-
bone

C (Stance) +2.58 Improves training stability

Two-Stage Fine-Tuning with SWA vs.
without SWA

C (Stance) +0.47 Smooths the optimization landscape

Ensemble of size 5 vs. the Best Single
Model

A (Hate Speech) +0.41 Reduces prediction variance

Table 3: Empirical Validation of Key Methodological Choices (on the Official Validation Set).

for this specific task, architectural innovation was
more impactful than optimization smoothing. All
end-to-end models employed Automatic Mixed-
Precision (AMP) via torch.cuda.amp to ac-
celerate training.

4.3 Implementation

All experiments were run on Google Colabora-
tory with a single NVIDIA T4 GPU. Automatic
Mixed Precision (AMP) via torch.cuda.amp
was used in all training runs to reduce mem-
ory usage and speed up convergence. To ensure
full reproducibility and to facilitate future re-
search, we publicly release our implementation,
including code, training scripts, and the final
model weights: https://github.com/SUJAL390/
CASE-2025-Multimodal-Meme-Analysis.

5 Result and Discussion

Our comprehensive analysis across all four sub-
tasks, shown in Table 4 illustrates that achieving
optimal performance is accomplished by integrat-
ing specialized approaches with the unique de-
mands of each task rather than depending on a
single, universal model.Presenting the superiority
of model aggregation for robust classification, a co-
attention ensemble proved to be most effective for
hate speech detection (subtask A), achieving a final
test F1 score of 0.7929. On the other hand, the fine-
grained challenge of Target Classification (Sub-
task B) was best addressed by architectural innova-
tion, with the Hierarchical Cross-Attention Trans-
former achieving the highest F1 score of 0.5777.
For Stance and Humor Detection (Subtasks C and

D), superior results were achieved via advanced
optimization, with Two-Stage Fine-Tuning tech-
niques achieving the leading F1 scores of 0.6070
and 0.7529, respectively, highlighting the impor-
tance of methodical adaptation of large pre-trained
models.

6 Error Analysis

The confusion matrix, presented in Figure 1, shows
both the true and predicted labels, implying that our
model shows a relatively balanced performance be-
tween the classes rather than a strong bias towards
one. The critical errors are the 45 instances where
‘Hate’ was mislabelled as ‘No Hate’ in sub-task
A. Since our training dataset is well-balanced, this
issue does not trigger from data prevalence. In-
stead, the errors are likely to originate from the
‘multimodal ambiguity’ central to our paper, where
complex irony or satire masks the content’s true
hateful intent from the model.

In sub-task B, our model is assigned with
the challenge of categorizing targets from text-
embedded images into four labels: ‘Individual’,
‘Community’, ‘Organization’, and ‘Undirected.’
Analysis of the confusion matrix in Figure 1 shows
that our model has difficulties in identifying ‘Undi-
rected’ targets, which are commonly misclassified
as ‘Community’ (35 instances). The observed chal-
lenges in the model’s performance, especially in
differentiating between these two classes, can be
the cause of a significant imbalance in the training
dataset, as shown in Table 1.

For this sub-task C, the model is assigned to clas-
sify the stance as ‘Neutral’, ‘Support’, or ‘Oppose’.

https://github.com/SUJAL390/CASE-2025-Multimodal-Meme-Analysis
https://github.com/SUJAL390/CASE-2025-Multimodal-Meme-Analysis
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Subtask System Architecture Accuracy Precision Recall F1 Score Rank

A Ensemble of Transformer-based Fusion Models 0.7929 0.7933 0.7932 0.7929 7

B Hierarchical Cross-Attention Transformer 0.5823 0.5666 0.5922 0.5777 5

C Two-Stage Multiplicative Fusion 0.6114 0.6218 0.6125 0.6070 6

D Two-Stage Multiplicative Fusion 0.7791 0.7491 0.7578 0.7529 3

Table 4: Official performance of our final systems on the blind test set. For each subtask, the rank is determined by
the F1 score (bold). All scores are as reported by the task organizers.

Subtask A Subtask B Subtask C Subtask D

Figure 1: Confusion matrices of Subtasks A, B, C, and D on the evaluation set

The confusion matrix in Figure 1 indicates that the
model most significantly struggles with the ‘Neu-
tral’ class, often mislabelling it as ‘Oppose’ (31
instances). Moreover, a high degree of confusion
exists between the ‘Support’ and ‘Oppose’ cate-
gories (29 misclassifications). This pattern high-
lights the challenge of assessing subjective content.
The error implies that the model fails to properly
comprehend sarcasm or nuanced political commen-
tary, where the literal text and image may not align
with the author’s actual stance.

In the sub-task D, our aim is to perform a bi-
nary classification of ‘No Humor’ and ‘Humor’.
The confusion matrix in Figure 1 indicates that our
model performs exceptionally well in recognizing
‘Humor’ (285 True Positives) but is significantly
less accurate when dealing with ‘No Humor’ con-
tent (52 False Positives). The apparent bias towards
recognizing humor forms in the model may arise
from the substantial number of Humor-labelled
texts in the training dataset, which includes more
than twice as many samples as the ‘No Humor’
class (2,737 vs. 1,313). Since both the training and
evaluation datasets are utilized to train the model,
the model may develop bias, affecting its accuracy
when handling the non-humorous speeches.

7 Conclusion

This research challenges the notion of a universal
model for multimodal NLP. Through a rigorous,

task-by-task analysis, we have demonstrated that
optimal performance is not a matter of finding a
single, superior architecture but of meticulously
aligning specialized models with the unique de-
mands of each task.

Our findings offer a clear blueprint for re-
searchers: ensemble models provide the necessary
stability for high-variance tasks like hate speech de-
tection; hierarchical attention is crucial for ground-
ing fine-grained targets; and multiplicative fusion
with semantic initializations best suited for sub-
jective interpretation tasks like stance and humor.
By advocating for this paradigm shift away from
a ‘one-size-fits-all’ approach, our work establishes
that the future of high-performance, responsible
NLP lies in the customized design of tailored solu-
tions that achieve a state of task-model resonance.

8 Limitations

The underlying dataset and model design impose
limitations on our shared-task submission. First,
significant class imbalance and the subjectivity in-
trinsic in categorizing nuanced phenomena (humor,
stance, hate) introduce noise that can be skewed to-
wards dominant classes, limiting generalization to
out-of-domain datasets and different cultural or lin-
guistic contexts, as our training is based on a static
snapshot of online discourse. Second, our sys-
tems may struggle with emerging meme templates
and novel cultural references, or non-Western con-
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texts which challenges the static models. Third,
our top-performing ensemble architecture, while
effective, is computationally expensive and diffi-
cult to interpret, limiting its deployability without
further model compression or knowledge distilla-
tion. Eliminating these issues via improved sam-
pling strategies, multilingual foundation models,
and continuous learning pipelines will be critical
for robust,equitable and sustainable performance.

Ethics Statement

This work follows the ACL Ethics Policy, using an
anonymized dataset to develop models for detect-
ing harmful content. While aiming to create safer
online spaces, we acknowledge the potential for
misuse in surveillance or censorship. To mitigate
this, we have implemented fairness checks, recom-
mend human-in-the-loop oversight for deployment,
and advocate for transparent documentation and
community engagement.
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Thos: A benchmark dataset for targeted hate and
offensive speech. arXiv preprint arXiv:2311.06446.

Galen Andrew and Jianfeng Gao. 2007. Scalable train-
ing of L1-regularized log-linear models. In Pro-
ceedings of the 24th International Conference on
Machine Learning, pages 33–40.

Carlos Arcila-Calderón, Javier J Amores, Patricia
Sánchez-Holgado, and David Blanco-Herrero. 2021.
Using shallow and deep learning to automatically de-
tect hate motivated by gender and sexual orientation
on twitter in spanish. Multimodal technologies and
interaction, 5(10):63.

James E Baker, Kelly A Clancy, and Benjamin Clancy.
2020. Putin as gay icon? memes as a tactic in rus-
sian lgbt+ activism. LGBTQ+ activism in Central
and Eastern Europe: Resistance, representation and
identity, pages 209–233.
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