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Natural Language Processing vs Large Language Models: 

this is the end of the world as we know it, and I feel fine 
 

 

Abstract 

As practitioners in the field of Natural Lan-

guage Processing (NLP), we have had the 

unique vantage point of witnessing the evo-

lutionary strides leading to the emergence 

of Large Language Models (LLMs) over 

the past decades. This perspective allows us 

to contextualise the current enthusiasm sur-

rounding LLMs, especially following the 

introduction of "General Purpose" Lan-

guage Models and the widespread adoption 

of conversational chatbots built on their 

frameworks. At the same time, we have ob-

served the remarkable capabilities of zero-

shot systems powered by LLMs in extract-

ing structured information from text, out-

performing previous iterations of language 

models. 

In this paper, we contend that that the hype 

around “conversational AI” is both a revo-

lution and an epiphenomenon for NLP, par-

ticularly in the domain of information ex-

traction from text. By adopting a measured 

approach to the recent technological ad-

vancements in Artificial Intelligence that 

are reshaping NLP, and by utilising Auto-

mated Socio-Political Event Extraction 

from text as a case study, this commentary 

seeks to offer insights into the ongoing 

trends and future directions in the field. 

1 WHAT – the significance of the 

“ChatGPT revolution” on NLP 

To start this commentary in the context of a re-

nowned workshop on Automatic Event Extraction 

from Text, let’s ask ourselves a rather philosophical 

question: what distinguishes a socio-political event 

of rather anecdotic importance (e.g. “Donald 

Trump tweeted he is unhappy about XYZ”) from 

an event that is most likely to mark history (e.g. 

“WHO Declares COVID-19 a Pandemic and calls 

to act in consequence”)? Natural Language Pro-

cessing (NLP), our area of research, is unlikely to 

provide a scientific answer to this question, so I 

would rather propose an empirical one, a twofold 

method for measuring the historical significance of 

a socio-political event. Firstly, it is interesting to 

observe that individual people witnessing events 

that make history have very accurate personal 

memories of what they were doing when it hap-

pened. For example, people born in the 1950’s or 

earlier, when being asked what asked they did on 

20 July 1969, when Apollo 11 landed on the moon, 

often provide a precise narrative about their activi-

ties, even decades after the fact. There is a second 

method to recognise key events: they render obso-

lete almost immediately common beliefs and 

thoughts that held authority before them. For ex-

ample, the permanence of USSR as a political en-

tity could have been considered as obvious for most 

of its citizens … until the collapse of the Berlin 

Wall, and subsequently of the PCUS regime a cou-

ple of years later. 

I am always reluctant to use the expression 

“ChatGPT revolution” to designate the hype that 

followed, in the fall/winter 2022-2023, the launch 

of OpenAI’s conversational AI Chatbot powered 

by the GPT3.5 Large Language Model. After all, 

Generative Pretrained Transformer (GPT) Models 

are the fruit of a decades-long continuum of tech-

nical evolution, from Support Vector Machines to 

Deep Learning, from early efforts to perform sta-

tistical machine translation to massive training of 

general-purpose language models (Johri et al., 

2021). If we look at the performance of NLP appli-

cations we, experts, must acknowledge that the 

turning point has probably occurred several years 

earlier, with the discovery of the Transformer ar-

chitecture, unlocking the efficiency of machine 

learning models for natural language understand-

ing, thanks to the mechanism of attention (Vaswani 

et al., 2017). But for the general public, the 
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“revolution” has happened when such transformers 

became conversational. I must admit that when I 

saw GPT 2.0 generating fake research paper re-

views (or even fake papers) (Bartoli & Medvet, 

2020), I was not overly impressed. In my view, nat-

ural language understanding was where societally 

relevant use cases resided, not in the generation of 

ersatz human texts. 

I dismissed generative LLMs, seeing them as use-

less stochastic parrots (Bender et al., 2021)… and 

the entire world proved me wrong. Of course, it is 

the nature of a hype is to feed itself. And the im-

pressive uptake of ChatGPT1 can be explained by 

cultural factors, rather than by its technical inno-

vation: the myth of the talking machine, from Me-

dieval tales of the Brazen Head to “2001: a space 

Odyssey” … But this is not my point. Let’s simply 

take note that the advent of LLMs matches our 

twofold criteria and therefore qualifies as a “sig-

nificant” historical event. Firstly because, if you 

ask colleagues and friends, most will be able to tell 

how they encountered for the first time an LLM-

powered Chatbot (often, without knowing it was 

LLM-powered). Personally, I recall precisely the 

circumstances in which my hierarchical superior 

explained me (gently, but firmly) that, as the Head 

of a Text Mining Competence Centre, I could not 

ignore the advent of conversational AI, “as a mat-

ter of existential threat to my research team”. And 

secondly because it made obsolete many wide-

spread claims about AI and Language Technolo-

gies. Take for example the widely cited and semi-

nal paper in our area of interest, from 2016 and ti-

tled “Growing pains for global monitoring of soci-

etal events” (Wang et al., 2016) : it claims – right-

fully, then – “the text-processing systems used in 

event coding are still similar to ones developed 

more than 20 years ago”. Could we say this about 

our event extraction systems in 2025? I do not 

think so. 

2 SO WHAT – LLMs as “game chang-

ers” for NLP 

In this context, we may wonder: are LLMs truly 

game changers for Natural Language Processing in 

general, and for Automated Event Extraction from 

text in particular? An abundant literature suggests 

so, which corroborates the intuitions shared in the 

previous section (Cronin, 2024; Törnberg, 2023; 
 

1 ChatGPT reached 100 million users in two month, while it 

took Instagram two years to reach this symbolic step (Deng 
et al., 2023) 

Yang et al., 2024). Let’s reflect further, from an 

NLP practitioner’s perspective, on the implications 

of General-Purpose LLMs for Automated Event 

Extraction. 

At first glance, one may claim we are reaching “the 

end of history” (Chernyavskiy et al., 2021) for 

NLP… after all, LLMs act as remarkably versatile 

zero-shot machine learning models, being able to 

extract almost any relevant information from a 

piece of text, relying on almost human-level of text 

understanding in hundreds of natural languages, 

and on a “world model” derived from their training 

on a significant share of all human knowledge ever 

produced (in the form of millions of books, ency-

clopaedias, scientific articles, websites, conversa-

tions, blogs, etc.). So, “game over” for NLP scien-

tists, let’s all retrain as “prompt engineers” by prac-

ticing the art of asking the right question to General 

Purpose LLMs/oracles… 

Well, it’s not that simple. 

First of all, let’s not forget the inference cost as-

pects. In Socio-Political Event Extraction, real-life 

use cases often require the processing of vast 

amounts of raw text (typically, news articles or 

field reports), so the computing power to process 

them in near-real time can become a significant 

bottleneck. Based on my own experience, I would 

say there is a ratio of about 1 to 50, or even 100, in 

terms of computing power required to run a “good 

old” BERT-like model compared to state-of-the-art 

LLAMA 4 or Mistral 3.1 open weights models. 

Moreover, the latest models require costly and 

powerful GPU hardware cards that are on high de-

mand, while BERT-like models run on older hard-

ware that is likely to be already amortised in terms 

of cost, and more easily available for purchase.  Lit-

erature shows that properly fine-tuned models of 

the BERT generation perform at very high levels 

for specialised tasks such as geocoding(Tanev & 

De Longueville, 2023), sentiment analysis  (Di 

Nuovo et al., 2024), discourse analysis (Stefanov-

itch, De Longueville, et al., 2023), or topic mining  

(Stefanovitch, Jacquet, et al., 2023), which are all 

relevant for Automated Event Analysis purposes. 

So one may wonder: why would we need to invest 

in a Ferrari when we have a highly adaptable fleet 

of Land Cruisers at hand? 

There is another reason why LLMs are not “the end 

of history” for NLP. If LLMs can provide an 
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answer to virtually any question, it is never guaran-

teed that such an answer – although remarkably 

crafted from a linguistic point of view – is factually 

correct. The problem of hallucinations is well 

known and widely discussed (Huang et al., 2025), 

but interestingly, the root causes of such behaviour 

are often overlooked.  One of these reasons is syc-

ophancy2 (Malmqvist, 2024).  The need to provide 

an answer at any cost, in order to please the inter-

locutor is deeply embedded in the LLM’s training 

process, as their reward function includes some 

form of “user satisfaction”. For this reason, even 

the best prompt in the world cannot completely 

avoid sycophantic behaviour and hallucinations. 

So when facts matter, like in NLP and a fortiori in 

its Automated Event Extraction use cases, LLMs 

can never be blindly trusted. 

Another trustworthiness issue with LLMs is linked 

to their “knowledge” component: because they are 

so eloquent, and because they have been trained on 

much more information than we could possibly 

read in our entire lives, we assume they are almost 

omniscient. But in fact, the world knowledge they 

seem to feature is more a by-product of their next-

word-prediction ability than the result of an accu-

rate and fit-for-purpose world model. LLMs talk, 

they know and they even reason… but not in the 

exact same way we do (De Longueville et al., 

2025). It is easy to arrive at a misunderstanding sit-

uation with LLMs; in brainstorming or creative use 

cases, that can even be an advantage. But in NLP, 

where the goal is precisely to extract accurate in-

formation from inherently ambiguous natural lan-

guage, misuse of LLMs abilities can lead to disap-

pointment. 

To overcome the “knowledge” ambiguity of 

LLM’s behaviours, the best solution resides in the  

engineer ever more complex systems that feed 

them with the right contextual knowledge, in a pro-

cess called  Retrieval Augmented Generation 

(Lewis et al., 2020). In the context of event extrac-

tion, a RAG pipeline can for example include some 

Gazetteer lookup to improve geocoding (Tanev & 

De Longueville, 2023).  

But if LLMs “know”, they also “reason”: imagine 

a sentence like “the political meeting will take 

place in Zoom”. A RAG-enabled AI system, de-

signed to rigorously lookup places in a comprehen-

sive gazetteer would probably geocode such an 

 
2 According to the Cambridge Dictionary, sycophancy is de-

fined as the “behavior in which someone praises powerful 

event in Zoom, a Village in Soreng Tehsil in West 

District of Sikkim State, India (lat 

27.144465910353176, long 88.26329879818186), 

while we, humans, would rather infer “Zoom” des-

ignates an online video-conferencing platform3. 

This example shows that the “reasoning” compo-

nent of LLMs cannot be blindly trusted either, even 

when LLMs are fed with the best data and follow 

the best-crafted prompt instructions. It is important 

to have that concept in mind, as NLP experts, since 

with the advent of Agentic AI systems (Chawla et 

al., 2024), we will increasingly rely on LLM’s abil-

ity to reason. 

Based on the above, one may conclude that since 

LLMs are not magically addressing any possible is-

sue, then they are junk… Since we cannot trust 

100% for a task, then we cannot trust them for any 

task – including our preferred one: extraction of 

spatiotemporal information patters from text. This 

would not be a rational approach to the promises of 

LLMs. As scientists, we should wonder: if I cannot 

trust 100% my LLM system for this task, then to 

what percent can I trust it? And there, we start 

thinking in terms of precision and recall … There 

we go again! 

3 NOW WHAT – the new NLP that looks 

like the good old one 

Everything changes, but nothing changes: on the 

one hand LLMs can act as prodigious zero-shot in-

formation extraction machines that open new per-

spectives for NLP applications, but on the other 

hand, their precision and recall need to be accu-

rately measured…  

Evaluating the performance of NLP software mod-

ules to perform specific tasks, like automatically 

extracting information about socio-political events 

from text is a classic activity for NLP scientists. It 

requires the creation and curation of “gold stand-

ard” corpora, where the expected outcome of a 

large number of instances of the same task is en-

coded (usually, by human annotators), and on 

which variants of the software module are tested, 

until the highest possible F-score (Derczynski, 

2016) is reached, expressing the best possible com-

promise between precision and recall. 

So, really, nothing new under the sun for NLP prac-

titioners. 

or rich people in a way that is not sincere, usually in order 

to get some advantage from them”. 
3 This is not a fictitious case: I saw it happening. 
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However, understanding the underlying reasons 

for LLMs successes and failures to provide results 

corresponding to gold standards opens new re-

search perspectives. For example, there is a need to 

better understand and assess spatiotemporal rea-

soning abilities of AI systems based on LLMs, and 

how formal ontologies (like gazetteers for place 

names, or named entities databases) can comple-

ment LLM’s internal (and perfectible) world model 

for tackling hallucinations and supporting entities 

disambiguation. In other words, there is a need to 

further explore hybrid approaches aiming at devel-

oping NLP processing pipelines that involve 

LLMs, advanced Retrieval-Augmented Generation 

technique and more deterministic approaches like 

rule-based on symbolic AI components. Interesting 

developments have been recently published that go 

in that direction for geoparsing (Halterman, 2023) 

or epidemic events detection (Consoli et al., 2024). 

These are examples to follow while exploring other 

epistemic tasks related to event extraction.. 

Also, while the founding principles of NLP task-

specific evaluations remain valid, the scientific 

methods to measure the efficiency of non-deter-

ministic AI pipelines executing complex event-ex-

traction processes remain to be studied, thus paving 

the way for next-generation socio-political event 

extraction research. Inspiration could come from 

similar – but distinct – language technology re-

search areas. For example, studying how to im-

prove the knowledge extraction component of an 

LLM pipeline with a carefully engineered RAG 

component (Ceresa et al., 2025), or by developing 

integrated “software + datasets” bundles to well 

targeted task evaluation of specialised NLP soft-

ware packages (Bassani & Sanchez, 2024). 

 

To achieve scientifically reproducible results in this 

novel area of research for LLM-ready NLP, it is es-

sential that academic organisations have the ability 

to run their own LLM inference systems. With the 

trend of ever larger LLMs4, and given the IT infra-

structures constraints described above, there is an 

increasing trend to rely on LLM-as-service pro-

vided through Application Programming Inter-

faces. This creates an additional difficulty for sci-

entists, as such models, often provided commer-

cially, do not fully disclose their detailed systems 

specifications (e.g. input filters, output filters or 

 
4 Although this trend is perceived as plateauing already 

(Villalobos et al., 2024), the size of current top-performing 

models (which is only based on assumptions for 

system prompts which have a proven strong impact 

on an AI service behaviour (De Longueville et al., 

2025), and may change without prior notice, mak-

ing previous NLP task evaluations obsolete. As a 

consequence, LLM-as-service is even more a black 

box than any Deep Learning model, as the LLM 

itself is surrounded with undisclosed technical 

components that influence its output.  

It is thus a matter of independent science – and ul-

timately of Sovereignty – that Academic organisa-

tions remain capable of fully controlling the execu-

tion environment of the LLMs they base their re-

search on. The availability of state-of-the-art open 

weight LLMs is therefore crucial for academia, and 

will become of paramount importance as the ad-

vent of Agentic AI will introduce novel paradigms 

for knowledge workers, and among them scientists 

especially, for interacting with data and infor-

mation, using AI systems as “mediators” (e.g. 

when using an LLM-powered tool to perform sys-

tematic literature reviews). 

 

In the light of the above, we may draw this oxymo-

ronic conclusion: for NLP, the advent of general 

purpose LLMs is both a revolution and an epiphe-

nomenon.  

Been there, seen that: as a geospatial scientist, I saw 

in the early 2000’s the combination of cheaper GPS 

devices, pervasive Internet connections and web 

2.0 technologies like AJAX lead to a paradigm shift 

in my research area (De Longueville et al., 2010). 

The release of the Google Earth to the wide public 

in 2005 embodied this revolution for the general 

public and created a hype similar to the one around 

ChatGPT nowadays. Faced with such technologies 

enabling interoperable analysis and visualisation of 

geospatial data on a smooth Digital Earth interface, 

some may have wondered: is it the end of history 

for geospatial sciences? Yet, this research area re-

mains vibrant 20 years later, increasing our Earth 

Observations capabilities and refining our common 

understanding of complex planetary phenomena. 

Will the same happen to NLP with the advent of 

LLMs and Agentic Systems in the 2020’s? In other 

words, dear NLP scientists, are you ready to cope 

with the rollout at large scale of “GPS and Digital 

Earth, but for the knowledge”? Your answers to 

these questions  will shape the future of NLP in the 

next decades. 

commercial, non-open-source models) already exceeds the 

IT infrastructure capacity of most Universities and Research 

Centres for running them at large scale for inference. 
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