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Abstract

Compared to phonetic scripts like English, Chinese characters possess rich semantic fea-
tures, encapsulating pronunciation, structural configuration, radicals, and more. This
unique semantic richness adds extra value to natural language processing applications,
enhancing task performance. With the rapid advancement of large language models
LRBRSE RTE SR SEFRAAS W https://github.com/Yuyuyuyizhe/hanzi-llm-eval
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(LLMs), which showcase vast knowledge reserves and strong reasoning abilities, un-
derstanding the semantic attributes of Chinese characters is foundational to LLMs’
capabilities in Chinese. However, research evaluating LLMs’ semantic understanding
of Chinese characters remains sparse. Targeted evaluation of this aspect helps dis-
cern differences between LLMs’ Chinese and English capabilities, and predicts their
performance in related tasks involving character shape and pronunciation.

This paper conducts a comprehensive assessment of LLMs based on six dimensions:
character structure, radicals, pronunciation, strokes, polyphonic characters, and com-
ponents, deepening our understanding of their grasp of the fundamental semantic fea-
tures of Chinese characters. Using the GB2312 character set and the Modern Chinese
Dictionary, a carefully curated series of ”question-answer” pairs were constructed for
these six dimensions, accompanied by scientifically sound scoring criteria. Over ten
mainstream large language models were extensively evaluated. Furthermore, to ex-
plore disparities in capabilities between Chinese and English, the Chinese tests were
translated into English, and three representative models underwent comparative eval-
uation.

Additionally, the study designs a series of inference tests focusing on reasoning about
character structures, radicals, and pronunciations to deeply assess LLMs’ reasoning in
absorbing the semantic features of Chinese characters. The evaluation results from
this research hold significant value, providing references and guidance for researchers
in optimizing downstream Chinese tasks and selecting foundational models in the LLM
domain.

Keywords: Large Language Models , Chinese Characters , Rich Semantics ,
Assessment
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kit) P1 D2 p3 D4 D5 D6 Sq So
Qwen-14B 46.72 76.27 72.87 34.22 87.41 53.52 57.52 63.10
GPT-3.5 56.25 74.77 49.60 19.61 57.63 59.52 50.06 52.52
Qwen-7B 26.74 60.49 66.89 11.58 70.63 47.89 41.42 47.91
Baichuan-7B 45.33 48.76 42.33 13.49 60.14 48.28 37.48 43.09
XVERSE-7B 46.07 38.23 36.31 10.71 60.14 42.53 32.83 39.26
ChatGLM3-6B 38.21 36.47 43.09 9.92 53.85 43.66 31.92 37.48
AquilaChat2-7B 46.18 44.04 31.42 3.24 44.76 52.87 31.22 36.09
BlueLM-7B 21.10 35.81 40.42 6.79 58.04 50.57 26.03 34.89
LingoWhale-8B 7.62 49.22 13.88 7.79 19.58 50.57 19.63 22.71
YAYI-7B 29.44 31.68 11.08 2.88 25.87 43.68 18.77 22.68
Rk 36.37 49.57 40.79 12.02 53.81 49.31
PRI 14.06 15.19 15.54 8.75 13.86 5.00
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—— GPT-3.5 —— XVERSE-7B — GPT-3.5 —e— LingoWhale-8B
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BEE, RIHHEE N EIEHER -

R, AN 5T0 & B KRR ZE « &2 & 57 P EMES5 _E 54r 578 <5 PSS E H15
S EE—EHREN . 9B RIENES LB m R KER], FHE S EF RENES L
Bt E . MU AERE, AR 92T RIENME S50 F1“ 23 7 RIFMAES 1S90 T 3
— BRI  ITELERFEH, — & 2B R/RAME K RECN0.95, /R R REEIpE
7211 x 107°37E/NF0.05, X Ui B KRR <5 ML S b RS 9 FI7E « 2 & 7 Ryl A&
& EES B BEAMEE . BT, KRB FELZ SN SER 2S5 FLAE
FIBE I REREE, NFEAFRMAEREBEARPE L, BEWMXS>ZEFHORE, WHHEE
HRREE.

3.1.2 EHEISHr

W WERIEIETT UL I, EESHEN NTBEAKIER B | Qwen-7TBIREA LI
H T RFEE OAEEETT o Qwen-TBIERIZENF P E - W55 M XIFMIMESS L FIEF R
EAUE T RS, THLIT0.63%M EMRELZ T FEETIEST RIS ARE, BIRESE
¥ RPEMAESS b S BERSR T RIACE R R, (BN F SN ER RS - &2EH - [
FEHE, B WER R 3 Qwen- 14BIER A1G U, T RIFREIEX —4518: Qwen RYIIRELZ I
RPN A & 7 SO EIRE 7 B ) KA .

geah, i MR E2(a) AT AZ B, Qwen-14BIREHY 5 Qwen-7BIERY 1) F5 15 BT IR A LU 1R
&, XV B E B OAFIFIMES £ S 2 A ZFERIAY - R, Qwen-14BEA FEIFNAE
& RSB E T Qwen-7TB, XU T KRR E B SUAFIEE 1 £ HE RETIS 5 E R K
MmemERA - &5, RIEE2(D)FIE2(c)EH, GPT-3.5%EF & XAFIFNALESS H FIFER I
B, NEHESNFmERINFEEN THRE - Qwen RN 5GPT-3.57 & 18 XIA KM SS
R R, T RRYR T E MU AR T BRI T B AR X R AT B 7R I R B T s

3.1.3 FRIGFMES RS T

IRF KRR B 8 SOARIEINESS BRI PSSO FTRE ST, AW 5T BT v 55 i1
ARSI, 2.2 RIL0 XS G rp, Phik T — D ESNIETIGPT-3.5, FIRE N E A A A
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£ £m £

—— GPT-3.5(ZH) GPT-3.5(EN) —— Qwen-TB(ZH) Qwen-7B(EN) —— ChatGLM3-6B(ZH) ChatGLM3-6B(EN)

(a) (b) ©

3: ANF AR B 8 SOAF AP S SGEMNESS £ 15 7RI HE

BB SOARI S SGFAL S ‘ SEREEY BRI AT S5
i) EBE P1 D2 p3 P4 D5 D6 S1 So Precision Recall F1
ZH 56.25 74.77 49.60 19.61 57.63 59.52 50.06 52.52
GPT-3.5 o0 y us o o 5136 66.38  56.49

EN  48.81] 89.4417 83.107 41.227 62.947 74.717 65.64T 66.017

ZH  26.74 6049 66.89 11.58  70.63 47.89 4142 4791
Qwen-7B 17.98 24.13  19.98
EN  7.26] 53.91] 67.047 9.61l 63.63] 41.38] 34.460 40.98]

ChatGLM3-6B ZH 3821 36.47  43.09 9.92 53.85  43.66 31.92  37.48 15.79 1512 1477
EN  3.86] 31.22] 46.137 10.197 48.25] 43.687 22.850 30.01]

R 4 REBIEE SONFIRES P

T Qwen-7TBIEA! - ChatGLM3-6BIRA /R, 7EX = KA _E M — 0 i3 SUR E 18 SOAA]
PEMMESS ], PRIEE SRR 4R, P& TFErr & LS5 E3HFE -

FHERATT DIRR], = D RIRETE “ehi7 RIPMESS BRI RIEREES, JTEHEZQwen-7TBIE
B FIChat GLM3-6 B! () IE TR KB 2] T L5 v L, B SCRR B 858 R T AR B
MEER o GPT-3.57E 5 AR E 1B UAFIEMAESS L AN B R RREENR A, P FEEE
PAE 25 RIS ., IR FE R 149.60% 12 5 £83.10% - HIEHRA M EIS RE,
R RIER AN FEFEZ: GPT-3.5E LI HEFTRNAIT, N2 HFEMBIN - A7
FERIELE o GPT-3.57F “M 55" RVFIIESS E VR R IA A B T B R W A089.44% ,  [R] IS 7E KM
ERBBREZNEE IENES L, WHEHEESEANRA . I, BAEN G
T Qwen- 7B F1Chat GLM3-6 BB AL 7F 5 SChRE 18 ORIV 25 & RE 1 &R A7 A6 & /INIE B 1)
55 - IWE3D) ~ E3(e)TLLEH, Qwen-7TBIEA!FIChat GLM3-6BIRAL7E LIS SR 18 5 IR 7]
T, BRI RIFMESS IER R B BRI LA, HR TS IER R A LA -

ARG FRI, BORSCRANE S SO i KR BB OANBE I R IR RBEREZ — -
KT RN 2 0] VR T H IO GRIE R R AN FIE S AR I AL« E B DA AT B 3 B E S
THAENEN AR - BATS, GPT-3.5M IR LIEIE HE, FEKOEE R, B
IR ATBER TR MA HNER 1 - ZE R A4 5 RN TAES, AR 8 5 155
(RS .

3.1.4  REERINFERA: A] 21

FIFR3ATLUEA], KEAIZELS ST R IPMMESS LR IEEEREN . NIRRT A
BN T F R B SE R FEIB R, AT R T <ERE AL SS R B A R g P Nk T, B
A RZE BT X ERENGPT-3.5 « Qwen-7BEAY . ChagGLM3-6BIREA o [RIN), AT EEEM 5
PREHM T — S . BT — MR EE 2 DI, (R E H e R A H A g — D
5y, BECARTTINEFHIEREERNENFEIR, MREFABHEE . GEENFUEREAEZEKR
TR R RO IA KA BE

A FN KRIRB B — R BIEE TR - GRIFEMNFUERNITE, HREABIFAET
Z (Precision) ~ F¥BMEIZER (Recall) FIFHWFUE (F1) , LUAER RIEE LB <504 28
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] LEA IR i 55 43R BEE Avg
GPT-3.5 31.71 41.48 0.31 24.50
Qwen-7B 39.98 35.27 39.38 38.21
ChatGLM3-6B 48.04 78.13 54.05 60.07

GPT-40 98.52 86.8 61.13 82.15
DeepSeek V3 95.97 83.84 81.54 87.12
Qwen2.5-72B 98.62 85 93.85 92.49

R 5 PUFHEHLRE S HIEIAE R

FEAESS ERIE S, WIEE RANRAPT /R - FHRAR] LIS SN, 45 SR ANLE 18 158 T A3 A v I A 55
ANE: GPT-3.5% TN FER I EIRFE E B AL T Qwen- 7B AU FIChat GLM3-6BEA! | HH
PIFUETAE] 756.49% - Qwen-7BIE T FIChatGLM3-6BEAY 77 12 0] 20 A% B 48 9 E M55 T Y
KA REINE . WFEREBE S NFR S UEEBAN IR, EWREREN T, Xt
EWHEBNF SR CEEREFRED . Eitb, WFEBHHRNIZZ 2 H L SRR A
FRIRE -

3.2 EiENIEEGE 5T

Nt — P HERREBENNFEENMEERGE H, A RIE— T &I T LW HE
T <ffgg 55 T L E M = R E B UHEENENNE S, N RV FIGPT-3.5+ Qwen-7BIK
B . ChatGLM3-6BIE & By AT - B THEEGE BRI T ARAE NS HE, 28 E
TETBAE A B KRB S iR K fHE AR T, BRI AR B 908 F - OpenRouter 52 (A API, 5|
ANT =N REHERBTRESRES LARINH RIFHEIGEN AR (GPT-40 « DeepSeck
V3~ Qwen2.5-72BHEA) H:[EZ 5 LGN -

FEMIARIA 2 A IEBRRAE MBS, TR R R R, HA“Ave” R =FFNESS IE
WRE)FEME . RS, ENFEE SOAFIEN A # B %) Chat GLM3-6BIER! , 72K
H TR EE RS, 7E w5 HEER A s g i 7 55 b R R I & TGP T-
3.5FQwen-7BIETY | H P HEFR IEARIAE60.07%, SEATEFRE IS EE F AR REEL .
AL, ChatGLM3-6BHEZAN & WE B A EBGREERE ), ERZENFIEIEEER, &
FURIS TR <22 - AR R & SGAFN N R R FIGPT-3.5, 78 “RL S R
% ERIEE HH0.31% - RN, GPT-4off “BLE R RIFMMESS L RGeS, i AinHE
TE “BEFHETE F (i S5 D R EMESS L ROTEIERE ) - 45583 1.3 S RE, GPT RSB
FENF R NS EAIRIEREZ, AIRERIENMESHIESH X - I, E=1RSHENK
BAIF | Qwen2.5-T2BEAL P HE IE I8 2 T 92.49% -

FE 1R HEEIENESH, ChatGLM3-6BIEA 5 Qwen RIS I H B 05 - X+
EER T EHEYNENFLZRRER, EIIG B TR AFENT CGERTE. FEM
TR RIRAUR ML T 7RG, (RS E RN T AN S & S, i
EEEEBIEES P RIE LG . &5, Qwen RIIEEITEARBTFTHIM B Bl =, A
FUH T HRBPEESOAAEES, ARIMH TIHRREIE HEEGES, Qwen BRI TCEEZ AR
B 5T 1 ' 1 SRR T AR A RIS -

4 B4

AWFFE R 2 AT B SGHIA R, RGOPM T 551 £ AE S R A
SHEFERES) o SCUSLERRM, PUA T (R 55 IR A SRR SURFIE B AR _ LRI, (HAEEHE
WA FFEREAS AN SR 2 UG SO T D A A2 - [ERERIE, AR
WHIMES LRI B ER, Ao HEEFERGER RN . BEF LT —PHR T
ARG B AR TR IR B BN - AEAEBERE S T, W LR I R A07E CHERIRE T, K
H Qwen RINETIAEINFN G HEEESS PRI R X LR IADOY 3T H IRTE S B IR
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