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Abstract

Retrieval-Augmented Generation (RAG) is an effective method for optimizing the per-
formance of large language models in question-answering tasks related to manufacturing
specifications. However, the Naive RAG, which relies on fixed-length text chunking,
performs poorly when applied to the construction of question-answering tasks for man-
ufacturing specifications. The main reason is that manufacturing specifications are
complex technical documents, and the use of fixed-length text chunking results in the
loss of structural relationships between paragraphs as well as implicit knowledge asso-
ciations, leading to a decline in the quality of the output. To address this issue, this pa-
per proposes a method that leverages the implicit tree-structured relationships between
sections and paragraphs in manufacturing specifications to construct RAG, effectively
solving the problem of lost knowledge associations between paragraphs caused by fixed-
length text chunking. Experimental results demonstrate that the tree-structured RAG
outperforms the Naive RAG across evaluation metrics, with an average improvement of
3.81% in ACC, 3.28% in ROUGE-L, and 2.97% in BLEU-4, validating the effectiveness
of the tree-structured RAG.
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1 5§

KEF T (Large Language Models, LLMs) 7ERZ BRIES O HEAESHREI T £
FIPERE - BEELLMsHUE FIFFELT K, HSEPRig 7 K& % 515 B (Chowdhery et al., 2023;
Kandpal et al., 2023) - FHLLMs NMYESREH BRESOEESTRUMB A, BWE T
Z TN A FI N 7K, NI (Singhal et al., 2023) ~ % ff(Zhang and Yang, 2023) « £
H(Fei et al., 2025) « #E (Bai et al., 2024) FIRIZHF5T(Ma et al., 2024) -

TZRTERN T2 RE P RBRERFMA—RIE, FEAFELZSZHI L%
f#(Li et al., 2024) . LZMVEEE [ EFERETH L Z 7% RN S 75 H 55 X R 5
%, B TR AR (Zhongjun et al., 2016) - K HEFE T EMITI/ENFFRIT
$FF WU LLMsTE b TR SO R R A B B SE B {E - RUELLMsTE T 2R M BOE o
HIARZES] T TZBHENR, (BB AR E T AU R @ R BE IR R R - R, 8T
SFLLMsHIZEOH TR (Liu et al., 2022; Hu et al., 2022), 7] LU#RE] 852 ) 3 H 3245 E 40
BEHIFESRENIR o SR, LLMsHRURIE RE IR W R E B = BB T A « B TA] B DL SO I Rt
EREK . A LZAEHEEAROEL S, FInREHESENE60R TZHE, SEETE M
PUB R LLMsHORRIRR K - REET L ZMTBRIENREA T E(LC 52 MHet al., 2024)FE/DHEARSEL
AT BRI T LLMsHERE, BAZ 7 R OR T IR 25 Al 2 vy B0 FR R0 BT J S5 kAt

[ CETS0004 R SIS H kA TR 2520 I FA IR B2 % />

FERAG & Chunkl: 7.2 'CETS0004 % 5] f] % % (Installation of CETS0004 series).
7.2.1 BN SA BRI 4% (Single core shielded cable)......

Chunk?2: 7.4.2 #UAE A02 (IIFAIEREE /9399°C-427°C , FISM28) NE
HEE PRI .

Chunk3: 7.2.1.2 Fl #A#E WEE PRIINIA, R EIMAMN R EE 22
Wo TE: IXRIIFCEKLHE IIFIRE 9 399°C-454°C -

FNERAG HiH CETS0004 RFFEHE: LA FHFAXIE 2250 FIINFAE N 399°C-427°C (%5
i#)

Table 1: FNERAGHE LZHTL R ZEALSS B2 w7

Lewis® A (Lewis et al., 2020)#& Hi TRAGTT %, HREM T LLMs 7EAREH - KR
IR DL E B SR AnAo)E B T T BBk - RAG 38 13 )1 2R B RS R 23 3K B 5 [R] AUAE 5% 1 A5k
IR, TP AR A BB R AR TE - 7E1Z07 15, SNEREMIRE R 4 [ 8 K B Y SO 3R,
HUMBEREZ R EETHERTEET, XMRAGTUIBIR NIPERAG(Gao et al., 2023) -
X AT H A 1M R (Pratama et al., 2025), LTZHTE 2 —REHPIEA S, BEHEEZH
BB EE 1 2 R KBRS FIAHA KRR R R - FIRAEE KEE RS ER T ZANEEE
RZ AN R R UKE SRR KRR R, FEURHERRE TR 01F 1R HPE4
5 “CETS0004"ENFFE M TR, E LZATER R HIl—ik . SR, FNERAG
R E KB g, LU 5 “CETS0004” 5 6 & IERRE R I SUAR SR KRB 7E— i 38
HEETILMs, Bt HILE 1Rz -

MR FIAFNERAGIBZ| R, ARG HAH T Z2MEH Bi& B Z A 2548 5% 38 LU
Fa & FIEIIR KRB K RREELLMSTE LZMTL BRI ERER, A FEEAH LU Tk

(1) AIRH T —FET TEIIEEE Z R RIFE S IR 450 % RIIRAG T 1% - FIEH
TEFHA A TZAE T RS R R, ARG T ZTE MRS LB R SR B S5 14 %
o IRIBW SN RAARERRHLA T, AR T HMARIFIREIRAG -

*SEREE
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(2) ARIAESFLLM L 7T T 2 fSESs, SLEIERR, 54AMERAG ML, HEERAG
FEACC f8bR £ P32 H3.81%, EROUGE-L #8585 L PR F3.28%, ZEBLEU-4 8t L P98
F+2.97%, UEBH T WEEHIRAG REMSMGELLMs 78 T Z e H 1IR3k -

2 MXRFR
2.1 ETEHEHEPRAG

ETHEWBIIRAG (Query-based RAG) (Zhao et al., 2024)& —M RGN ES H PR
TR A 5 AN A s LA B Z R 7% - Lewis % A (Lewis et al., 2020) ZEBERTH#& H
TRAG, BTERAFNRVIASEIEAERRTLE - 8558 EANRF AT, AR AN 5T i)
. Guu ZA(Guu et al., 2020) $£H TREALM, % HEZIRAEGRIE SHEBAPEIA— g
L8R R o o LK R EFBEMS 7RI B By N KA SO TR EE ARG R AE R 30K - Asai 55 A (Asai
et al., 2024) $EH T —F 4 HSELF-RAGHI 7%, B 764 USR8 A R LLMs [ 2 A S SR
BRI . BRI S, SELF-RAGREWS(FLLMsTEMEHE I BT i RAH R BLE , g ) B A
TOXAE AN B AT B EEAE S 4L - Shi %8 A (Shi et al., 2024) #&H T —F1 £ HREPLUGHI/
% o %7 iEE R FLLMsHi 79 R 2 2 (B K LB R Zrie R es, BTEMIRRAGHTIEH
PR B 32 B S HRA AP RE - Wang 28 A (Wang et al., 2024) 3£ H T —#4 HKGPHI A %,
BETRRZ ORI E R . KGPRAFMIAENERRTTIE, @ i@ AR B R B LLMsi#
TMD-QA - Ram % A (Ram et al., 2023)#&H T —F1 % HICRALMA T % - %5 IE7EE SR AL
AR, BETHE AR SCRFEIIERNER, WIMERFIREF R — D EE D HE R SRR
IR A R AR

2.2 WEMWERAGHINH

Kim % A(Kim et al., 2023) $#&H TEEW (Tree of Clarifications, TOC) 771, BEM
FHAPAFEREESZ B IR AE . TOC iEiti® 377 M T — a5 r s
[P RAREZE , T ZR ST A0 #E A 18 A B SO« Liu % A (Liu and Liu, 2024) $#&H 72
i BAERS (Retrieval Augmented Tree of Thoughts, RAToT) , BFEERFAFIRZEM L TN
EARSS TSN SO R R YERE - A R B A R TE SRR RILE], RAToT HAFFL T H K
% P R EAESS AR R EZRATREN - Hu % A (Hu et al., 2024) #H T —F4 h 5205
PHEE (Self-Rewarding Tree Search, SeRTS) MIJiiE - %715 BTEREIEY)IZE 2240 A AniH
KRR AR - SeRTS & —FEE T 5347 RIS R AN B Zihyn =0z o i) RI4E R 188
KJ71% - Sarthi 55 A (Sarthi et al., 2024) $#&Hi T —F 4 HRaptorf) 7% - % J71% BRI
HREZHBRAGHTIE AR RBR SORRE A, X —FRFIPARG T LLMsX R AR IE R 4514 B
H - Raptori&it T —FER R BIEN SRS FFITRE, HFHLLMsAE BOUARRPHE, #id R
R ER S ERERAE, RSSO 2 (8] B ZE R 4554 -

AR TTRATE TR T ZERAGH B F,  H W B BRSO SO B & 4518 < R XS & %0
RN RAGRUR IR o IRT, EiAETEWPIRAGICRIMBENR A 43 8] 8 K 13
RIR, REEFTLDFERELGH KRR . RE AR E R TAERAGH NHAWEEH, (EHRIED KT
SAERENIAA Bk SR EZ BRI S R R - RIA SR H TEEMRAGTTE, %7 BT H A
HMEREMR RE & B S5, Ak TRAGHI A BGIR -

3 A
3.1 FERAG

FERAG ) B RIEMAEIMg, ERERQTNAEEyY . BEBERR—g € Q FIFMER
FIRFED,. = {c1,¢2, ...,cn}, Naive RAGHIER M E LN A (1) FTR:

y = LLM (p(q, retrieval (q, D.))) (1)

{em1,Cm2y oy Cmi} = retrieval (g, D) (2)
U]
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BUFHUEE e ORI Top k MSUAER, MRS C = {cm1, cma, s Cmik} - T, FIHEEp() K
Hillg SREC, 456, TERRBAZILLM () R -

e  Eiflq
S R Iz —
ISmERESEs PN i BREH  RRER
D, = {l}%, s 2 o g@ =~ [=]
7 e - @
\ 611 7‘1A7‘z 7.2 CETS0004FFIRIZS... l
. . X 7.2.2 BEBHRRSLE
& 7.1 =
Eﬁ: mgmesE . BEmE D, JA8F3  LivsER
_______ ] 6.1.1 612 7.21 .7.22 7.2.2.1 SEHHE, RET-1. ...
BE 7.2.2.1—> > —_— O
I ¢ ,-;2-/-,\72 REBANE g @
ESE K ® 2122 7.2.2.2 SEHELMERSR... 2
R . IZMEs RRIER
IZ.*E}BEQ%%A it 1@*? PN CPs132...
k - =
D,=A{l;} i1 7 RERE —a
7 HliSiER
/N 7.2 CETSO004FR5AYZEE... l
61 71 72 =
______ 7.22 BHSHERSE
*‘Aﬁaﬂ RE 7.2.2.2 Eﬁ*ﬂgﬁg 7\ 7\ BEHE
_, BEe2 CETSCOOIFRIMNER 611 612 721 722 7.2.2.2 TGRS, . LLMsEERY
ﬂ BE 7.2 Eu%ﬁkﬁﬁ%ﬁ A--: REPENE @
e = Top K B 72?| 7222§ i 7.2.2.1 SEMHFE, RET-1. ...
s8q e .

Figure 1: TZHJEMLEMRAGEALEEE, ATRo JyF 59 R BT Z M0 BOE B8 A [F]
R BEE ERMEFBRSINTE, B NEEAMA LZAEFT B HEmER
3, BEEEE AT E BIRBUNRZ R B (S BRI i

3.2 WEMRAG

IR T —FZ5FRAG A VETSR (Tree Structure Retrieval, TSR) , BZEAHLZH
T BV Z [l I A5 K 2R o AREREEM R AT B RIAR, WL ER K&t sr () IR AR
S Fhtsr () J7 R WSS REL T Z VLB BT I8 AR B R B A5 BRI &R 5] 58
T Hhtsr () JTIENE BRI H T2 T EE RN ERS], e BT E B RBCR R
BRBEEER - E1TATSRFARRE PSRN, HaE—fsr ()7 ERTE L E LD
A B)FR -

{s1, 82, ..., sk} = tsr(q, Ds) = retrieval (q, D) (3)

—Wtsr(-)Eﬁ?ﬁﬂk@%élﬁquﬁliiﬂ?@m¢%ﬁ?ﬁ?@ﬁ@f’id\?ﬁﬂ%%%m, Hig
NIERENHIEI Top k MERDFINREE{s1, 52, ..., s} o HA s RREBNTHXS G, BHELTEM
T 3 — BV LA PR 2 % L BT BB A [ J2 2Rt 454 P A Bl T s B 2 BV 19 RIS

B Fesr (BN B ERGQUL T ZMEm P T EBRENEED,, T, WL ZMEmH
LTINS, traverse(-) AWTEETIR I KA, T WS BT, HIREBLR LT I8 AR = 2%
PGS P SCBIE T AL BUE T RN, BARRIIE L E N A2 (4) TR

{s1,82,...,s1} = tsr (¢, Dp) = traverse (retrieval (q, Dp) | T, ) (4)

BEFZETRENT, B fretrieval (1) MEUIRE WA B g\ TZEMLEEREED, TR
HiTop k' MHLIEY , BAAPUTtraverse(:) MECAM G5 3T BT, TR EUEI Top kB TIE
I/ NF I RABEAR {51,582, .., Sk} o

3.3 WIEEHIXT R

FELZAEH, EE?THF@&E%T@%E%KHI&%ME HABRRBEHEET RS,
RXERLZMEERRESNEENEM R, TZAENMEE AR EEWER R HF

B E R E T EE S RS, 143515500, BrEE, FE, 20255E8H11HZE14H.,
(c) 2025 FEFLEFEEESUHEIBES L WENS 146



FEITRIESYRZ

b <! 6.2 FEiESL D-436/CETS0001 ..
/‘\:—*——— 6.2.1 FHEALEEL (Parallel splice)
i 7 — 6.2.2 ZIEBEEEL (In-line splice)
L pracms 6.2.2.1 /NFeNEke NIk AL ..
/\ /M,___l 6.2.2.2 AF6PMFEIEL.
6.2 63 71 72 | 73 e—| 63 FUBSSEEEL (BTAG10S£)
! : 6.3.1 FRRFRSSIERTEEL.

ANVANERVANN.
————— | H 7 SRR/ 5 '

6.2.1 622 631 632 7.3.1 57-3-2I 7.1 CETS@e01&%IZ%=i5A

"""" | 7.2 CETSeeedZBURGR

/\ 7.3 CETS@006ZR5|Z4E AT i
62. 62 7.3.1 SEAE
2.1 2.2 7.3.2 A |

Figure 2: TZHEH 5 RE A

MIZAWF R R R, KARBOZEN HFHAETHEMN RS T LZM
By, € {ma,ma, ..., mp}, EHHL € my, FHRGEDEIFNRER HE— DT 5 . HARE
WNEA—ANEE, B LZREm TN BRI R N TR Rs, Hfsy— P HITd,
BEFTER L ZRTEA - LT mB - ST Bk, SRR EE LA (5):

ka = {Si | 1= 1a25" '7k}7 Si = (leaplkalkablk) (5)

T N LERTEm IR GRS R, s WL T B AR /ADF RIS R, Bi i sl M 7 5
WRALZATm, PITEBRITBER LZMEEE, r, € R BRRTPFRERLN R T ZM
V04 WP ALZHEm, PITE BT CBE T HES, p, € P BRPHEERILY
M WBRALZEMTm, F TR BT B W L H Bk 1T B A, by, € B RoRBHFERI L
B o T LZTEmy, PN BIEL, ST ARG RIRIE, JER s, /708 2R 551 %
BT, . EHT,, TR T M Em, IR ST 5 .
IR E LTI B VL By, MBI Ry, P R Rt Ty, HRBOT s ana
Z0(6)(7)Fm:
R(lk) = {l; € A(lx) | M(l;) = 0} (6)

P(le) = (lj € A(lk) | A(l;) < A(le) A A(lG) > 0) 2y (7)

HEA6)F, Rp)FERLENEmFENLTE LZHELNES, Al FRBEELE
TZEMEm, P BRI BEBRENES (LIE2F7.3.2 A6, 7318 TZMEL 2 A2
BB NT.3.2 MAETERE)  \ORTHEERELFTBHNZSR, WlaTZMiEsnzZ%
MO, 7.3.2 MERN3- ) NTREBEES A TR BIEL, @i mEN() AT E
B, HARFRHOMBIERI N FTER T ZHIES -

EAR(Y, HPFPE—1MEFREES. ATNIIEBREESAL) T FHREEL BB
V% . BETERFIANOFREFBETLEN > OB, REE—1E - IKHIMBIE R A/
TN ) BV EN L BE, FPRIE X B B RN P HE P R 3 P -

R T ZHEAMLBEREE, MRRALTERLBERERR, L hESETZNR
omy P HATET, NMIRES L, BH o6 R REE - nBEed, Bkr.1- 7.2 M7.30TAER
MBI Zg, 707300 h 7. 200 Lok Bk, HAREUT S an 2 3(8)(9) (10) i i

Bup(li) = (I € my [ J <k, Alj) = Al)) L, (8)

5D E R EEE S KSR EE, 1435515500, B, A, 20258 H11H=E14H.
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Algorithm 1: BEEXT Gfe 1

: Input: TZHEEEM = {m1,ma,...,my}
. Output: BN T ZHIEXN N I EEAR R T,
: for each my in M do
for each [ in my do
R(lx) < Eq.6
P(lk) — Eq.7
B + Eq.8, Eq.9, Eq.10
T, < Eq.5
end for
end for

© PTG Wy

H
=

Bdown(lk) = <lj € mg | 7> k, )\(l]) = )\(lk)><] (9)
B(lk) = Bup(lk) U Bdown(lk) (10)

H | B, Rk bl A A RS R TR TS BE B . Buows 5 LA A 5 1 R ELFT
BRBETEES, B TBERI T EEES . ARV NI, H5eTEm, iR, K B
BREL, LS50 NEERRAR, WL EABY, 2150 BTG R E AR RS R . 240
My, ATV ALER S ZHIF, BT LRSS EE TR L SRE, EAB AR
TR I 2 B -

it R, RSO T TR S L B (L R (LB SRR e . SR EUR
X R A B LR -

3.4 WEMKRRITIETSR

AR SO R L5 A8) F T LB AN [R] AR 5 FR IR BRI 5 ZRAOANTRD, SR M T DU & AN TR
R RETHLS W5 B IRRACH %, 3B NTSRy, ~ TSRy, ~ TSRy, FITSRy, - TSRy, HIHZ/0 /8,
TR AEretrieval (-) R R AT, F MG SR T ZIIEHEBE B T 24 -
B - LRBENg, B LA (1) FrR:

{Sm1, Sm2y s Smk } = t87% (¢, Dsm) = retrieval (¢, Dgm,) (11)

BEA D = {Sm1,Sm2s s Smn } RPN F W Rs, S, HFREDNRDFRTREE
BEIT B T2 %, LEEEBp, BT AE Ry, &N RREBUTEI A
2 (12) 7R
Smn = (11,01, 1, b;) = traverse (1| Ty, ) (12)
EERARF, s NEEIFTBRI &N FMNR, T, WEE LT ZHESr, LEERE R,
ST AR B0 IR SN R o traverse(-) N R, HT W53 R, TIRBURTE
Bry, p, by X LEMIEmP B — B E M LR ERE, BERANR DTN RES Dy, =
{Sm1s Sm2y oo Smn }, EFEE T LZEMTEmH NE — D BIE 2 SHn > Bk T8 BOE N N A5/
SRISPIE
TSR, A% OB R retricval (1) BRERG R ET, FIAM SN SR T ZMIEFBR T BT
FANOIHE2TBRRNBEERNE, BAE LAz (13)

{Sp1, Sp2, s Spi } = tsry (¢, Dsp) = retrieval (q, Dp) (13)

HHD,, = {51, 820 s Sy} BN TR G5, HUBE A AR A BN TR S 5 BRI
BT ZHTE %, LBIEE By, s BHREUT EEAIA T (14) B

Spn = (r1,p1,1) = traverse (1 | Tr,,) (14)
TE LR A, s WEBOEIFTE RN TR R traverse(-) w1 AL, T I £ 48 %
BT, TIRBURTIEHIry, pr - N LERTEmP G AT AR, BREARNRDNTRXRE

IR EEE SRS SE, FI43T-515500, ¥, TE, 202548 H11HE14H.
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A Dsp = {sp1, Sp2, -y Spn}, HHEE T TZAEmHNE—BIE R Sn 1B PR B AT R
IR/ N TR BR o

TSRy, I BAE R fEretrieval (1) B R TZMTEFRIBIE S, FI R G5 F 0 ARE L
2 ENBIETBR L ZME4 - LBUE - JURBIENE, B L A(15) R

{Sm1, Sm2s .o, Smk} = tsrw (q, Dp) = traverse (retrieval (¢, Dp) | T, ) (15)

£ LR AT, Hretrieval (RERE R TR, I K traverse(-) NI R T, F
KRB R B BRI T2 RE 4, KBRS By, BT AE R0, BRCHI & N
th-%sm °

TSR A% O AR R e retricval () BREURR R TZHIE T B fE . FI RS SR T
ZHEHER T BT RN EE 2 BRIBENE, BARE LA (16)T7R:

{Sp1, Sp2, -y Spi } = tsrep (q, Dp) = traverse (retrieval (¢, Dp) | T, ) (16)

e LR AT, Bretrieval (REBRE R TR, I K traverse(-) NI R T, +
IR RN BRI B L Ze%r, BEEEp. AR TN R, -
4 %
4.1 SERRE

BHEE LU BRI B EOE EORIE T RS WIS AR TZMIE, MmFF &&
FIRIFESMRIIMBIR R TZ . B, THERMEER T ZIICHH T T4 & T EEH
RIFF &R LM, MERER TZATuNN T2 3BT T Z28E T2 E#ET THLEME
Ko Znt NTTARE, HAE T 311D [RIZR

LW ACAENANLLME AT T K8, B Yil.5-9B-Chat « Llama3-8B-
Instruct ~ ChatGLM3-6B ~ GLM4-9B-Chat ~ Qwenl.5-7B-Chat ~ Qwenl.5-14B-Chat -~ Qwen2-

7B-InstructflGemma-2-9B-IT - L GPU K FAINVIDIA A800 80G PCle. [f] & FALM ALK
Fibge-large-zh(Xiao et al., 2024), [1]2EEF R FHFAISS(Johnson et al., 2021)

4.2 PFFERR

S NERR TS A TE R ST RAG R BT RIMERE AT T 1Al o 1PPAl I A2 A SR L 2 v
P (Accuracy of Concepts, ACC) FEFRRELLMsHIEH R, HPAmERE S EHERSP
FHSLAEFRE®RS, HERMES S - A SGED IEN A AN THRE RS R A ik
HCEFRSEAE, FE4R LS TR B . BRI LA XA R, EH Numeorreet
B R RS, Numo WIEFE R B SRS, NRRZEEE . AR HA
RS H I FIBLEU-4 (Papineni et al., 2002)FIROUGE-L(Lin, 2004) A FEFRFEATIEM -

Numcorrect/Numtotal)

DN
ACC = N

(17)

4.3 WHFAE

F T IR AR SR H IR S RAGRVERUE, A SCHMEEIIRAGS FHAMUFM T IEHITR L,
XPUFRTTIES A& FMERAG « LLMpase ~ Raptor(Sarthi et al., 2024)FISPC -

o LLMpase: CREFEEE )R] Y B0 (R LR A\ 28 RAEIZ AUSOA T RO B LLMs A, 10 5% Hofay HH 45
R HATVEAY o

e FNERAG: ETLangChain(Topsakal and Akinci, 2023)tE28, AR TZMIE T 5H
[E] 78 K B SO o BAR SN AR SUARER A B 53 B 250 F AF AN TH0F A5 P FRIAS A
AR [A] R B 50F AT FI B B R LAYERF B F SOE M -

o RAPTOR: RAPTORIBET JAUHUT SUARBR A BRI H AL R IR I B 4548 - % RIRE Sent
SOARGHEAT P RALFRFF IR, AR R I, B e Ed fEEAE R R S M 2 A plad
R, RAWEHEERFREAMIE ORRIEN « 2T, RAPTOR K BIEH

IR EEE SRS SE, FI43T-515500, ¥, TE, 202548 H11HE14H.
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LR R W ERRZIT G, &2 mi B USRS ki SORER, R RE
R A ZRFER IR - RAPTORGo B SEX M Z M AT 203, kTR B N L& R

PR, 2 BTk A RSO S E IR TTROA BILLMs U ) BT SCK B BER, s AL .

o SPC: IREEH (Secondary Paragraph Chunk, SPC) &% T T 2T —Rbri s 1%
TR A5 BRERE - SPCLA T ZHIVE I AR E R U)o iKHE R A B SCAR R - SPCrfF
—RBEIEESSPCRES &

4.4 XFHSEES

JE R — 1"SPCutk o RMUIM, SPCup ASPCy ¥ BT 2K,
FESPCyHIEM FA A TZHLAER -

AR TSRy, 53 AT R, S HSEIGEE RN 2FR, WA LIS =158 -

KBS Yil.5-9B-Chat Llama3-8B-Instruct Chatglm3-6b GLM4-9b-Chat

T ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4
TSRy, 69.67 30.94 16.54 56.14 32.72 18.06 64.05 34.35 18.64 66.74 35.72 20.78
LLMpase 44.23 5.33 0.76 31.21 7.36 1.11 42.28 9.79 2.48 45.85 6.18 0.96
RAGas50 65.35 27.55 13.91 49.57 30.46 15.98 62.83 32.79 17.24 62.92 32.24 17.48
RAG750 63.74 25.19 12.19 44.73 27.09 13.46 58.48 29.50 15.92 62.85 29.80 16.20
Raptortyee 62.84 25.26 10.73 59.98 28.40 13.26 55.27 27.06 12.06 59.98 28.40 13.26
Raptorco) 65.80 26.85 12.83 66.21 27.78 13.56 55.78 27.58 12.01 66.21 27.78 13.56
SPC 64.95 28.91 14.75 54.18 30.85 16.73 61.25 32.25 17.12 63.81 33.27 18.99
SPCy 70.08 27.35 13.58 52.31 30.02 16.08 62.31 32.50 16.72 66.19 34.69 20.01
SPCup 67.59 29.39 15.72 54.09 29.72 15.76 62.00 33.84 18.02  66.58 35.16 20.80
KBF R Qwenl.5-7B-Chat Qwenl.5-14B-Chat Qwen2-7B-Instruct Gemma2-9b-it

T ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4
TSRy, 65.33 32.33 16.40 64.77 34.14 17.53 61.59 33.24 18.82 43.91 42.19 26.50
LLMgase 43.91 7.17 1.04 43.91 8.12 1.45 44.65 6.10 0.95 43.95 8.68 1.32
RAG250 63.15 31.00 14.55 64.20 30.28 14.50 58.11 28.60 14.66 35.69 36.42 21.19
RAG750 61.33 30.15 14.15 62.48 30.14 14.34 57.36 26.84 14.04 35.11 34.20 19.89
Raptormye.  62.84 25.26 10.73 33.23 20.20 5.17 55.27 27.06 12.06 41.61 37.37 21.99
Raptorcel 65.80 26.85 12.83 27.64 17.38 3.46 55.78 27.58 12.01 32.00 33.68 18.73
SPC 62.46 31.47 15.09 62.00 32.50 16.17 57.25 31.79 17.97 39.00 39.45 24.72
SPCy 63.50 31.63 15.15 63.02 34.09 16.66 59.66 32.03 18.48 39.72 39.18 23.76
SPCup 64.44 31.69 15.95 63.74 34.29 17.05 58.52 32.07 18.45 41.50 40.77 25.21

Table 2: TSRy, 5 HA 77 AR L5 R

1. TSRy AR BRI T HA G 7, BUS T RICE PR . 5RAGs M, TSRy,
TEACC F8FR E 3R T 7 3.81%, FROUGE-L f855r IR T 73.28%, 7EBLEU-4 f8F5 F12
FHT2.97% . AN, IRMETTIESPClp FEACC f8FF PR A T1.72%, ZEROUGE-L f8#T

FRFAT1.09%, 7EBLEU-4 $8b5 L3RFAT70.79%, FE TSRy FIE RIS T 5000 -

2. LLMBase IR EZE MR T 2FRAGHTE, X FKBSLL H i A LLMsH R AE T Z o4k
HATTN G o beAME SR AT IS HER I RAG A] UG RUER A5 T 2 #E A I 2 e -
3. RaptormecfHRaptorce 7 15 RITEM FEFME T TSRy FIRAGos0 - FAE LM XMEFE
TR BBV G5 0 R LU RE & B RIR R ER R R PSR P AR RN R, X RN TZHE
PR SUAR B A R 22 B T AN AT AT -

4.5 WEHRAGH LR

h T = BIRIETSR, A RE, AR TSR, 5 AR ZEAIM S RAGHT HLEL,

R 3FTR -

=

1. TSRy, MH® TTSRy,, EACC LFH R A3.07%, EROUGE-L L ~F 3 7+3.02%,
fEBLEU-4 L ¥ #142 7+2.96%; TSR, HHH TTSRyp, EACC L -F 12 712.04%,
FROUGE-L FF#42743.01%, #BLEU-4 b FHETF2.57% - X FhitEZE B IR T F H
WA BN YLAE, HEATSRy, FITSR, JIEERREIH AWML EBMERERT] - &
RLERF, R ERIET RS ARSI L R EERARAGH AR E -

A D S

(c) 2025 FEFBGFEREXIFIGF 2L LERS

EREECHE, 143515500, GrEg, FE, 20255E8H11HZE14H,

SLARGS

150



PEMTREES YRS

N Yil.5-9B-Chat Llama3-8B-Instruct Chatglm3-6b GLM4-9b-Chat

Tk ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU4 ACC ROUGE-L BLEU-4
RAGos50 65.35 27.55 13.91 49.57 30.46 15.98 62.83 32.79 17.24 62.92 32.24 17.48
TSRy, 69.67 30.94 16.54 56.14 32.72 18.06 64.05 34.35 18.64 66.74 35.72 20.78
TSR, 65.63 29.49 15.65 54.08 28.96 14.43 62.06 34.29 17.76 62.51 34.59 19.16
TSRy 65.33 26.32 13.01 53.76 31.43 16.44 62.2 31.88 16.28 65.67 32.62 17.67
TSRp 65.62 24.75 11.68 50.28 27.86 13.00 59.95 31.07 15.11 62.66 31.86 16.82
KBS R Qwenl.5-7B-Chat Qwenl.5-14B-Chat Qwen2-7B-Instruct Gemma2-9b-it

i ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEUA4
RAGa50 63.15 31 14.55 64.2 30.28 14.5 58.11 28.6 14.66 35.69 36.42 21.19
TSRy, 65.33 32.33 16.4 64.77 34.14 17.53 61.59 33.24 18.82 43.91 42.19 26.50
TSR, 62.68 29.54 13.63 61.59 33.13 16.18 55.41 30.29 16.61 40.80 40.02 23.53
TSRy, 64 30.61 14.09 63.11 33.29 15.77 56.83 28.64 14.95 36.71 36.71 21.40
TSRyp 61.84 27.67 11.76 61.91 31.22 14.44 51.27 26.23 13.08 34.89 35.57 20.50

4.6

Table 3: PLERAGXKT L5 R

. TSRy, #HE TRAGos0fEACC I P ## F0.72%, ZEROUGE-L I “F ¥ #2 70.27%,

fEBLEU-4 F-FI948E740.01% - RERAGas0 MTSRy, ERREEFEIREE TZHMIL
%~ BE BOUH BUE N, (BTSRy, FEM SR 7RI 1Ll [ W 4580 A 78 T X E(E
o BINTSRy, BIVFMTEPRMET TSRy, HELGERTIFR, R G0 AR R G IRA
T4 - BVE KL B N A T IR RE S A AR THE G R BUE, it — ik
A FABR S B R

TSRLM TSR, ZEACC EFIHEFF3.43%, ROUGE-L F P3#E71.92%, BLEU-4 | P35
F&TF72.04% - TSRy, A TSRy, FEACC EPEEEF2.40 %, ROUGE-L P32 71.91
%, BLEU-4 b PHRFAT1.65 % . HMEREERIET TSR, FITSRy, R TSGR G A
SUBBIENE, UEM T R B 18] F A B AN FEAE FORTR R BR C R AES LR = AL Al & -

. FESEPRRL A, TSRy, WO RIS LRI T HABR 5 RAGTT VA, FIBS#A LN X

KB AIET (8] 08 5 R HMRAGH EEUE T B0, BRI SE R W 4.7/
4.8 -

H T H—HIRUE TSRy, F FHASE 2 o S5 B 3, A SCEETSRy, I FEER b 47V st
HATSR, () WA CBEE Bp -~ LB EORIJT % o TSRy M AN EH T ZHTE

%~ WBUEE R S BUEE RbHI L SERASRINE 4R, HLAEH IR 4ER:

KBSHA Yil.5-9B-Chat Llama3-8B-Instruct Chatglm3-6b GLM4-9b-Chat

JiiE ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU4 ACC ROUGE-L BLEU-4
TSRy, 69.67 30.94 16.54 56.14 32.72 18.06 64.05 34.35 18.64 66.74 35.72 20.78
TSR, 65.63 29.49 15.65 54.08 28.96 14.43 62.06 34.29 17.76 62.51 34.59 19.16
TSRpm) 65.09 22.26 9.58 46.09 28.11 13.53 59.53 31.46 15.55 60.74 31.90 15.69
TSRI)(I) 61.63 25.46 12.43 46.45 28.24 13.92 57.70 32.01 15.51 58.20 30.02 14.82
KBS R Qwenl.5-7B-Chat Qwenl.5-14B-Chat Qwen2-7B-Instruct Gemma2-9b-it

i ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU4 ACC ROUGE-L BLEU-4 ACC ROUGE-L BLEU-4
TSRy, 65.33 32.33 16.4 64.77 34.14 17.53 61.59 33.24 18.82 43.91 42.19 26.50
TSR, 62.68 29.54 13.63 61.59 33.13 16.18 55.41 30.29 16.61 40.80 40.02 23.53
TSRy 62.53 28.03 11.85 60.87 31.10 13.97 49.38 25.55 11.93 36.59 36.85 21.42
TSR,y 61.07 27.75 11.84 60.20 27.85 11.45 47.45 24.80 11.69 33.62 35.47 20.67

Table 4: TSRy, VH Rl SZEG T Ly 45 5

1. TSRy EFTRBRAIMIER L3 B E TR - HIEREE AT TSR MM T 2RI A4S
ER, MR R TZREA - SCBRE AN Lo BU& N A HERS K I A L A R E AR -

2. TSR, BT TSRy fEACC EFEJRF 72.99%, EROUGE-L LV F 13.13%,
fEBLEU-4 F P57 12.93% - RAMEZFERET TZAEH s TZMIRBHIAEL

IR EEE SRS SE, FI43T-515500, ¥, TE, 202548 H11HE14H.
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B B —IK - flan, TS “CETS0001” HILAET.L T, T EZ “CETS0001
YRR R SR % E K E N L /D7 X —[mlR, HA <S8 E K E AL F7.1.2.1
T . H, RAEBERACBIENE, WITCIEHER 27 2 R R -

3. TSRy MEFTTSRIAEACC EFEIRTF T71.81%, AHROUGE-L LEFHHT T0.46%,
FEBLEU-4 E-FI98AA T70.15% » A0 FZEF T B2 T 250 B AR H AL A0 (] 8 75
ERHLTZHIEA - Fltn, *FF R <HECETS0001 RFFEEE L INPE RS % U E R
27, QNERNGE FE T2 HE 4 ) TC 2 A (B 2 1 2 1) A

4.7 LR KESE

ARG IR TR X A 4 AR N RIRAG TR TOIHRE AL AR, ASGEH T BT
K SEEs o R LLM S 18 28t i AR R e T A A AN B SY it &R OR B 23R TS KA O
. BRGERWMFE 5 Fin, HIEAEELUT L

1. TSRy, AR XM ERE, FHESEREZAEHEER - EREERNFR
N, TSRy, HIFIIATTEAN S TRAGs0 FITSR, - X FEATSRy, 7ERFIREL H#E7H H
FRRIER, AT EALLM BRI -

2. HoRIA K RIBE I HE AN — € BB ER - MR ER - FE4.4TT PR HLSEES . TSRy, AUFRILAL
TRAG750 ~ SPCupfIRAPTOR EH/RAKEE KA AL - XEFAR RAKERK, 76
SIARNREME R L, FR IR T TSRy, ERERRAE NhREEf 284
EEEISIBEED

KIEFHTY Yil.5-9B-Chat Chatglm3-6b GLM4-9b-Chat Qwenl1.5-7B-Chat
Tk FPH(Avg) BWARMax) FH(Avg) HwEAMax) FH(Avg) HAMax) FH(Avg) A (Max)
TSRy 894 2153 915 2222 823 2046 895 2208
RAGo50 417 536 455 589 417 536 451 594
RAG750 1392 1658 1422 1691 1330 1579 1443 1730
Raptormyee 5356 6282 3367 3480 1533 1771 3561 4078
Raptorcg 3352 3515 3144 3898 3383 3458 3429 3549
SPC 1106 3661 1131 3715 1034 3434 1115 3697
SPCyu 1160 3706 1185 3761 1077 3470 1168 3742
SPCup 1181 3760 1209 3818 1095 3515 1187 3790
TSRy 1058 2415 1083 2474 978 2281 1064 2442
TSR, 512 1289 523 1303 455 1160 500 1269
TSRyp 501 1186 513 1190 449 1055 494 1176
KIB S A Qwen1.5-14B-Chat Qwen2-7B-Instruct Llama3-8B-Instruct gemma-2-9b-it
Tk FH(Avg) WmARMax) FE(Avg) HwEARAMax) FHE(Avg) HAMax) F(Avg) HA(Max)
TSRy 895 2208 895 2208 949 2368 907 2252
RAGas50 451 594 451 594 476 638 452 597
RAG750 1443 1730 1443 1730 1534 1844 1423 1722
Raptormyee 2494 2823 4801 5254 5945 7100 2344 2587
Raptorco) 3429 3549 3398 3527 3383 3458 3390 3475
SPC 1115 3697 1115 3697 1212 4165 1142 3812
SPCyu 1168 3742 1168 3742 1263 4207 1192 3854
SPCup 1187 3790 1187 3790 1278 4252 1207 3896
TSRy 1064 2442 1064 2442 1128 2801 1078 2545
TSR, 500 1269 500 1269 515 1409 509 1298
TSRy, 494 1176 494 1176 506 1256 500 1183

Table 5: 1AJCIHEEEL ST

4.8 AR

HERFTSR, BREITAR, AJ0RH T MIAAESE . EHE RN b A SUEsE -
RV B GR IET I, IR RIACER - SR RE 6 PR, MBI TS

w:

IR EEE SRS SE, FI43T-515500, ¥, TE, 202548 H11HE14H.
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1. TSRy, fFARER 516,16 5080, (X7 TRAGos HI15.04 5080, SXEHITSR, 7R
R e 2 0 -

2. PR FIE A B LLMsH R K ERIEHE R - ZFATTHE T XKESLIEH, TSRy
f S 247 98] JT V4 #E B 897« TRAGas0 ~ SPCrpFlRaptorce ) F ¥ 17 IC 75 #& £ 4 51
i 446~ 1191~ 3363, HXF R Y P 3 FERF 4 B 7915.04~ 16.85~ 19.34- EBH T Fi A
F|LLMs FHRIEKERE, ST30RBE, FREE—2UEE T TSR, B TR -

KiEFHA Yi1.5-9B-Chat Chatglm3-6b GLM4-9b-Chat Qwen1.5-7B-Chat
Tit% A [E] (min) A5 18] (min) H 18] (min) B 18] (min)
LLMpase 28.93 11.23 12.44 14.88
RAGas50 29.4 10.61 11.95 16.26
Raptorc 35.63 15.04 18.83 23.25
SPCup 34.56 13.84 13.52 18.23
TSRy 33.31 13.58 13.71 17.86
KB A Qwenl.5-14B-Chat Qwen2-7B-Instruct  Llama3-8B-Instruct gemma-2-9b-it
Til% A [H] (min) A 18] (min) B [6] (min) B [6] (min)
LLMpase 24.8 20.43 19.97 3.78
RAGas50 13.72 16.88 14.78 6.74
Raptorcg 14.01 21.04 18.83 8.05
SPCup 14.92 15.95 16.65 7.11
TSRy, 14.47 15.58 15.92 4.88

Table 6: B [RIVHFESTIT

5 458

AT G T AFIRAGTT 200 T 2B AT ) B F AR - AR ANRRAGR A B KB Y
ORGSR, AR E S ZR L 2B RN R G R R LU & AR R R R, &
Bl AR A - ASUR M T HET L ZATEMEFIRAG - SLIGER LY, TSR,ENFSEL
MBLHILLMs ¥R I, HEFRRAN AR « XK, BN T ZMTEEEREARIL
R, BRI ERAG R ARG -
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