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Abstract

In recent years, large language models such as ChatGPT have significantly enhanced
machines’ capabilities in understanding natural language. Question-answering reason-
ing tasks play a crucial role in promoting language comprehension and the intelligence
of human—machine interactions. However, they still face numerous challenges. This
paper proposes a method integrating chain of thought and fine-tuning techniques to
address the existing issues of high resource consumption in large models, weak reasoning
capabilities in small models, and limited reasoning abilities in low-resource languages.
The method leverages the reasoning capabilities of large models to guide small mod-
els, optimizes the reasoning capabilities of large models through a Human-Thinking
prompting strategy, and enhances the reasoning performance of small models via in-
struction fine-tuning of large models. Additionally, a multi-agent collaboration mech-
anism is introduced to further optimize the quality of reasoning steps. By exploring
cross-lingual chain of thought prompting methods, the knowledge from high-resource
languages is utilized to compensate for the deficiencies in low-resource languages. A
dual-channel mechanism and a voting mechanism are adopted to integrate reasoning

B TUEPEEE SRS SE, FBITOT-5183T, ¥, TE, 202548 H11HE14H.

(c) 2025 FEFBGFEREXIFIGF 2L LERS

2National Language Resources Monitoring and Research Center for Minority Languages

170



FEITRIESYRZ

knowledge from different languages, thereby improving the model’s reasoning perfor-
mance in low-resource languages. Experimental results demonstrate that the proposed
method effectively enhances the capabilities of small models in multilingual question-
answering reasoning tasks and holds certain research value.

Keywords: Q&A Reasoning , LLM , Multilingual , Chain-of-Thought

1 5§

AR RSN REGE), EREZACESREE N ANGEEHSHE TR, B
FEi5 AT AT 5 H A FEAIBTARE ST - RIEHEE RS A (BRI B 2
MESR B R, DISSR LS RO T E R T B0 o SR, R S A ) < B B R
HAEE S R DL, REGR TR, Bz EZHENEEER . £ARESHEY, &
RHEERE T AT S ARAT R EAINA, @ EEEE L, BARNMGERFTH
HEAES . MBEETSEHIREENBBNE, 28 KEWRBELEZ T HEF . Fla, g
RS EERE EMRIBLL E CAMEE, % R E R AR DU RS R SR . XFhEE 2
ANRBRERRHE, MSMEEFEER L, ZERIGEGERLEES, SHERMARTZ
EEHETHE 15 HI AT HYERISEIE -

KARRET S BEFE T EMARIBEA, B/ NNESEMNZE T S HEE P M
BE . ITERAIFTTER, E4EEE (Chain-of-Thought, CoT) (Wei et al., 2022b) R RFEHR T K A5
RMEFRE T T HEA EE R, (EREZECoTIERILL “Let’s think step by step” % (Kojima et
al., 2022) MM LB B TR A FE, REEAREIMESS ARERIT B FIAMEE . XRERE
Bk Z ML TET], B0 S B0 BT R BB A IR, I E AR R - S S m]
FAE—EHNZHWE - A H Human-Thinking 278 RME 18 13 U S fR 21 RS 2%
M RER R, 51 SERILRRIRRE R « WHMEREFIER DR, WM BT R ) n] 4%
PSS . ARIGES IR R WA A KB4 i E BRI E R AR EESR,
X ELAIE RN /NIRRT | SRS R R SRS P RRT . X8 B T SE bR TR K
FURET M, BT BB RAS, SR (] B 38 v R PR AT AT S0tk

AR EZ TR T

(1) W EERAER - FHEEMATREITEM, W& 76,0005 553 IR £ 18
SR EEIESE, WA ARRERR, B FEtE T AR ES, BE T HEAEEF
FE ARSI, BREIES RS Z MR E RS -

(2) $RHEE BYEBEMBUARORA 7T, 383 Human-Thinking$2 7 SR BS 10 AR T HE 3
REJT, FREBIRIEAE & RO R A MER T B HEE S TGRS, SIAZ A EIEILEIH—F
AP IR & -

(3) FRBEES BAESEIRR A, FIHESRES MINTIMESIRIES AL, RAXGHEE
HUHIFIH AT LI A AN FE S AR, B RTIRES RN -

2 MXRIE

TFER, MEAEAR! (LLMs) (Achiam et al., 2023; Chowdhery et al., 2022; Brown et al.,
2020; Devlin et al., 2019)7E BIRE & B AUSIUE T B AT - X BT 8 24 EETT
FEZ M BRIES A BEAES P RI T & NENRIRZIR DR AT E R AR EE(Zhong et al., 2023;
Srivastava et al., 2022) - WWeiSE A (Wei et al., 2022a)frift, BEEBAIFIEIRY K, LLMsiZRH
JRILHEIETE 4 (Sanh et al., 2022)~ FEFFHUIT(Nye et al., 2021)FIE I # 1 (Kadavath et al.,
2022)%FHEST - SR, LLMsTEAL S ZR A BAE 55 A (5 0 LASR (AL RS 8 FIVERRI A 28 (Zhang et al.,
2023), FIANEEZEAERE (Patel et al., 2021) « H IR (Ceva et al., 2021)FIFF 5 HEHE (Wei et al.,
2022b) AT . IEHAHIHTST(Yuan et al., 2023; Luo et al., 2023; Liu et al., 2023)7 8, 1@iT%k
FEEEA LLM s TG SR GO AT LAE — @R Eitm HaEsae /- Rt XEE s
FAER AR BRI AR AR « Ah, EaRFET IR J7 18 5 T 2K & AR s & Y
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TERA, XATRERHISSLLMsHDERBETT « Bk, —SHT507T in 2Rk F B 4280 3R oR %
HRIGTRLLMsHTEEEE ), MTREINYIZE . Weiss A\ (Wei et al., 2022b) B K& H T /DA
HEREIROR TR, BT IEEE R BB R Z RIS AP RIEE PR, BE R LLMs T 8
T1- BEfa, FE TAENAFE T — P Bo B4R R 7R, AR RR(LL et al., 2022) ~ 7R
W (Lu et al., 2022) « F&REAL(Weng et al., 2022)  [AI5##(Dua et al., 2022)FIFLKI (Yao et
al., 2023) . 40, ZhouZF A(Zhou et al., 2022)f&H | “B/DEIREZ IR TIE, RERF I F
NEGEBRWFIE, RS ER; Wang® A (Wang et al., 2022)5| A—F 5 — B RS K
%, IR R LIRS R E A E S5 Cobbef# A (Cobbe et al., 2021) &= F] &
SRINIESY, DANMBOSAEEBE AT HEA TR R AT S AT B o R, X EETTIE IR E
N THRERHEEEEE - AT RX—FRH], Zhang®§ A (Zhang et al., 2022)3#& t Auto-CoT, HHZE
AR YEREANIR R B o R - ARG EES T, A MARESEIEA AT
i FH B HERE SRR 1) KR ARG B AT A TR RE -

BYERE RS 5| S LLMsIZ P AR R (A, R gk 55 2 [m] REUFN 4 s R 2 () B RE ) S (4L 138 )
LA (Wei et al., 2022b) - SRTM, HETHIIR FEEPAEXRIE . 2ERFEEBITT000MES, #
RAEOE S PR R O — MR HE R . BT X—RESH, BORBE KR T i6
TETHEEERPRIE YR, RREBIEFHE - §la0, Shi% A(Shi et al., 2022)FE5IA
T—PRINMTHATHFMENZESEIRSE, HRE 7T —MHiEiES s, ESKLLMsZETM
RN, R AR RIS, i s R AL E - Ranaldifs A (Ranaldi
and Zanzotto, 2023)3&H T —FhEETE 5 2 P HEF SKIE T i) B —BUESR R LE), ST T 2R
HEE P RIHEERE S o Tanwar® A (Tanwar et al., 2023) & IWAERE R BT XX H A RRIREE S M
BIRES Z G L —BERRG], DR B TE S AT - Qin% A (Qin et al., 2023)32
0T —ME SRR TIE, B AT ehEFEMEEES, Re R EVLHHE &R R
ER, EIMITEEBESRANEIME T ERE T IR R . REBES TXRIESEIEES
B S 1B RHE T8 F AL 4R (Blevins et al., 2024), BT ZEAHSCL IR AR B4R E XAAESS,
BHERRNIR B R EZ (Liu et al., 2024) - FIARTIEFTOENESNHRRE, DEIERFLO
FILLMsf# F 5 VE R N ERHRALTE 5 (Wendler et al., 2024), TIESE 7 A ORI R H HE &
BRI S (Zhong et al., 2024) - XEF LR FIRMETTAEIE S HEEAX TR, X5F
ZHEE FoR ] IGE AR ES S (Wang et al., 2024; Tang et al., 2024; Cao et al., 2024)

Q: K= ML m Bk E i
B LLM SRR B AR A Bk, JURAEE IRAT, BRIEAS
PR, TS 2 Yes.

A: EBRAT B EE.

Zero-shot-CoT

Kol s
HH: ki CREKHD
Q: Bk = ML BT AL Bk B A s H b Ak R ERRIATEX )
= H8 nd, iélfﬂ/]ﬁ %@(
R TR AT
*ﬁ%%ﬂbﬂ
Ar PR R E RS, LLM BAFBET R, (9 “—Eps” S
ERI R, 0 AR A% K N B B R
BEE, SaHXmR, B KR RN, RBEYE, 155 A
R, R SRR BUBATIE -
“ LiRy = R 2 @ﬁfﬁﬁ'{?
YesTIE "No™. oI Bk SRR e, KM A ST (A
BRBOHE, AR KRR RN, B NOE
FFE. FTLAVE % ENo.

Human Thinking Prompting

Figure 1: [A]ZE HEREIRA L]
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3 WRAE
3.1 Human-Thinking$/R KB

REMAERICoTIE RN (41“Let’s think step by step”) FEHLEE(ESS 3T TR i
RE7T, (HEATE R URIE S R BERHIT IR &, B2 5 RS F R 71, thREAFAS
SERRECREZN ST . XSEURAERET RS A S BIE B - ZEEL - 7T
Sk R . X S0 HHHuman-thinking (HT) 755608 5 A 00N 2% 20 SR R 1) B 4 2%
1, EBHRAESAGEE (WREFIRNEHETR?) MEMILES (iR G
B GEAHERNR . FB ) | BEEAEEEERR . HAUES R, N EE R
WS AT R o AR SCHEM R ISR LISUE, WEILIFTR - HTREE S| SRR A%
MEE, TS HEERE, WIEEED RIS AL RIRBUEME . SCIR R, HTHRRAE R &R
FEARBER (NGPT-3 175B) PERE, R/ D ZAFEAS B LS 2E A ) r) S HR AR A R R

3.2 BYERERE KBRS A

RARTL G R EOR AT LU et 3 — R S5 HITERE « ASSOR A KRR RL SR @ OREOR IR T
AMERIEIRRE S - BRSO b, AARRELES THAE AR & REE A E R
HR, IRAETNSE RIEFAIETREEEA, B <@, WEPER, ER>=7TH; &F. i
8 5 R BT B R AN RO /BT o AR TSK FHLoRA JT ¥ (Hu et al., 2021) % Tl 4R 15 5 120 347
R, DARIOE R A B AESS - LoRAMEIE 5| A RBRFEREE M AT 4RSS, PUEBT D ESEL,
RE PN SR RALE FFIR - BARSCELRAE TSR A B FRRE Al L AR ROE N R, (AR
DUERNZEZE, FIANERG AL X EERFE TITREMNGAITHE, FRORRr T REIERE -
F2foR T RlG BYERE LLMEE < ORREGI & - WEAREDRE, BOEIA e, Kithuh,
SRR E AW, FE4EFERE VA, FHERERE VB - AR FLoRAGUFRS, i AT A
WA, HA, AWRREERNZE, # RN AR BA IR B HIFERE -

h=Wox+ AWx = Wox + BAx (1)

HIBERR

Prompt

Q: HLHRA ML (FEHEd) If HiEEa

PSS IK?

A: FHEBRA A
EECES PR IR B 5K, SRR Instruction
ey R, B R S A S A
I SEGHIRENYL, IR R 1) LR R B S0 (FEL) Ik
Question , I EE R Yes ik A& “No”, ke
HARBLEE (P ! Output
B 5 FLATRJHEFAR MR, (P8
T i) RHIRIER KBTS,

JHEAREEA EHHLY 5 ZFR

No BRI . FTLLE R SENO.

Generate

FEATR I WM RN, (5
1) RHPRIER KBS, & SLM
R BA (PEiFc) » ZbRd R

HRIM. B S 2&No.

l LoRATIE

Figure 2: @& BAEHEFILLMIE SRR R &

3.3 ETZMAEIMEREEEREEHE

£ LR T MR PR TR E SRR, BATAIE RPN RAOFEAT, KEREE 7
BUPBRT P REAFAE RS IR EUR B AR « 0 X AT BE s, B80T T 2 M EihErIL
#l, WEBFTR - BT TN AT WA EET R FIRT MR - WA R EEE
NSEYER IR AT IR, B R K A PP A IERE, HRT KL & FIRARYS

B E R E T EE S RS E, 17051830, BrEE, FE, 20255E8H11HZE14H.,
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FEBOPBRIAT AT o BJE MBS A A TR, FE S HEEPER . HLHIERULIL TR
ARFHEHPER, S/ MERR IR EIGETE, BE RN . RIRR T 2 AAHIEN
AL -

S R HEESRMAEE () HiEEIERY
p AR AEAEED, M (Enc) MR/, BRI AN AT RE b B2

P

N

0

XA o
MR R, HEEFEORA (ER) 5 (FEEHC) SIFERIRE (B30)
1 ” MZEN3006F, FMARAREREE (FHHc) -
T XFEX A, HEEEEEA, (L) MHENRR, BN

FEMRRRTRER L (PEFE) -
g HERAEREREE (i) - TR0

R RRBE BT (FFC) | ERMAT LURG BRI, B9k

AN e REsE TRAE.
g SRR MBHRRTIEME (AT | BARTERS (7
, AR ad) wEm.
g DA, BHARANE (HIHD | RERRBEENK
F o
iy TERHETTRMER (D) | AREEEST (WD)

PR R Phigg

Table 1: £ M EMENLHIEF

3.4 ETEES B4R R ZHEE K

FELZEEIWRT, B RAENMEEE) RRE SRR LEEBES TR, HETIUIGE
TEEIAE - B EWISIELL R SHSTHER, BUEARES LNRMEEFEREE
o AL, WAHRH—FESIES BAEREYLSH], SEEDEES T RHERDE, RIESHRE
FERBFES (AEE) PROEEIERE . BiE 5 B AR RXSGEE VL AES DR =08 X
BE RN, RS SR H R N SR MDOE, 0 A A O L TR AR R, R ORI KX
BLEERAN S AR RIROE R - XA RERS SR AMR B RIE S BE AN R AR, LRE
A FH = BERTE = A 205 SCRIBAE M, IRFHSEAAE R BINE 5 R ) - B57E 5 BNt
FEBRFARAIEEG > AIaA 4~ BEBFR -
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3.5 ETEES BYERER W & HEETEA
FEREREES T, BAPRH KRR E NSy, X AFEE S LR 2 B R T 5=
ﬁm FRFRMEE TR - BETE, 4RSI AQqi S X B 1 305 2 32 B
RAERL A o 7R P AP B B F AT I, AR A EE A BEE . PSR AARTE T
uﬁ@ﬁ%ﬂ%@ﬁﬁ 79y, HIrEI AR -

S = LLM (p,Q+i, A) (2)
FEATIEF, AT Eomp, BRI EE R ETENR, X Efabnd —m AP

R . R A5 PR AR TURIE T R bR AL, TGN, R A5 5 Fx e B
NAE R B H -

BREHESLAFF S hoie 2 = B S
ST m%%?*xﬁ m%%?*mﬁ
R Kﬁ? m%ﬁfﬁf&%& ﬁ%ﬂﬁiﬁ%%w
T Eﬁﬂ%?ﬁﬁA E%ﬁﬁgﬁﬁﬁﬁ ﬁ@ﬁﬁiﬁﬁ%%

Table 2: FUMEERLT 73N

5D E R EEE S KSR EE, SBIT0 551830, B, A, 20258 H11H=14H.
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3.6 BiEE

EETES AR, BRANETBIES BB REE S IOMEAR . BErgg. FIH
I BN E S TR S R AR B AGE R AP IR, R BAE S YRR E R R
HEFRASIR . E R ENERE S MESERHES R FPEE S EZR, ARW3FR.

1]
F=argmax» Y p(F, = [) (3)

t=1 f

H| fIFoRErE BnE S P RS ROEE, (ForERPRNRSG], FHTEH BinE
SHRIBTREBEEES R, p(X)Fr—10- 185, AXNEFHRE0, HXOEEHRE] .

4 L%

4.1 HIEHE

AR SCRI AR B B FE ) 7 R 2R B B R R IR B, SRR B R AT TR R R AR B
=, BB ETriviaQABIEEE (Joshi et al., 2017) IS EIE, Fe&it 76T MARBEM,
BIEEY - B5h. i Y. BER . W BE. EAY . EES . BER . ST
& XU EBGE T HE AT AR AR, BEN N AR SR I AR . B R
%ﬁ&\ﬁ%ﬁklﬁiﬁ%,%%%%T@%%Y\$Iﬂﬁi%¥ﬁﬁﬁ%mm%¢%i
R HETESE .

4.2 H®WSERE
FKIER TR BRI S HOR BB - IE L3859 7E25K Tesla V100S-PCIE-32G _F58A% -

BEE AR BEHE
cutoff_len 2048
learning_rate 2e-04
finetuning_type lora
num_train_epochs 3.0
per_device_train_batch_size 4
gradient_accumulation_steps 2
Ir_scheduler_type cosine
max_grad_norm 1.0
lora_rank 8
lora_dropout 0.05

Table 3: HEAGABESLURE

4.3 N
A SOR TR RSN EFE 9 RS, R Accuracy MFUEE A LB M B2 /14 1 £ §5

FRo Accuracy (MEFRZR) JEREBIERHTONRE A S SRS LG, itE AR afiR . &

., TPRHEIEFIE, TNAEGAGFE, FPRHRIEFE, FNAREGAFIE-
TP+TN

TP+TN +FP+FN

Accuracy = (4)
Precision (F§{EZR) RPN ERFTEEREGEF, Recall (HEFE) #HEEIHIEE
EGIRIREST, WEA D405~ 6F77R -
TP

Procision — — LL
recision = o (5)

B TUEPEEE SRS SE, FBITOT-5183T, ¥, TE, 202548 H11HE14H.
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TP
Recall = m (6)
FUEZEE % EPrecisionflRecall, #PrecisionfiRecalllJEFIEEIE, & H A FHEIRA,

HtBWARTIR .
Fl— 2 x Precision * Recall

Precision + *Recall (7)

AR5 AT EESLE R “yes” Fl“no” WIFLH, BCPIE “avg” (E R &AM TEIR, DU
PRAITE (B AR S5 T HOUERAYE, SH IR R RS L B A O -
4.4 BRI

ARIGER T AMIE SR, XA RIGER B S E E R EA LR, DE
mANFEE S MES TR, MRS RS EEMARME . LLaMa2-7B (33L) (Touvron
et al., 2023), FHMetafF & , 2 T TransformerZ8+4, i@k JoUE & 223 Tl 45, (H F SCEURE
5 HAY0.13%, SEF RS EI R E; LLaMa2-7B-Chinese (1 3C) (Cui et al., 2023),
HLLaMa™ 3 # X FF &, #d KM B CBIE TG MGR, BER AP ESE
; TiLamb-7B (#3L) (Wenhao et al., 2024), PALLaMa2-7B 28, ¥ 75 303 % £ 7
F126.43GBICEURIE E2 0GR, R_AFBCRIGFIE SCHMERE ST, 0T 25077 AN E A 5 U
Al; TiLamb-13B, 2T LLaMa2-13B, ¥ 3¢ HF UG8 CIA K 242,353 Tokens, 3t —H5E 14w
B L HEERETT; DeepSeekifi MR (Shao et al., 2024), FHIRESREM L, MITGPT-42844, 7£
Z %0887 RIARE -

4.5 SEEREZ

RIS IR A BRI RORBOR R B HEE TR, AR BT IR,
Al. Zero-shot, ¥ ALCEEMRIAM, AEEMALTEISMEE; Zero-shot-CoT, KAZEFEAL
YEEER T, TELA IS Fa AN ] RS B B HR 7RI “Let’s think step by step”, PABUEZ A
HEFEBEST; Few-shot-CoT, RA/DEEABAERER T, 7RSI A RIRIET, PHESDRE),
{EISRER 22 ST R B HEFR 77 20, Fine-tune-qa, BEHEAEIESE AR ZX AR SEY, Fine-tune-
CoT, il it Zero-shot-CoT /7 ZAF KA 347 {45 21 i) 75 HE 38 0 IR ) = oA TP X i< 1a)
A, PR, BFRSEREEGET AR, HT, ReRAHTIR R SRS o TR A B 5 7 =
S RARAL AT IS 2 B B P R = T AT U < [n 8, HEFRAPIR, BFRSEIRHR A
0 HT+, RRAZ A EETLEIETEIRE f & 5 r R R 1T M -

FIUE B E T B M SR AR AR, ot BRI TR, Bl origin,
A EEZEWR AR A ; single, RARE T AN T2, RUFELR A G & RIEE D
P%; Few-shot, RA/DHEARRERER T, AR ARG, PHESDRE), HEEEE
ST EHERE 773, Cross-Lingual-Vote, 8T EHLHIRE =B S EMHEGR P RIHEE
—HERIE S, Cross-Lingual-Score, W AN[FTE 5 B2 A A A A R 3 AT 77 40108 45 B 0 B A2 5
HHENTE S RIMEELE R HARIE S HIR KR -

F5S Prompt Accuracy

1 TP . 58.0

2 BEAN—BPEE. 63.3

3 EHERSMEEEER, RE B RRA— ERESR 64.5

y  EHNPEESHEXERIEET . K5, —P—PHREEZH 66.7
A (FERFRFZEERN) - '

5 FRFEIRFE RS TRE, SRR &M R . 2 67.9
FEBERIERFN, REFEFETFIG T '

6 %%ﬁﬁﬁ%ﬁﬁ?%,%ﬁ%ﬁ@,#%%ﬁ@@%%%ﬁ,% 68.6

BHHRAIR, BPERE, FEERE ‘yes" 15L& “no” -

Table 4: [FIH 7R FEME B S0 45 R

B TUEPEEE SRS SE, FBITOT-5183T, ¥, TE, 202548 H11HE14H.
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4.6 SEREERE T

AR5 E S HGPT-3.5-turbol EABUMRAL, 75 B IR EERSE L, SSIess R
FAFR o« BREARTTES, HTHROR KB ETRR1E68.6%, LT HATGE . MAIEE, BAlH
HERLEEDR, B <8, #HEPE, ER>=Ju8, HTREEGA/NEZEERA.

B @i A B A B AN RO R B SR 58 3 9 ML LaMa2-7B « LLaMa2-7B-ChinesefITiLamb-
TB=FURAL, WE A WIS = FIE TS - SRR LE RUNERSFTR -

SLEGFRBH, BhA BYERERIRUEEOR P T A = MR A R Y R I AR EA - RE s
% (WZero-shot-CoTAIFew-shot-CoT) BIFEMHAE BT EHRENZ (Zero-shot) , [HE4E
HETIEAE LS L R R R A AR RE, R T HREW S| ST 2, FHHE
B HO PR A (R A A R OB R

ORI R R T B A B EA - fFLLaMa2-7B-Chinese®® T H | Zero-shot /7 15 FVE
ENE7.4%, MEd Fine-tune-qafiliflf5, MEMREAZ61.5%; “LidFine-tune-CoTHI)E
IR A — PRI 263.3% - fELLaMa2-7TBIRM A TiLamb-7BIE A i 7 72 R AVF I - iIXFEAH
TR B % (ot AR TR B 0 b S A S8 AR S5 SR 0 A, TN R T TN ZRB B 0 B R
FHEEATYRMESBIFRR, WmfEmE AR EAES IR -

WiRrA Accuracy Fl-yes Fl-no Fl-avg
LLaMa2-7B-Chinese
Zero-shot 57.4 56.3 58.1 57.2
Zero-shot-CoT 56.1 55.6 58.8 57.2
Few-shot-CoT 58.6 58.4 58.2 58.3
Fine-tune-qa 61.5 62.8 60.8 61.8
Fine-tune-CoT 63.3 62.2 64.4 63.3
HT 66.7 63.1 67.1 65.1
HT+ 68.1 66.3 69.3 67.8
LLaMa2-7B
Zero-shot 61.0 60.6 62.4 61.5
Zero-shot-CoT 61.2 63.2 61.1 62.2
Few-shot-CoT 65.3 66.2 63.4 64.8
Fine-tune-qa 68.4 67.2 66.8 67.0
Fine-tune-CoT 70.5 70.7 70.4 70.5
HT 71.0 71.4 71.4 71.4
HT+ 73.4 70.3 72.7 71.5
TiLamb-7B

Zero-shot 52.3 53.2 51.8 52.5
Zero-shot-CoT 52.2 53.2 52.0 52.6
Few-shot-CoT 53.7 52.7 54.5 58.6
Fine-tune-qa 58.6 54.4 62.1 58.3
Fine-tune-CoT 61.1 63.4 58.0 60.7
HT 62.7 58.2 64.5 61.4
HT+ 64.3 64.9 62.6 63.8

Table 5: & A AEHE MG )R] E S0 45 R

i B 4EBE O 7715 (W Fine-tune-CoT -~ HT ~ HT+) 5 B B 1 Z 50 77 2 Fine-tune-
qaffltt, FEERIVERE RIS AR o PR R 7R T R R BE U 7 IR AE S (AR 2 2 =) 21| 4
HPIR, MAMNOGE RIS R ZE KR o @22 HEEP TR, A RE 6% 51 1 4 25 % [n] @1 A1)
LEMFBER, HFROECR T HERERE

BiEmERA G EERFOUHT+SHTHEN, EREMEGE ERINH ZEFMRA - JHE
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TETHR BT 2 W3R T RE 0% (HRAY 22 =) 2 FE VIR AN SE A AP 0 - B0 & A B ENL SIS T
BEmENGTR, GEEPREBIETREE R, WM s &0 8 i &0 T S8 -

fil& R BE U IS I 2 R T AN T4 7 1A 5 R UM A 3 ok A e A R A B 47 1) S
RIEA —E AT o 22 AR R E o 2 S AR A B HEFE AP IR REWS B 17 b 352 gk 1) R
RLEMFE A, BB A SRR REIERE T, ORGSR 1 /NIRRT AR [m] Z 4 3 R iS5
AR o Xt E AR BRI/ N} T 2 ORI 2R 5 R O PR ), () HEBEGE /) 38 A an K2 A
A, B AR5 /N BT RERS AR iR A2 PR AR L T SR I HS AR T AR T AR A5U2R

DXL F TR AR =FREA DL =ME S, PRBINENFE—ENER . XMHERD
JRR AT REE T A RIE S B RN IRF & B LSRR 5 SRR .

ET B8 T B RISL38 449 ) TiLamb-13BF1DeepSeeki#i MR A FHEAY o #H5T TiLamb-
7B, TiLamb-13BREAERERRRIR RN FE LT - DeepSeekE 2N LS5 FH 78 24 HUM BT FNIE AL 45
A . S RMERT R - BiE S BYERE T EMR L3 - Cross-Lingual-Vote M H7 « 3L
HEFERE T, i —EER ENLE], B R R Few-shotFE553.6%, Fl-avgiiF+3.5, FAHEIES AN
YT —EUE 3 6 A SR AR Z Al SE M Cross-Lingual-Scoreif i3 5| AZBUM AL 5
ML, TR 266.7%, Fl-avel®F266.5%, B Cross-Lingual-Vote$fE 71.6%, ViBHES K
HE AT BERE MR E = T R SR -

Morigin®!|Cross-Lingual-Score 1%} FL 3R BH , BRI EFSCR G IR, 5IABIES
HEFR TR S R RE R IR T - X ULBA S TS B AR B v SRR R TR AN B, —BUE R R RET I
FRMETEBRTS, BUTRAIVE NI Pl — P sa i & ~ DR, IR BRI RE -

Tk Accuracy Fl-yes Fl-no Fl-avg
origin 59.3 59.2 59.8 59.5
single 60.7 61.5 60.3 60.9
Few-shot 61.5 62.3 61.0 61.7
Cross-Lingual-Vote 65.1 63.6 66.8 65.2
Cross-Lingual-Score 66.7 66.2 67.0 66.5

Table 6: BiE S BB AR SLE0 45

4.7 THELER

NRIE I E T B T ERR S AT R, N ORI B AT IH R SRR, X
AN AT HU SRS « SEREE R R TR, i = DV HLI . Cross-Lingual-Score (En-
glish) « Cross-Lingual-Score (Chinese)f1Cross-Lingual-Score (Tibetan), 433 #&/R{EEIET &
HERE UE DL - O E BB S A A E I P IR IR IE -

Ti ik en zh ti

origin 65.3 61.8 59.3

single 65.6 624 60.7
Few-shot 64.8 62.6 61.5

Cross-Lingual-Score (English) 65.6 65.6 62.6
Cross-Lingual-Score (Chinese) 66.5 624 64.3
Cross-Lingual-Score (Tibetan) 65.1 62.5 60.7

Cross-Lingual-Score 66.5 68.2 66.7

Table 7: THERSZEG4E R

SCIREE R BN, RO RS IR 962.6%, = T RIGRUOCA59.3%, BT
ZIEF A N66.7% - XEMIGEE RN TIFIES, HFEErIERANEERIA G REEROR
LR, [BRSBOCEE S SMMIHE R EERRK, EREIFERESE0E LE R
W ML, P EERCUES TR R IA$164.3%, = THRIUE, FREERE N
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POBESHIERBIURIE R, ELMERFR LHEE—ENN IR, REBZREREL, B
POBEVENSHEIES B B RN ROE %Ik .

B AR R SENBE S, FERCOUES T IE —EIRA, FEMEEHEET A
BEEMS . BiEs BAHERAEMNEIES DL REA TEEREFES LR E
=, UHIZEZREE A M A E WIRE S AR, BAHRRIRE S e
4.8 ANTLiFh

hFt— PEIFEAAERTIRIES (WEGE) bR, BATET T AN TIPS SR .
BATINEE S RIEHOEE RV 005550E , #1381 A#, {# F TiLamb-13BRE M A4 A [H]
% RGEERRBE AR . /A — M EAIRE -

FOCI] R gadRFagn dvaRgF iy g
@'ﬁ'ﬁqa'ﬂﬁﬂ'qa'q]g'ﬁ'@w@,:'ﬁs@&'R:'glﬂ'ﬁqm'qsai"q%}:'x:qaai'E'%’i'u]ﬁq'q’i'
arsEs n mnRg R Y e R ag g E ey 3Gy

NTVHG HSLHERFTE-6.0 5 RGE-5.0 HH—B1E-6.0

F AR [

Table 8: A LiFAG {51 &

BATEIEINLIE EEE T IS - WEETREME, SEAFER . HEHERMPAL, L
AL IRZE - MR DFEARN AR IATEN I, W bRERRER AR 2 RN o BRI
EEMSL R, BN B DEARTTEHERYERAF 557 o FRO I RAIRIPTIR -

FAgE  FEIERE ESheYE RS

Q1 6.0 5.0 6.0
Q2 6.0 4.0 5.0
Q3 1.0 3.0 2.0
Q100 6.0 5.0 4.0
SF1 4.4 4.7 5.1

Table 9: JBCC[FIE A AAs RN TIFAEL5 R

REME PR — 2P0 UE T A SO AR TR S [P A AR 55 H 0 SE R S5 T 3« AL RE
WEMNA G EENER, LERREIIES BRE, REBEERCURES R -

o ok

5 Ay

ATCRET RAEREMIINTRS, s/ NRUERLE [m) Z-EFE 7 T AR - ANSCIR Al 5 B 48
BEMBUABORR L, B THTROR RIS A R B I RE, M R R A Al -l T84
PO, FES R B PR E R T MERRIROR, ST/ MERL B RE - i
SIANZAEMEILS, CCEEDIREE, PRI/ IMERIRAERE ) - FRBRE S
TS A EEIRCR AR, ASCIRR T B S BUERERR TR, M S BIRIE 5 R AR
PSR AMER B TRTE B HIFIRAN AR - KR, XSRS R BRI T ROCH R EHEERCR - Tk,
Pl R AR oE 8 218 5 R EEE R REE S, Dot/ DR IR R B EAR R B IRIE 5 R85
ST NIRRT 08 S R EEEAL S5 TP A AL RE T A& R -

o

RIS AFE] T ERE 2R (22&2D035), 7 E TAEBE RIS & 175 H (2025-XZ-16-
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