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Abstract

Chinese Frame Semantic Parsing (CFSP), based on Frame Semantics theory,
seeks to identify the semantic frames evoked by lexical units and assign roles
to sentence constituents, thereby revealing deep semantic structures and en-
abling more effective event and context extraction. While large language models
(LLMs) offer strong general capabilities in text understanding and generation,
they face challenges in CFSP, particularly in reasoning coherence and the ap-
plication of retrieval-augmented generation (RAG). To address these issues, we
propose a method that integrates RAG with chain-of-thought (CoT) reasoning
to enhance LLM performance on CFSP tasks. Experiments on the CFN2.1
dataset show improvements of 13.52% in frame identification accuracy, 2.24%

in argument F1, and 5.09% in role F1 over the best existing methods.

Keywords: Chinese Frame Semantic Parsing , prompt engineering ,

retrieval-augmented generation , chain-of-thought
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i 4% SR A F] (Named Entity Recognition, NER)/& BIRTE 5 A0 (NLP) H # BT
%%, 7Ef5 EEL (Huang et al., 2021)(Qian et al., 2021) ~ FIHE R EE (Hu et al., 2024)F1
BHEME (Liu et al., 2022)FNHAP LKIEEHZNERH - TFEK, NERIESSZ I A 4R E
K&, DNOERIESARRR], 18 KB IREFE R RTE AT, 5 I EESTE
£HPropBank(Palmer et al., 2005)~ FrameNet (Baker, 2014)~ OntoNotes(Pradhan et
al., 2007)5

BRMHRIE NER f75 AKFRBILSTM-CRF (Huang et al., 2015)580 I &R A
W (Jiao et al., 2020), JLEAZLEAREIRAESSF (Chen et al., 2022)(Lai et al., 2021), H
T IR ISR - TR EARAZ LR A IRE . R EM (RAG) (Lewis
et al., 2020)1ERRUAEBMUT R, B shSRRINFAREERETGE T, R ERR
HEAZWE. ERRTNEHE: MERER (WBM25(Harmon, 1996)), T i/ 5
WCHEE . BIHER 5] (Baeza-Yates and Ribeiro-Neto, 1999)%FZF45iHN; HEKEER
(DPR(Karpukhin et al., 2020)~ BGE(Chen et al., 2024)), F|/H [ &FRELHIE L
* 8
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VL. RAGTEFIE RS FNRHE R4 A5 155 (Karpukhin et al., 2020)(Zhang et al.,
2024) PRI, STHAARABREFR - RBTIRS ST BOR R, AR T+ KR
TEFRARE AR BEHRNE . HAbEAR BRI 1A TR (Brown et al., 2020)FHER 4 (COT)
(Wei et al., 2023)-

DOBHEZETE SUBNT & —FRE THEZETE S BRI AR B INERMESS, B ETIR
A7 R ARG BOVE SUHEZR, i AT A R HE R B, NIMERIEE HIE R
RIZTE G5, P B E R R RAERE R . H Y AL A A2 A
RN EER-, RATZNFEERAGS COTHBR W AE S B AR AT
DOBHEZRTE St  BIomia TRAZES PRRMERED - SRR RIS A
BEAGESRIPHEERMR, AR HHIT NER £55; RAG a8 /MReRE
B, BB TR T B 2R S R SUHEZR AR, COT HEHE— B R THE T 12 5
TEERRE T, [EHBERS B UERHL AR AT SRR 2R IR AR -

AR FEZEAFAE: DRE TR RPOEESE UENTESFeoniA, LR
= DOEE USRS R AT REAE A . 2) B UCRRAGHICOT I A B S, =7t
TORIE BT DR R TR U AT AL S5 T AOEERAE T - 3) TS R i it iS5 R T7
2, DARERROE ST A XE S

2 MxI{E

NEZRTE SURENT /218 A B FRER — R ERE R, EETIUE LAYIE UHEZE,
S ) F IR A S H AR T AT IR AR . AEZEE BT AN GRANE R R T, B EEKIA
I EARETE YHEZR  (Frame Identification, FI) FIHEZEARL S (Frame Elements, FEs) o

B E B T HE MG FNEE T RIE S SR LR M 2% 75 15 Qnd i e s r
B IR SR A IHLAI(Li et al., 2023b), BLRFHEZE R B FR AL 2 T8 i R AT
55, DR BARIEEZE 50 nRYBR & 1A §E /T (Liu et al., 2023). TR, HLRHR
TG SR VG B R IEATE, AR SUE e B RO /MR T S B R 52 HERE (Liu et al.,
2024) . EBECAEBRIARBIRIEDL T, (Li et al., 2023a)iE 1t 45 & B4ERE BT AR H)52
i, HEHAChatGPT (gpt-3.5-turbo-1z6k) *fCFSPAESS#ATIMIL, A5 it FEiie
RE ARG RFEA R EIR AR ERIMEGE (Huang et al., 2024)Iif5. HE, HEFE
EHE AL S TR AR R N R R I IR AR AR, SR R A X —
(IR, A HRAE TG RAGS CoTHIBRER & RIA, 5| SARBIARTERE R R PN 2
TRER%, RGBT EEECESE, EERAKESEAEDGERELRE g+
HHEERERE -
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AR EAERRIA TR RAGRICoTRIFTEE, LADUEHESRTE N Wt R
&, WEKNIESEMNEMRENERTES F M AE T HEiDOEEZEIE BT (Yang et
al., 2024)8 8 = MEOFAES: HEZRB]. wITiRBIFAE IR . A7 &Mt i
FEANFE AR SEE NE], BFRIAD 2387 AT SIS 5 & 78 AHEZE .

RIEXA: KHXERENEF LT EREREEME, —ANEER
REE—B=1t\EtZT, bk—AhoEHKk+E, ZBEEEERT

WHEEETFF&E,
HARR: #id
Hﬁ)\
- ™
w0 A |
A el
liﬁﬁﬂj
EELHK: "HEXRR"
BRI, "RRRE, R BT A
HA B LHR A "B, REH"

1 DUBHESGE SO AT B AR 55 ke

BMESHENELTR, 7ER7 BinaMmERSCR AR e A5, 72 h%E
SRARZL 53] iyt = MPASRIHDIR AR -

o TEZEIHAI (Frame Identification, FI) B7EMRTE HFMAEA FHAIER S XL, W7
BE LIHEZE SRR CACAIHESE . HEZRAL S (Frame Elements, FEs), 7RR12
IC, TS5 CiIRAINEZEAE R ATE LA T

o 12TCIRA] (Argument Identification, AI) BJBEWREEMAFHBIIFTERTT, HifiE
EATRAR . WITA] LU A F AN E, AT DU — B AR RS -

o AEIAF] (Role Identification, RI) &7 CIRFIFIRTTALIE Y F3E LA ERE,
DLBATREAE B i HEZE T BT EE -
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HAHEZGRR LR E B RBHE IS TTRA MM AGE R, RITIRB 4R G B R
TERAEIRFIFEAGE, MRDGEE XHEZ A pipeline-

3.2 #1EZHAH

FEXTRIE B AR SRR AR S5 s Bl Bk PR AN m) i, FRATTEE T ARl
IR, FEREORIA AR AN A B SO T LU 7T BERE UEZE . BT EZ L
W&, DC/MEHEADRER Bl B4ES | SHLH], A AURE] . 2RI EZRIR BT
SRR R T R, BT EAR A STEM KA. 1 SEEE R IR 1A S5 iy HH AR
SEDH

A | l
RIESCHS: BREELAH s .
l\ HD‘( A=ns . .
HARAT: "3 HX || kFx| | R = e
! it > b |7 b || Do
o @

oM
[J%ﬁiﬂéanmbﬁﬁﬁ%] e T

—— *Eé\%ﬁﬂuuéfﬁlﬁﬁ%mﬂ %%”’”%?&%&”F% Iml
[*Eéﬁi}’\ﬁﬂ%%: e ’
AMBRE

K 2: HEZGRA AR B 3R 75 in]

FEARBURME SOARFN B ARiAl g, Bl TR S AR R IAI AR b 7o DUR SRR 52 i AT
S BEMEMARK by (Knowledge with Frame Identification) o

o FURTAFIIRFNFERRER: FATOBHMERAT THRORFARIRFNEEER, @E R L e
PGS IRRAEIL . IRILFER WS, AR TR R B . SERUE, %X
T EFERTE TS HERR.

RIE . RS TAFIIR N FEA R Ay BB AR K oy~ JRIG SR SHI HARAT/E i
AR BHEATERIA R R R, R RIRESRS M B LES | S RIACOTr (COT with

Frame Identification) o

o JRURTAEAEREFIRIEE. BT IIR I T Som vl Y REA AR, @ BRSO e B Al

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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B, B SIS B . W SR T R IR AR AT
AR

[RIES, HRYE A — BRI M E SN FIRE, R IR SCRSHI HARA T/ E AR R
SRECRAEIAN, B8] 5 R IR SURSH LB 7RG 1E v few-shots N 2, FFAF2! H BT FIHEZR
VB R B SR L AR T AR A ZR AP e i3 — B HHEEAE R

o MYRIGREIR: MEZRFNREEFE AN FERAZ (Guan et al., 2023), REHEEFER =
ANUERE: R SREE . BCEIEHIFNE UM K S BN NEZR DL L A TR 2R . TR
WEFERIEEZGRRIRCR B R HEM: BRSNS o 2 00 S SRS A HUBEL
AR, EARER;, RS EERTE LTI UER, EXRTEAR
ENEABEEHFRET I A IR R, s s RIS R s 5] AT
EERERZE (Huang et al., 2024), TABRRIBELAIE AR FIGET RENSME
Fto Ffi1—HEETBM25HE % (Harmon, 1996)EMFHHER, EidF5EBRR
FOR AL CEL R B 55— TR FIBGERZES (Chen et al., 2024)# TR R, F
FARBEVE M &4 PE NSRBI IR R T X AKE LR C.

o HIfEIEMESR: ABFFIAT T ETRRERAEEELRRTFEILS . HLESE R
IREUCSH SO R HEZR B SR N R E R, A/ NEECTEE - %7 IR HER
AR Z RN RFIRE, &R TR A AR R . REEUESE
AT RESEURSIESZGGE TR, (BRI EZE LR TR R T B AR R

BB TR ER AN SRR R AR K pr ~ RS SHRRITAICOTr - R
RFIFIETEEREZE P E N A I AOE SRR, 15 EEZIR A4S
3.3 BItiR7l

FATRE AR TTIRBIM TR IR R, WEBFT R, ERAJRIG SRS BER
A THHEZE IR BN EE R 5’ = FVERFRAN SRR BRI - FAT TR A CEM SR A 29,
SERETR IR TR AT B H 7R SRE A -

o FORTAAIAFN IR FATHIRIR AN FERERR FH PP BOE SRR . B e THESRA
LR, WERZE P RERRIZHEZRH 2B E T EIe TR, AR5 FHX
SeEE R (L AAEE S BRI, AR AR A HIE UE R

SEER N PR O ATIR K 47 (Knowledge with Argument Identification)
&, E S R ARSH HFRIEAT— A B4 S | SRS E S TOIR B AT 55 B B k5
FRIWCOT,; (COT with Argument Identification) «

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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[N
B
{Mo ERE R, RERERLT ML T 145 & Jis¥lid E:'
BT, i | =R Wk =0
~ A B AR PhERRIIRE
l /’é\
| FORGS,
} s EhEgERE |
1] /
BENLRHBI
= | |
ﬁﬁﬁ?&g ‘/\ :
BREHGR & | [ AR
@ —> Mﬁy Yﬁ%%’s% / /ﬁﬁ%%?ﬁ‘””,”
ERALL R

3: WA AN A R AR AL S 7 ]

o MR B YEFEM @R, KBS HAIZENERESS FF BB KA/ ME RS A% 0 R
HWETETNGERS FRIFRNEES FEERRER, Atz BB FRER>]
FtokenZl A= AL 5 BSL A4 BRI o AL, A5 AGPT-NER(Wang et
al., 2023)FIBERT-MRC(Li et al., 2020)H{ESSEMEAE, Kb oiR B R TR
A RS —— B AR TT R A A [start] /[end FFERPRME, HEL A B4ERES S, B
T 0 FAR AR -

7E GPT-NER HIBFF(Wang et al., 2023)F, BHRA 44 ZITHN] &4 LAkt
b, BATERER [FFRERE AT [start] [end] =ICAEFFTIRC, FMLASE
B ERIE L. ARG RRTESED T OISR HERE#, 55 BN A5
.

o FRBIRAELR. AIRFIBERF, FATMFE—EdE & AR ZEREHLIERG-10 1R E 9
RAFEAEG] . ARARREENERAE = B, ERIRBIECET R
LGRS E?@)\Xﬁ%ﬂ%?ijﬁ'ﬁﬁ%@iﬂnlﬁﬂﬂ- HIR, FHARRE R

G RAERE RN BN BRI ATAR EARTE, TIFET

BB R AR K o~ RS EM BRI RFAICOT . BEVIRGITE SR 1A H A K
BE R TR, KIE S AR R RIS R an &3, MIEMFAX LAY <L
RRAEAL” X EAT A AN R -

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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3.4 e

A EIRANESS & DOBHESRTE SURRNT ISR 38T ZAESE T R ENEZR IR BIFE (LAY
T HEZRFRZE AN T IR AR B A N A4y, BRI AR 32 R 1 S [R] P S S2RG B FR) 6t
RiRZ, RRSIHNER+N R E RSN 0 P LHRINGD R F#1E. EROHk
EAE T EBHEZR G LA BT, FEBIHEZE 1R TR B e FIR4E /MR L - X
gt o RPAR SEEL T AR EENER RIS AR AR SS (NS K-SR AE R S5-N A 2K
RS -

HimRmEs, RERSRITIRAGE RS & IR IG3ORSS HIRAT, SiRRiA%
PR TR o E AR K pr  (Knowledge with Role Identification); f5 &2t B4EHE
M3 SR IR ER AR AR 5 3.277, X BRI N S5 A B4ERE R R 1COTR, (COT
with Role Identification) - R =/ PM&HR A AR G S BB RN, 1520 R HEE
CERANETTATRA A G . BEARANIERRAS, MR R IAFER S B e SR+ H
B, RN FIIR RN SRR 5 3.3 AN [FIAE T H ALY NE G0 TT IR R 45 b A RIS i B4
BT, RESERBR AR TRFTREIB T A MAING RES . LR, T
SRR BEHIFE A EIRAIVERE . X TE T g MESEVOE - BRI, BRAR Rk
KM ZHrBAESS o AT R T B R e T e Al

4 LG

N TRAEIERE R, BATECFN2.1(Li et al., 2023a) /75050, M £185%
SRS ZRILTCRE FE WHELR, TFREZRIRG] . IR S A EIRA =55 . W
EEFEE T ChatGPT (gpt-3.5-turbo-1z6k) 5 B 4EHER baseline(Li et al., 2023a), LK
KA B RIGIRE S ARSI B FIPKUJT ¥ (Huang et al., 2024)-

AT FHapil#t fTGPTR IR A A i, (A —3K NVIDIA A800-SXM4-
SOGBIE N HE 11 L HFFAHMELEQWENRF|(Bai et al,, 2023)H%A, Bge-m3(Chen et
al., 2024)+Deepseek-distill-qwen-32B(DeepSeek-Al et al., 2025)#EH %) 5 FH65GBL
17, Temperature = 0.7, top, = 0.8

FRIGERIR > LRI BT

o SMERFIAZE AR EE: FEPLAIINCEN2.120%/E  fE B test BUE,  80%EUIREE N Fhp
FIRE, F IR R — A SOR RER BB T E N — M RR D A -

o PRI BM2sHWEINESEL (k1=1.2, b=0.75), bge(Chen et al.,
2024) NBAAIFRGHbge-m3 (MaxLength=8192) -

"https://platform.openai.com

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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LIRS EANERE . RAGRREMRE SRR, RGUTFEAERERE.
HEZERAES RAERR (ACC), WILSABRAESRAGHE (P). AEZX (R)
S5F1508 FELUEMED T, PR KRS U PRI S L T . & 1ES5ETT
ZURBUEE N REREER - TR BT RS B

R 1SRN AESS 5E A L

FI Al RI
L WIRES

ACC P R F1 P R F1

Baseline 53.00 60.98 22.52 3290 6.38 7.59 6.93
GPT-3.5-turbo PKU 52.54 5218 67.85 5899 1453 19.52 16.66
ours 64.88 78.42 4845 59.89 20.95 16.50 18.46

Baseline 25.60 45.50 19.67 2746 @ 2.83 1.94 2.30
Qwenl.5-32B PKU 53.95 4420 60.35 51.02 11.45 16.56 13.53
ours 67.47 72.20 4220 53.26 21.87 16.20 18.62

Baseline 29.54 47.15 42.25 4456 7.94 3.65 5.00
PKU 52.16 4211 62.33 50.26 17.23 2140 18.99
ours 65.04 54.56 56.56 55.54 29.54 23.97 26.46

Deepseek-R1-
distill-Qwen-32B

WERIFIR, EEMRESEE E (GPT-3.5-turbo~ Qwenl.5-32B5 Deepseek-R1-
distill-Qwen-32B) , A 1xF HLiEA T baseline~ PKUB M 1%, FHEZLIAS] (FI) -
TCIRA (AD) S5AERH (RD) =MESHERL, HEAHEZEFMHRMLSE. K
T T IEEELZR IR A (ACC) (E55H, ERTH A B 5 L T Baseline5PKUJT
%, Qwenl.5-32BIE R & 71£67.47. {EWTCIAAES HFUES S MR, GPT-3.5-
turbof&A1£59.89, T Baselinef132.90FPKUKI58.99. fEMGIRAIESH, BATHTT
FERFERICE, HFPUEEAES F BE ST A BT EESTER L
TEHE—EZMWEET), K& Qwenl.5-32B5 Deepseck-R1-distill-Qwen-32B &5 F- YR
B ERHERI, IE T HEDTEEZE BT RS P RERUE S

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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ramdom-shots = Bge  BM25
48.82 70 67.43 67.47

ramdom-shots  CoT N\ fIEHES

38.87 14.82

30.73 3.27 42.89

25.6
30.73 2

COT i HEA t5-COT-fik A 42

(a) EAE AR (5L R 25 2N FIE 55 1R (b) FEAE R K1 DL R 257 B FIE 55 152

4: N[ few-shotsizk F 5 & X FAT 55 ) 52

BATVEAE T 7R [l few-shot i £ 5 BE X Qwen1.5-32B18E 2 5¢ Al FTE: 45 14 B 1 &2 M 4
B4R, HREFRIR AR (accuracy) - FEHLIEFEfew-shot /R Fl 52 AT KRB, 32
10 FENL R B $2 =5.13, 100 /R BI4& FH 2238.87, AR i Fia. BM25F: &R Al LA
7E10-shots N HIEE #3859, Ui /R E R EHIF- COTHI AR T HIYRE
71, BN AEERMEZRAER - COTERENLS BM25iE R~ T 7 HIFE F3.27714.66, T
B IR HELR f BM25-10shotsEFEM43. 2588 F+ 2263.95. X FEHCOTHUERAKI B L&, 1M
(B NE R o 02 v ot & ) LA AL SN

ETHATMTE, KREFN THVLER, BM25-10shotsth f81£38.59, bge-
10shots25 & L EIR 5 1£67.43, BHEMTBM25 (63.95) » #—FHIIRBIEE (bge-
20shots) X R0.04 /NG 2E, B IE/RFI 52 3 5 ECE BN X SR RN S
$i KA, few-shot/RIEEH IR AHEME, ETRERNTEN THILERE, BHEEK
K (bge) HEMEKRR (BM25) HEM . 454 BEELE AR FITHEL S 5 R
BIPERE, COTIERGI R ERIRATE B THEEGE IR WIRGIEERF R, E10-
shots4 & G IR 5 ik i iR -

TATHAIT T an5R2~ R3F /RN ILITTIRAIFN A IR A TE B S ES A fR R iR iR k101
BENL RG] HA, oursiE A TERMIRRIAMN 7%, FI- ARSI A TR AR A
IR R

TATEI, HESERARNAVES A TERREMW, Pv RFMF1EIKIERA, %
AIRF13EF253.26, [tBaselinemi£V25.8. SR, G AFIGRE, FITNFE46.30, EH
T HERER FISRTRERMEBEANTS, BTESRBVER R, &imfmE
M TIRTCIRR; ESFRARAENERE: A FHEZR SR TT AW BRHIEAR G, BN
A HHLETXED, MR-

PEMEFIFIATLE 548 e Baseline R £ FE A RUESS HIF 1340 (R HEATEESRAT, #AAT)
FHERENEFNE, SREGRERTFESERMIT. XEH, BERIE R TS

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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% 3. J7vk (qwenl.5-32B) PEREXTEL (RDD
% 2: 77 (qwenl.5-32B) TEAEXTEL (AD

Bk RI
PERZS Al P R Fl1
P B H Baseline 283 194  2.30
Baseline  45.50 19.67 27.46 ours 3.54 1.86 2.43
ours 72.20 42.20 53.26 ours+AIl 5.25 1.88 2.76
ours+FI  65.02 35.96 46.30 ours+FI 23.16 13.00 16.65

ours+FI4+AI  21.87 16.20 18.62

BREFFES, IR FESNRIES BERAER, THEFIES. XEF
HENGRASHTE MM, MEET 8515 CRFET AR, RIERAISITIRRIZE
R, ERESHERED . HEZTN, AEIRHNES ERITEIR R 545 R IR AR v ik

T, MEZRHAIN A EIRBIMESS B N k.
5 #5ig

SRR R AR ENERSUS A DOERESRTE UMY, 757~ 1A TAERI A IR T 45
BRAGHMCoTHIRIRIL T, LUIRF RRBL X R R A HERE ) - B, B3
TR DOENESRTE SR AT R BIERTHA], X —3s0 T B& 5 1RSSRl i R A&
it HIR, BATEIREE S TRAGHICOTHEIR, A LUFROIG R T AR A RS AR
WIREST, BADEXESSREIT T HlL, FAERRFEBOTHHE T EFSHERR K,
X — it B AR T AR RS EMEE - [FIR, ASSCIEAT T RE RS TARSIE T VAR
BRME, KRB DOEESRE SUBMT SR TR TT 2 -

B

ARG E TEX BRRIEES (WE%RS: 61976066) ~ E R RZFEA KSR
EARPSHET R LT (WHRS: 2024GA07) FEXRESHLITR (WEYR
5. 2024QY1403) FIUERASCHE. PO BA L4 T AE 18 SCRIRRRY B3 10 B Bk
BLESHEIES .

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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A Proofs FESAR
A1l EZRAFESLK
MEZR IR BI$E R IA AR SRR AE K8 T B A E A A QR

Kpr = argm;me(y | T, S, 1) (A-1)
HASEFIGIA, T2ZHEWNA, Kpfiiil, IR KESEE.
NEZR VA AT 7~ 1] B R A S R OKIE S R A I i BB A =0
cp =argmax P(y | T, S, Kp,II)
y
¢ =argmax P(y | ¢;, T, S, Kp,1I),0 < j <i<3 (A-2)
Y

COTpr = argmax P(y | c1, ¢, c3, K, II)
y

He, SHIFIRSCR, THEMA, c@&% BIRA T BIPIE R, cofEXf T £
ER3CS R EIE SGHEL, e BT HIE F R BEFEH TEE R, K p om0
IR FEREER S H A ERN AR, COTp R EARARIIRIRIA, IR KB S .

A2 BRUIRAFESLR
IR R TARIR AN FERIRAE KR 5 AR 10 2 30 R -

Kyr =argmax P(y | T, S, FI,1I) (A-3)
y

HAASEFIACR, T BVA, KapaZEER, FURESNRBIZER, IR KES
TR . BEIFARN SRS B ARE R ES R SRS B R T— A\ B4
5 SRS BYEFE SR -

WITIRBI R R IA BT | SRR AT T

r=argmax P(y | T, S, K4,1I)
y
cp =argmax P(y | T, S, K4,1I)
y
i =argmax P(y | ¢;,T,5, Ku,1I),0< j <i<3
y
COTAI = arg maXP(y | 617627037KAaH)
y

HA Ky fdn i sniReh sEB R A AR AR, T HiRia, SR SOK,
COTRAEFHERARRRT, e ZFTRIRITCHITHIRID E SRR, co2 IRIUTES /Y L
TUEB2ERMTAEEN, ATRBITIHAFRRIA, TEAIESHEE.
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A3 ABIRAFESLR
A EIRBIFER TR AR FERIRAE KOG 5 RAL RN A A a0 R

Kgr =argmax P(y | T,S, FI,Al,II) (A-5)
)
Her, SERFHIAR, T&HWNA, KppedEiinid, FUEEZRIRRIER, ADRIRTT
RAGER, TR KIESEA.
B Proofs it EAN

MEZRIRAIMESS EEFIMT A 2 A F R B FRIA (Target Word) PR R A9 TE SCHESE -
HATRHACCIE N IEASTER:

correct
total

ACC(FI) = (B-1)
Hr,
e correct Fe NIETFIN IEAA AOHEZRE & -

o total FZRFHRAIAIEIR SEGE -

WITIRBMES ) B R T A FH 8 TR EEZERIS T (Argument), FFIEFIRF]
HIYATEE (Span) - FATRHAKEHZE (Precision, P) ~ AEZ (Recall, R) f F1 5341
VERIEMETERR, ITEARWT:

InterSec(gold, pred)

. B2
precision Lon(pred) (B-2)
InterSec(gold, pred)
11 = B-
reca Len(gold) (B-3)
F1(AT) = 2 X precision x recall (B-4)

precision + recall

HA:

gold FKRE LWL TCIE B FAF R R A -

pred FoR BTN AT TCTL B 74T R

InterSec(gold,pred) F/RELEE RANTRMEE R Z FIAVEZ token Lo

Len(.) FRITHE token (& -
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WICAEIRBNES B BERE N ERAIFISTCL B D EEIERAE LA EnE. BT

METCAIREXT N2 ME AT, FATRARKME (Precision, P)~ HHZE (Recall, R)
M FL A REETER, TEAXWT:

recision — Count(gold M pred)
g a Count(pred)
Count(gold N pred)
recall =
Count(gold)
F1(RI) = 2 x precision x recall

precision + recall

Hrp.
e gold #l pred 7 HIFREELE RGN RIACES -

e Count(.) HREEEITRIEE, RIEMHILEMNHAELKE-

C Proofs ZEMZLA

BM25 25 BRI —F2 85T 0 s AL, RSB B0 5 B Z Al AgAE 5

M, BOAIT:

=

f@t, D) - (k1 +1)

BM25(D,Q) = > IDF(t) -

= f(t,D)+k1-(1—b+b-

LA
o QEFHFEISURIR I A R &
D2 AR5 [F]— H5yE 8 AR 0 E D SRR R A SO

tEQE & E A — A

f(t, D)2 A STHD A B CER

| D52 DR E

avgdLEEE N U & B SO R

k1 FIb R ZEL

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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E R 2L
o IDF(t) R SORISHER, #7740

N —n;+05
IDF(t) = log (”” + 1)

-2

Her, NRIMFFIRENESEEE, n B85 MISUESE, +0.52 8T, A
DAZR g NMEA R 2=

BGERZR I LA T, G & gt T H-HE 7 ) 72

D* — arg max Encoder(q) - Encoder(D;)

C-3
D;eA ||Encoder(q)|| - [|[Encoder(D;)|| (C-3)

Hr @ ERAR; A={D;,Ds,Ds,...,.Dy, } ZEXRIEESE; EncoderséBGE 8, H
TR BRI A B embeddings; D* & D, FIFE LU 45 5 AT LU topk -

D Proofs fE50RAR R A &R A

R TR FEBREE R

HCERF R FFERASSE - oiff, DUHEREE, F X EER BRI 75
W, BT R, WEMEATRIER. G ESR, 1A LURE T AT rE
BERE, FEEM T oE, UAIHEETAREY. HRBHATHR— A, R
BE LA INX AR 7 B SRR E X A EEEEE 4, X TR
BA A=A e 0 o Y i = ) i o S X Do
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PR B R G R
EANpF, BRanEITE A+
AL, RBOLFEREFRER N GIA MR AREREHE IO, M2014F A18# £
F[20195/237H2 -
WA BB ARA] LIFEA)F B BN EUE R IR T & £ 220 S SRR 4
BEEET 2L L MVIREMNRLES EFEERT LI & HESRS A)F L,
ERNEFHRT B 5P HLEACBOLFERRFRER 15 Z PN AR BT
PR 2014F A18HE ZOR A 2019F 1238 S B 1 -
HENMIF, BURMNE6TF: REANERETLZ, BRI ALEFZBNEYE, b
LT AT B S AIAR - RAE R, X MRAEATHIE EA 22T A,
LBTHE. HEFEEERPETERSA)FILE, FNEHRT HEHES5E RIS
R ERAE T2 UK. B ANEERAES . FEEHERLET T2 0X
NSRS TR AL TR R R A RS X AN IR 7
RREBBATHEETH 2EH, B RERS HIAENE B ER A E N EERE
ZR i TR — A AR B B AR TS XL R HEHE A1) 7 & A A

RAA)T - BRI REHEZR S R
AR — A7 s TR RXXXESWAMENE sk & ARl FESFLIT
Mr RE T I 2 RN R 2 - s MR IRIE S, BRI ER LR R, B
WFSER T EFEEFRBES . 7 IRFREST LT SOES AR E BRIEHEZR D [
ARG, BEATW, BTERR] EXEERN T — M R aE eSS . AR EEE
RINZIR A BRI EAB A2
_ hth IR HESRA B
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KRG SRR G5 R
example: 7] F: "EXZRASEIE(E INEATHEXXXESW LT ESET S E L E
WHERGZFAPIEEIET AT 7 WEGETFEME B4R RAIE
example: fi]F: 7 (RFE) ELE T ZTERNBCEMERZL,; #HE T NIMAER =0 —
0 FRFERMER . BUa - SULER BFRAIMES; R T 2 E XHRH BRI E
ANEIBFERAE; P ERNEREERIFEIE T BRI RIS, R IRE
DIAERINER. ZMITEHSE TIEMMSRE T — & E. 7 R &g 1E
WHER: BEITH
example: A)F: 7 9 REHRELE O XXXX 9 A RODIERAZ Eifntt:, S+ 8 H
VIRIEW, HEFBEEERIERAES: » REEFE M MR BTESE

1R 1 X 227 (91 R 35 B B AR, 72 FEUR 191 Fp i LE RS S de 138 IR e ME 2R P 5 T HEROAEZR 44
PR ANZE i HL AN TR HE IR OSSR AN AN B 2, H i I HE SR A B -

A Y (deepseek-distill-qwen-32B)
e, BIERES TR FRIEE B EREATTFHE T, FEFEENIE X
HEZE. f)Fa: M2 TR KXXXESVIMERNE kG T e, TESFEHTIT
W RVETHE IR Z WA R R~ 2 MERTIRES, (HEWRCER BRI R H, 3
TFSERL T AP RS -
e, TERE fF HIE “SWEMEERS o XER 1E REXXXH
KESW EM T EERE. EERGETE—MERXPEHEPRE, 8T IORERTE
W -
BTk, HBEBRBEER. ARSI, BTRES, SURAIE]. RIEFIT, 2 “fF B
REVRGIREEEEVER, BESWIAEN SORGIE” . Filtn, ZRigslFF, &
RTHRE BRI, % SUREIE HEZE.
Hig, X8 “fF fBRRRENART 5IkE, BTICRONERT N < /think >
SCRAIE

E Proofs ¥ IR AR /Ria K iEE i

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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RN TR FERLREE R
FRENFRERATT, FREEMFHRINRAA, FREDATTEMARIETT. 18T
SEFEVE T B A BT GO L By, (R A) T e B HAT AR . HARTARA) 7 R OT
i, ANENIAEGE T . IRITA B ARAETE L AR, HREIMA)TRRER, T
HNERR SRR, WARA T A, BICE LR —fiE R — AN R ENRBE T 1

B HEZE

PRI B A RS

A R TR e e T s, BATETEN, A7 s
7 [FFR4 T T BRAE AR BRI TER B [start FE S 9104 B0 B [end] 1 955
SRR [start] 5 fend)fEH — ARG B ARAR — AT ILRAT 55 R, &
HRRT ) T BRI, AT R T 4B, BARAEA TR RS, 5B
SRR E L, ST S R T MR SRR RIS T A SR
FF [start] 5 [end]BRE 3, bR HE B8 TE7E 8 S 0/ 528, R R (R BB 03 TV AR
PELL BB 23R TE, X ISR E ST, BRI TR RT3 A
FRATEN ) T N AR R SE B start Al [end ][R, IRE7EL H AL AT 2

FiRE s BSR4, TERMERI A TEAR IR B T, SRR T AR
B JHAEH A TR T A

5D E R EEE S KSR EE, SHI84T-55209TT, B, A, 20258 H11H=E14H.
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RAAA) T BARAMAESR RIS R

R — 1

2 TAVERER XX XAE WA R E BcE FHEH, P E ST AT 0 RS i 2
FMRZ - 2 MRS, BUGRLER M EEE RN, B e T 24
RS -

EH AR

{3

XAAITRINEZR G RSO AINE, HAaTaEa S Ll eTt, FeRMERe T hHE S -1k
B AEERANE BB ICRMIN . - 73O BT EARRT R AR SR - E R
W FREAERIR R - TR R AR SORR N - "I
WA 5ENEE. -0 SORBERERER. -7 %R AR EN S -
- LAY EEOWESCRET R TR . FHWES/HEKS (A2 TT)
ERREBI N TT AR & UL CAETT, anfa) 7 IR 1458 UL E RT3
NZE, —EERE

IRBIFEABE RS R

XEF LR

example: "A)F:” < J\H” #AE], JRETFLUEF oo BeER LB, Bl
OH A EAT R TR, SRR R TSR, HAp sl fl
O, SR DA S . 7 iR PJERC RS — N, ARYE BARE R B
NIOER,EENFHSEOLR T B L B IRE JE A IR TTROZ A S A <\ T
) . SR AR FT MR TR T TSR o T EeE A g, HEi
EEZTAMEAWERIE, £ </\R” BE XD EH T 7R TR 5
e T eV BCEFI AR, BHicA Z 1B A0 HIR THR B R E S 2SR R
25T IR

Bt P ER N T start] “\E” $[end], [start] A F LI EL
{7 ST LA % B end]. EATEVE —H AN AT E R TH A R
R T [start UGB fend], ELRREICHYL. MHLE LI, ROVBT TALB R
L

8 PR 50 L R A BB % R AR BB 5 LT R B B BA O A 00 T R TS
{5 it e o R BERIRSb PI 2

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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EREH (deepseek-distill-qwen-32B)

R, BIGERES TR RENAF, REERE “7E” k. 8%, aFE: ‘i
2 LA E R XXX AR W ERE EIREHIEH, FEASEL AT RE Tl 2 I
RE - & MERTIRIES, (BURLER R BCE RN R, BHF5ER T REE M
IS BinAR 1E. B, HHRERH fF AXENEE, ERE HIE
B BE iy TR, REMBERMEAILITIIR, BEATHHEBLR S FHFEXE
WITHIE X 1 FHEE . EEEIRE? BARZ 2 TIAERKXXX", B DAt
TEZ . 2. WO (ERIRMTAY & “E5ikeE, OCRE “E5hkeEr. 3. 4t
proes. (RSl RAEMEAATH? AT HREEE 20 b, BT e .
4. FEE ERERERRT 27 BHT Bl FEIEL, B FESELTT
A RE TG 2 TER R 2 R MR IR S, ELURIER MBS R A, 5
WFSERL T AP MEIRAESS - FrRUXE & B 5. W7 BERE U IERTT
X ATHEEREI TRETE, FTUATRERE AFETT. 6. **BfE**. ZE5H
FIRSE]? A)T4RE <447, H S8 2UTTLAER, ARMERESHRE, BTL
ARERERTANETC. 7. M EMORITTH. BEEEHMN TR RS A7 e iR,
FRLVERIAEE. S45—T, WnEEEE . UK. LFrmBE K. WERERXERR
H[start]Mlend|Prit . 1B A 7451, FRE METTMEE Bl . fHld “Hr” &
gy, BARIEGK, (ERSER N THRAEEMEER, FTUNEEEN. f&ia, FiRE T
XIEF, SERAPFRENRE LT R, HFEBNESEMETT: < /think >
BEE—T, RIEERAN L P IGESE, EAI X DshERIESE 2, W
Bt o, PURTEM 28 ER. BIRAE RIS TT N IZ 8 & 1F & L2 T AR
KXXX" AR E FIRE M EZW JF6 B H A 7] [start] 14 2% Tk P Ee
K XXX [end][start] ZE =W [end] T {Ef [start) £ Bk & [end] FHa th, FESFEML TTIR
B2 AR - R MIERTIRIES, ELIRCER B RN, B
BT A PR A S .

F Proofs f&iRAERIAMIRE M H
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R FIRHN FERBIRES SR
TR — MESEE K IR N0y, B 5 PRITFDURI T IARIRESE, RI—H51%
TR RAESANE AT (BTT) - WITTRERFIRLAy, FoRfrERE AT,
EMRIMEE . ZFE BIE. RS G- DATH— D ERA, RFEEML N ES:
B HARIA Pris s ORESE - IRANZHEZR IR TT S HAE SCE S )7 A B AiE T iR A
AT I 56 2R o

SRR ] SRR AR 5 IR
ZEABF, BRURRBATH: ARAEERZNREFETZEFL, BRHERE—&
e, i, 7NAGBERET, —BERELEICH A BN EERARYNLAL
Gyo AT HVRESS X MAE B AR BB TT R R %A BID], RE BRI
FrEESRE TR A 3 B0 B E A R 555, IRFERIETT LETBIEZR IR T4
RERE RS GEN R &M, A2 BT, Bl BRE R RER, RIFHE
ey ) 75 2 Ry % 5B P py thon e 4 i HH R A2 PR, AN EEER AN o Ath A 2
A ([T IR TTIRI A B TTIA A BR], [A) T IR TC2H N A IR TT2 K A 3R], [F)
FIBTC2H N A IE T2 & ).
5 2 4% i AR U F py thonTe 4 % HH AR A4 PR, AN EEARINEL A N 2
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Rt BiRiA, EZRIRBILE RAEITTIRM SR

ERE— A

2 TAVERER R XX XAE WA RN E B FHEH, P ES T AT 0 RS T 2 6
MRZE - 2ga MRS, BUGRLER M EEE RN, B e 7 247
RS -

HPRiA

{3

HErErERFIE T E R T XA T IMERS B IORAIE, EFaTEa & T g
T, FRBRRITAEES: - EEY: (EEEAERASURKN. -7 3ORT: BEE
WHAT AT R RSEE . - MERERIE”: BEREENNR. - "ln”: o2
FIAA IR NI -5 kS 5EMEE. -0 ORI R -
SRR ZREPE RS . . (ABRENILTT)

EIRAASCR IR T N A TR KXXX, " EERE”, "EEU X T
W TCAE H T JR B HE 2R R TT (5 5 A FE R3] 5 O SOGH R BT TE 44 B S 2 6 B

TR BERER 5 SR
X B LR B R AL S TAF: example: f)7: 7 /UL HAR, JRHE 7T
BHEL TR BGEMA R, BRicA T EAT R TR, R &
R T ARG, HAP Rl ilE B, SOv T T3 e 7 B
PRiE: IR AREE B ARARY BTN SOESE, HARA R AR TT AR I R <\
[A]” SRR ARG AR TR B 7 Tk -t Hoon T bsoE Az g, HEig
BZHAEAWERIER, £ <\ BEDXDMSEBET T REF L& EE+
et T BeE A R, HEica D E AW R TR 15 S 2L s
e ROTE R A R [ /N AR IR AL SR ] TR T Tk
Bt Homtr el BcEf AR, BRSE T 1MEAIER IR, 5]
example:
AT R HEE RN BRSO EIE, EE AR B E, Bk, 7S A BT
M, —BRERELZEICHTAE AN BN EZ RN S » BIRAE: "E58 R
¥ BARA B B R SOESR, BRI 22587 IR TN % 8 & S 1B RE) - B R
HAEie” By T RICBRANAR Az R H gt [[PIERA) 30 % ) B
LR BEEHR ...

TR EEE SRS SE, FI84TI-5209T, W, TE, 202548 H11HE14H.
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BRI (deepseek-distill-qwen-32B)

TH, B ZMRE AR RIE S E R A T HRE 1B, Bie HATEifEsE, JF
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