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摘要

汉语框架语义解析基于框架语义学理论，旨在通过识别句子中词语所激活的语

义框架，分析句子中各个成分的语义角色，从而揭示语言背后的深层语义结

构，进一步更好地抽取事件关系和语境信息。大语言模型出现后，其强大的通

用文本理解与生成能力被广泛应用于各种自然语言处理任务中。然而，当前大

语言模型在汉语框架语义解析任务中存在推理路径简单、准确率过低的不足，

尤其在思维链的逻辑连贯性和检索增强生成的深度应用上存在欠缺。为此，本

文提出了一种面向汉语框架语义解析的思维提示方法。该方法结合检索增强生

成（RAG）与链式思维（CoT）技术，引导大语言模型完成汉语框架语义解析

任务。我们在CFN2.1数据集上的实验结果表明，与最好方法相比，该方法的框

架识别准确率提升13.52%，论元识别F1提升2.24%，角色识别F1提升5.09%。

关键词： 汉语框架语义解析 ；提示词工程 ；检索增强生成 ；链式思维
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Abstract

Chinese Frame Semantic Parsing (CFSP), based on Frame Semantics theory,

seeks to identify the semantic frames evoked by lexical units and assign roles

to sentence constituents, thereby revealing deep semantic structures and en-

abling more effective event and context extraction. While large language models

(LLMs) offer strong general capabilities in text understanding and generation,

they face challenges in CFSP, particularly in reasoning coherence and the ap-

plication of retrieval-augmented generation (RAG). To address these issues, we

propose a method that integrates RAG with chain-of-thought (CoT) reasoning

to enhance LLM performance on CFSP tasks. Experiments on the CFN2.1

dataset show improvements of 13.52% in frame identification accuracy, 2.24%

in argument F1, and 5.09% in role F1 over the best existing methods.

Keywords: Chinese Frame Semantic Parsing , prompt engineering ,

retrieval-augmented generation , chain-of-thought

1 引言

命名实体识别(Named Entity Recognition, NER)是自然语言处理(NLP)中的关键任

务，在信息抽取(Huang et al., 2021)(Qian et al., 2021)、知识图谱构建(Hu et al., 2024)和

智能问答(Liu et al., 2022)等应用中发挥着重要作用。近年来，NER任务逐渐向细粒度

发展，不仅关注实体类别，还涉及复杂语境中的实体关系和语义角色。常见的基准数据

集有PropBank(Palmer et al., 2005)、FrameNet (Baker, 2014)、OntoNotes(Pradhan et

al., 2007)等。

传统的细粒度 NER 的方法依赖BiLSTM-CRF(Huang et al., 2015)或预训练模型微

调(Jiao et al., 2020)，尤其是在细粒度识别任务中(Chen et al., 2022)(Lai et al., 2021)，其

面临数据依赖性强、计算成本高和泛化能力有限等问题。检索增强生成（RAG）(Lewis

et al., 2021)作为微调替代方案，通过动态检索外部知识增强模型能力，降低计算成本

并提升泛化性。其检索方式包括：稀疏检索（如BM25(Harmon, 1996)），基于词频、

逆文档频率、倒排索引(Baeza-Yates and Ribeiro-Neto, 1999)等传统技术；密集检索

（如DPR(Karpukhin et al., 2020)、BGE(Chen et al., 2024)），利用向量表示实现语义
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匹配。RAG在问答系统、知识增强生成等任务(Karpukhin et al., 2020)(Zhang et al.,

2024)中表现优异，尤其擅长处理长尾知识、低资源场景和开放域问题，成为提升大模型

推理能力的关键策略。其他技术还有提示词工程(Brown et al., 2020)和链式思维（COT）

(Wei et al., 2023)。

汉语框架语义解析是一种基于框架语义学理论的细粒度的NER任务，旨在通过识别

句子中词语所激活的语义框架，分析句子中各个成分的语义角色，从而揭示语言背后的

深层语义结构，进一步更好地抽取事件关系和语境信息。其当前还存在推理路径简单、

准确率不足等问题，我们发现结合RAG与COT等技术的大语言模型方法仍较少应用于

汉语框架语义解析，且提示词工程在该任务中的优化探索较少。模块化提示词的引入使

得模型能够高效利用已有知识，以生成式方式执行 NER 任务；RAG 结合外部检索信

息，有助于增强模型对复杂实体及语义框架的理解；COT 推理进一步提升模型的逻辑

推理能力，使其能够更准确地解析实体间的层次关系。

本文的主要创新点有：1)提出了模块化设计的汉语框架语义解析任务提示词，以提

高汉语语义解析任务的可扩展性和适用性。2)首次将RAG和COT引入并有效整合，提升

了大语言模型在汉语的语义解析任务中的推理能力。3)在提示词设计中调整任务表述方

式，以降低大语言模型的推理难度。

2 相关工作

框架语义解析是语义角色标注的一种更细粒度的形式，它基于预定义的语义框架，

对句子中的谓词及其论元进行建模。框架语义解析不仅识别谓词-论元结构，还要求识

别具体的语义框架（Frame Identification, FI）和框架成分（Frame Elements, FEs）。

研究主要分为基于神经网络和基于大语言模型。采用神经网络方法如通过旋转位

置编码建模实体间注意力机制(Li et al., 2023b)，或将框架识别转化为基于词的图解析

任务，以提升目标词框架与论元的联合识别能力(Liu et al., 2023)。近年来，此类研究

开始涉及大语言模型领域，相关研究有借助微调小模型帮助大模型完成推理(Liu et al.,

2024)。在没有依赖微调模型的情况下，(Li et al., 2023a)通过结合思维链设计不同的提

示词，并使用ChatGPT（gpt-3.5-turbo-1z6k）对CFSP任务进行测试；还有通过稀疏检

索技术有效筛选相关数据来提升模型性能(Huang et al., 2024)的研究。但是，其具有思

维链构建过于简单和没有深度应用检索增强生成的问题，导致推理结果不佳。针对这一

问题，本研究构建了融合RAG与CoT的模块化提示词，引导模型根据精准的检索内容进

行深度思考，同时通过重构简化任务范式，显著提升大语言模型在汉语框架语义解析中

的推理性能。
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3 方法

3.1 问题描述

本文提出结合提示词工程、RAG和CoT的新范式，以汉语框架语义解析为研究场

景，探索大语言模型在细粒度NER任务中的应用潜力。当前汉语框架语义解析(Yang et

al., 2024)包含三个核心子任务：框架识别、论元识别和角色识别。以句子”各种社会保

险仍需不断完善”为例，目标词”完善”可激活”使发展”语义框架。

框架
识别

论元
识别

角色
识别

输入

原始文本：长期发展慢的投资类电子产品发展速度加快，一九九五年完
成产值一百三十八点七亿元，比一九九０年增长十倍，发展速度超过了
消费类电子产品。
目标词：超过

框架名称："致使关系"
论元内容如下："发展速度"，"消费类电子产品"

其对应的名称为："属性"、"标准物"

输出

图 1: 汉语框架语义解析总体任务流程

整体任务流程如图1所示，在将目标词和原始文本作为输入提供给模型后，分别要

求模型分别输出三种不同的识别结果，：

• 框架识别（Frame Identification, FI）旨在根据目标词在句子中的语境含义，从所

有预定义的框架中选择最匹配的框架。框架成分（Frame Elements, FEs），亦称论

元，表示与已识别框架相关的语义角色。

• 论元识别（Argument Identification, AI）的目标是定位句子中的所有论元，并确定

它们的边界。论元可以是句子中的单个词，也可以是一个跨越多个词的短语。

• 角色识别（Role Identification, RI）旨在为已识别的论元分配适当的语义角色标签，

以明确其在目标框架中的功能。
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其中框架识别的结果信息同时作为论元识别的输入信息，论元识别的结果信息同时

作为角色识别的输入信息，构成汉语语义框架识别pipeline。

3.2 框架识别

针对大语言模型在框架识别任务中对专业概念理解不足的问题，我们提出了模块化

的提示词，在提示词知识补充模块重点优化了以下方面：明确定义框架、论元等核心

概念，此外在其他模块里增加思维引导机制，提供典型示例。图2所示的是框架识别任

务的模块化提示词构建过程，我们的具体公式在附录A.1中,完整提示词及模型输出在附

录D中。

原始文本S：望着老伴那
一脸沮丧的神色，我赶
紧提议上街吃快餐。
目标词T："提议"

提示词知识补充模块

外部知识库

检索模型
密集检索

稀疏检索

神经网络

输入

基础知识KF�

含义
解析

上下文
解析

情景
解析

框架识别思维引导提示词
�����

提示词思维链构建模块

S1

S2

S3

与原始文
本S相似的

示例

前候选框架："陈述"，"表
达情感"，"表达欲望"，"
提问"，"请求"，"命令"

...

检索增强模块

框架识别结果：陈述

大模型推理

图 2: 框架识别的模块化提示词

在获取原始文本和目标词后，我们将其输入提示词知识补充模块以获得模型完成任

务需要的基础知识KFI（Knowledge with Frame Identification）。

• 提示词知识补充模块：我们创新性地设计了提示词知识补充模块，通过通俗化的自

然语言解释框架、论元等专业概念，有效降低了模型的理解难度。实验证明，该设

计显著提升了任务准确率。

然后，将提示词知识补充模块的输出即基础知识KFI、原始文本S和目标词T作为输

入提供给提示词思维链构建模块，得到框架识别的思维引导提示词COTFI（COT with

Frame Identification）。

• 提示词思维链构建模块：我们提出了提示词思维链构建模块，通过明确设计完整推
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理路径，引导模型进行逐步的逻辑推理。该模块显著提升了框架匹配的准确性和可

解释性。

同时，根据同一数据集的部分作为外部知识库，将原始文本S和目标词T作为检索增

强模块的输入，得到与原始文本S相似的示例作为few-shots内容，并得到出现过的框架

作为前候选框架让模型在框架中选择一个作为推理结果。

• 检索增强模块：框架种类数量存在不平衡的问题(Guan et al., 2023)，示例选择的三

个维度：筛选策略、数量控制和语义相关度都会直接影响框架匹配的准确率。示例

选择策略对框架识别效果具有重要影响：虽然多样性优先和频率优先策略相比随机

选择略有提升，但效果有限；增加示例数量虽能丰富上下文信息，但受限于模型的

上下文窗口容量并可能引发知识遗忘问题；而通过稀疏检索获取的统计相关示例可

显著提升准确率(Huang et al., 2024)，稠密检索提供的语义相关示例能带来额外提

升。我们一方面基于BM25算法(Harmon, 1996)实现稀疏检索，通过传统信息检索

技术高效匹配关键词；另一方面采用BGE模型(Chen et al., 2024)进行密集检索，利

用深度语义向量捕捉上下文关联性。两种检索方式的公式详见附录C。

• 前候选框架：本研究设计了基于检索增强的候选框架筛选机制：首先通过语义检索

获取与输入文本相关的框架集合作为候选答案，有效缩小匹配范围。该方法将框架

识别转化为受限的N分类问题，显著降低了模型生成非法框架的概率。尽管数据集

不均衡可能导致低频框架遗漏，但实验证实候选框架机制仍能提升整体准确率。

最终我们将知识补充模块输出的基础知识KFI、思维引导提示词COTFI、检索增强

示例和前候选框架拼接作为输入交由大语言模型推理，得到框架识别结果。

3.3 论元识别

我们同样为论元识别构建了模块化的提示词，如图3所示，在输入原始文本S、目标

词T和框架识别结果后将三者作为知识补充模块的输入。我们的详细公式在附录A.2中，

完整提示词和模型输出在附录E中。

• 提示词知识补充模块：我们的知识补充模块采用两阶段增强策略：首先基于框架识

别结果，从知识库中精准检索该框架的完整定义及所属论元的详细说明；然后将这

些结构化知识整合到提示词中，为模型提供完备的语义信息。

得到知识补充模块输出的基础知识KAI（Knowledge with Argument Identification）

后，将其与原始文本S和目标词T一并输入思维引导模块得到论元识别的任务重构思维链

提示词COTAI（COT with Argument Identification）。

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第184页-第209页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 189



中国计算语言学大会

原始文本S：长期发展慢的投资类电子产品发展速度加
快，一九九五年完成产值一百三十八点七亿元，比一
九九０年增长十倍，发展速度超过了消费类电子产品。
目标词T："超过"

输入

提示词知识补充模块

框架识别结果
"比较"

基础知识��� / ���

示例提供模块

外部知识库

任务重构思维链提示
词����� / �����

S1 S2 S3 ...

随机示例

大模型推理

角色识别结果
"发展速度"

"消费类电子产品
"

提示词思维链构建模块

角色识别结果：
"发展速度":"属性"
"消费类电子产品":"

标准物"

思维链
构建

任务重
表述

/
论元识别结果：发
展速度， 消费类电

子产品

图 3: 论元识别和角色识别的模块化提示词

• 提示词思维链构建模块：大语言模型在NER任务中表现不及微调小模型的核心原

因在于其预训练目标与序列标注任务存在本质差异，有缺乏显式的边界标注学习

和token级生成机制导致实体边界模糊两点。为此，我们引入GPT-NER(Wang et

al., 2023)和BERT-MRC(Li et al., 2020)的任务重构思想，将论元识别转化为文本

生成任务——通过在论元两侧插入[start]/[end]特殊标记，并配合思维链引导，有效

解决了边界识别难题。

在 GPT-NER 的研究(Wang et al., 2023)中，通常采用 ## 二元组对命名实体进

行标记，我们尝试使用 [开始重新输出句子][start][end] 三元组进行标记，使标记本身具

备一定的语义。在生成过程中有效减少了幻觉现象如只有没有#，使得输出内容较为完

整。

• 示例提供模块：在示例模块中，我们从同一数据集的知识库随机选取5-10个示例为

模型提供范例。未采用检索增强的原因有二：首先，框架识别阶段已通过检索增强

获取相关信息，其输入文本和检索逻辑与角色识别相同；其次，若为检索结果都编

写思维链需对整个数据集进行细粒度标注，工作量过大。

随后将基础知识KAI、任务重构思维链提示词COTAI，随机示例作为提示词输入大

语言模型进行推理，大语言模型推理的原始结果如图3，用正则表达式匹配出“亚洲金

融危机”、“对我们”和“不良影响”。
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3.4 角色识别

角色识别任务是汉语框架语义解析中的最终环节。该任务基于前置框架识别提供的

语义框架标签和论元识别提取的句内成分，要求模型在受限语义空间内建立精确的对

应关系，将传统的NER+N分类复合任务解耦为分步实施的N分类序列操作。其核心挑

战在于跨框架的语义角色对齐，需借助框架/论元识别的先验知识缩小候选范围。这种

渐进式分类流程实现了从细粒度NER到结构化生成任务（N分类-文本生成任务-N分类）

的系统性优化。

其构建流程如图3，将框架与论元识别结果结合原始文本S与目标词T，经提示词知

识补充模块输出为基础知识KRI（Knowledge with Role Identification）；后续的思维链

构建与示例提供模块继承自3.2节，对应的输出为任务重构思维链提示词COTRI（COT

with Role Identification）。将三个模块的输出作为大语言模型的输入，得到相应的推理

结果即论元所属的角色。具体公式在附录A.3，详细的提示词和模型输出在附录F中。其

中，提示词知识补充模块与3.3节不同在于其额外整合论元识别结果输入大模型，而思维

链构建中，将任务重表述为对识别论元到可能论元名称的N分类任务。实验表明，子任

务缺失将显著削弱角色识别性能。该设计通过缩小推理范围、降低难度，有效提升整体

表现。多阶段任务分解可降低推理复杂度并提升完成度。

4 实验

为了验证方法的有效性，我们在CFN2.1(Li et al., 2023a)上进行实验，涵盖多语境

实体、多类论元及复杂语义框架，支持框架识别、论元识别与角色识别三任务。对比方

法包括基于ChatGPT（gpt-3.5-turbo-1z6k）与思维链的baseline(Li et al., 2023a)，以及

采用稀疏检索增强生成与输入格式化技术的PKU方法(Huang et al., 2024)。

我们使用api1进行GPT系列模型的测试， 使用一张 NVIDIA A800-SXM4-

80GB作为算力支持本地部署QWEN系列(Bai et al., 2023)模型， Bge-m3(Chen et

al., 2024)+Deepseek-distill-qwen-32B(DeepSeek-AI et al., 2025)推理约占用65GB显

存,Temperature = 0.7，topp = 0.8。

检索增强部分的实验设置如下：

• 外部知识库的构建：随机抽取CFN2.1的20%作为推理test数据，80%数据作为外部

知识库，按照每一句文本及其对应论元作为一个检索分片。

• 检索实现细节： BM25为默认超参数 （k1=1.2， b=0.75）， bge(Chen et al.,

2024)为BAAI的未微调bge-m3（MaxLength=8192）。

1https://platform.openai.com
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实验设置涵盖模型选择、RAG检索库构建与提示词设计，系统评估各技术有效性。

框架识别任务采用准确率（ACC），论元与角色识别任务采用精确率（P）、召回率（R）

与F1分数，并辅以定性分析，评估大模型在语义解析中的表现与优化潜力。各任务运行

三次取均值作为最终结果。评估指标的具体计算方式见附录B。

表 1: 各个模型下的任务完成情况

模型 方法
FI AI RI

ACC P R F1 P R F1

GPT-3.5-turbo

Baseline 53.00 60.98 22.52 32.90 6.38 7.59 6.93

PKU 52.54 52.18 67.85 58.99 14.53 19.52 16.66

ours 64.88 78.42 48.45 59.89 20.95 16.50 18.46

Qwen1.5-32B

Baseline 25.60 45.50 19.67 27.46 2.83 1.94 2.30

PKU 53.95 44.20 60.35 51.02 11.45 16.56 13.53

ours 67.47 72.20 42.20 53.26 21.87 16.20 18.62

Deepseek-R1-

distill-Qwen-32B

Baseline 29.54 47.15 42.25 44.56 7.94 3.65 5.00

PKU 52.16 42.11 62.33 50.26 17.23 21.40 18.99

ours 65.04 54.56 56.56 55.54 29.54 23.97 26.46

如表1所示，在三种大语言模型上（GPT-3.5-turbo、Qwen1.5-32B与Deepseek-R1-

distill-Qwen-32B），我们对比评估了baseline、 PKU两种方法。在框架识别（FI）、论

元识别（AI）与角色识别（RI）三个任务指标上，均展现出显著的性能优势。 我

们的方法在框架识别（ACC）任务中，在所有模型上均显著优于Baseline与PKU方

法，Qwen1.5-32B模型最高达67.47。在论元识别任务中F1值领先三种模型，GPT-3.5-

turbo模型达59.89，优于Baseline的32.90和PKU的58.99。在角色识别任务中，我们的方

法同样表现优越，其F1值在所有模型上显著高于对比方法。我们的方法在各项指标上稳

定且具一定泛化能力，特别是在Qwen1.5-32B与Deepseek-R1-distill-Qwen-32B等开源模

型上的出色表现，验证了其在汉语框架语义解析任务中的有效性与优越性。
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图 4: 不同few-shots选择策略对FI任务的影响

我们评估了不同few-shot选择策略对Qwen1.5-32B模型完成FI任务性能的影响如

图4所示，性能指标为准确率（accuracy）。随机选择few-shot示例提升模型表现，提

供10个随机示例提高5.13， 100个示例提升至38.87，效果逐渐平稳。 BM25检索可以

在10-shots下直接达到38.59，说明提升示例质量效果非常好。COT引入增强了模型能

力，但不及候选框架的提升。COT在随机与BM25选择示例下分别提升3.27和4.66，而

候选框架使BM25-10shots性能从43.25提升至63.95。这表明COT效果依赖示例质量，而

候选框架通过筛选高质量示例直接优化输入。

基于我们的方法， 检索选择优于随机选择， BM25-10shots性能达38.59， bge-

10shots结合候选框架后达67.43，明显优于BM25（63.95）。进一步增加示例数量（bge-

20shots）仅带来0.04的微小增益，验证示例质量提升后数量增加对效果影响减小。实

验表明， few-shot示例能有效提升准确率，基于检索的方法优于随机选择，且密集检

索（bge）相较稀疏检索（BM25）更具优势。结合候选框架的示例筛选机制显著增强模

型性能，COT在示例质量较低时有助于推理能力提升。增加示例数量虽有提升，但10-

shots结合合适的检索与筛选已接近最优效果。

我们进行了如表2、表3所示的对论元识别和角色识别的消融实验,在提示词提供10个

随机示例。其中，ours是我们模块化提示词的方法，FI、AI的增加是提供论元识别和角

色识别的结果。

我们发现，任务重表述对AI任务产生了较大影响，P、R和F1分数均大幅提升，特

别是F1提升至53.26，比Baseline高约25.8。然而，结合FI结果后，F1下降至46.30，原因

包括：错误累积：FI结果中的错误传递到AI任务，由于框架识别准确率较低，反而负面

影响了论元识别；任务表述兼容性问题：句子框架及论元名称信息未被模型采纳，且内

容过多占用上下文窗口，影响模型性能。

提供FI和AI结果相比Baseline显著提升RI任务的F1分数。仅提供AI结果时，模型仍

需在大量标签中分类，效果与未提供子任务结果相近。这表明，将框架语义解析任务拆
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表 2: 方法（qwen1.5-32B）性能对比（AI）

方法 AI

P R F1

Baseline 45.50 19.67 27.46

ours 72.20 42.20 53.26

ours+FI 65.02 35.96 46.30

表 3: 方法（qwen1.5-32B）性能对比（RI）

方法 RI

P R F1

Baseline 2.83 1.94 2.30

ours 3.54 1.86 2.43

ours+AI 5.25 1.88 2.76

ours+FI 23.16 13.00 16.65

ours+FI+AI 21.87 16.20 18.62

解为有序子任务，并优化前两个子任务对RI任务具有提升作用，尤其是FI任务。这是因

为输入信息不会被完全依赖，而是基于自身语义理解进行调整，校正错误的论元识别结

果，生成更合理的输出。相比之下，角色识别任务更依赖框架识别结果提供的筛选候选

论元，框架识别对角色识别任务更为关键。

5 结论

本文深入探索细粒度NER领域的汉语框架语义解析，在提示词工程的角度提出了结

合RAG和CoT的模块化方法，以提升大模型面对这类问题的推理能力。首先，我们提出

了针对汉语框架语义解析的模块化的提升词，这一设计显著提高了任务的可扩展性和适

用性。其次，我们首次结合了RAG和CoT技术，可以有效地增强了大模型在推理过程中

的能力，我们还对任务类型进行了转化，并在提示词设计中调整了任务的重表述方式，

这一改进显著降低了大模型的推理难度。同时，本文进行了大量的实验工作验证方法的

有效性，为大模型在汉语框架语义解析提供了解决方案。
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A Proofs 子任务公式

A.1 框架识别子任务公式

框架识别提示词知识补充模块在大语言模型推理时的公式如下：

KFI = argmax
y

P (y | T, S,Π) (A-1)

其中S是原始文本，T是目标词，KFI是基础知识，Π表示大语言模型。

框架识别提示词思维链构建模块大语言模型推理时的思维链公式如下：

c1 = argmax
y

P (y | T, S,KF ,Π)

ci = argmax
y

P (y | cj , T, S,KF ,Π), 0 < j < i < 3

COTFI = argmax
y

P (y | c1, c2, c3,KF ,Π)

(A-2)

其中，S为原始文本，T为目标词，c1是对目标词 T 的初步语义解释，c2是对 T 在

上下文 S 中的角色语义抽取，c3是整个句子的情景及事件结构分析结果,KFI是提示词知

识补充模块输出的基础知识，COTFI是框架识别提示词，Π表示大语言模型。

A.2 论元识别子任务公式

论元识别提示词知识补充模块在大语言模型推理时的公式如下：

KAI = argmax
y

P (y | T, S, FI,Π) (A-3)

其中S是原始文本，T是目标词，KAI是基础知识，FI是框架识别结果，Π是大语言

模型。得到知识补充模块输出的基础知识后，将其与原始文本S和目标词T一并输入思维

引导模块得到思维链提示词。

论元识别提示词思维引导模块公式如下

r = argmax
y

P (y | T, S,KA,Π)

c1 = argmax
y

P (y | T, S,KA,Π)

ci = argmax
y

P (y | cj , T, S,KA,Π), 0 < j < i < 3

COTAI = argmax
y

P (y | c1, c2, c3,KA,Π)

(A-4)

其中，KAI是提示词知识补充模块输出的基础知识，T是目标词，S是原始文本，

COTAI是任务重表述提示词，c1是所给论元和T的初步语义解释，c2是提取T在S中的上

下文信息c3是情景分析和角色定位，AI是论元识别提示词，Π是大语言模型。
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A.3 角色识别子任务公式

角色识别提示词知识补充模块在大语言模型推理时的公式如下：

KRI = argmax
y

P (y | T, S, FI,AI,Π) (A-5)

其中，S是原始文本，T是目标词，KRI是基础知识，FI是框架识别结果，AI是论元

识别结果，Π是大语言模型。

B Proofs 评估计算公式

框架识别任务旨在判断给定句子中的目标词（Target Word）所对应的语义框架。

我们采用ACC作为评估指标：

ACC(FI) =
correct

total
(B-1)

其中：

• correct 表示模型预测正确的框架数量。

• total 表示待识别的框架总数量。

论元识别任务的目标是预测句子中属于特定框架的论元（Argument），并正确识别

其文本范围（Span）。我们采用精确率（Precision, P）、召回率（Recall, R）和 F1 分数

作为评估指标，计算公式如下：

precision =
InterSec(gold, pred)

Len(pred)
(B-2)

recall =
InterSec(gold, pred)

Len(gold)
(B-3)

F1(AI) =
2× precision× recall

precision + recall
(B-4)

其中：

• gold 表示真实的论元范围字符串集合。

• pred 表示模型预测的论元范围字符串集合。

• InterSec(gold,pred) 表示真实结果和预测结果之间的重叠 token 数。

• Len(.) 表示计算 token 数量。
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论元角色识别任务的目标是为已识别的论元范围分配正确的语义角色标签。由于每

个论元可能对应多个语义角色，我们采用精确率（Precision, P）、召回率（Recall, R）

和 F1 分数作为评估指标，计算公式如下：

precision =
Count(gold ∩ pred)

Count(pred)
(B-5)

recall =
Count(gold ∩ pred)

Count(gold)
(B-6)

F1(RI) =
2× precision× recall

precision + recall
(B-7)

其中：

• gold 和 pred 分别表示真实结果与预测结果的角色集合。

• Count(.) 计算集合元素的数量，即正确匹配的角色数量。

C Proofs 检索的核心公式

BM25 是信息检索领域的一种经典打分函数，能够有效衡量文档与查询之间的相关

性，核心公式如下：

BM25(D,Q) =
∑
t∈Q

IDF(t) · f(t,D) · (k1 + 1)

f(t,D) + k1 ·
(
1− b+ b · |D|

avgdl

) (C-1)

其中：

• Q是将待查询文本拆分成词项的集合

• D是根据同一数据集的部分作为外部知识库的文档

• t是Q集合的其中一个词项

• f(t, D)是词t在文档D中的出现次数

• |D|是文档D的长度

• avgdl是整个文档集合的平均文档长度

• k1和b是超参数
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• IDF(t)是逆文档频率，计算方式如下：

IDF (t) = log

(
N − nt + 0.5

nt + 0.5
+ 1

)
(C-2)

其中，N是外部知识库的总文档数量，nt是包含词t的文档数量，+0.5是平滑项，可

以缓解小样本偏差

BGE检索的核心公式如下,包含编码-相似度计算-排序的过程:

D∗ = arg max
Di∈∆

Encoder(q) · Encoder(Di)

∥Encoder(q)∥ · ∥Encoder(Di)∥
(C-3)

其中, q是查询文本；∆={D1,D2,D3,...,Dn}是候选文档集合；Encoder是BGE 模型，用

于将查询和文档转换为嵌入向量embeddings；D∗是Di的相似度结果,可以取topk。

D Proofs 框架识别提示词及模型输出

提提提示示示词词词知知知识识识补补补充充充模模模块块块结结结果果果

语义框架用来描述事件里的人或事、动作，以及相关的属性,语义框架就像是给句子贴上

标签，它把句子分类，也能概括句子的信息。用语义框架，我们可以快速了解句子的主

要意思，知道谁做了什么事，以及这件事有什么属性。我会给出句子中的一个词，你需

要首先分析这个词在句子中上下文的语境并理解这个词的谓语都有什么,它和这些谓语

共同组成句子的主干,解释了句子中发生的事件。
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提提提示示示词词词思思思维维维链链链构构构建建建模模模块块块结结结果果果

举个例子，假如我们有句子：

’此外，伦敦近年来因家庭暴力引发的凶杀案件数量也有增无减，从2014年的18起上升

到2019年的23起。

我给定’到’,你可以在句子中看到某个数值的变化,你发现了发生量变的实体,实体的什么

属性发生了量变,量变的初始值和最终值等,在候选框架中发现’量变’框架与句子匹配,

因为它描述了事件参与者中的实体:’伦敦近年来因家庭暴力引发的凶杀案件’,属性:’数

量’,初状态:’2014年的18起’,终状态:’2019年的23起’等属性。

再举个例子，假如我们有句子：’传统的宣纸生产工艺，既是前人生产经验的总结，也

体现了前人对客观世界的认知。 ’我给定’是’，这个词在句子中的含义是什么是什么，什

么属于某类。在候选框架中’属于某类’与句子匹配, 因为它描述了事件参与者中的实体：

’传统的宣纸生产工艺’以及范畴：’前人生产经验的总结’。表明’传统的宣纸生产工艺’这

个实体属于’前人生产经验的总结’这个范畴 ”

你需要理解句子中发生了什么事件，重点关注我给出词语的意思,在我所给定的候选框

架中匹配一个最能描述目标词语义以及概括句子发生的事件。

提提提供供供句句句子子子、、、目目目标标标词词词和和和前前前候候候选选选框框框架架架结结结果果果

现在有一个句子: ”化学工业部部长XXX在会议所作的主旨报告中指出，中国今年化工行

业尽管面临多项减利因素、效益下滑的严峻形势，但以深化国有企业改革为突破口，较

好完成了全年生产和建设任务。” 你需要分析上下文语境的词是: ”作” 候选框架为: [’文

本创作’, ’有意行为’, ’属于某类’] 在这些框架内匹配一个最合适的框架名。只需要回答框

架的名称,不要添加其他内容。

输出结果: 框架名称
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检检检索索索增增增强强强模模模块块块结结结果果果

example: 句子: ”国家委员会副主任、外经贸部部长XXX在会议上就中国与联合国发展

业务系统之间的合作作了发言。” 我给定词语:”作” 输出结果: 文本创作

example: 句子: ”《决定》总结了二十年农村改革的基本经验；确定了从现在起到二０一

０年中国农村经济、政治、文化建设的目标和任务；阐述了社会主义初级阶段农村尤其

不发达的主要特征；对中国农村基本经营制度作了更科学、更准确的新概括；提出坚持

以公有制为主体、多种所有制经济工作的领导提到了一个新的高度。” 我给定词语:”作”

输出结果: 有意行为

example: 句子: ”９美国田径名将“花蝴蝶”XXXX９月因心脏病发作逝世，她曾于８月

访问香港，并在香港体育学院作技术辅导；” 我给定词语:”作” 输出结果: 属于某类

...

请使用这些示例来帮助理解,按照示例中的输出格式选择候选框架中最有可能的框架名

称,不要输出不属于候选框架的结果,不要添加额外内容，只输出框架名称。

模模模型型型输输输出出出（（（deepseek-distill-qwen-32B）））

好的，我现在需要分析句子中的词语“作”在给定句子中的上下文，并选择合适的语义

框架。句子是：“化学工业部部长XXX在会议所作的主旨报告中指出，中国今年化工行

业尽管面临多项减利因素、效益下滑的严峻形势，但以深化国有企业改革为突破口，较

好完成了全年生产和建设任务。”

首先，我注意到“作”出现在“会议所作的主旨报告”中。这里的“作”是指XXX部

长在会议上做了主旨报告。主旨报告通常是一种正式的演讲或陈述，属于文本创作的范

畴。

接下来，我查看候选框架：[’有意行为’, ’属于某类’, ’文本创作’]。根据例子，当“作”涉

及到撰写报告或演讲时，通常会被归类为“文本创作”。例如，之前的例子中，当“作”

用于报告或演讲时，选择“文本创作”框架。

因此，这里“作”指的是撰写或发表主旨报告，属于文本创作的行为。 < /think >

文本创作

E Proofs 论元识别提示词及模型输出
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提提提示示示词词词知知知识识识补补补充充充模模模块块块结结结果果果

你需要从我提供的句子中，使用指定的特殊标识符，标注出句子中目标词的论元。论元

是指谓词或动词所依赖的必要成分，使句子完整且符合语法。目标词是句子中的核心行

为词，如动词或谓词。论元和目标词在语义上相关，共同构成句子的关键信息，论元通

常内部是完整的，如果用了从句，论元可以是一句话中的一个小短句。它们同属于一个

语义框架。

提提提示示示词词词思思思维维维链链链构构构建建建结结结果果果

根据给定的句子和其中的目标词在句子中语义场景，将句子重新输出，句子开始的标志

为”[开始重新输出句子]”,标记目标词的每个论元时使用[start]作为初始位置,[end]作为结

束位置。 [start]与[end]作为一对标识符标记目标词的一个论元. 让我们一步步思考，给

出你对句子含义的理解，句子中发生了什么事件，目标词在句子中是什么成分，与目标

词有关系的成分有哪些，分析在句子中能找到的论元有哪些，然后把论元的完整内容

用[start]与[end]标记出来,标记出来的论元在语义上必须完整,尽量保证找到的论元准确

性以及找到全部的论元，这里论元的范围非常广泛，通常论元数量不少于3个下面的被

标记的句子内容应该包括完整的[start]和[end]对，你要在给出最终结果前检查

输出格式: 目标词的含义是什么，在提供的可能论元中哪些出现了，选择这些论元的理

由 [开始重新输出句子]被标记的句子内容
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提提提供供供句句句子子子、、、目目目标标标词词词和和和框框框架架架识识识别别别结结结果果果

现在有一个句子:

化学工业部部长XXX在会议所作的主旨报告中指出，中国今年化工行业尽管面临多项减

利因素、效益下滑的严峻形势，但以深化国有企业改革为突破口，较好完成了全年生产

和建设任务。

它的目标词是:

作

这个句子的框架名是文本创作，其中可能包含以下论元，我将解释论元及其定义： - ”作

者”：作者是创造具体文本的人。 - ”文本”：由写或说的行为而产生的实体。 - ”信息接

收者”：指传达信息的对象。 - ”成分”：成分是作者用来构建文本的小文本。 - ”形容”：

描述参与者的短语。 - ”形式”：文本被表达的形式。 - ”受众”：受众表明文本为谁而写。

- ”工具”：作者创作文本所使用的工具。如：用钢笔写/用墨水写 ...(省略全部的论元)

注意你找到的论元必须是符合以上定义的论元，如果句子中出现了符合以上定义的部分

内容，一定要找到

示示示例例例提提提供供供模模模块块块结结结果果果

这里有几个示例:

example: ’句子: ”“八五”期间，广东电子工业投资七十亿元进行企业改造和发展，目前

已有二十个重点项目竣工投产，使四大类产品形成了规模经济，其中程控交换机、微机

已上规模，成为电子工业新的支柱产品。” ’目标词: ”形成” ’总结一下，根据目标词的上

下文语境,是某个事件导致形成了某个情况,目标词”形成”的论元应该包含时间”“八五”

期间”、实体”规模经济”和致因”广东电子工业投资七十亿元进行企业改造和发展，目前

已有二十个重点项目竣工投产”，在“八五”期间”这个时间由于”广东电子工业投资七

十亿元进行企业改造和发展，目前已有二十个重点项目竣工投产”的原因导致实体”规模

经济”的形成’

...

输出格式: [开始重新输出句子][start] “八五”期间[end]， [start]广东电子工业投资七

十亿元进行企业改造和发展[end]，目前已有二十个重点项目竣工投产，使四大类产品形

成了[start]规模经济[end]，其中程控交换机、微机已上规模，成为电子工业新的支柱产

品。

请使用这些示例来帮助理解,发挥你的想象力,尽可能精准识别目标词的全部论元,按照示

例中的输出格式输出,不要添加额外内容。
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模模模型型型输输输出出出（（（deepseek-distill-qwen-32B）））

好的，我现在需要分析用户提供的句子，找出目标词“作”的论元。首先，句子是：“化

学工业部部长XXX在会议所作的主旨报告中指出，中国今年化工行业尽管面临多项减利

因素、效益下滑的严峻形势，但以深化国有企业改革为突破口，较好完成了全年生产和

建设任务。”目标词是“作”。首先，我需要明确“作”在这里的意思，它是指“制作”

或“撰写”报告。接下来，我要根据提供的论元列表，看看句子中有哪些部分符合这些

论元的定义。 1. **作者**：谁在作报告？显然是“化学工业部部长XXX”，所以她就是

作者。 2. **文本**：作的是什么？是“主旨报告”，所以文本是“主旨报告”。 3. **处

所**：作报告是在哪里进行的？句子中提到是在“会议”上，所以处所是“在会议”。

4. **目的**：作报告的目的是什么？是为了“指出”后面的情况，即“中国今年化工行

业尽管面临多项减利因素、效益下滑的严峻形势，但以深化国有企业改革为突破口，较

好完成了全年生产和建设任务。”所以这部分是目的。 5. **方式**：是否有说明作的方

式？句子中没有提到工具或方法，所以可能没有方式论元。 6. **时间**：是否有明确

的时间？句子提到“今年”，但“今年”是化工行业的背景，不是作报告的时间，所以

可能没有时间论元。 7. **其他论元**：是否有其他如工具、材料等？句子中没有提到，

所以暂时不考虑。总结一下，论元包括作者、文本、处所和目的。现在需要将这些部分

用[start]和[end]标出。检查句子结构，确保每个论元都完整且准确。特别是“目的”部

分，虽然比较长，但确实是为了传达后面的信息，所以应包含在内。最后，确保输出格

式正确，使用[开始重新输出句子]开始，并正确标注每个论元。 < /think >

总结一下， 根据目标词的上下文语境, 重点分析”作”这个动作的作者是谁， 作的

是什么，以及在什么场合下作的。 目标词”作”的论元应该包含作者”化学工业部部

长XXX”、文本”主旨报告”和处所”在会议” [开始重新输出句子][start]化学工业部部

长XXX[end][start]在会议[end]所作的[start]主旨报告[end]中指出，中国今年化工行业尽

管面临多项减利因素、效益下滑的严峻形势，但以深化国有企业改革为突破口，较好完

成了全年生产和建设任务。

F Proofs 角色识别提示词及模型输出CC
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提提提示示示词词词知知知识识识补补补充充充模模模块块块结结结果果果

你是一个框架语义学家。框架语义学认为，语言中的词义依赖于认知框架，即一组与该

词相关的情境和语义角色（论元）。论元是框架中的核心成分，表示特定的语义角色，如

事件的施事、受事、时间、地点等。给定一个句子和一个目标词，你需要完成以下任务：

确定目标词所激活的框架。识别该框架的论元及其语义定义。为句子中对应的论元标明

它们的对应关系。

提提提示示示词词词思思思维维维链链链构构构建建建模模模块块块结结结果果果

举个例子，假如我提供句子为：由於由签署契约至把契约送交该处登记，通常相隔一段

时间，因此，六月份的注册数字，一般显示送交登记前约四个星期内签署契约的物业交

易。 ,与句子中’送交’这个词有联系的成分的论元为[’契约’,’该处’,’登记’]，然后我提供的

所属框架论元名称有[’文件’,’官方’,’意图目的’,等等]，你需要将论元贴上所属框架论元名

称的标签最终得到’契约’是’文件’，’该处’是’官方’，’登记’是’意图目的’的结果，然后按照

格式输出需要按照输出格式使用python元组输出成分的名称，不要添加其他内容

输出格式: [[句子中论元1的内容,论元1的名称],[句子中论元2的内容,论元2的名称],[句子

中论元2的内容,论元2的名称]...]

需要按照输出格式使用python元组输出成分的名称，不要添加其他内容
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提提提供供供句句句子子子、、、目目目标标标词词词，，，框框框架架架识识识别别别结结结果果果和和和论论论元元元识识识别别别结结结果果果

给定一个句子:

化学工业部部长XXX在会议所作的主旨报告中指出，中国今年化工行业尽管面临多项减

利因素、效益下滑的严峻形势，但以深化国有企业改革为突破口，较好完成了全年生产

和建设任务。

目标词为

作

其所属的框架和论元信息如下：这个句子的框架名是文本创作，其中可能包含以下论

元，我将解释论元及其定义： - ”作者”：作者是创造具体文本的人。 - ”文本”：由写或

说的行为而产生的实体。 - ”信息接收者”：指传达信息的对象。 - ”成分”：成分是作者

用来构建文本的小文本。 - ”形容”：描述参与者的短语。 - ”形式”：文本被表达的形式。

- ”受众”：受众表明文本为谁而写。 ...(省略全部论元)

已识别的文本中论元如下：”化学工业部部长XXX”，”主旨报告”，”在会议” 对于这些

论元在其所属的框架和论元信息的中找到与其语义对应的论元名称与之对应

示示示例例例提提提供供供模模模块块块结结结果果果

这里有几个示例帮助你理解任务工作: example: 句子: ”“八五”期间，广东电子工业

投资七十亿元进行企业改造和发展，目前已有二十个重点项目竣工投产，使四大类产品

形成了规模经济，其中程控交换机、微机已上规模，成为电子工业新的支柱产品。” 目

标词: ”形成” 根据目标词的上下文语境,目标词”形成”的论元应该包含时间”“八五”期

间”、实体”规模经济”和致因”广东电子工业投资七十亿元进行企业改造和发展，目前已

有二十个重点项目竣工投产”，在“八五”期间”这个时间由于”广东电子工业投资七十

亿元进行企业改造和发展，目前已有二十个重点项目竣工投产”的原因导致实体”规模经

济”的形成输出格式: [[”“八五”期间”,”时间”],[”规模经济”,”实体”],[”广东电子工业投

资七十亿元进行企业改造和发展，目前已有二十个重点项目竣工投产”,”致因”]]

example:

句子: ”由於由签署契约至把契约送交该处登记，通常相隔一段时间，因此，六月份的注

册数字，一般显示送交登记前约四个星期内签署契约的物业交易。” 目标词: ”送交” ’根

据目标词的上下文语境,目标词”送交”的论元应该包含文件”把契约”、官方”该处”和意

图目的”登记” 即为了登记把契约送交给该处输出格式: [[”把契约”,”文件”],[”该处”,”官

方”],[”登记”,”意图目的”]] ...
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模模模型型型输输输出出出（（（deepseek-distill-qwen-32B）））

好的，我现在要解决的问题是根据给定的句子和目标词“作”，确定其所属的框架，并

识别该框架中的论元及其对应的语义角色。目标词“作”在句子中的使用情况如下：

句子：“化学工业部部长XXX在会议所作的主旨报告中指出，中国今年化工行业尽管面

临多项减利因素、效益下滑的严峻形势，但以深化国有企业改革为突破口，较好完成了

全年生产和建设任务。”

目标词：“作”

首先，我需要确定目标词“作”所属的框架。根据框架语义学，每个词都有其激活的框

架。在这个句子中，“作”出现在“在会议所作的主旨报告中”，这里“作”指的是“制

作”或“撰写”报告。因此，目标词“作”激活的框架应该是“文本创作”。

接下来，我需要识别该框架中的论元及其语义定义。根据提供的论元列表，可能的相关

论元包括：

-作者：创造具体文本的人。 -文本：由写或说的行为而产生的实体。 -信息接收者：指

传达信息的对象。 - 工具：作者创作文本所使用的工具。 - 方式：描述创作活动的特征

或状态。 - 目的：作者创作文本的目的。 - 时间：文本被创作的时间。 - 地点：作者创

作文本的地点。

现在，我需要分析句子中与“作”相关的部分，找出对应的论元。

句子中的相关部分是“化学工业部部长XXX在会议所作的主旨报告”。这里，“化学工

业部部长XXX”是制作报告的人，即“作者”。“主旨报告”是被制作的文本，即“文

本”。“在会议”表示制作报告的地点，即“处所”。

因此，句子中的论元如下：

1. “化学工业部部长XXX”对应“作者”。 2. “主旨报告”对应“文本”。 3. “在会

议”对应“处所”。

其他可能的论元如“信息接收者”、“工具”、“方式”等在句子中没有明确提及，因此不

需要考虑。

最后，按照输出格式，将这些论元及其对应的名称列出。 < /think >

[[化学工业部部长XXX,作者],[主旨报告,文本],[在会议,处所]]CC
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