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Abstract

Sarcasm and metaphor are widely used rhetorical devices in literature and language.
Previous research has primarily focused on classification tasks and has largely con-
centrated on English datasets. With the emergence of large language models and
multimodal large language models, there has been a significant improvement in their
ability to handle a variety of natural language processing and multimodal tasks. In
this paper, we utilize GPT-40 to automatically synthesize data for training a multi-
modal large language model, aiming to enable multimodal understanding of sarcasm
and metaphor across text and images. We aim to train a multimodal LLM capable
of providing detailed explanations and generating descriptive captions, with an em-
phasis on achieving strong robustness and generalization capabilities. To this end, we
carefully design a data construction pipeline which includes source selection, synthetic
instruction generation, and response generation, to produce a high-quality multimodal

IR EEE SRS SE, F210T1-522600, ¥, TE, 202548 H11HE14H.
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instruction-tuning dataset focused on sarcasm and metaphor. Using multimodal mod-
els with strong performance as our base model, we train them with both synthetic and
publicly available datasets. For evaluation, we assess the model’s comprehension of
sarcasm and metaphor alongside its general capabilities, demonstrating its effective-
ness. The data and model weights of this paper will be placed at https://github.
com/652897698/Multimodal-LLMs-for-Sarcasm-and-Metaphor-Undrerstanding.

Keywords: Sarcasm Recognition , Metaphor Recognition , Multimodal LLM ,
Data Synthesis
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WORIFRS R 2 S 518 S Rk WAE R, PLES UG S K H T (Dews
and Winner, 1995), FallH—FhEYEE 5 —FEY) (Lagerwerf and Meijers, 2008), —F&#p
BEGEM . FEXTREMFINAIHFR K E EHES RES L - BRI R AES FEZRBIREE
WE AN, s AE R TR EFEME S o URIAE AR S5 W = B A g al— A B SO, —
AT A S ORI & S . MBI RH, KEi02 IR SCEIRE AR, H U R A5
PEMAEXT /D> o [RIEE, 3o F IR RO R R S A T R ) TAE AR .

& KA AT A 8, BG4S RIRAY (Brown et al., 2020; Touvron et al., 2023), LA
T LA ARIETY (Liu et al., 2023; Dai et al., 2023), FERAZE HIRIE SO - TF BN, -
ZIRBET TSP REIE Sz RN S5 NHEBRE - EHERET, ALEREHTIER
WEERAED, ESEOMNERIRBI N EM SRS, BT HEPR N E RS TR -
PR It 5 ST 2 R R T NI R A B A5 — Ak, R KRB R SE IR, B AR S AR
BRI AT S5 L M A AT SS, BORHNGRIFIRS M Bl S A0 R, w3 2 BVE YRR RO RS M A TN
o~
AR FFHGPT-40 (Hurst et al., 2024)E 5 A BEHE, MSEER/ DSBS R
W, YISk AR SRS R R AT - LSS I S SRR AL, RN AT RE AR T A i A
RETT o ARSOEIT T SRR A ATV, RRIE A BRI Z S B 240 . ASGEFRAFFH
LRI 7 R EFEEMMSD2.0 (Qin et al., 2023) 2L BT TEEUH)/ NL B EIENE A HIETE
TERHAITEIE AR - HARABEREEERSEENARSREREM AR - ERSEENE
B, BATRER S A =ZRARRBEGHRITE, 200 NHFRLEGHTHE GME; W
P AE BRI RS R 52 FOREHLFE S, ST AR A T B AE FRENLTE S - ERIBHIENA Y, &
SORE 4 BPRE FIMMSD2. 05 E F A TR ML BE , SRR IIE [E] B 5098 VR

RIFH LRI A RER, HREGATFHZESERESHAEGE, EidSFTUIZ IR
gy 22 AR S KRR o A S vk YU e R 0 R 3 P B8 T VR SRR AR AR B A RE 7 o ZE YRR
FEmEE AR A, FRA 1T T EEMMSD2.055038 b a0 510 DL {5 A KRR R H 1 ] A Rl
FEM A0 LE A BRI RE DM - ZESE A RE WA, SO A T 2SI EMMStar (Chen et
al., 2024a) 2L ZMMBench (Liu et al., 2024b) B EUVE SRS A58 FH B8 0084, - LR A R0, &
SCHITTRR AT :

o TE IR Mg FER AR A, 30 S SRR T AR SRS RRTY BBl & BRI T, H
T YRS 7 S PRI < AR 4R -

o PR BINRIFS M 2r & B 18 2 UAEHE X S HE R NI Z SRR, 5
BRI FE g U 2 RS AR - FHORBLIAT T RIS M e ) 5 B RE T LS &8,
EoAllN g Eiel-OR DEN
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2 MHXIE
2.1 PHIRS] 5 B R R 5

e 25 R TINR S FEm Fp 7T, A 3 B T Transformer (Vaswani et al., 2017)2844,
FEEEAN E A TR AMEEL, FHERRIN, BURRERRIHSE . REEZEES £, W&t
WA RS Z FAEE. -

FEWRNA R FIBF 5, EE AR A AR R S R 2 - Cai(2019)55 A HUSC
AFHE - EBREFE UK BRI ZFS, MR T —MES SRR & EEE, If
[l B A T 2 RS I SO 43 2R EEMMSD -« A 17E+E 52 Btwitter 3B 7 A Wfiltag,
WN4sarcasmf TEBUEHE , A% 2 & SRR 4 R AR 28 - Qin (2023)55 ATECaif) Bt 4
TMMSD2.0Z B8 B SCRANR A EOR & - AT T MMSDFAEN — LB RER, HEFR
&, TSR E RN, BRIRAEIE . Wa (Wu et al., 2024b)% A& T —FhgE—H1
WS AIE SRS NS BESPORRER, SRR DA BN BRI - Zhang (2024)%F A
K FH SO G 25 A B R dm i 28 40 A% SURFIEGH TSRS, £ LICLIP (Radford et al., 2021)1E
NBOTERL, 3@ % b 50 77 2R BOR 5 BURRHAE RS SUH 5T -

TERR IR, RGBSR AR B THRHER 7% - Hrh F T i RHE B 45 17 E /Y
SR BN (Turney et al., 2011) - JFEEREEIRE XS RIA R, TERSMIAAAESS b H R
TR 515 = %M RS AR 77, Minjin Choi (2021)% A F#E LIRoBERTaAE H & T
M2&  FETMIP(Metaphor Identification Procedure) (Group, 2007)FISPV (Selectional Prefer-
ence Violation) (Wilks, 1975; Wilks, 1978) 3L & THEAL, 2B ERS MR b At RE -
FEREIE L, Mohammad® A& 11 FIEIEEMOH (Mohammad et al., 2016) M\ WordNetH$2
HUI1639 M) F (123001 LA FAI409 MR A ) 4HAL, 30 T 4401 A% - 30
1A FH AR A R e P B v 2 38 T AL 7 IR - VUAZE f BT TR £ H K2 (VU Amster-
dam) BEMIFERHZETE2018 FHR12020 FHIFEM RN EAES T A, 2HIFRHVUA-18 (Leong et
al., 2018)F1VUA-20 (Leong et al., 2020) « 14 -

2.2 EREREE

RIEFEIAE BIRE S HEES LRI AR RGeS, BT RIESHE T TML,
TR H AR Z 38 K Z S KR . GPT-4 (Achiam et al., 2023){EH R HKIEF RO
®, BRLOURGE T, (HHEERHIE S HEFEERGE T RS Z ST RS T . 542
IR MNGPT-4Vit— PGB RE S, IR QBB AN SOR AR, B0 A2 RS 7 Ft 5L AT R
TR, (ERRIERU N RS .

BHHFREZ S KSR LILLaVA (Liu et al., 2023)FInstructBLIP (Dai et al., 2023)H
U o LLaVaX! T4 5 (5 B A9 40 28 5 T 00 o G 5 2% A0 RS P 2% K8 = 188 70 2 e ) fif
FLlama-2 (Touvron et al., 2023)#EAT WAL, X RGN TIHREZ RS KERH)F
i o Instruct BLIPX #1585 B 5940 # M % F Q-Formerft B, X FPZEfg 4% & 5 BLIP-21E 7! (Li
et al., 2023a). FEFEMAEST, RLKZHEERER KEHI o InternVL (Chen et al.,
2024b) RINERLE S I KA S HR IS, TR RESETHBE0E T REAF 2T - AR ISR RIS
T, RO ST IR G, SEAE KA R B LT Xt 3], AR AL 0 iR A
wEIEFHRE, MEERERIE DT ERY ], RERTGEEHEEER L MEST
3K o ZEInternVL1.50A MIntern VL2RR A 1, A 7Y f2 T H 5 K 19 R AL 3 BE 77 - DeepSeek 3 51|
H1, DeepSeek-VL (Lu et al., 2024)%k ] T —FR & dwid e, RENSTEEE RIPRIC TR A =k
R R EIR, RN REFEXNEARAT B - DeepSeek-VL2 (Wu et al., 2024a)>KFMoE
of, EEFRMEE D SIANTRIT, ISEFARNT X MBS EEARES, BERI%
I IFERITBALA o DeepSeek-VL2AE— R FH I EMEVEIEE AT T1FME, 5HAMZES
RIETIA LRI -
2.3 fERRBEG AR

FFERADEIREAESS LR, BRAATIITINER T B8R, EREEHIE, %
IR PRIE AR & BOX — B A RE R B e LSt 7RI R BINLIE - Llavafl FH B A #3#A
8¢ A fbounding box {5 BHIAGPT-4, iEGPT-4H3IA& BSFTEYE - Llama3.1 (Grattafiori et
al., 2024) P& H HCAERAEERIIGED - BAERU, 21k FNA TR IRATLlamati B R
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PR W prompt A Bk M EIZ, ARG EFRMERTT 9 & m PR B, BN T —FRSFTEE
A)—#F 53 - Tan (2024)55 A% KBEALHATEARVREAT TIFMA AL - MiTfeHiEL £
FEME (Li et al., 2023b; Song et al., 2024) % KEEM F22 5]+ BEE, Sl RIRR T &R 71
KB R IR ERE AT S 2R H AT 7 - Wang (2022)F N —& AN THRE R FIEL,
o RS TR BN B T ERY T, RIREE SN . BB R TIG— 154
A RHEAL (Meng et al., 2023; Wang et al., 2024)RERFES, DIIEINTESMEZ RN - 7E5E AL
WVMESEIR & AE . SO R R B R A — D5 AR T R 3R R 1 Z B R 7R 18 AT Y
RETT, B KRB MBE 2R/ IMERL I o 2/ NGB SR AR R I RIE SR A=
R A RS B TUIZR (Xu et al., 2023) » BIFASSR A R A ZE 2/ METL B SRmE , AR
A REGR IR B T T BERBENEERIMIE (Yang et al., 2024) -

3 TRABMEIEA A
R ICE B HCPT-o £ 30 4 HE S MA R S ROBER, RIS SHE T MZ IS A
BN, R AERRR GO (E S, R E AR S - TR

B IR o ASCET T =M -a R T 2R A ORI RS e BE AR A 5K OB - Fd TR A A
FrE s U AT S E IR S AR R TIR G, ETRERIIG . KT ERNAE

GPT-40 Bﬁ*ﬂ;@gﬁ%ﬂﬁ I 'GJSI GPT-40 fEtBRES GPT-40

s Instruction
5 A
Base Model IR Tuned Model

3

RIFSESERE

Figure 1: ARSI AR A
LB E BT, BREERIRRNER, TRRIRNE B BB IR & -

3.1 EIEIF

NTHTEIR AR, TEWSE R IR L AR - BATAERENE R s E e &R
M5 B NG B RMER R AT RE R, BRI HB NEIER, — 2 AT BANRE 525K
HAEEMMSD2.0, — Ml — [ E tag i 17 TEHU K N FEIE -

MMSD2.042 % £ & 2 0 7 #1428 78 SEMMSDHI & 1E B - MMSD3#E 13 75 1 45 € B 7
A #sarcasmbr % B B SCECHE . TE R 2 R AR B0 G 48 - MMSD2.02: F) T i bR 2518 DL ) 38
BRI, SRP LAY N T2 5] X MR B A AR e et B M e IERRTION - SRJ5 A T3 i AR B3 AN
AFEARTIRE, HHAT T BRI R ERN, SERLEGE - BRSO E R
F1 - ZEERE RO A BSOS LSRR B AP A B PR, FESE A& R {5 SOk Bl B )
B R TEE A R -

LB R—HKEB ZREM AN TG, APUETFE AR A, W, #HXEN
B MEEAMEAFE, PNMIANEEIEEL BREE S, FILEEENLP LR ATiEE
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MMSD2.0 Train Validation Test
Sentences 19816 2410 2409
Positive 9572 1042 1037
Negative 10240 1368 1372

Table 1: MMSD2.0303E%: 11

WRIBR A R AESC - B, A& M — Ltag R THSURE, &AFRRE R, B
W, CBIRTET, SIARBERIE R, “QIRNERIER”, “EEERZNE R « X EH
B, A FTCBU B Fr A AT H R & Al - E A — SRS B AR Bl 2 -

Figure 2: /NI CE I F 7~ {5

3.2 TRABIEAK

N T RIERAINGRRRI FH PANF R S MA BT &%, DRI RER AT,
BNFTERIUEFE S E M DU S o BRI, ARSRISTE & e LW R = REH) -

B RE R IRIBE MG [E & 52 HIE S DUATAE, AT RIS ARIRE ARG - &
e, 2HATRE LA EE NSRRI ENFIFES8E - REHEHGPT-40X 182 EHITHE LA
BATAE, EEGHTHITES - BROERPES1ERN T —R e SR - AERIZERE, &ER/
FrE e #HT 6, REBEENTELSSE . BENTESEIRAA T LS EMKA - & IIRE
WENE_EEES R - ARIHTIRTE 253 ARG iR . E—RAERRTES, Bl HEDEE
F, BESKRIAIE 4h HIGE R AR SRS e AR o BB RN AERTES, RIS HE R, QIfEH AT EE
AISCAS, A5 B SO TR BRI SRS g, 1 an R JEaK B IVE— 2% B ORI SR M 4 5 AR g - 78
R GPT-40i#f 174 S LA RATAR, FATE AW E 3 prompt, H A1 SCHRIH S5 7% 11 -

HZRENSIPRIFEREIAE KBRS S, RERER EFE S PRIFSRIE <8 2 1 20
587 Bk, SEEERGPT-4ofRIE—5KE A aiE —xT B, BT NEAERS RIRE
WAE RV ATRERIFE S, TIANRBE — KRR —FRIBEF I S T E A4 - H BEERFES
RN EAR R, FAERFZES RREET TZE A E0ZESC, MAGE —KEERTTE
LAl DIWER T AT B BB SC o 7808 B SCEUE 4T & BN, prompt AN ISR, 7R A
BHRHATE RS, promptAE9FTR -

F=RENMEYLEBRTES, RARUEBERIX FE S i r) 218 S EIR r 598 5 A7 _E )8 B 6E
7o BRI, 2EEERGPT-4oEl—EE A HRAINEHTES - BN EATESH ZREKL
L, ESAFEEGR - A prompt Il E105T7R -

IR EEE SRS SE, F210T1-522600, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 214



FEITRIESYRZ

(o

prompt_zh=
THAE—FES, EHPEREHTHIRD.
BENECTERAEZMEN, FEECHAR, FREFAFRLEER. 1
T AMIESY TMIMEXAEMAR, FIENUH S OTRERIRE).
BEERAESMT:

{text}

SRELEIES AR B RS TR L RAES.

| ®prompt_en=
Here is an instruction for users to ask questions to the model.
Please make various modifications to the instructions, enrich their
content, and try to change their expression as much as possible.
Additional related content can also be added to the instruction to
simulate possible user queries.

The instructions that need to be modified are as follows:

{text}

Each modified instruction is separated by a line break.

- J

Figure 3: BiAGPT-40%# B E 84 Wprompt

3.3 MEEHBIHEA K

AR SRR, HKIEFE < B0 I = R MR m S T -

R —REH, WNTIRRERATESONEUANTE, RINCEERTELSE -
FEEMEZE, T8 —DE A e E SRR, DU R RS < £ BBV — % 18
%, RHAIENGPT-4of)prompt, 1EGPT-40%5 WAL, 1R GPT-4of [H] B 1y [ 5 £ 4 -
A TFMMSD2. 088 25 7 Z BRI B 73 RARE, B A 1 GPT-40REMMSD2. 08 YR
BERR, fFFERIZD RIREHIFGPT-4o. BMARYL, ARSI STETE S &G IRIBEIRE KT
LLLRES AT EPANE: PRIEIER A (It is known that this picture-text pair contains
sarcasm. ) B ( 2ANX B SO AL & ORI ZRaR ), JE PR3 A (Tt is known that this picture-text
pair does not contain sarcasm.) 5 (2 FX T BSOS AN & INRIZIER) - TAEYIZR B CREREL R
18, FRHXER AN MR o« ZEFREMMSD2.0F R SCA BIVERRET,  LL50% FIRER 3R
TR BV SCE R B 5 A48 GPT-40, A fEprompt i A (Example text that could constitute
sarcasm:’ 4"’ 4+text+’" But remember that the generated text is as different as possible from
the example) , 7EYIZRE CABRAIRII B, FRHXER A B Al .

FHOREMB=REMEIZ LS ELBRML, EEHGPT-40dt 7 & B, F8<MEIE HIE M
H—2 5, HMGPT-4oE AN AR S T HENGEAUKTELSES . 8 - RREMBTELE
FH—REH X AE TR S EEE A S KK R M REINE, RIER PR
MZHENE . H BAEPREERES , 1858 promptE A CREF T SCAIZLSCHIBAE EL B, SRR ST
XGERETT o REIANEARTIR o REPAFMR2MPAEIZRETE, $£1194005%

ELERIERA MMSD2.0 /NIF
F—RKE (NHBEHME ) 3800 3000
FERFE (FEHLNRIFE R ZE) 500 800

F=RE (FEYLERAZE) 500 800

Table 2: & ARG 1T
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/

B e
® 5% XKEATEEWMRAMSHNERE, EERAT M
W7 NRE, FFAREREXFRRE.

& OF: ZEH XKERESTHENHNG, SET M
ANHRGE. WEFEEILRMGLE, MSREEEHE K
. eNNEEREH T ARAPIREHNE HLESHTS
AYFEAER R, BN 7 AT B E RV HR PIE K RS UK AY
7. XipEh AR RERBERES T, EARMBMAK
RAREFERBARN, RIE—MERASHINIZBRTRKHEE.

- /
Figure 4: 55 H K FENLFE 25 BB G

4 THIEE
4.1 BRI

AT FInternVL25 DeepSeek-VLIE 7 & T A o BARFESZE F, ik HFIntern VL2-
8B5 deepseek-v1-7b-chat{ER SE PRI ZR A -

Br T _E—T 940055 & BEE SN, iMBANARIN T A Z BB S, Rift—
BHFFRTI R E A TR . BRI, FA12% T Llaval 5HSFTHVEUE X & (Liu et al.,
2024a), FRZKE R FRENITEHEIE - 76 iR AR T TR 200055 7
BRI TR o B SIIZREE 93,3/ N T 1R 21 H19400 555k 520005518 H 2 ST S A
B, B N11400 57 BRI E N BA HISFTEE -

ARG H FHLORA (Hu et al., 2022)%fInternVL2-8B5 deepseek-v1-7b-chatiZEfTSFT, lora
rankiX B N8 ) HR Nle-4, RAKZEWM, Hi)lZE27 epoch -

4.2  RERIEW

TIP3 > IR S5 Mg B AR E 17 B 0 LA Bl P 7 RV

FEVRRIBS M B RE 7 0PI L, AT LA S PIBIE S5 A A A S5 a2 AT P

AT MMSD2.0%E HH YURI 0 R E0PREE, 7T DLE AR S Ly FMRRAI S e R, A
HAEIZEAE AR BT

WS, G IEREMIRR B0 fERE LUR SR N SCARRIBIE, B 1 Rk 4T B
EHVEIN, RPN LB T R AR AT IR - RISCER T MRRL I 2R, 1R R R H i
WV EREL . BASRUAEMMSD2.089 & b A/ N5 2R 5 A U _E 93 51 S L0055 B3 R
TEOYYURIRE 27 & RE MR HIEMI 2R « BB T MUURIRE Mg T84 128 o CER 18- RO AR 04T I AT
RERMEAFE, PO ISR T RE X 2ed5 %, RVE (E I AR R Wit iy - AL i
HGPT-40% & MR B IR BEVL I T — > 5 NRIFE My AT BERE R A0FE <, FRF IO B9 < Sl
BT Z0 L MERL, RGP MRBL R, B F 60 RBP4 70
Fo, FIRIRAE L, SR AR A A5 R B R Ay PURIRE I 58 & B ) HOPR T AREE - FfiT{eE
FHGPT-4ofEREA, FERAIEDH Hprompt it 47 #HH «

IR EEE SRS SE, F210T1-522600, ¥, TE, 202548 H11HE14H.
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||||||

L] prompt =
RIMEED—DRIENFEH, BmANER MENEN
1S, HERA M EENERBIELY, FEEEHR
£4: {insturction}
Z%=1: {outl}
22 {out?}

BRI R T E AR TR

b V-5

JEH: xxx

Figure 5: {#FH GPT-4ofE RN HIHprompt

RSB FHAE T VPG L, Bl A JT Z RS PFI EEMMStar LL X MMBench{E 957 {0
SR f3E I e

5 SKRASRS T

5.1 YA RS ey 2 A 10

B SEAEMMSD2.0MR A XA TR - BT SO KRR, TR EEER 5 50
%, KB prompt R FRAR A AR A ET S, FF0E 0 KB g 254 10 ORG24 K25 5 -
FERT S Z R HMMSD2.0H FER 7 SEI8 45 5 - H FInternVL2-8B-msHldeepseek-v1-7b-chat-
ms A 4.1/ R 22 EARH TG FEA . InternVL2-8B5 deepseek-vl-Th-chat 7 R 1f
AR FIREZY . HEMSE B Cai% A (2019)H91823C, Multiview CLIPZE HQin%F A (2023)/) T1E -
SIS LER AR o HA/ MERIREE SRR T B IZRE SR, KRN 53 FIX H T %
FEA SIS 120004 MMSD2.03)I| 2R B A 45 5

Model Acc F1 Precision Recall

" HEM 0.7057 0.6688 0.6484  0.6905
. ~

/MEZL-All TrainData Multiview CLIP  0.8564 0.841  0.8033  0.8824

TnternVL2.8B 05512 0.6438 04880  0.9421

BT TR
NRE- T deepseek-vl-7b-chat 0.4806 0.6159  0.4518  0.9672

InternVL2-8B-ms 0.7882 0.7694  0.7242  0.8206
deepseek-vl-7b-chat-ms  0.7447 0.7535  0.6447  0.9064

KIEA_2000 TrainData

Table 3: MMSD2.0iljiz{%5

JF 6 FIMMSD 2,043 I 2R 8 6 2198165803, TESEFRrIIZREERE . 5/ T 4800551
ZREUR, TR HEMMSD2.0AEE 200055  (FEMEEIRIT#E1T 7 A1 008115, Hkak 1200045 5
SIRA B FERA R TR S) . HiX20005%F HRIFEE SR S RIS HMESERF, HFH
RS AME - RELEZNIRE LA RSB RETEPR, OO ML R ) B 35 R -

M RSG5 R, RAEMMSD2.0 B IIZR I KRR R AR IR PSS 3R, R E ER 5,
YRR, U BHX R 2R KT B 25 B 18 B SO B B & RIS B - — 77 T H TR A B A7
WMEZE, H—FENRETERE ARG RILE, HFREBIEHITINGEN R HRENLSER . 76
Z M REIR GG, 1B TR BRI 2 BSHERE T, SRR LS 24 E G
TEVESE ERIVEE T BERF - WA MNER T ZBIIGEIENESEE, Rew
THFM, KT Multiview CLIP - {HEHTHHMIIGEITEER D, HABEHTTINGRRLHIER
[TRIZAES FTEITH), R H R 15 H 6 25 E0E 2 B0 4R e A A IR « 3 B R RI (Y
FER10% B IZREIR RS TSR -

TE AR R gy 1A B S FR AR |, SEO8 B4, 2/ N HR H AR P RS AT Y B VR AT
ﬁ%i?Tﬁ@%ﬁ,Tiﬁ%ﬁu%%ﬁ%é%ﬁéﬁ%%%%ﬁﬂ%%%ﬁﬂ,%%%%
AR -

IR EEE SRS SE, F210T1-522600, ¥, TE, 202548 H11HE14H.
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BT BRI (%) BRI R R ToEv R B
InternVL2-8B 55.5 111 89 0
deepSeek-vl-7b-chat 58.5 117 81 2

Table 4: YARIRE iy EE AR SR & PEIISE 3R

25 rEEIR IR BIRRAR TS T M B m PIRE R o 2 A RS B 1 R PRORIRE R
R GUOA PR AT E R SRR R4 ERE RS R, BEEMENENANZIERT L
=, UE AR IA R AR BRI THDSHRUR RO RS R AE 5 1 B H 45 2 it ] DU I g A7 | . — Lk
BARIFFHACEM RCH , BFFECPT-40i% TR E , Ul R 560 FER A
DL GPT-40% Hi B 45 5 DLRCRNRER H
5.2 BFHAEEN

S TR SE FH A8 T ROV, SRR A TF B S RS TR SR R T AT o R TR
A PPECHRE L B A RE D RILA A o SEES I DU LRV R T R RS 1 R A R
A, 2. R4 2ERAEURIIGIERL 3. A F20004%#h 78 A58 FH £dE DL 3.3 T I 56
= REREIE AU AERAZTE) GREEE, 4.0 (V2000555 — KR BINRITT AR 2
SR . BR TR LIS, BN E GRS IR, IR MR ER . S
PR EEMMBench FIMMStar 2 5 A A F# 47 7, H A MMBench 43 28 5 SCF I A1 H SCEE - 58
WraE RIS, AT BB AR AR KR B R ) 9R 5 OIS -

W [ JIEEIEE  MMbench. EN MMbench. CN  MMStar

1 - 0.8178 0.8264 0.6113

9 11400 0.8032 0.8221 0.6100

InternVL2-8B 3 8100 0.8084 0.8213 0.5980
4 2000 0.7981 0.8204 0.6033

1 - 0.7423 0.7234 0.4120

9 11400 0.7448 0.7208 0.4193

deepseek-vl-Th-chat | o 8100 0.7363 0.7122 0.4073
4 2000 0.7345 0.7105 0.3880

Table 5: 18 FHEE 7 1EN 45 R

MEEFAR AR, FEIntervI2fEAL E - IR A Interv12-8BAE A1 18 F PRI & b R INAR LT -
5 A S RS ST MPEOR L S, 7EE AR E RIS T, (B TR REIREE B -
LRAaRE, INNT ATUSN )38 AR AN AU M AR AT SR 1S B R R AR A H
PRI SR LR R B/, T HAEMMStar Pl 56 LB R Tr T IR RETT - (EANETE
B, A MR A E RS E AR LA RIS A B A I RE I, AR H 758 PRI EE b
FILH ANE RS

fEDeepSeek-VLIEAL |, 53 25 &I T AR R PRI 4E LT T Rin AR &
B A BROUSAN B8 EGR AU ME AR (35 A | B MERTE S ME iR UR]
I (45#A) | EEANHERRIE —ERER TR -

LRERE, MERME SR (25-4%) |, ECEMNELSHBOREIRE N0 Z HEE 508 H IR
R, EEAMNRAE LRI R . AEHEEHE 25) JIGRMEE R ATREgERE T
WAHAES, EPHINEE BRI R e & T R . REEIIGEIREZ IR E4S R H,
FATHEER T84 1 E SATERR TR R T AR S U LRSS, M2
IR R RIE RN — MESS, REHAEFFRILAE R ERE - T 15 RAEE PRI -
W RIAE FT X VO AR R, ASCIS AN F IR 50 5 20 B B AU A 1 a8 FH E5cdie T oY
FEIE I RETT L RIATRA -

5.3 MMSD2.0%h 755258
FHF7EMMSD2.0 L f# F T 20004% 5 W0RI 4 B AR A R 0485, AN T AT B4R T AR TR

IR EEE SRS SE, F210T1-522600, ¥, TE, 202548 H11HE14H.
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YIZRE R & DL LS A o e SO EREIR A R 45 SR p i, e Fen USR8 FH 95 3 prompt A1 9
X Hresponse; zhfCFE 5 F # S Aprompt Al H 3 Wresponse « H T FEIMIES 8] JR A, AN HE
FEMMSD2.0it 8 H 1200452 AT, LA Intern VL2-8BIEAY | SEG45 SR ANFK6 T 7= -

B E NEETEE  Acc F1 Precision Recall

500en 500 0.66 0.7142  0.5782 0.934
500zh 500 0.73 0.6966  0.7126  0.6813
500en+-500zh 1000 0.695 0.7264 0.6136  0.8901
1000en 1000 0.72  0.7522  0.6296 0.934
1000zh 1000 0.745 0.7582  0.6667  0.8791
1000en+1000zh 2000 0.805 0.8 0.75 0.8571
all 11400 0.805 0.8 0.75 0.8571

Table 6: MMSD2.0_t AN[F & & DL H 98 SCHE L ) S g6 45 5

ML PRSI G R, 7200055 AN HOETRE 20, FEEIIGETRZ R A, AR R
FRIRINSBERA . EREMEEENBRT, PRERIOGESEIFENEA MR SKT R
B —FE S TG, XWEFTPZF, FARAFFIE S RN S — Mg
= Bprompt, MM A IS—FIET L2 B RN S LN E —ME T EEEE ST ZERME -
FEFH—-MIES BRI EEM L, BN —FES EIEMB R T, BRZEN
A FICR S SRR - £ F500en+500zh FUETREC E FIE LT, 510U H500enz500zh H7
R FH AR E - X TR B TR EE &1/ 5 BUR R N o 3 SCEUE 2 8] B AE R
TR, REBRAEF R RN SR, EESHEEANLTFEE LM% m
7£1000en+1000zh AU EIE L B FIE LR, X EL1000enf11000zh A4 45 507G B B AR T+« *FH R
15 F AT A /200055 8081145 5 1 T 2 B ISREIE ISR rzy B T A5 o1 A s 5 iy
R LASOE FAEORR . FEMMSD2.0_E RS 5L FHEZE AR, ERR R A8 R A4S
R ORZEWEHH AR o HARF 7R E0E TC LB ERE 2IMMSD2. 0558 1 PRI R 5B
F.

T R6H 5 AT RIS A5 SR AHE, HULFRATERNZ T T Bprompt K5 £ J5 B 1T BIEL
BB IGRAVER AT, LKA B A S prompt s, LRGSR INE TR -

B E HEEIEE  Acc F1 Precision Recall
1000en-+1000zh 2000 0.755 0.7742 0.6667 0.9231
all 11400 0.8 0.76 0.84 0.6923

Table 7: MMSD2.0_E 15 F H S prompt FHR 7 SLE8 45 5

A LU H A2 B A prompt)s , PIAMEUIR IR EINGEBE MG R-E T EZR, MR
K promptBURE, X MERFF T AR —BEX, JCHAEAESS HBRATH R B BE HIE
LRGEMB IS, MREESF T EE ML RS AR ESEAAR R TUIZ -

6 Z5iE

FEARTCH, BT T 2B RTEE & A TE, A ORI 2 BSE R - AR
AR EEGETR, S GPT-405 A T YRURIRE e A5 ) 2 R3S SUHR O Bl - e EAT B
SRR, ASCRE S NIELEIEN & RS RIS IR SR, FES BB R T =ZMARIITE,
ROERIRE M S DR - ET BRGNS BRSO HNR R RE /1 LR
FREHEAT T 47 VR0h, J0UE 1% & BB AR 280 DU R B R R - (A% i RORR AT
LU 45 (56 I 21 EL A A D20 73 R 2 AR AS AT, A1k EL A AT 2 3 2 A R . RSO R BR
PEAE T T 5221 0 = MR B & e DURGE I 20 B8 E0E R BC LR IR BRI 5T, R
e T HR S [ R ARG R E 5 SO AT SRS - AR TAEF, BA S — N LRAFTT LS
RRER I ELE, LGB AR FIBC AT IR R -

IR EEE SRS SE, F210T1-522600, ¥, TE, 202548 H11HE14H.
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Fff SR A

FAVERW T ALRSRIRLAE NI TRLSE, NTEEE, N LHEHiESE
Ko: X TERAERE ALRERESEWET, EE O ESCEIRHIMNE I T OI1ERE

(o RER—ESX, A A{text), i%ﬁ‘ﬁiﬂ%-?ii’ﬁiﬂ%’é@ﬁ\

WR|, HAH@E. Hahd FRR/TRE . Ba @i,

o XERF—PENN, XA M{text), BRWAM—TXIENXTEEER
faml, FLL@EE. Brhd Bhn/Lha. BHoHEE.

o XAMEIAFNA: {text), MpLRRIZFAL? MRF, BHHHFMNRE.

o XNMERMXA: {text}, MRMFLL? NRE, FHHEHFRNBE.

e This is a text-image pair. The text is {text}. Please determine whether this
text-image pair contains metaphors and provide an explanation. Please
firstly output: Contains metaphors / Does not contain metaphors. Then
provide an explanation.

e This is a picture-text pair, with the text being {text}. Please determine
whether this picture-text pair contains sarcasm and provide an
explanation. Please firstly output: Contains sarcasm / Does not contain
sarcasm. Then provide an explanation.

e Does this picture and the text: {text} form a metaphor? If so, please
explain it to me.

e Do this picture and the text: {text} form sarcasm? If so, please explain it to

N J

Figure 6: EIXEUEFIWIIGTE LGB
A BI2E H—5K B A AR AR H AT BEAR FCXS B YRR 2l BE i AR SCAR PR 25
B

I SR BAE S FHGPT-40A B3. 27T FT2 2 EE — - = KI5 %UE S B S £UE prompt -
ST RIBS S REIEEIE S AT, AR E R 9 8 ESCERE S B R 3R, X T B ST
P& prompt WIS /R - X TEIAEWE, promptilE9Ffx -

ST E=RIELS SRS HIR A BT, FATOO B #3R#1T &6, promptUlE 10577 -

fffskC

I o6 53¢ J s — L2 1) FH GPT-4osdt A7 WM 5 M 2 e 1 0 1) — 24451, B FE GPT-4oix it i)
E,ﬁgﬁﬁﬁﬂﬁﬁﬁy%mwl%%ﬁ%%%ﬁ%u&%%o

B

i NE an B

B XHEELER A E R NF BN R T A ARSI L7 B AERE -

InternVL2-8B-ms:

XM B o <A TR RN AT E AR08 T RRMTE L i RoRi R e IE, BT A HER
EAEFREE, HERERAETATIEERINE, XEH T AR AN NMMEER, FEE
REAEE, AiERrEent, R RERFETEE (T | &> AE e 7EH
R EE, XFEm T A PR T MER, TR ST ARG FER4S

InternVL-8B:

MR BB AR RN P IR E, (238 T R TS IR SR AP RIRE MR L -
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(o WhukEr S—BYs, FEAHANETHELRE. NRRbR,

M4EZE R & .

¢ EAXKERE—BXF, RESHNNEITEZMNR. MRMEMUTH,
UUE SRR

® Please write a paragraph of text for this picture to make the combination
of the picture and text contain a metaphor. If it is difficult to complete,
decline to answer.

® Please write a paragraph of text for this picture to make the combination
of the picture and text contain sarcasm. If it is difficult to complete, decline
to answer.

o FRUHM—TXNERZEESWR, FohmE. Bt FRA
ITTWR . PG R .

o FHRAM—TXMEREEEIM0RE, FHEHBR. Eahd: AR
/TRRN . BGERE.

o XNERFANFFRALD? MEF, BFHHFHANEE.

® XAME R AmRILL? MREH, BAEHFHNREE.

o FHUXKE A EESH N ERMAEK, HiohmiE.

® XKE R M RMEENRG? MRE, TAHREE—T.

® Please tell me whether this picture contains sarcasm and provide an
explanation. Please firstly output: Contains sarcasm / Does not contain
sarcasm. Then provide an explanation.

® Please tell me whether this picture contains metaphors and provide an
explanation. Please firstly output: Contains metaphors / Does not contain
metaphors. Then provide an explanation.

® Do this picture form sarcasm? If so, please explain it to me.

Q Do this picture form a metaphor? If so, please explain it to me. J

Figure 7: B A #IEHIIIATE <4

B, NEFRLIER, EAEEGXRAIE", AAEESKEAT - LN, =N
AR EE, (EMITRFEE R E— T, PRFEZDRBR—1Bir. MELAH, =
N ANSSEMFREE, B0 FEmEAER T, PES HERE OB

XS FERE M T A IEFA TR X A

1. IR NIEFRIEE N ANE M ZERI AT SR, TiediTeoE S . JFAAE
AN BIRGEEARF P& E, BT BRE R, XRIEEAIE . AIERFEPELS R
%, AN ANEROZEEMATNEMER, TR iTrE s .

2. FRQNRR NFRRRR R NERROZE RIS FAE SR B AR - BIH G DR Ak
FEMEREE, BMIIRERAR, XRMEEAF - APEARSESITFE, e AT
WEME RIS 2B RMITEZER Bir, T8 2.

B X, XTEEEE T — 1M EENERE: AEMAFER N ARPIMEE, HENTH
e 1E A E EHAER S
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EHE
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T S IE T AFIE, (EXE AR FEERE (0 <FEMEAE T [ &S 5L hRE
2$ﬁ>,ﬂﬂ%ﬂﬁﬁﬁﬂﬂ%ﬁ%%%m%,5@#%%%W§ﬁ—%ﬁ%,ﬁ%ﬁ%%
fif -

R 2:

B N & 12
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deepseek-vl-7Tb-chat-ms:
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KE—PEX, HPXFH: {ext).

FHAZRVG— P SAESKEE, el RmEE, XEHF—
Fl LR EIR

BHRBFTIHESMEE, F9E—FHUE.
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B 82 2 3o iX 5 B SCER X 5 < 9 IE AR .
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Figure 8: 13 GPT-4of4:& B SRS RIBALTE 2 M B & fprompt
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Figure 9: 1 GPT-4of4:& K A INHIREMIBEYLTE % S B & Fprompt
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