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Abstract

How can we automatically assess the quality of machine translation output in the ab-
sence of human reference translations? A common Quality Estimation of Machine
Translation method employs heterogeneous translation systems to directly translate
the source language sentence, using the resulting translation as a pseudo reference
to compare with the machine translations for quality assessment. To enable pseudo
reference translations to effectively assist Quality Estimation of Machine Translation
methods in accurately identifying errors in the machine translations, we propose a
pseudo reference generation method incorporating a reflection mechanism, applied to
the Quality Estimation of Machine Translation task. The heterogeneous translation
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system is implemented as a reflection-based agent, which integrates the machine trans-
lations under evaluation as a critical component in the pseudo reference generation pro-
cess. It’s inference process includes four key steps: generating a back translation from
the MT; performing intelligent reflection by comparing the source language sentence
and the back translation; producing correction suggestions for the machine translations
based on reflection outcomes; and generating candidate pseudo reference translations.
Experimental results on the WMT’23 sentence-level Quality Estimation of Machine
Translation benchmark dataset demonstrate that the proposed method significantly
enhances Quality Estimation of Machine Translation performance.

Keywords: Machine translation , Quality estimation of machine translation , Large
language model , AT Agent , Reflection

1 58

P30 & {11 (Quality Estimation) 28 fEH A LS E R BT, IHAEHLE 8
Rk PSR (BRI et al., 2020) - BFFHLESF O E M 1T R L2S B RSN
TF & 5e38 LA L4813 S0 5 dntE 5 B EE A SUEE L (Huang et al., 2022) -

— MR B8 SO0 & A T 7 IR F 1R SpL 88 o ) BRI 2 S BOR IR TE = A1) T AL 88 1%
SO R T 2H A AR B R 158 T R A IE SRS A SCRF Rl & HL (Mariano Felice and Lucia
Specia, 2012)B0{EI 22 [ 4% (Recurrent Neural Network, RNN)FUMIAL 2515 i & - H A1
B F B FESpecia®® A (Specia et al., 2013)3¢ HAIQuEsti& A, ZBALFH /MR E & HiF (B4
FH et al., 2019)E0E & 20 TENERE - AR  ESE A& B 4 0 KA R E 5
A F RIS SOHAT RSB, 7R BB I R A SCHRE = [ VA 8S - BENLARARSE BRI
g FEE; Kim% A (Kim et al., 2017)% H A9 #5145 71 23157 (Predictor-Estimator ) A1 F
EF W ARNN E R SIHLE (Bahdanau et al., 2014)FITIMES, MIFIE S A FRIPLES 5 3 H
FEHUENIE B & AORFAE . T/ A FHRNNAL Y TR AL 85 335U & ;. Fan“s A (Fan et al., 2019)#2
H PIIE & KA (Bilingual Expert)F] i Transformerf& 2 (Vaswani et al., 2017)F4 & 7l 25
FEATRFAESR A, JF 38 O 2 T X ) K A 10 12 0 28 ) 3 1) A T i R TR L 288 3 SO 5 & 4>
B MEMINGESEEN AR, FEMRDY TETIIGE SR YLEFE R &M T7
% - Ranasinghe®$ A\ (Ranasinghe et al., 2020)3#& i T —FpET 8518 5 Tl 2RI 8 ML A8 153U
I HEZE TransQuest, ZHEZEF FIMonoTransQuest A BHFIE 5 A F AN e F SGH T HHE
B E N A A\ 2 B 1E S TR XLM-R (Conneau et al., 2020)FIREUA A&, BEEIE
i softmaxERHLERFESOHAT L E VAL o (B2 BTN AR XRE S A F L FE U RIHE
SON R R BT EEER, HAT8RTAE—EMBEEEE R - F5HX— R, Huangs
A (Huang et al., 2023)#& H T ConRegQERRAY | Z AR XS 22 SJ/E R IEMFA, 8 618
BRI AR RE T RIETE SN FT, TR ARHL 2% 13 SO & b5 7 BBl 8 SE B I
[ FR TR T RE -

TRk Z N TS H RIS BRAEOL T, 57— RN 30 & 411 77 %A L2581 R Sk
SPGB EIETE 5 6) P T =R, R4 RUEIEIE 112 %% 3 (Pseudo Reference
Translation), Rf#/l 2% 15 3Bt & A7 11 1F 55 %% ¥ SR Bl 28 3% 3C B 3 741 4 55 (Automatic Evalua-
tion), ELAMIRTE T A)T ~ HLES 13 SR D2 75 13 SR AR = J0 40 AP 32 B e IR 33 ot & A ALE
PR 1 SR &7 B 37 - HF Wang® A (Wang et al., 2020)3# Hi FIPEAQERE T %
HAELIERSERETIRES TS EFEL, FihEHFEXS5RES AT TR
i, ATRERERFE, &EEIVESELHIFEIM; CuifF A (Cui et al., 2021)FGengs
N (Geng et al., 2023)i8 53 4= Al s DAL as 3 SO B AT AR EE . A TUIlgRE T4 /44
AN g S B Al TR

IR, AT 2% ML 8 1 UL & i MBI h 2 B E U T 7w a2
BT S5RATEEILE SO R, DO RE S 6 T8, XSREERKINSEFEUNGE
VEERA I D IR S = BT R VE A LA SO AR AR BB B IR A E IR B IR S IR (R S A B o B
AR, ARSCER T 5B AL AR 1 SO & £ 1T 77 1% (Quality Estimation of Machine
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Translation Based on Reflection, ReflectQE) - 1% 7 {&F| A 24 Bif K E 5 B A 5 U5 R )
B (Reflection), REFFFAELERFE UIE N KIE S E NS FECIRF I —IF, NMFES
R I SCE I RIS Z1E - FEfE, SRAZ A RIERE /0 7 55 0L 283 S i
HIEATE B o ARSCTIR T IETEWM T 236) FHAI ML 28 3 S0 & Al T 1PHAE 55 i BB EUR 2
£, 55 RGOS Fi i e LA B U 2 1T BT TR, SRR A SRR
FBALHI WL B R E AT TR EE RS T 5 AE AR
2 FHRER
2.1 ETHSEFEHILSRIFE R EM T

N TFR—IEESAF, &N DMALAENERSUE B SCAFIBAELL, A FE AR E
BHEBE - 7, Soricut® A (Radu Soricut and Sushant Narsale, 2012)7E Mt (B 1% B2t - 38 H
TETHSEFE IV IE R EMIT 7% - BE/EShah¥5 A (Shah et al., 2013)3# 1 X 22 141
o EFAT A FRA BFAE ST, i —PRIE T S H1ECENL S FE R E MRS LA
% - Scarton® A (Carolina Scarton and Lucia Specia, 2014)ifid 5| NFFFBEMBLIUEEE, XE
THhEHZFEIYLeSIE R & it T EET i . A TH— BB SH R TENARF U E
ST RIS, Duma®E A (Melania Duma and Wolfgang Menzel, 2018)FI| F7EZ 175 815
RO RIS % 3% SR E% (Back Translation), WALERFEGHITRIESER, HHHIIAZSE
PLEs 21z ek, WM mblas i SO &b T T IERERE -

2.2 ETRETTERIVASEFEEE

IOk, KRiE T B A (Large Language Models, LLMs), #GPT (Brown et al.,
2020) ~ Llama (Grattafiori et al., 2024)F1DeepSeek (Liu et al., 2024; Guo et al., 2025)%%,
T HAEBEREEES, BEMD) T BRIES BRI LR - T PILLMs 200 & 1) BE
(AL Agent), TERERZPRIESES S RMRENRE, S0 T HNHED -

ETERERNI R, 2 2B TR R AR S 5 RE RS G ) RO THLe8
B, DURTT B R BUE AR TE - S BUAR i BB & HE M (Translation Agent), JEid
REFEY B rRES A T 5SS FELZERNER, HETZERSGENIRES A TH
BE, AT EZERIRIERIE - B AR DR TR SR TR, % RUE R
T ANRBFEERXNEE LR, FEFEES B 0nERE . S Suk LUAT(E =1
AR BEHTZIEMEETEESHANRE, FE—ERE LHZE . Chenss A (Chen
et al., 2024)%& T W E & B (Dual Reflect), %X BIMAARGIRE S A FIRE=EE, HHE
BT RIS B A FRIVLER R TRER — B S =, FREES FENE URE, HH
HLLMs B RIESIRE S A7 ZRIRER UG RES, mAMIEHESR .

ERNLESEER T EDONRIE S AT A, HARAEIER] e IEA ROt B THLE L
FUEMITESH - BT M % R REALHI 5 AV FE R BT RS+, FIR
FIMLES SV E N AR 2B SOE R, SOARETA AR (h 2% 3 305 R (A P81 S0k
BRUEAREAIE . — 5 EVZTEF LRRm NS B R, 57— ARSI AL E U
PR A2 1 e 1R S AN B L8 B & A5 3T -

i dpe 2

WEEA T ——— /75T s
R
s JBER G A=NIN Az PR 3%
> EEsE —— S g PR hBH L

FEVPRNLER L ———— A kfEl
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(o] — — — — — ; o | — — —
— A [B]i%: Herbs were found in
B3 (prompt,,): Suppose you are a lin- —_— °< ‘)' _— J

lthe cave.
guistic expert, proficient in translation from - — — — —
IChinese to English... | REEEEF T
MEREN: =HELUREREN. _J
« - £ EEACIRE > FE?
— —l— _

- oo = | ' =
¥I§i: BAD 1 Ay | |EE Ay -
T J| Q- [oa]— —

1 AR = |8 (promptase: Ifyou | = ¥Ii: OK
|s—omswesee. | memes  jareabnglishlinguist, de- | REmEs | S |
|pA—mmAne, termine whether the fol- | ot
EES; A-aa, 7 | | [lowing two sentences... g;ﬂ"méggﬁﬁjgﬂ |
= |§§W$_° | Iijﬁiﬁ%‘ﬁl?: The herbs w- | ¥W§B§_ e lE
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5 L _
2 |8
A _______
R ( )t basea | )= — —
A (promptgggestion): Based ' -
on the previous analysis, please tra- | : - '. |EW‘|§E&E'&X: |
o |nslate only the words or phrases fr- | —_— i 1.I52& (collected) |
om the first sentence... and ensure = | 2.@7% (caves) I
=5 |the translation is clear and natural. -
A J REEREE « - — —
{2
| i, Wi dain A
o ;Em(promptpref) : |
- S~ |Supposeyou are a linguistic
{RiEh ST ﬁiﬁ%&iﬁl — @) «—— |expert, proficient in translat- | +
JUARISEERY. - ion from {src_lang} to {tgt_I-
l _____ _J = lang}... | EW{I%
RE®mgEs 20— — — — — o PN

Figure 2: [ AR B TAERRE

3 BIAKSEHLH KL RSO B AT 75

SIS N A% 13 SO & T IR E B IR A ER 5 I SCBALHI A Al 2 5 3 3L
R FIZ AL AR S50 - M RENFEE RS HE S, T BREIERE B ST
EPLER R RERGMNSHREL, WATHE T P ETEHEE NSRS EE
REtAR, HEWRBEERMELIFTR - AR OETERERE, Wl shS o riiiE S a7
(B3 22 [ AR S~ XURBARFAE DA RS S 400 i —2iedE, SEERR L8 3 S0 Bd AR AL - BT TR A
%% B SR RE S D LUR U AP IR FRALES B AR A E] % - WHRVE 5 6) 7 A0 B AT
AERCE T ROUBEE RS 3R B IE W LU E A h S B . LR REREEAE
REZERIMRIE IS 13 R &1 E TUE ZORBEEAMRBUA R HUE IR, WMEEIHRA R
ST - RS ERERERTE LN SO 5T B R R B A Rl SRS, N ITZ 5 5 18 S — 2k
TELZMARIERET T, BT RAEREBRINNSEFEL, S5IFES 0T NLEECHES
&, AR, SR H AR

3.1 FIHRBEREEE KNS HEL

[ R A — MEEMA AR, RGBT TR SHRE S AT
BT R RE SR, - BT SRS R A UL 833 SCHMB IR I DA D A M P 2 25 33 S A 28
. HirdlmAEtEZe T WE2 .
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FERTHLER RS AT IR SRR T A A D 2 S S R ML B ST B A
T 75 B A B8 3 R BRI B, A TR B R R B i, e R 8] 5
KR B R BRSO RO - Tt (1)FT:

bt=Agent(prompty, mt) (1)

HA Agent NI BERER, prompty WIEIFRIR, miAblas 3L, bion EMMIEE - ZPRE
S BUA SR H R RE A I WRE S AT TR P IRE B ER -

£ WG 5 AT AIENE AT RGeS B PR, i — P BRE M B FE R RE S A7 5 H
FETR—ESZN, ETERETESCI . MRTRPEILEEXSRIES A TIEES
o LU AT RE 2 PR AETE R ZE SRR R R, TRIE S AT 5 EHEAVE LT BERS B B T 5 7R0X
SRR ARSI RE B SRR 5] 5 RE 5 BN B FEARE S AT T 2 4E
FERI—EPERIly, EApEEE S R LU FTA T = YRR - SRR RE ARSI S5 R PR
B TLALEE: R AT A A —E (W E2H “BAD” R AREBE—E0E L), R EEREA T 25 H
JRES AT MEREZ B EEZRAA—SHEE, ZHEHAGFE S BERE TN -2 SRES
AJFHIBAIT - S EER SR USSR AT, RS H BRI B IE R IR B
85 = (2)FR:

Judge, reason=Agent(prompt,¢fiect, src, bt) (2)

HAsre HIFE S AT, promptreplea WERERBIRR, judge H—BUEHIBT LR, reason i #H
Wr f5 B G BAN— B o W SR AW s R — B (W El2H “OK? RaRF I8 —EB0E ), M& k<%
BB, BRIRAEPINSHEIEL -

T < T i R a5 S AR O FR A AL 2R 3 SO B IE VO PR R, e — B AW g5 R oA —
2, RIEL—PRENA—SHEA, REFGEERAEERGR RIS KIE S EAXRES
FIF5SEREZ B REFHFITIRAST, I aIEIRAWNE Z M FEFANESEZ 4, R
ERAT LB FRESME, REHIEBERNMER, w=3)FiR:

suggestion=Agent(promptsggestion, r€ASON) (3)

EA prompt suggestion NEBIETEIWIRIR, suggestion ¥ Rl LAR 1 LB BAR B IR -

e RURE N 2 %0 BB, A VlEE B IESR IR B A BEeEN, AR GEE
HFIE S MR EIMES MR T M, MNIRE S 6 FE T EREE, SREEHSEFEL -
2, B TRES AT A EREZ R -, Rl TR EFREBIEREIN. i
£ (collected )" F1“T X (caves)” o HRIBXEABERIW, SUBEEEARE “found” B “collected”
DA UF AR I s FRTE S [FIRPRE “cave” BN B HGEF “caves”, LALELTLHERIFRE - £ T
XEEIEEW, RAFEREEHIERES 07, ST kS %1% RE AR s
#e 7, nzl(4) R

pref=Agent(prompty., src, suggestion) (4)

HAprompt e NAERNEIER NS B E SR, pref WEIER NS F#1E

HNTREGRRENNSEEL, BB GEARR LR R 5% 3 RS N\ 2 PR —if
AR, BERBENZSH R NEESIFRIE S 678 L —EE0E R BRI R E R EE -

BAHE A F B3 00 77 1A AR BT — > SE 5 BA A A OB R BE AR AR R 275 1 S TR
2, E2FT R o 75N HLER R SGHEAT R B SRR LA 3 S B A A LR B A I - 7 AR AR
B “Herbs were found in the cave.”, %2 “SHFEIE T 7)1 AT R 8 ) B 5 58 o 15 21 %6t
JR1E S A FAIEFE“BAD” BT, HREIA—SCEH, H A6 S 00 A R F0 i 5 A A v
o FRIE=PETREGRENNSEFXHEIER W 5 TR 5 R B 7 55 2 8% 7 <L
£ (collected )" F1“TH X (caves ) WAL BARGIE, R H 3 A\ 2 A gl th 2% 3 0 SR 152)
R h 2 - FEfR NGBS R, R th 2 3 SCE W% - BRERCE, B AT
HEOK”, Mz g0 h 5% 3 S E R A RS HE -

IR EEE SRS SE, F23TI-5H24600, W, TE, 202548 H11HE14H.
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3.2 ZHMARIMEME

HNTRSFZEE2REELR, BOGEEIRES A FRVLESIE CZ BRI « PLEsE R
SEZFNZ RIMNERRAELLIFRES AT - YEE - hSF R 2P BERIEFITZMA
FAEFL A - BAATE, BATLLAX BB A& = M7 5 (sre+mt ~ mt+pref ~ sre+mt-+pref),
FHRFE 4 R AT 2508 S RS B s — S 24 7] &, AR [7] 2 P 5 e 42 W 48 J2 13517
TG &35, AR = R S B scoresrermt ~ SCOTemttpref ~ SCOT€sretmitpref BIL L2 1% Fll
EEE| AR A TR 54

QEscore = a1 X SCOT€grermt + Q2 X SCOT€mptpref + (1 — 0 — ) X scoregrermtiprer (D)

Hfa,, apWE&MHERE, N To51Z0, HT 8=l f iR G B i i e E ¥ i
R
N TNGER AL, BATENIGRE L HEF ZRARATIRE B 5.
N
loss = ;; (score — h(i))2 (6)

H i score®) ) Z W A RAEAA T 5> HP AT B IE A PLER T SCAIES, hO R AP 145
B, NGRS AREE -

B, A4 4 Sato® A (Sato et al., 2024)FHFITMU-HIT! 2%, ©RAFhEITHIER
R BN A HIGPT-4o-minifR B AT 2 A 20 HIHIPES, BN 2 vF o AT Al 22
FEERIRESE, H—PRE T RN AGHMERE

4 L%

gDy, AT EHEEE LU W50 AR

DR T AR T B AT S5 PR RIE Z 0 LRI A ?

2) & BE RUEN LI AR BT HoAth D7 VAR LB AR B R B2

3) AN K IE BRI BT A2 A D 225 13 S0 Bl B T R SR A e 2

4) PR E D EUR AR VBN T IR R RER (R BRI Y

79 T BEIE R, SEARAEWMT 23HIHLAS ot B Al TR SS R G S0 B T BT
TERERE, BARSZEGRT 4277, RIRFTRE2, SEINH U K S AR R 2 E1E 30
HAl S BAH R RSB S % B ST UA AT G A SEN IS EIR h Z %13, =& LRt
REFEATXFEL, BUASEIS AT W43 RIS —HE 4y XTI, £33 2l KB SR A GPT-4o-
miniflDeepSeek-V3E M AR K IIZHFEIC, W HEHERITERESTR, BAARSIE AT 4.3 15 —
whars Ea, Ao, SIS T IR AR EUS YA UG o BO A IR R BN, BRI R]
WA3THIH=# -
4.1 ZERRE

09T REASCR H A5 I SCBALHIILES U AT ESCR . BATEWMT 230 7%
Bl Bt B AT S5 RO BEE 8 B AT T SRERERIE - RGP REN B T A EEWM T E 7 Y
PR ARE, T BUR 8 R R EUE I BALES R U BT A RS A A R A 2
PER, HAETEUR 8 REGHR, MRS - AWMT 236) 7R A iR AT NS P
FAEIEETT W AIEFE R R, RS SC-SRHE (En-Mr) « S93E-FTH#13E (En-Hi) ~ 2E3E-FOK/R
& (En-Ta) ~ J1E-Z8 7 [E1E (En-Te) LA -1 5 F7 57 E (En-Gu) -

£ 51N BCEALH BB &5 33 SO B AL 5 A, SRR R AR A OKE B R T “GPT-4o-
mini”/EAROODER, RAERREEERE 2. 2 WARMERM S F ., #HI%
15 5 2 “mdeberta-v3-base” ¥ P AT RAL M EIRH, A A B4 H768 - ERTIHIA
I AdamWARILES . WIIR2E ) I E F2e-5, YIZRRLIRK/INF32 . TEZ WA B Bt m &
ARG, o a3 A EHNOS, 0.3

SE R AR SCER ) 7 ¥R 5 WMT236) 1 9 51 Bl # 1% SCBT& Al TR S5 B AT B T
¥%: Cometkiwi (Rei et al., 2023)~ CrossQE (Li et al., 2023)~ IOL Research (Zeyu Yan ,

"https://colab.research.google.com/drive/1p8VMnAkRfuVpbvM,.evV2ZaN76sSzmiETusp = sharing/

IR EEE SRS SE, F23TI-5H24600, W, TE, 202548 H11HE14H.
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| W Bz IR 2 R R AL
kit
En-Mr | En-Hi | En-Ta | En-Te | En-Gu | Avg.
CrossQE 0.692 | 0.644 | 0.775 | 0.394 | 0.691 | 0.639
CometKiwi 0.704 | 0.598 | 0.739 | 0.388 | 0.714 | 0.628
IOL Research | 0.505 | 0.600 | 0.740 | 0.376 | 0.695 | 0.583
EnsembleTQ | 0.596 | 0.551 | 0.674 | 0.349 | 0.649 | 0.563

TMU-HIT 0.676 | 0.614 | 0.726 | 0.354 | 0.674 | 0.609
TransQuest 0.673 | 0.551 | 0.660 | 0.329 | 0.628 | 0.568
CometKiwi-da | 0.605 | 0.385 | 0.577 | 0.276 | 0.559 | 0.481

ReflectQE 0.694 | 0.656 | 0.797 | 0.409 | 0.700 | 0.651

Table 1:  AEFLEFFE I E M T IEEWMT 234 F AL &8 3 SUR & i 2R 8 Eritkse

2023) ~ EnsembleTQ (Sindhujan et al., 2023)FIMMT (Wu et al., 2023), [FIB 55 F 145
B S A A2 B VR TransqQuest,  DURFEWMT 226 TR BIHL B3 R E M iTESS L i
FIER CometKiwi-da (Rei et al., 2022), FEWMT 236 FRAINLE:1FE i & i ESEUE % L
BT SIS LA REE 5 -

4.2 LR

P& 7 1L B PE RETE WM T 23 0] F 2 A WL 88 1 SO B TR S BUR £ MG S0 153
Tk o KBS R MEI R, I RENLHEIFIHLER % SR & il 1 7 EReflect QETE P 2I4H % 3
BRI E, £50.651, HESIMWMT 2346] 5 ML &5 15 S5 & 4 55 77 TG B A AR
A CrossQER P #4140 5% REHR = 70.012(0.639 VS 0.651) - iX—3HEfE = MESX LR E
#. En-Hi- En-Ta- En-Te, ReflectQEMIHH X RE 55 HLAR R S 5 IR Cross QEHRE 5
T12 %~ 22 %~ 1.5 %, DRHEEZBESHR THLEE . 5ETHIGESRARZ MR
77 ETransQuestF ., Reflect QEAIFHIPERERR R 10.083(0.568 VS 0.651) « FHEAEWMT 225]
FRAMPLERFIFE LT E A 1TSS LRI H B CometKiwi-da, PEREXEIEIA$]0.170(0.481 VS
0.651) o JXLLLEELRE ZRICHR 15 A S EWL I FIALAR 3 SO B = Al T T A RO G5 T LS
B EMITEE, BERE TR e e, Bk T EENL S R U &
S HPRIE S -

4.3 JHRLSER

()R T IFFE AR B SR B AR IR Al T R AR, BTt T W4 B A% b sk
% —HEERENERETL, H— 7R AT ER

TEFE—NYEES, LI Z N AR RE SR E AN 2 Z R 55 B 6
AR Rt S Z B CMERERIL . h TR SIS A A, RIBSEAMER S B
R FH I GPT-4do-minifRFF—3 -

SIS R K2, 5 EEN A KE SR A S % 3% S0 BUE il 1T 77 HEDirect QEAH
I, ReflectQEEERMEEF X LEEAFERENSRR, FHEGERS 70.027(0.624 VS 0.651),
TXEIE T B A R -

TR, SRR S FE R BT R E R, SR F 5 BUATR H R BIE R Re i
RS E RS E RN LR, %7 AR B BSE E B sh i B A F AL IS,
ETotrE RS B SH, NMERIRANERNSHZEL, mMEN1HEH BN
ST THLEIESCURE, RIFRASNT T F—15 S 20 RIRE S ) F R EEAE 8, &
1 & PNAE BV 5 5 LB 25 5 ZB8 TR SR 2, AR INZE T < G A FR Al AL 88 13 ST B Bt 7
W

SO R L R2, 5 0F A B AR A BT 2 B % UL B8R R DU & il T T
% TranslationQEAH ., ReflectQEZEPFTHE ST X L HMEAFEENR S, FHEGERES
T0.019(0.632 VS 0.651), iX#F—ERH T A SCHE H 0 OB R IR B R

(2) 7 T HRFRANE KIE ST Pl 4 B T 2 25 33 SO B3R 7R s e, Bl 93 5l 22 4

IR EEE SRS SE, F23TI-5H24600, W, TE, 202548 H11HE14H.
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[ SR W Bz 7R S K R EL
&L EMWERES En-Mr | En-Hi | En-Ta | En-Te | En-Gu | Avg.
DirectQE 0.681 | 0.624 | 0.753 | 0.377 | 0.684 | 0.624
TranslationQE 0.691 | 0.652 | 0.757 | 0.379 | 0.682 | 0.632
ReflectQE 0.694 | 0.656 | 0.797 | 0.409 | 0.700 | 0.651

Table 2: BT AR FIEE R 2% F IR SUR B AG T T ES A RIEAN ARE A

HGPT-40-minif A FDeepSeck- VIHA A A 2% H L« AFRERIAFIE, PR T RIEFHE
BRI ER AR, HARSEEIE « L3 E R R R —2 -

K3 [l ANFIRTE S A il Dy 2 7% B SCRINL A B SO &= G 1T 1R S AR A <
P, SRR E I GPT-do-minif& 2 2 B 2 713 S 1A FEIAR R 8 T i DeepSeek- V 315
R 223 LA TJT1£(0.646 VS 0.651) « S AFKIE FRELER A S %1% CH St 777
B, TR B FH GPT-4o-minit AL 4 A ) D 2 75 13 SR BE {4 57 & 215 T F DeepSeek- V352
EREINSEEL, PR SUR BT TS AR RS HE P RBEEENE R,
TR LA B S B T T AR RE -

R IR S H K R B
En-Mr | En-Hi | En-Ta | En-Te | En-Gu | Avg.
DeepSeek-V3 | 0.691 | 0.655 | 0.793 | 0.397 | 0.693 | 0.646
GPT-40-mini | 0.694 | 0.656 | 0.797 | 0.409 | 0.700 | 0.651

M EMAITTE | KESHREE

ReflectQE

Table 3: B AR KIE S REL AR 2% R CTLaS F SR ST 51E S AR i

(3)79 T BRFTOR B [ 4R o0 R o0 A6 V0 [ 03T S5 SR A AL A R, B AT = R B A
ZETMU-HITHR 2 19 5 20 i) 70 £ ) 2 00 RARRS 300 0 0 8O0 57, SRR SR -3, 1RIIX [H]
W, HA[3, 1HTEE R KIEAEWMT 236) 79 A HLa 3 Ui B A TR S S ERIRE R B
VAL 73 #(Direct Assessment)BEFE1FEIH 5 B2 0 BB B H M K R, FA15—
B4, SEMBI LU 2B R FIBE - - R 5 706 R GUE T S 4e i) 2 50
r

Scoreseaied = ScoreiGPT x 0.04 — 3 (7)

HiScorel, pp NIRIADEL,  Scoregearca MR IG I -

FARR T 9IS O T BN K RIS R G0 B0 E PP K R B S 4E R - 45
RERHEGERE, PRI T B2 N, 2R 70.023(0.628 VS 0.651) - X T4
BEX, FREn-Tell A IR Eaksh, HRMUME SR T AREER IR, Hf e
A 2 A En-HiZE LR E 90.053(0.603 VS 0.656) « 455 FIAIRIA S E A HH o H 95 EH
WIS ASTERE, EEEEG R B R RO ER, MM EREFERE, WIRE
SRR E P, SEUERETE -

s W7 B8 SRR R KL
H = 3 7
Bl R fa 7T En-Mr | En-Hi | En-Ta | En-Te | En-Gu | Avg.
ScoreScaled 0.682 | 0.603 | 0.782 | 0.412 | 0.693 | 0.628
ReflectQE 0.694 | 0.656 | 0.797 | 0.409 | 0.700 | 0.651

Table 4: SEILAR DB AT E G SENLH FIBLE 1 SCR BT 7RSS AR R R

5 FwS5RE

AR T B AR BNLEI VLSRR E M 5, A ERE T UORESER O R
REBERMER, BERERBEIREE L —BME e ), RS R E B S5V LR EHZ AT
SEZFN, HRHNSEEL . RIBES ATV IE L =FHE S, #IT2WARMEME . L5
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