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Abstract

The neural machine translation (NMT) for high-resource languages has made significant
progress, but low-resource languages face a more severe problem of insufficient parallel
data. To address this, this paper proposes a diversity data reorganization enhancement
method (DiRec) for Tibetan-Chinese neural machine translation. This method lever-
ages the bidirectional language ability of large language models to perform component
recombination, sentence structure recombination, and style recombination on existing
Tibetan-Chinese parallel data. After two rounds of automatic quality screening, diverse
enhanced data are obtained. Compared to the baseline model, the DiRec-based model
improves generalization ability by 4.83 percentage points, increases BLEU by 0.55, and
chrF++ by 0.20. Finally, the impact of different data recombination methods on the
performance of the translation model is analyzed.

Keywords: Neural Machine Translation , Low-resource Language , Large Language
Model , Diversity , Data Recombination
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1 58

TER, ETHAEMERITL2sEE (Neural Machine Translation, NMT) (Sutskever et al.,
2014) UG T 2 gt 2, (BX AT EE B ook B AR HE DL B TR R IRE 5 - edh, IRETR
EE B MEIEEGN - WILERFBEHN, XS REESRENE —EBE LR
il T ALSS R A A ALRETT - LA BIE T, Bz R WS B AT EORE C AU B
Fi(Wang et al., 2022), FiE A — D IRE] T FATE0E fO USRI A B 25 % -

TSRS BE T, B R HEIRR R . B AW E B3 - EAPITEOR
FPPAT APNHZ I8 S5 (Latief et al., 2024) o [B]3% 3 22 38 1 B15 R A1 @ 2598 B9 AN [FI AR (Sennrich
et al., 2016), A FHIFEX IR THE K G PMRELPFIES WSEEE,; EAFITEE
T B B T EIR AT B AR - B VRS TR, AEEnEEENEZRE
P (Pellicer et al., 2023), EEFEZRETE A7 R SGRME, TTEERERAERZ L
H15 AT AR IE YR T 12 e s AN R BE MR B &= R IR P AP AT AR R YT
FYNEREE (Chen et al., 2020), T AFIET LFHZIREGE R ST R e B, T MERE .
XL T R R T A AR DA — R E LR T R IEY LA B EORE S 2R, =
TR TAINIG T AL BE AN B PRI -

R, ARILEH T —MEMBENEEREZI S ENZEESIEEA T
(DiRec, Diversity Data Recombination) - 1% J7 ¥ & —Fi DA KRR N #4518 28 B0 ECPR B 55
%, FIRAKREENAESEES, Bk Ed - AR EAMNEEH =MEAKRE, EC0F
HATIEREER b, A& A AL - A1 AN A)F XA& B ZFERPATEURE - B, %4 E
FE T HPATEIR I EM L, FIAKIEFEREARSWIOEESRES « BOEFIFERE ) FES
TRES), TR FREL—BWMEAFRIEDMEASWEIRESR, ks EE, WP
AIA (a) BIEBHSEHREPITAB (b) FRHEIERS S, #1E—aXBTEEE R GEa
NAVEE, SRR EA, WEEAEREERA . AA s EaSE, T XASBIETE AT EE
ARSI EA, BIXASEA, i NIENRIER TR EE RN EER KRR .
SEG Y, aE o g U N 25 R 5 TE R R A BUHR TR 5T A [R] BB 2 S X R AR A 1 R )R
M, FENR B AR E AT S 2 R IERE A R A E, RREWEIREALE - 7
FIBLEU ~ chrF++ -~ TER~ Tl B]FE - % A BUBE B Fa RS B AL fPERE - A SR BTk
wr:

o fEH —METLLMIZ M FATEIRE AR B IRE T 15— DiRec!, BEERURTRIDHL
PRI ERCR, FF MR R B TR 2 0 128 o AT B B 2 AR it — T REROMRIR T 58 -

o U ZMEIREATTL, HHINATFROWEH . A FAEMAEH A7 K EHE K
RNRHEERZHEFATEE, BERIRICH L2 BRI 2 L EE

o SEIE N AFE EA T ISR M Z VAT EIR AT AR E B, RRBERESIZ LR
TIHITRIERT T H AT REBEAE -

2 MXTAE

2.1 (RBEIRHLASE %

H ATt 5 I8 S 50008, REIESEE P SR EZMA, XLEE T N
R RE, SRR B EE RS B RIRE S MR . Wi, AT FEZENE
RIS B TR - B0, Zoph%(2016)FI FIiERZ 4 2] & BHRE = 1 AR R 2K B R #
LS T, GEERMET ORI, Firat®(2016)EiTE G ZMEEIRE 5 5 m RIRIES —
BTG, EEES ZRRHPE R T RIERCR,; Nouyen(2024)@ £ E HIE SRR TENTZ
SELLMAE /7, T B3 R BTRTE 5 B0 A Mullovas (2024) R I ANM TR B AR H)E =
SRR B R, S S LR MR AE RS VO E,  DARANIGEBE A R AR
WIS - BLoh, BEEESR IRV R THR SR LSS B RE R R T B, Jin(2024) 38 H— 7%
TiE SO S BRI 38 57, Joilid BT SR SRR R, FR A B RO R A O
TR Mahamud%5(2023)7E 1/ 5y BR80T ARG E, FER 735 SGA B R 30U BRI

VEHBERMAIE AT T https://github.com/breezebinbin/DiRec-

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 17



FEITRIESYRZ

PREEFEAT IR BLANIE R, Shen®F (2023 )18 13 K H hni b 728 B4 pSUH MR B D~ FAT3ERE, X
T 2RSS MBS KIS SR U gm i 2 R RE D S TH BRI IERE, ART OR BB 57E, AT
HIDiRec/T AT FIH T LLMRERARRE DA ACEE S, MWEIRZ MR AR L EARE, BF
BT R AR -

2.2 DL ENIE

BOEE N AR EIRIE S, STGEMEIFHACH R RERBE IR B - RIS
EQ0IS)FRETHN S8 ME TSI EIE RS, HFECTREZR TN L
Ae T HELA B LR, FEETUNISRE SR ML R, Sunfs(2022) 1 H FIRGE T ZRE 5 1
B RHED) T OSCBRNBE S N EAES AR, WRBDEIIEESIEAN TSI, (B
AL EE—ERR . FARMBREE(2023) 38 13 35 58 DOGE 1R 48 5 N B BUESE A A
FIBART XUt& [FIFERE: B Jmbdat AT ISR, BGaR T B AV PATEUR M BRIV IB 00 24 5 RGE R IR HY
AEJT - Shen%(2024)F| F FIIR 25 M EARRAE S RIA A SE B0 AR T R BRI EAY, @ B bR 5
T SR s 2 LA B ZRdt 17 IEMAL P 7 R A B RUR - SRRy, AFhEdEREE T
W R B RV 28 812 (Zhuang et al., 2025) « A SCETEVE IRV LES BHIE HIEEZ L
P BB BN ERRIE, R 2RI EEER, EERAEAZEET - o, BE
ZME S FRFEIRFTE S T PATIER B 57 R & 1P 42025, HiIE%E2024N MIE S ZHH A, #
SERARTEAHTR RN, P GE TR IAREE R, R A D I ERR I R
EHRESRMETERER -

2.3 LLM7ZERTEIREYL2s8 3 B~ H

b & LAChatGPT(Brown et al., 2020)~ ChatGLM(Zeng et al., 2024)~ LLaMA (Touvron
et al., 2023)7 3R FILLMsi# i3 88 KA 2 2011 9%, R I =iy 85 1 5 R 5 A4 Al e
71, LLME &/ £ R %> (Dong et al., 2024) ~ EFEAR//DIEAIZ ALAE ST (Wei et al., 2022) LA
JAE T TC R IR AE S A (Connean et al., 2020a)% % /DR, NEBIENIKRE IR F 2R
TR . AT, BEMAREVLLME S REFEES A FEREFEEEER - 0
W, Jiao%(2023) I F5 i, ChatGPT-47E M HWIRIE S PRI FE M ER LT LEIFE RS,
HAERKFEESMIFESTIEZEEE: H— M, ConncauF(2020b) LR, RIS
TFINGEARE IR B R B IAZERIFIES , LLMIBREENS & Al 2 R E EE, XA —E
FE B E 5% BALLMA] A8 38 i FI SR 8 B & 10 2 1 5 3 5 B U SE 3 T 8 75 5 12 % (Choenni
et al., 2023). NIEFALLMS REFIESAERIBR, FEZ¥ERT THRER - 2k
A(2024)UESE B B R 30 2] 5INBSE 5 R B AT LA 351 S LLMAE B IR BT IR 80 3%, EL AL
5 Conneaus (2020b)#2 i NS TE 5 R BIMUIGE £ 15 5 R =S BAHEFERL, HLLMHANZ (01N &
T INERSOE - A, TR RUABOE A REAS G SRS T X IR BT IRE = A BUERE EZ (Muennighoff
et al., 2023), H—BEKI T EFZELEMMER NS REFIESHERERTRRBIEN, W
JNLLMAEAR BT IR B 1 5 A8 R T MR A Bk ANLIE - AR SRR 77 15 DiRec ALLM MRS
Gy, ETEZMEGEEARR, SEIMAREIEERE .

3 DiRec: ZHHHIEEAN R IE

EEXR BT IR LA B 2 AT RN R, BRI AU REAZ PR R, A TCHR H T R
) Z VR AR G 58 7 ADiRec, L8 = ML B 2H SRS A3 SR AU B L0k 1%« E LA
FILLMAEE B SR, B EARTE, WNattTE 2 sUga e r i, HEmdimzil
F i L AR I S L BRI R RCR - TR, PRI E T TARBIAESR . MR E
R HESREE AR AL -

3.1 DiRec¥{kHEZE

DiRecHVEEAAEZE NN R - G, ZHZBETEENPITEEE, USRS EH . AfE
HFIRAE ELH = MR EATE S, FIHALLMAN EE S RN FESHITEE 1, ERKEEAEM
PATIERE . RE, R EE MBI T ERE TR R E BRI E, B EEEEIEE S
¥R, WA BT EICHTIERPEEE 2 - &5, DlTransformerf 18 7 #h22 M 25 B 1% 5
JBE, WHERHE AR R E AR SRR AT E R 2R A, R R B AR E A SRS AR
WLES B LB IR0

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 18
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AMERRIHERIEE R

TN (8] FR noise }

= RhRRE B A SR

DiRec & = MEURHEARM. Mo EH . ARHEAMNKEHA, HPRoHEREZFA
[ 6] 5 B R EAT P S R S — BRI S A, AR E R R T A T S R A AL AT R
SHEH, BEIAFAREECFATA T, KU E AR R R T 6T 58 AT — B E
H, BEIRFE KT T« BIREAY LR R KRR T AR, 9 RATREE D R
RUERCHPRE], AR F R R A 7 SRR AL E , A BT R S E H 2
B KRB EFEGPT-40, =M B AHRE ZUNR R AN B 25778 «
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F16TI-552700, Wrrg, E, 20254E8H11HE14H .
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BARCIE Sy B A R R B R 1 BT 7R -

Table 1: Z(3E EAH R

BALLM IR E R
X L
il TR S XA RS Ry R A Ay A Sy e AR R
IR WBNRAE =ARTFB LT RA R T 15? BR DY gy s @R
AP0 PIE T A Z 7 Ga R g RTR G {5

105FR7, ok BHSMEHRRZ 95
A R E FIRRARE -

(H) B, EEXal s=faE
AT K -

AR ARG B A R GRARIN Y YRR PR A =R
R Ry g = BRI RIR K G|

«gqgﬁ» S S T ﬂ@:'fﬁ:&%ﬂ'ﬂﬁl\l'ﬁ‘NN@'g'%XRR‘ﬂ%
ARl s e WA T a il

S A B R R TR B R

X
i WEN VBRI AR AT IS
ZEHIC10FERTE ARIELT -
K B 5 EI5K R IR R X555
RIS =ARBTHAEZ H?
A OalE Ghi) PR

58

PR NP NN A

O T S K B T NN
5@'%‘a"’4'KVQQa'ﬁqm'Rﬂ]q'gﬂwa'qS'Q'Uﬂq

TRTR VTR SR = B P Ky AR AR AR A SR )|
BR D A= Ty es PHnn TR g TR R g ar S Sl
R Ey «gal@a» 5= =R

i A2 E G B AR S R R

X
It AU TCIA R SX B 5L
PRAT LU R B PICZ AT A0S ?
P AGK R SE AR A TR AE — e |
(&) A AR
HAEMAENREL AR

B L
AR P argq SR ARTR o & Qg arags 5 Eayasy
RERANRR TR 85 TGN AR §A 28 AR RR aga s B X

¢ AR ) 5= B3 BR a8 Ba AT X RS AR |
=R R 5 B G e Gy S gaE e

T XU B A5 B AR o S A e

X
HHEZEIE, BRGSO A7
e, IRERWEI T (i) Y
A ST it R B S o X R IR 5
W AR AR ACEE i BRI o PR A
FHICH IR SR AW !

FBC
R AR 53 SANFR YRR Zan I By
55[ER P arys @R SER =)
FRE R g FN AR PRy F sarunal AR Hags g an Qs
g5 B Y H Ty qapx s ga s I A5 3=
gg'%'a'mq&'@N'fi'ﬁ'gq@xﬁq‘ng'%q'ﬁ‘@m‘ﬁgl

3.3  HIREE R

B, IR AT R B R i R e UL IR R B - BRIk T LLM
PP EEEBETOI5TE, BER B PR EE /N T80% ) AN )X MR “F 3 5 “Oiiiik” iEAT iR
MRS, 72 BiROE SR B . Sk IR B e Fis TRESMET, RESCRS AR

— TR o TR RO ORI, ST BRI AT R X ) AR ST ) R R
B, BRI EFCSEHEER 5% 007 A 57 ARUE CATT B F++ 050, BIEREG D
NFOTHIAIT, DAERPRIGSRTE R AR -

W, ZMEIREARR T ERREIER SN E, il S EA SRR ER, "G
B E SR AFATIERL, FAERR R AR LT IE - BARA T =R 2 (1)1
B RARERIATHE TR, FIan, FrEET D EARBERAATaX LI AR N BN, 5
JFIAFT R R T H S, BRI —BAL, RS EN IIGRETE; (2)RIEARILLEHRS
= AP E AR A BRI TESR, a0, SRR E S A EAREE, AR DR EAHD
B (3) DU AR AT BRI E I gRER . RIS, @ HEEIERA & U 0%k
FIE, RPEIGREREE MBS -

LNERIEE: https://niutrans.com .

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 20
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4 L5
4.1 TRKRE
4.1.1 FEMPTER

S BB PAT HE R IR PE b R R AR L AR DOSUE AT AR R 4R (2022), B 10077
SFIPCEATAIN, FATHENLIME T H AR 1077 £ FAT A E R A ST AR5 - hREdEk 8
%17@%1‘%%%@]11*7(/\(CCMT 2021 2 HEPIPORACEEIR S, B 3137955 A1% PFJ%ME%B
PRI MERE - BT RMEIE, DiReciliid = %ﬂ%ﬁ@ﬁ% A RS0 S AT AN
ﬁ%AEWLFHﬂﬁ\Eﬁﬁm%ﬁ%ﬂﬁ AR EH LT H &A1 ﬂ%i@%%mﬁ
SRAINE, Hit507 L ERTAT AN o FHALFEER A, XIPGE K Fjiebaift 17017 XSIEUE K FIAS S
bu?%%(m%ﬁ%ﬁ TP S 43R 7 R4 T 40 .

4.1.2 XTHSEKEE

WIEAF B EE GER3.3T) |, AT T ZEXN SRR ESE, BEAWRPFIR -
Hrh &R iEbaselow, R EHBERN MG EEIEIC NCR (Component Recombination)
Fra) B EAHSR R R EIEIC MR (Mood Recombination) , Bf XUkS B 4H1S 2| 3 58 50 HR 10
SR (Style Recombination) , ¥&5 HHIEFE N FITEURE -

Table 2: ANFEIEWEH G T7 2SR AL
L

BlRAHE Bl RIR o Bt R
FLHE baselOw 1 baselOw

] 2 basel0w-+CR(5w)
basel0w+CR 3 baselOw-+CR(10w)
4 basel0w+CR(15w)

S NEL

(FRELTE -+ A EAHALR) 5 basel0w+CR(20w)

6 baselOw-+MR(5w)
BT basel0w+MR 7 baselOw+MR(10w)
- 8  baselOw+MR(15w)

(FEAEE-+ R AL E AR 9 baselOw+MR(17w)

10 baselOw+SR(5w)
baselggeRpR 11 baselOw+SR(10w)
(EETE -+ XA EHAEEIE) 12 baselOw+SR(12w)

basel0w+CR+MR+SR 13 base10w+CR(2OW)+MR(17W)+SR(13W)
14 PRI ENEN: 4~ 3~ 2+ 1
AL EHA  baselow+CR+MR+SR 15 ﬁj\“hﬁ%ﬁﬁiﬁ 2 332
16 RlxENER: 13- 33

17 FEVLECR0 NW

E L e CRFAMRASR 18 BEALIE0 N AT
) (& BAEUR) 19 BENLIE40TT I A)%S
o 20  BEWLAELS05 A~ AIR

4.2  FERERER

Table 3: HAVESEOS B

SRR H | Z2HEW {H SRR {H

Tt e 2K 8 | MRS EREEK 8 G -WIPS 16
A 2s adam 2SR 1 ) REWITIE noam
batch-size 8192 | bucket-size 262144 | warmup-steps 4000
BRERITXE 4 PRZERE 1024 | RURLEZERE 4096

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 HEPLEFELEESTHIEFTELWELL 21
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TATET BERBNVLH A2 B Transformer 2 AN 2 BT, BERHBEIEE
MM ARG R o LR KFEOpenNMT-py £ Il (Klein et al., 2017) - &S EHOX B IR
R, FPESLIRSR AL S SEEE FH Ubuntu20.0438/E 245, #FNvidia Tesla V100S PCIE
32GBIERGR, FIIEIR LR IETE26 TGP U/ N

4.3 FAHIERR

Table 4: WM FEIREF

Fan& R HREERE Ea
BLEU(Papineni NP TR ER S S Z RN 2 fn-gramBE 5%, AL Hn-gram N1-3f7
et al., 2002) i LEATES
APV | e | A n-gram KRR 5
TER(Snove)r et al., R RS g%zﬁ%;i]ﬁgﬁ%ﬂ%&ﬁ\gﬁjﬂg Ebnd tH—2, BTy 3
2006 7 5 iR AR
TR (Li et al., AL TR A T A e r) 1 Z AR 2 5, RN A W
2019) e TRAERIAES]

ZELi% (2019)/5 &, 51 Anoise il g hEHLAZ Bl 5 8 F 5 ST B
itokenﬂ’ﬂ 4}1 FH W%gﬁ;ﬁﬂﬁfﬂ%ﬁ%ﬁ]ﬂﬁj E‘J/E%Yfﬁﬁf?ﬁ

o et R ey ; noise2fEnoisel , H—Pk FR—"token,

i N BURE BRETE Ffnoisel ~ noise2f AR JHT T ERA FEnoise 1 A TCHEFE A L
FIBLEUZ 3L E A RTS8, @it Essy

FEnoisel Flnoise2 - ichrF+-+ 280250 5 E A i1 S 18 1

NEEVFETLIAFEIERRCR, ASCRAZ D WINTER, BWERYE - BT . G R
ZALRES) ~ RIS B YRR - A TRPRHIIEAN TR 34 -

ARTHEAT T DO RS ~ Jal S DT A5 [ 555« BRI SR GREEAT 100 0,
BT P RE— IR E R, HAPUZER T A RS 5 PR e R R IR A EUEC
SR - BREIDUBCR IR A R W RS, MDCRIAE R WRG - FEXPRER T, FLIEE
HUBTEPRIR TR TR R LRILT |, FInH T & MEbr R AU -

Table 5: PURENETT [A] L5645

5 N ER noisel noise2 Fo 0 a]
BRI AR Fa | BLEUT BPRU chF44r o TERL Pl
baselow | 1 1725 1.06 59.54 155 5156 35.27%
H— A
Bw 2 16.61 124 58.05 185 52.03  30.23%
basel0wA.CR 10w 3 45.48 4.63 58.02 415 52.98  40.61%
15w 4 45.52 5.27 57.74 4.63 52.63  41.02%
20w 5 45.16 434 57.68 471 5238 40.40%
i § 47.68 453 59.75 156 51.27  37.28%
10w 7 47.13 425 59.25 4.54 5213 39.50%
baselOw+MR 15w 8 4572 3.62 58.01 458 52.58  39.72%
17w 9 46.84 4.46 58.81 4.00 5176 39.87%
Bw 10 15.03 125 57.38 134 5351 30.17%
baselOw+SR 10w 11 45.05 421 56.95 3.71 5370  40.36%
12w 12 44.14 3.68 56.32 3.91 5482  41.33%
Cgafﬁ%ﬁgl{ 60w 13 44.68 5.00 56.79 4.30 5335  37.17%
AREIELEHRHE
basolow 321 [ 14 | 46.49 5.6 58.55 1.42 51.70  34.32%
CRMRSR 2:3:3:2 | 15 44.87 4.49 56.85 5.15 5341  37.19%
1:3:33 | 16 4328  4.14 55.99 4.50 5421  38.32%
POERB R
20w 7 18.72 1.18 3747 2.09 76.45  75.36%
30w 18 2248  0.96 36.17 3.22 7244 68.74%
CR+MR+SR 40w 19 24.90 1.51 38.97 315 69.86  62.71%
50w 20 | 25.91 1.78 39.38 3.29 69.38  60.35%

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 22
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Table 6: JIXENFE T ) SE50 45 5

- . ER noisel noise2 Fo I e
BRI B, Fi | BLEUT gPE  chrF4t pof  TERL Dl
basel0w | 21 12.99 1.49 39.19 2.96 5475 55.33%
R
Bw 72 1301 184 39.20 2.90 5582 58.36%
basel0w+.CR 10w 23 43.56 4.39 39.37 3.16 55.96  56.98%
15w 24 44.07 455 39.73 3.37 56.64  57.90%
20w 25 | 44.25 4.54 39.66 3.49 56.61  58.52%
Bw 2% 13.40 5.03 39.01 2.03 5472 55.45%
basel0w-A MR 10w 27 43.18 412 39.09 3.16 55.79  58.00%
15w 28 43.29 421 39.01 3.22 5580  58.68%
17w 29 43.18 3.93 38.99 3.50 5583 58.74%
5w 30 1333 136 39.30 351 5494 57.01%
basel0w+SR 10w 31 43.54 457 39.39 3.07 55.22  60.21%
12w 32 43.23 4.49 39.03 3.58 55.25  57.25%
CET;%ZQR 60w 33 | 44.25 471 39.66 3.75 56.61  55.11%
ARHEEHE
; T390 | 34 | 45.70 5.1 10.84 3.18 54.15  52.76%
aselOw-+
CR MR LSR 2:3:3:2 | 35 44.49 475 39.80 3.60 55.93  55.16%
1:3:33 | 36 43.07 4.37 38.35 3.80 5928  54.72%
POEEEIE
20w 37 19.40 1.48 T7.47 1.38 8964 83.78%
30w 38 24.19 2.68 21.68 1.60 84.95  77.65%
CR+MR+S5R 40w 39 25.77 3.07 23.71 1.43 84.46  73.47%
50w 40 | 27.86 3.04 25.22 2.20 80.76  71.47%

TS < REEFEF 0

(1) ZFEIEE AR R TR AT US4 S B AL 9 LR T - SRR AL ) 113 52
b, (RIS A AR 5 8 — R R SR BRI SRR AL OB S2 35 12BI SR (12w)
FR R SCUS  TI [AT B 4 R 716.06 %,  TDOBUEN 3 S48 31 RISR (10w ) 3 B 28 SEAS 21 TN [R] B 93 50
T14.83% M ANAE ARG SREIR I AT, RISES817-20 J SE9537-40, AT (L RE ) AOFE T BE AN
L%, BLEUSML - chrF++50 80FE U & 1S KR 280 E Y RN JaiE pA il 2 F
%, ZRE) SR GBI BRI TR, BRI TEL LI, a0 Bl % S g8 1 73 s
56 1 TR 18] B 43 BER F+40.09% ,  J8 D HH 3 SE 8 37H SL A8 21 I 18] B 42 BR F128.41% - F4EA PN
HEREGRERE, TSR — DS, NSRBI an s, 1 FasdE 55 E
BIRGE S, HREWREEIFERENZEES - HILX— IR A EE AT VHE T DiRec /7 V8 13 7
FLLM, @it =FE 77 20 T A RIAS ~ FIZA XS AP AT 8, X ER S 58 77
OGN T 8RR, DEEORER T EZHN ARG, AL 2 5] X S 1Y 58 Y
B, W) REmMEEAMERINES A, WMEA e - B4R, mMrESA
I EOR A ARG, SRR A S B R R, A E R R ) R ) B A
1y, RAEIE S AR AT SRR S IR Z KAS EALE S R A T X - TERE,
T T RGN EE S XS IE N AE ] - 1588 TDiRecHIEUIRIG IR RIS, U3 4 /i id 1T iX LL
@ﬁﬁfﬂTﬁ%,@ﬁﬂﬁﬁiﬂﬁ%ﬁ%ﬁ%ﬂ%M$%%%§%k,MW%%&%%
MEERT -

(2) FRIENIES, =FhECE BRI AR EUR S BRI RAR -
$23181SR(10w)HF, ZEBLEU#E 510.55 ~ chrF+-+3& 550.20 « T (7] & $2 51483 % 1) [F] I 4E 75 2
RN FER0.47, noisel5noise247 A E10.08 ~ 0.11 - 7FEH B 3857 20 A G 5 15 R 7 5246 22-
3277, HBLEUZES TN B B 2 B9 00 T H 28525021 chrF+4+- 40 807E A A 5256 5 XS &
HSES EISEIL T e, (BEAMEASSETERN TR, TERIEIS B & B IR THE%E
W EEE - X EEFUEA T EMDEFES, FHADIRec T EH TR M Z THEMH - B
AT DR S — A ERRLE L N THRAUERIRIE S HIRIE S N OB BRES LRzt
RETT ~ MERRTE SR, RFLLMP A PATEOR S R I ER S & 2 B UM T -

(3) DUBENES, AT E A KP4 AR R B AT IR SUR o AEDOEEN SR
PE 56 RIMR (5w) FI4E SRAE L SES 1R e 7+, RIMABLEU$E®0.43 ~ chrF++32E50.21 ~
TR (A PR #E 1R12.01% ~ TERF#K0.29 - T ETAIA T R IE R )L 50 25 R ) R B 55 T H &
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BOXFEW, YEFRTSHERESSRTEIRIESH, B LLMBE G 77506 /T e 2B 3 A
15, BFTEHATZ RS AT T SETE . REFERE, & BT LLMAE R B EE # s ORI
B, AR ETVOCESIGEIRE LS, MBS S RRAEERE, SFEOERIERT
X TR FENFRAR o BILLM B IR E SR A B 57 RO DT8R, EE A RO R & B 1T
AKX R &5 ZE - 5 2, LLMA]BEX I SCHAT TR, SEOEE T 8RR
SRR, HINFE T IERRIDOUAF o XS LI B PRE S FIREANE T 2 ) ERE R, RKE
T EME R R RO A] T, ARIRBENS F HH IE R DO BIERIRE ST - SR, MBI A
B, BRI REN S8 R ) B AR A) Faomm, SEEE & R .

(4) HBEEHEFRMATAAFRBFESEMRTENAEG T . HlWE
Fi S5 5534 &, weight (4:3:2:1)H BL T & It FIBLEU %> $045.70FchrF ++-97 %040.84, B 3 2%
A 4 B 42 = T2.718011.65, iF ¥ b & % B A ARTERFE I 70.60, T 70 90 (5] B& 40 B K
T72.62%, mnoisel ~ noise24 A FE0.72~ 0.22 - XFIAXTRGEIES S BEH - A EH - g
HASFIEEEBIER4: 3. 20 1MAEHTIIGE, FE S G0 S0 X R vERaT: - g sk
FERS, RIS A T A R AR T NE B2 AR ) MR E T AIAESS o Tiweight (2:3:3:2) AR IR
MBI 45, BLEUSM B MchrF++ 7 £ &8 8 43 B 42 & 1 2.50%10.61, TERFEK1.18, Til
A BN % T 0.22%, noisel ~ noise27r HIF50.26 ~ 0.64 - X FIAXTFIGEIE S EH « f)
FIEH - NS EH = F s B e 2. 3. 3. 20 E TS, FiEF T H & A1 X 20
B IR BRI HIESS - LTS8 — 4SS S EsRIBR s S, SaH BN A
D2 5B TR R S, BB ERCR A ok
5 B4

KA TDiRec 1%, FIARESHEMEONEESEES, MEE BOCHTIERET B
HH . AT EEMXAEEE =F N AEIEE R, B R S TR S B E R R R
E, BERBRFIRESEIEP FITEIEH A A A R R . LIRS R K, HEiRiER
FARTE T BRI ALRE S RGBS, S FhE RS B B AR SR
FEPGEENEF , A7 B 2 SRS AR AR TR RN R B 5 AR - BeAh, BT HE SR AR A
54k, AT RNARFRBIRAESIRETE B EAHE TR - 58 EATIR, DiRec HiENIKEIRES
MM%@§§ﬁ7~wﬁﬁ%ﬁﬁﬁﬁ%%o%%IWﬂuﬁ~ﬁﬁ%WWm%$mﬁ%%ﬁ
I 1 S

Bkt

BT EEAEF R AMNEREN . AW RRESEFRL SR ¥YE S E R H
(22&7D035) ¥Bf -

References

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhari-
wal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agar-
wal, Ariel Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh,
Daniel M. Ziegler, Jeffrey Wu, Clemens Winter, Christopher Hesse, Mark Chen, Eric Sigler,
Mateusz Litwin, Scott Gray, Benjamin Chess, Jack Clark, Christopher Berner, Sam McCan-
dlish, Alec Radford, Ilya Sutskever, and Dario Amodei. Language models are few-shot learn-
ers. In Proceedings of the 34th International Conference on Neural Information Processing
Systems, 2020.

Pinzhen Chen, Nikolay Bogoychev, Kenneth Heafield, and Faheem Kirefu. Parallel sentence
mining by constrained decoding. In Proceedings of the 58th Annual Meeting of the Association
for Computational Linguistics, pages 1672—-1678, 2020.

Rochelle Choenni, Dan Garrette, and Ekaterina Shutova. Cross-lingual transfer with language-
specific subnetworks for low-resource dependency parsing. Computational Linguistics, pages
613-641, 2023.

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 24



FEITRIESYRZ

Alexis Conneau, Kartikay Khandelwal, Naman Goyal, Vishrav Chaudhary, Guillaume Wenzek,
Francisco Guzman, Edouard Grave, Myle Ott, Luke Zettlemoyer, and Veselin Stoyanov. Un-
supervised cross-lingual representation learning at scale. In Proceedings of the 58th Annual
Meeting of the Association for Computational Linguistics, pages 8440-8451, 2020a.

Alexis Conneau, Shijie Wu, Haoran Li, Luke Zettlemoyer, and Veselin Stoyanov. Emerging cross-
lingual structure in pretrained language models. In Proceedings of the 58th Annual Meeting
of the Association for Computational Linguistics, pages 6022-6034, 2020b.

Qingxiu Dong, Lei Li, Damai Dai, Ce Zheng, Jingyuan Ma, Rui Li, Heming Xia, Jingjing Xu,
Zhiyong Wu, Baobao Chang, Xu Sun, Lei Li, and Zhifang Sui. A survey on in-context learning.
In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing,
pages 1107-1128, 2024.

Orhan Firat, Kyunghyun Cho, and Yoshua Bengio. Multi-way, multilingual neural machine
translation with a shared attention mechanism. In Proceedings of the 2016 Conference of the
North American Chapter of the Association for Computational Linguistics: Human Language
Technologies, pages 866—-875, 2016.

Wenxiang Jiao, Wenxuan Wang, Jen tse Huang, Xing Wang, Shuming Shi, and Zhaopeng Tu.
Is chatgpt a good translator? yes with gpt-4 as the engine, 2023.

Bo Jin. Neural machine translation based on semantic word replacement. In Proceedings of the
2024 International Conference on Generative Artificial Intelligence and Information Security,
page 106-112, 2024.

Guillaume Klein, Yoon Kim, Yuntian Deng, Jean Senellart, and Alexander Rush. OpenNMT:
Open-source toolkit for neural machine translation. In Proceedings of ACL 2017, System
Demonstrations, pages 67-72, 2017.

Andi Djalal Latief, Asril Jarin, Yaniasih Yaniasih, Dian Isnaeni Nurul Afra, Elvira Nurfadhilah,
Siska Pebiana, Nuraisa Novia Hidayati, and Radhiyatul Fajri. Latest research in data augmen-
tation for low resource language text translation: A review. In 2024 International Conference
on Computer, Control, Informatics and its Applications (ICSINA), pages 185-190, 2024.

Guanlin Li, Lemao Liu, Guoping Huang, Conghui Zhu, and Tiejun Zhao. Understanding data
augmentation in neural machine translation: Two perspectives towards generalization. In
Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and
the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP),
pages 5689-5695, 2019.

Mosleh Mahamud, Zed Lee, and Isak Samsten. Distributional data augmentation methods for
low resource language. arXiv preprint arXiv:2309.04862, 2023.

Niklas Muennighoff, Thomas Wang, Lintang Sutawika, Adam Roberts, Stella Biderman, Teven
Le Scao, M Saiful Bari, Sheng Shen, Zheng Xin Yong, Hailey Schoelkopf, Xiangru Tang,
Dragomir Radev, Alham Fikri Aji, Khalid Almubarak, Samuel Albanie, Zaid Alyafeai, Al-
bert Webson, Edward Raff, and Colin Raffel. Crosslingual generalization through multitask
finetuning. In Proceedings of the 61st Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 15991-16111, 2023.

Carlos Mullov, Quan Pham, and Alexander Waibel. Decoupled vocabulary learning enables
zero-shot translation from unseen languages. In Proceedings of the 62nd Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers), pages 6693-6709,
2024.

Xuan-Phi Nguyen, Mahani Aljunied, Shafiq Joty, and Lidong Bing. Democratizing LLMs for low-
resource languages by leveraging their English dominant abilities with linguistically-diverse
prompts. In Proceedings of the 62nd Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 3501-3516, 2024.

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 25



FEITRIESYRZ

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for auto-
matic evaluation of machine translation. In Proceedings of the 40th Annual Meeting of the
Association for Computational Linguistics, pages 311-318, 2002.

Lucas Francisco Amaral Orosco Pellicer, Taynan Maier Ferreira, and Anna Helena Reali Costa.
Data augmentation techniques in natural language processing. Applied Soft Computing, 132:
109803, 2023.

Maja Popovi¢. chrF—++: words helping character n-grams. In Proceedings of the Second Con-
ference on Machine Translation, pages 612-618, 2017.

Rico Sennrich, Barry Haddow, and Alexandra Birch. Edinburgh neural machine translation
systems for WMT 16. In Proceedings of the First Conference on Machine Translation: Volume
2, Shared Task Papers, pages 371-376, 2016.

Matthew Snover, Bonnie Dorr, Rich Schwartz, Linnea Micciulla, and John Makhoul. A study of
translation edit rate with targeted human annotation. In Proceedings of the 7th Conference of

the Association for Machine Translation in the Americas: Technical Papers, pages 223231,
2006.

Yuan Sun, Sisi Liu, Zhengcuo Dan, and Xiaobing Zhao. Question generation based on grammar
knowledge and fine-grained classification. In Proceedings of the 29th International Conference
on Computational Linguistics, pages 64576467, 2022.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. Sequence to sequence learning with neural
networks. Advances in neural information processing systems, 27, 2014.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Tim-
othée Lacroix, Baptiste Roziére, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama:
Open and efficient foundation language models. arXiv preprint arXiv:2302.13971, 2023.

Xinyi Wang, Sebastian Ruder, and Graham Neubig. Expanding pretrained models to thousands
more languages via lexicon-based adaptation. In Proceedings of the 60th Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers), pages 863-877, 2022.

Jason Wei, Maarten Bosma, Vincent Zhao, Kelvin Guu, Adams Wei Yu, Brian Lester, Nan
Du, Andrew M. Dai, and Quoc V Le. Finetuned language models are zero-shot learners. In
International Conference on Learning Representations, 2022.

Aohan Zeng, Bin Xu, Bowen Wang, Chenhui Zhang, Da Yin, Dan Zhang, Diego Rojas, Guanyu
Feng, Hanlin Zhao, Hanyu Lai, Hao Yu, Hongning Wang, Jiadai Sun, Jiajie Zhang, Jiale
Cheng, Jiayi Gui, Jie Tang, Jing Zhang, Jingyu Sun, Juanzi Li, Lei Zhao, Lindong Wu,
Lucen Zhong, Mingdao Liu, Minlie Huang, Peng Zhang, Qinkai Zheng, Rui Lu, Shuaiqi Duan,
Shudan Zhang, Shulin Cao, Shuxun Yang, Weng Lam Tam, Wenyi Zhao, Xiao Liu, Xiao Xia,
Xiaohan Zhang, Xiaotao Gu, Xin Lv, Xinghan Liu, Xinyi Liu, Xinyue Yang, Xixuan Song,
Xunkai Zhang, Yifan An, Yifan Xu, Yilin Niu, Yuantao Yang, Yueyan Li, Yushi Bai, Yuxiao
Dong, Zehan Qi, Zhaoyu Wang, Zhen Yang, Zhengxiao Du, Zhenyu Hou, and Zihan Wang.
Chatglm: A family of large language models from glm-130b to glm-4 all tools, 2024.

Wenhao Zhu, Hongyi Liu, Qingxiu Dong, Jingjing Xu, Shujian Huang, Lingpeng Kong, Jiajun
Chen, and Lei Li. Multilingual machine translation with large language models: Empirical

results and analysis. In Findings of the Association for Computational Linguistics: NAACL
2024, pages 27652781, 2024.

Wenhao Zhuang, Dawa Cairen, Pengmao Cairang, and Yuan Sun. Ccmt2024 tibetan-chinese
machine translation evaluation technical report. In Machine Translation, pages 119-127, 2025.

Barret Zoph, Deniz Yuret, Jonathan May, and Kevin Knight. Transfer learning for low-resource
neural machine translation. In Proceedings of the 2016 Conference on Empirical Methods in
Natural Language Processing, pages 1568-1575, 2016.

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 26



FEITRIESYRZ

WE, BRIE, and ®/NE. ETE UE B FERDGRAE E#1E 1B Blsect. TERIZEEIE, 9(4):1-7,
2024.

A, BRI, AR, and R/NE. T AR RIRE S LSS BIE A PAT BRI A FF 4. Bl i
S5H1R &, pages 121-132, 2025

FEEINTE, B MR A 2, RERFLYE, EhN, HAF, and SRYEK. BilstmFHerfs & BT CS
FTEMA. RRRIERZEZ (BARBIERM) | 33(3):40-46, 2024.

SN ERand A VRN, BTR BE A B B OISR T . R BER, 37(8):43,
2023.

A, R, and &/NE. ETEEFSE RIS 8 BRI E % FUER¥
], 37(2):97, 2023.

R Mland B/, B S EAZEB R IRMEVLZREIFE & ITEVL LRSS R, 46(04):743,
2024.

FEve, REHLI, 52 AL, and MEIGFLIY. ETE0T DG g B11%E RO R BEEORIT 7T 5 SE .
FERBEIFST, 2(2):8, 2018.

FHIL R A2, BPOIOE AT AN AR (v1), 2022, EIREMERNA R 0K A

B EFEAEES SRS CE, FI6T-E270, ¥, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 27



