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摘摘摘要要要

随着大语言模型在多任务学习领域展现强大泛化能力，其在低资源古汉语场景的应用
价值亟待探索。本文基于LLaMA3-Chinese-8B利用21GB高质量古汉语语料进行增量
预训练，接着进行十项任务微调（包括句读、词性标注、命名实体识别（NER）、事
件识别、翻译、词语解释、反向词典、历史人物知识、诗歌赏析、诗歌生成），设计
了单任务微调和双任务组合微调两种策略，通过55组实验量化了任务之间的正增益与
负增益，首次系统揭示了古汉语多任务学习中的增益关系。实验结果表明，不同任务
之间存在协同效应与任务干扰效应，并且具有不对称性。基础类古汉语任务之间表现
出更强的协同效应，相比之下，翻译类和生成类任务之间协同效应表现较弱。同时，
受双任务设定的影响，不同古汉语任务的稳定性存在明显差异。

关关关键键键词词词：：： 多任务学习 ；大语言模型 ；古汉语任务
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Abstract

As large language models (LLMs) demonstrate strong generalization abilities in the
field of multi-task learning, their application potential in low-resource Classical Chinese
scenarios requires further exploration. In this paper, we perform continuous pretrain-
ing on LLaMA3-Chinese-8B using 21GB of high-quality Classical Chinese corpora,
followed by fine-tuning on ten tasks, including punctuation, part-of-speech tagging,
named entity recognition (NER), event identification, translation, word explanation,
reverse dictionary, historical figure knowledge, poetry appreciation, and poetry gen-
eration. We design two fine-tuning strategies: single-task fine-tuning and dual-task
combined fine-tuning, and conduct 55 experimental configurations to quantify the pos-
itive and negative transfer effects between tasks. This paper systematically reveals the
gain relationships in Classical Chinese multi-task learning for the first time. Experi-
mental results show that both synergistic and interference effects exist between tasks,
and these effects exhibit asymmetry. Basic Classical Chinese tasks exhibit stronger
synergistic effects, whereas translation and generative tasks show relatively weaker in-
teractions. Additionally, due to the dual-task setting, the stability of different Classical
Chinese tasks varies significantly.
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1 引引引言言言

随着大语言模型（Large Language Models, LLMs）在通用领域的突破性进展，其在古籍
智能处理中的应用价值日益凸显。中华古籍作为承载传统文化的重要载体，具有词汇体系特
殊、句法结构复杂、语义表达隐晦等特征，亟需适配性的语言模型支撑其数字化研究与传播。
尽管主流大模型（如GPT-4 (Achiam et al., 2023)、LLaMA3 (Grattafiori et al., 2024)）在现代
文本处理中表现卓越，但在古汉语领域仍面临显著局限：其一，模型预训练语料中古汉语占比
不足，导致对文言文语法规则、专有词汇（如“鼎”“笏”等器物词）的泛化能力薄弱；其二，现
有研究多聚焦于单任务优化（如句读或翻译），缺乏能够统一处理多任务的模型，难以应对古
籍处理中的多任务实际需求。基于此，多任务协同训练作为提升古汉语处理模型能力的潜在方
向，为破解古汉语任务数据稀疏性和模型任务单一性难题提供了新路径。它通过共享表征空间
促进知识迁移，联合优化所有任务，并使单一训练模型适应所有任务 (Crawshaw, 2020)。现有
研究表明多任务协同训练在机器翻译、文本分类等现代语言任务中的增益效应 (Wang et al.,
2020; Lu et al., 2020; Escolano et al., 2021)，并发展出任务路由 (Ding et al., 2023; He et al.,
2024)、梯度调制 (Peng et al., 2022; Zhang et al., 2024)等优化方法，但针对古汉语任务间知识
迁移规律的系统性研究尚属空白，任务组合的增益方向与强度仍缺乏量化依据。

本文聚焦于古汉语任务间的增益关系这一核心问题。现有研究存在两大空白：第一，语义
共享机制具有复杂性，古汉语任务间的知识交互受制于语言特性的多维差异。例如，词性标注
需依赖句读结果以划分语法单位，而反向词典构建可能需要结合词义解释的上下文特征，此类
任务间的依赖关系尚未被量化分析；第二，任务冲突具有不可预测性，部分任务组合可能因目
标函数竞争导致负迁移效应。如诗歌生成注重创造性表达，而事件识别需严格遵循事实逻辑，
二者在共享模型参数时可能存在语义冲突。因此，系统揭示古汉语任务间的增益机制，不仅关
乎多任务模型性能优化，更对理解古汉语认知规律具有理论价值。

本研究的主要贡献体现在以下两个方面：

（1）古汉语多任务评测体系设计：构建包含句读、翻译、诗歌赏析、诗歌生成等十类古汉
语任务的基准数据集，涉及基础类任务、翻译类任务和生成类任务，系统评估大语言模型在古
汉语多任务场景下的表现，填补古汉语多任务评估资源的空白；

（2）古汉语任务增益矩阵与增益分析：通过对比单任务微调与双任务组合微调策略，首次
构建古汉语任务增益矩阵，揭示任务间的协同与抑制效应，为多任务模型的结构优化与任务选
择提供了数据驱动的理论依据。

2 相相相关关关工工工作作作

2.1 古古古汉汉汉语语语模模模型型型研研研究究究进进进展展展

随着大语言模型（LLMs）在通用领域的突破性进展，古汉语智能处理逐渐成为研究热点。
然而，受限于古汉语的复杂性与数据稀缺性，相关模型的发展路径呈现单任务优化与多任务
探索并行的特点。早期古汉语模型以任务独立优化为核心，研究聚焦于句读标点、分词、翻
译等基础任务。隐马尔可夫模型（Hidden Markov Model, HMM）、条件随机场（Conditional
Random Field, CRF）、支持向量机（Support Vector Machine, SVM）等方法被广泛应用在古
汉语词性标注 (Huang et al., 2002)、古汉语断句 (Huang et al., 2010)、命名实体识别 (Yuan et
al., 2019; Li, 2018; Meng et al., 2015)等单任务的处理及优化中，但受限于古汉语复杂的语法结
构和语义歧义性，其泛化能力与准确率均存在瓶颈。随着深度学习技术的不断发展，循环神经
网络（Recurrent Neural Network, RNN）及其变体为古籍单任务智能处理优化提供了新的解决
方案，如古汉语翻译 (Lample et al., 2017)、诗词生成 (Yang et al., 2019)等。

针对古汉语标注数据稀缺但任务关联性强的特点，多任务学习逐渐成为研究焦点。大语
言模型（LLMs）与多任务学习（MTL）的结合已成为推动古汉语自然语言处理的关键技术
路径。专注于古籍文言文处理的TongGu (Cao et al., 2024)模型通过两阶段指令微调与检索增
强生成（CCU-RAG）技术，实现有效处理24个不同文言文理解任务，成为理解文言文的有力
工具。此外，“荀子”1、“AI太炎” (Li et al., 2024)、WenyanGPT (Yao et al., 2025)古籍大模
型以及一系列基于BERT和GPT架构的古籍预训练模型，如“Guji” (Wang et al., 2023)系列模
型、SikuBERT (Wang et al., 2022)、SikuGPT (Liu et al., 2024)等，均支持古汉语相关任务的

1https://github.com/Xunzi-LLM-of-Chineseclassics/XunziALLM
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协同处理。但古汉语多任务协同机制的系统性研究仍是空白，缺乏对古汉语任务间知识共享与
冲突的定量分析。

2.2 多多多任任任务务务学学学习习习

多任务学习（Multi-Task Learning, MTL）是一种归纳迁移机制，其核心思想是通过利用
相关任务训练信号中包含的领域特定信息来提高泛化能力 (Caruana, 1997)。近年来，MTL在
自然语言处理多个任务中展现出显著优势，尤其在任务数据有限或任务间具有关联性的场景下
更为突出。

任务之间的相关性是多任务学习成功的关键因素之一 (Zhang et al., 2023)。高相关性的任
务协同训练不仅有助于加快模型的收敛速度，还能显著提升整体性能 (Kandemir et al., 2014;
Jaques et al., 2017; Guo et al., 2020)。Lu等人 (Lu et al., 2020)将MTL应用于情感分析任务，并
引入了变分自编码器生成模型（MTVAE），在提升情感分类准确率的同时也促进了相关任务
的性能提升。Lu等人 (Lu et al., 2019)在LSTM结构中引入了共享与任务特定的参数，成功实现
了命名实体识别与词性标注等基础类任务的协同学习；Cao等人 (Cao and Yogatama, 2020)则
在任务嵌入空间中建模潜在共享技能，提升了生成类任务如摘要生成和问答任务的协同表现。

在结构化预测任务中MTL的研究相对较少，但已有研究展示了其在资源受限场景下的潜
力。例如，Luong等人 (Luong et al., 2015)指出，辅助任务的数据量若过大，可能导致负迁移效
应；Benton等人 (Benton et al., 2017)则强调，在目标任务样本有限的情况下，MTL能显著提升
性能。为进一步理解任务间的相互影响，Mart́ınez Alonso与Plank (Alonso and Plank, 2016)系
统性地分析了主要任务与辅助任务的组合条件，发现辅助任务标签的均匀分布是成功迁移的关
键因素。此外，Mou等人 (Mou et al., 2016)也探讨了MTL与迁移学习的边界，分析了在哪些条
件下这些技术在句子分类任务中是可行的。Joachim Bingel (Bingel and Søgaard, 2017)则从学
习曲线角度出发，指出，如果主要任务在20-30%的百分位数内有平坦的学习曲线，但辅助任务
的曲线仍然相对陡峭，那么MTL更有可能发挥作用，但尽管如此，在90项测试中，只有40项产
生了增益。近期的大量研究强调，MTL模型的成功取决于这些辅助任务的正确选择 (Guo et al.,
2019; Kung et al., 2021; Chen et al., 2022; Grégoire et al., 2024)。

为公平评估MTL模型架构本身的性能，现有研究通常在单任务和多任务设置下保持超参数
不变，从而排除其他变量干扰 (Alonso and Plank, 2016; Bingel and Søgaard, 2017; Zhan and
Zhang, 2024)，使实验结果更真实地反映MTL架构本身的优势或局限。

值得注意的是，近年来兴起的参数高效微调方法，如LoRA (Hu et al., 2022)，虽通过引入
低秩约束，在某些场景中表现良好，但在任务差异较大的复杂多任务设置中，其建模能力和适
应性可能受限，难以充分捕捉不同任务之间的细粒度差异 (Liu et al., 2025; Yang et al., 2025)。

3 基基基于于于微微微调调调古古古汉汉汉语语语大大大模模模型型型的的的多多多任任任务务务学学学习习习

3.1 古古古汉汉汉语语语预预预训训训练练练模模模型型型构构构建建建

预训练阶段使用的语料主要来自以下几个渠道：（1）古诗文网、文言古籍网等公开权威的
古籍整理网站；（2）Github上开源的古汉语相关数据集与个人整理资源；（3）现有的开源古
汉语任务基准和数据集，如ACCN-INS (Cao et al., 2024)数据集。所有语料在采集后均进行了
统一的格式化处理和严格的清洗流程。该流程包括：去除HTML标签与脚注信息、统一段落结
构、剔除特殊符号与无效字符，以及格式统一（如标点规范化）等。

通过上述处理后，我们获得了约21GB的纯净古汉语语料数据。语料内容广泛，涵盖中国
传统“四部”分类体系中的经、史、子、集四大类，即包括《论语》《孟子》《史记》《汉书》
《庄子》《韩非子》《昭明文选》等经典典籍，又收纳诸如笔记小说、戏曲变文、铭文碑刻等
多种文学样式，还包括宗教经典、地方志书、谱牒、医书、兵书、农政典籍、科技文献等多元
化内容，时间跨度自先秦延续至民国，涵盖繁体、简体、异体及古今字形，具备极高的语言多
样性与历史深度。详细语料来源及数据规模如表1所示。

在模型结构方面，我们选用LLaMA3-Chinese-8B作为基础架构。该模型在性能与参数规模
之间取得了良好的平衡，特别适合进行大规模中文文本的迁移预训练。我们在标准的因果语言
模型（Causal Language Modeling, CLM）任务上对该模型进行了增量预训练，以便更好地适
应古汉语语料的特点。
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此外，为了进一步提升训练效率，我们引入了低秩自适应（LoRA） (Hu et al., 2022)微调
技术，作为一种参数高效的训练方法。LoRA不直接修改预训练模型原有的稠密权重矩阵，而
是引入额外的低秩矩阵来表示权重变化的部分，能够显著减少需要更新的参数数量，从而降低
计算资源的消耗，同时保持模型的高性能。我们将学习率设置为1.0e-4，避免小学习率导致收
敛缓慢或大学习率引发梯度爆炸；批大小为8，梯度累积步数为1，避免显存溢出；采用混合精
度训练BF16，相比FP32（32 位浮点数）占用更少显存；热身比例为0.1，使模型在随机初始化
阶段先以小步长适应古汉语数据分布，避免因突然使用高学习率导致梯度爆炸；采用余弦调度
器，在训练初期保持较高学习率以快速探索参数空间，后期逐渐降低学习率以精细调整。最
终，在两张A800GPU (80GB) 上进行了一次18.24天的增量训练。预训练阶段的主要模型参数
设定详见表2。

数数数据据据来来来源源源 数数数据据据规规规模模模 数数数据据据来来来源源源 数数数据据据规规规模模模

chinese-poetry-master 111.90 MB network 1.04 GB
GuWen-master 8.97 MB guner2023-master 48.02 MB

text-to-picture-sidamingzhi 6.89 MB TCM-Ancient-Books-master 234.81 MB
Reservator-master 79.97 MB PoetrySplider 13.92 MB

chinese-dictionary-main 12.30 MB Classical-Modern-main 476.74 MB
wenyanguji-directory 1.57 GB chinese-novel-master-long 245.96 MB

erya 7.72 GB gushiwenwang 59.40 MB
zh-ancient-texts-master 22.32 MB core-texts 209.93 MB
Classical-Chinese-master 273.99 MB chinese-xinhua-master 47.31 MB

daizhigev20 5.04 GB poems-db-master 498.98 MB
ACCN-INS 1.06 GB Poetry-master 1.09 GB

core-books-main 747.68 MB chtxt-main 87.50 MB
chinese-gushiwen-master 22.88 MB 未知 未知

Table 1: 数据来源与规模

参参参数数数 值值值 参参参数数数 值值值

cutoff-len 1024 learning-rate 1.0e-4
finetuning-type lora num-train-epochs 1.0

per-device-train-batch-size 8 gradient-accumulation-steps 1
lr-scheduler-type cosine warmup-ratio 0.1

lora-rank 64 fp16 True

Table 2: 预训练阶段超参数设置

3.2 微微微调调调任任任务务务

在我们的实验中，我们考虑了十个古汉语任务，并将其划分为三个类型：在本文中，我们
系统地考察了涵盖古汉语处理的十项核心任务，并将这些任务依据其核心目标与处理方式划分
为以下三个主要类别。我们按照任务类型给出了各任务的定义、分类、示例指令（输入和输
出），如图1 - 3所示。

（1）基础类任务：此类任务聚焦于文本的基础结构与信息抽取。具体包括：句读、词性标
注、命名实体识别、事件识别。
（2）翻译类任务：此类任务侧重于古汉语与现代汉语之间的语义阐释。具体包括：翻译、

词语解释。
（3）生成类任务：此类任务要求模型基于对古汉语知识的理解进行创造性的信息生成或深

度应用。具体包括：反向词典、历史人物知识、诗歌赏析、诗歌生成。
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句读
定义：正确地使用标点符号将连续的古汉语文本分
割为符合语法的句子。
分类：，。《》：？“”！（）；＜＞

指令：
输入：请为下面的古汉语文本添加标点符号：汝忆
否四五年前某夕吾尝语曰与使吾先死也无宁汝先吾
而死
输出： 汝忆否？四五年前某夕，吾尝语曰：“与使
吾先死也，无宁汝先吾而死。”

词性标注
定义：为古汉语文本中的每个词语标注词性（如动词、
名词、形容词等）
分类：nr 人名; v 动词; n 名词; r 代词; w 标点符号; c 
连词; p 介词; d 副词; t 时间词; y 语气词; u 助词; m 数
词; a 形容词; f 方位词; ns 地名; j 缩略语; q 量词。

指令：
输入：请对所给的古汉语语句进行分词并标注词性：
十三年，春，宋向魋救其師。
输出： 十三年/t ，/w 春/n ，/w 宋向魋/nr 救/v 其/r 師
/n 。/w

事件识别
定义：从古汉语文本中识别历史事件类型及对应的
触发词。
分类：采用CHED数据集分类标准，共9大类67小类。

指令：
输入：识别古文内容“赵壮者尽于长平，其孤未壮，
举兵击赵。”中的历史事件类型及其触发词。
输出： 事件1：事件类型：军事-备战-出兵，触发词：
举。 事件2：事件类型：军事-作战-攻击-征伐，触
发词：击。

命名实体识别
定义：识别古汉语文本中的人物、地名、时间、官
职名四类实体信息。
分类：人物、地名、时间、官职名

指令：
输入：抽取这段话中的人名、地名、时间和官职名：
二十三年，罢宣慰司，立辽阳行省，以亦力撒合为
参知政事。
输出：'人物': ['亦力撒合']，'时间': ['二十三年']，'官
职': ['宣慰司','参知政事']

Figure 1: 基础类任务

翻译
定义：将古汉语文本翻译为现代汉语。

指令：
输入：请将“古之学者必有师。师者，所以传道受业
解惑也。”翻译成白话文。
输出：古代求学的人必定有老师。老师，是用来传
授道理、教授儒家经典著作、解释疑难问题的。

词语解释
定义：为古汉语文本中的词语提供简明准确的解释。

指令：
输入：《花犯·谢黄复庵除夜寄古梅枝》中，“寒泉
贮、绀壶渐暖，年事对、青灯惊换了。”的 “绀壶”是
什么意思？
输出： 指插梅枝的天青色水壶。绀（gàn），深青
带红的颜色。

Figure 2: 翻译类任务

反向词典
定义：根据定义或描述返回相应的词语。

指令：
输入：哪个成语的含义是“去掉外饰，还其本质。比
喻回复原来的自然状态。”?
输出： 返璞归真

历史人物知识
定义：回答与历史人物相关的背景信息、事迹、成
就以及与其他人物、事件的关系等。

指令：
输入：辛弃疾的字和号分别是什么？有何寓意？
输出： 辛弃疾原字坦夫，后改字幼安，别号稼轩。
“幼安”有祈求平安之意，“稼轩”则体现其归隐田园
后对农耕生活的向往。

诗歌生成
定义：根据给定主题或风格，生成符合韵律的古典
诗词歌赋。

指令：
输入：请用一首词描写边疆战士在战争中的艰辛与
思乡之情。
输出： 点绛唇·狼烟

烽火连天，狼烟滚滚遮空际。战尘千里，铁马
冰河里。        戍卒望乡，泪眼盈襟底。何时止？待
春风起，共赏桃花水。

诗歌赏析
定义：对给定的古典诗词进行情感与结构分析，提
供赏析内容。

指令：
输入：赏析杜甫的《春望》，内容如下：国破山河
在，城春草木深。感时花溅泪，恨别鸟惊心。烽火
连三月，家书抵万金。白头搔更短，浑欲不胜簪。
输出：此诗前四句写春日长安凄惨破败的景象，饱
含着兴衰感慨；后四句写诗人挂念亲人、心系国事
的情怀，充溢着凄苦哀思。全诗格律严整……

Figure 3: 生成类任务
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3.3 任任任务务务训训训练练练和和和评评评估估估数数数据据据集集集

数据集原始语料主要来自公开古汉语语料库和权威文本资源。所有数据经过脚本清洗，包
括格式化、去重和标准化，然后由四名NLP硕士研究生进行二次校验，确保文本完整性、统一
异体字等。对于标注数据，三名NLP硕士研究生进行人工校验，确保标注符合语言规范、任务
间标注统一，并修正可能的标注误差。我们按照8:1:1划分了训练集、开发集和测试集。表3总结
了我们所使用的数据集的来源和划分情况。

任任任务务务 数数数据据据集集集来来来源源源 训训训练练练集集集 开开开发发发集集集 测测测试试试集集集

句读 classical-modern 42496 5312 5312
词性标注 EvaHan2022 9952 1242 1247
命名实体识别 春秋三传和二十四史 29923 3740 3741
事件识别 CHED 5650 1218 1218
翻译 classical-modern 41332 6383 6385
词语解释 文言古籍网 31088 3863 3934
反向词典 chinese-dictionary和chinese-xinhua 35703 4462 4461
历史人物知识 古诗文网 5000 1125 1125
诗歌赏析 古诗文网 9526 1162 1252
诗歌生成 Qwen-2.5-14b (Yang et al., 2024)生成 11232 1402 1407

Table 3: 任务训练和评估数据

3.4 多多多任任任务务务学学学习习习方方方案案案

为充分发挥预训练模型在多类古文任务中的泛化能力，我们设计并实施了一套基于指令微
调的多任务学习框架，涵盖古籍文本处理的10个核心任务。训练过程中，我们以单任务微调为
基线，并进行系统性的双任务组合训练实验，以探索任务间的互促关系和共享能力。
多任务训练采用统一的指令微调范式。在训练样本中，每个任务样本均包含结构化的“指

令+输入+输出”，指令部分（每个任务的指令见图1 - 3）以自然语言明确任务意图，引导模型
理解目标操作；输入部分为任务相关的原始文本或片段；输出为任务期望结果。
我们首先对每个任务分别进行单任务微调，作为模型在该任务上的独立性能基线。模型在

保持预训练初始化权重不变的前提下，仅在对应任务指令数据上进行训练，评估其单任务表
现，为多任务组合效果提供对比依据。为研究不同任务间的知识迁移与协同关系，我们构建了
全覆盖的双任务组合实验设计。具体地，对于选定的10个核心任务，构建了其所有不重复的两
两组合，共计45组任务对。在每组训练中，模型接收来自两个任务的数据样本进行微调，学习
在多样语义场景下的对齐与泛化能力。通过比较双任务训练结果与各自的单任务基线，可以分
析任务间的正负迁移情况，识别任务协同的有效组合与潜在冲突结构。为保证实验的可比性与
训练稳定性，所有训练过程在一致的超参数设置下进行。微调超参数设置如表4所示。

参参参数数数 值值值 参参参数数数 值值值

cutoff-len 1024 learning-rate 1.0e-4
finetuning-type lora num-train-epochs 1.0

per-device-train-batch-size 8 gradient-accumulation-steps 2
lr-scheduler-type cosine warmup-ratio 0.1

lora-rank 64 fp16 True

Table 4: 微调阶段超参数设置

4 实实实验验验与与与分分分析析析

4.1 评评评价价价指指指标标标

由于古汉语处理任务在语义层次、句法结构和语言风格上的多样性与复杂性，为了
全面评估多任务微调模型在不同任务中的表现，我们根据各任务的输出特性和语义需
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求，选取了适当的评价指标，主要包括精确率（Precision）、召回率（Recall）和F1值（F1
Score）、BLEU、BERTScore以及模型打分机制，具体如下。
对于基础类任务（如句读、词性标注、命名实体识别（NER）、事件识别），我们使用精

确率（P）、召回率（R）和F1值来评估模型的预测效果。具体计算方式为：

Precision =
TP

TP + FP
, Recall =

TP

TP + FN
, F1 =

2 · Precision · Recall
Precision + Recall

(1)

其中，TP、FP 和FN 分别表示真阳性、假阳性和假阴性的数量。
对于翻译类任务（如翻译、词语解释），我们采用BLEU值作为评估标准。BLEU通过计算

模型输出与参考文本之间的n-gram匹配程度来评估生成质量，如用BLEU-4来衡量4-gram匹配
情况，并采用平滑策略应对低匹配率的情况。
针对生成类任务（如反向词典、历史人物知识和诗歌赏析），我们使用BERTScore来

评估模型输出的语义质量。BERTScore通过计算生成文本与参考文本在预训练语言模型
（如BERT）空间中的相似度，尤其关注语义层面的匹配。我们主要使用BERTScore的F1值
来衡量综合语义匹配效果。
对于开放式生成类任务（如诗歌生成），传统的评价指标难以全面反映生成结果的质量。

为了更好地对生成内容进行评价，我们采用基于提示词的模型评分机制。具体来说，我们设计
了一个多维度评分标准，并通过向模型提供特定的提示（prompt）来为生成的诗歌进行评分。

4.2 实实实验验验结结结果果果及及及分分分析析析

我们用3.3介绍的各任务的训练集微调模型，进行多任务学习，用测试集进行评估。

4.2.1 多多多任任任务务务总总总体体体效效效果果果

表 5展示了包括句读、词性标注、命名实体识别（NER）、事件识别、翻译、词语解释、
反向词典、历史人物知识、诗歌赏析与诗歌生成十个任务的评测结果。表格中主对角线上的数
值代表在单任务微调下的性能结果，其余每一单元格表示“行任务+列任务”联合训练后，在行
任务上的评测结果。也就是说，我们将行任务作为主要任务，列任务作为辅助任务。

任任任务务务 句句句读读读 词词词性性性
标标标注注注

NER 事事事件件件
识识识别别别

翻翻翻译译译 词词词语语语
解解解释释释

反反反向向向
词词词典典典

历历历史史史
人人人物物物

诗诗诗歌歌歌
赏赏赏析析析

诗诗诗歌歌歌
生生生成成成

句句句读读读 80.39 80.25 79.69 80.49 80.25 79.94 79.90 80.36 80.33 80.30
词词词性性性标标标注注注 89.25 88.38 89.65 88.13 89.57 88.99 88.99 88.24 89.42 87.73
NER 91.90 92.23 92.00 92.27 91.36 91.87 92.07 91.87 91.09 92.24
事事事件件件识识识别别别 72.02 73.34 73.46 73.84 70.59 72.13 73.78 71.72 66.98 72.17
翻翻翻译译译 46.82 47.29 46.74 47.15 47.29 47.01 46.61 47.23 47.12 47.32

词词词语语语解解解释释释 47.37 48.74 50.92 49.57 46.39 49.00 49.32 46.92 37.80 47.74
反反反向向向词词词典典典 73.07 73.13 72.94 73.30 73.58 73.20 73.31 73.56 73.24 73.44
历历历史史史人人人物物物 75.66 75.51 75.50 75.73 75.40 75.69 75.39 75.70 75.37 75.79
诗诗诗歌歌歌赏赏赏析析析 66.81 66.11 66.60 66.30 66.17 66.10 65.66 65.65 66.22 65.79
诗诗诗歌歌歌生生生成成成 63.63 64.23 63.67 63.96 63.69 63.58 62.67 63.88 63.58 64.37

Table 5: 各任务单任务与双任务微调下的评测得分（主对角为单任务结果）

从表5可见，多任务联合训练整体上对目标任务性能的增益有限，多数情况下效果低于单任
务微调。大多数任务在主对角线（即单任务微调）上取得了最优或次优的得分。例如，在句读
任务中，单任务微调的得分为80.39，高于与除事件识别外的其他任务的联合训练得分，即使与
事件识别联合时获得了80.49的F1值，也仅比单任务微调多了0.1，差异极小。进一步观察其他
任务，如事件识别、翻译、历史人物、诗歌生成等，虽然这些任务在个别搭配下略有波动，但
总体上单任务微调结果仍能维持在较优水平，多数联合训练无法带来显著提升。例如，翻译在
单任务下表现为47.29，已接近与诗歌生成联合时的47.32，联合训练带来的收益微弱甚至可以忽
略。事件识别在单任务下的得分为73.84，诗歌生成在单任务下的得分为64.37，高于所有联合训
练设定。整体来看，基于LoRA微调策略的多任务联合方式难以稳定提升下游任务性能，甚至
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在部分任务中存在性能退化的现象。这说明古汉语任务之间的语义表示与建模需求存在差异，
简单的联合训练可能无法有效共享有益信息，反而引入噪声，影响主任务表现。

4.2.2 协协协同同同效效效应应应与与与任任任务务务干干干扰扰扰

为更直观、公正地衡量多任务联合训练对各任务性能的影响，本文采用增益率（Gain
Rate）作为分析指标。与直接计算绝对得分差值相比，增益率通过将联合训练下的得分变化归
一化为相对于单任务微调结果的百分比，能够有效消除不同任务评分区间差异的影响，便于跨
任务间的横向比较。此外，增益率能够更准确地反映模型性能波动的相对强度，从而揭示多任
务学习中的“协同增益”与“负迁移”现象，尤其适用于分析任务间影响的非对称性。例如，某些
任务作为辅助任务时能带来较高的增益率，但在作为主任务时却受到显著干扰，这种非对称性
在绝对差值下往往被掩盖。综上，增益率作为评估指标在本研究中更具解释力和分析价值。增
益率（Gain Rate）定义如下：

增益率 =
双任务得分−单任务得分

单任务得分
× 100% (2)

增益率结果如表6所示，增益率热力图如附录B所示。

任任任务务务 句句句读读读 词词词性性性
标标标注注注

NER 事事事件件件
识识识别别别

翻翻翻译译译 词词词语语语
解解解释释释

反反反向向向
词词词典典典

历历历史史史
人人人物物物

诗诗诗歌歌歌
赏赏赏析析析

诗诗诗歌歌歌
生生生成成成

句句句读读读 — -0.18 -0.88 +0.12 -0.18 -0.56 -0.61 -0.04 -0.08 -0.12
词词词性性性标标标注注注 +0.98 — +1.43 -0.28 +1.35 +0.69 +0.69 -0.16 +1.18 -0.74
NER -0.11 +0.26 — +0.30 -0.69 -0.14 +0.08 -0.14 -0.98 +0.26
事事事件件件识识识别别别 -2.46 -0.67 -0.51 — -4.40 -2.31 -0.07 -2.86 -9.28 -2.26
翻翻翻译译译 -0.99 -0.00 -1.17 -0.30 — -0.59 -1.44 -0.12 -0.36 +0.07

词词词语语语解解解释释释 -3.33 -0.55 +3.91 +1.16 -5.33 — +0.64 -4.26 -22.87 -2.57
反反反向向向词词词典典典 -0.33 -0.25 -0.50 -0.01 +0.37 -0.15 — +0.34 -0.10 +0.18
历历历史史史人人人物物物 -0.06 -0.25 -0.27 +0.04 -0.40 -0.02 -0.41 — -0.44 +0.12
诗诗诗歌歌歌赏赏赏析析析 +0.90 -0.17 +0.57 +0.12 -0.08 -0.18 -0.85 -0.86 — -0.65
诗诗诗歌歌歌生生生成成成 -1.14 -0.22 -1.09 -0.63 -1.05 -1.23 -2.64 -0.76 -1.23 —

Table 6: 各任务的相对收益和损失（去除百分号）

在90组联合训练中，仅有23组表现出性能提升，其余67组均出现不同程度的性能下降，
如表6所示。任务的结构特征、目标差异和梯度干扰是关键因素。NER与词性标注结合时分
别获得了0.26%和0.98%的正增益，词语解释与诗歌赏析联合时增益率分别为-22.87% 和-0.18%
。NER的实体标签如“地点”与词性标签如“ns”存在天然关联，模型能通过联合训练更好地捕捉
这类信息，从而提升性能。词语解释要求简洁，诗歌赏析需长文本推理，两者联合训练混淆了
生成控制机制。短输出任务通常依赖共享的语言特征，能通过多任务学习强化模型在特定能力
上的表现并减少任务间干扰。长输出任务依赖复杂语法结构建模和长距离上下文依赖推理，其
目标函数与短输出任务的分类损失存在本质差异，导致模型在参数更新时面临多目标优化困
境，共享层难以平衡不同任务的梯度方向。此外，在多任务学习中，长输出任务的计算资源和
梯度更新需求较大，这可能与短输出任务产生竞争，进而导致梯度干扰，影响模型的整体训练
效果，造成性能下降。
实验结果也展示了多任务学习中协同增益的非对称性，即有些任务作为主任务时能够获

得较大的提升，而作为辅助任务时则效果较差。特别是词性标注任务，作为主任务时，加
入其他任务后，6个任务产生了正向增益，例如，句读（+0.98%）、NER（+1.43%）和翻译
（+1.35%）任务都有明显的性能提升。然而，作为辅助任务时，词性标注对其他任务的增益较
小，只有命名实体识别任务在加入词性标注时产生了轻微的正向增益（+0.26%），其他大部分
任务表现为负向影响。特别是在与事件识别任务联合时，增益率为-0.67%。这表明，词性标注
作为主任务时，其他任务能为其提供更多有价值的特征和信息，而在其他任务作为主任务时，
词性标注的辅助作用却较为有限，难以发挥协同作用。这些现象进一步证明了任务间协同增益
的非对称性，某些任务作为主任务时能够带来显著的正向影响，而作为辅助任务时则未必能够
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产生同样的效果。这可能与任务的目标函数和语义特征的差异有关，任务间的协同作用需要在
适当的条件下才能显现。

4.2.3 任任任务务务类类类型型型的的的影影影响响响

结合各任务的类型，我们分析后发现基础类任务（如句读、词性标注、NER、事件识别）
在联合训练中表现出更强的协同效应。具体来看，基础类任务之间的组合共涉及6组、12个联合
结果，其中有5个结果表现为正向增益，占比达41.7%。这表明此类任务在参数共享过程中能够
有效利用彼此的语言结构知识，如边界判断、标签序列等，从而实现性能提升。

相比之下，翻译类任务（如翻译、词语解释）之间的组合结果均为负干扰，表现出较差的
协同能力。生成类任务（如反向词典、历史人物知识、诗歌赏析与诗歌生成）之间的组合涉
及12个联合结果，其中仅有3个为正增益，占比仅为25%。这说明翻译类和生成类任务在多任务
训练中的协同能力较弱，且更容易受到语义目标差异的干扰。例如，诗歌生成作为主任务，与
其他任务组合时均为负增益，其中与词语解释联合时下降了-2.57%（见表6）。

此外，基础类任务、翻译类任务和生成类任务之间的混合组合亦难以产生稳定的正向增
益，反而时常表现出负迁移现象。具体来说：

• 基础类任务作为辅助任务时，针对翻译类任务，共有8个联合结果，其中2个表现为正向增
益，占比25%；1个持平；5个为负向干扰，占比62.5%。此外，针对生成类任务，共有16个
组合结果，其中4个为正向增益，占比25%，且正向增益占比不到1%（见表6）。这表明，
基础类任务作为辅助任务时可以提升其他任务的性能，但提升效果不明显，增益率不超
过25%。可能的原因是任务目标的对抗性或参数共享带来的干扰，导致协同效应不明显。

• 翻译类任务作为辅助任务时，针对基础类任务的8个联合结果中，仅2个为正向增益，正向
增益占比为25%。这表明翻译类任务作为辅助任务时，虽然部分组合可能带来增益，但总
体协同效果较弱，未能有效提升基础类任务的性能。在与生成类任务联合训练时，所有8个
组合结果均为负干扰，负干扰占比为100%。这进一步证明了翻译类任务与生成类任务之间
的协同效应较差，尤其是在参数共享过程中，任务之间的目标差异和语义冲突可能会抑制
模型的整体表现。

• 生成类任务作为辅助任务时，针对基础类任务的16个组合结果中，4个为正向增益，正向增
益占比为25%。尽管整体协同效应较弱，但在某些情况下，生成类任务能够为基础类任务
带来一定的性能提升。相比之下，在针对翻译类任务的8个联合结果中，2个为正增益，正
向增益占比同样为25%。这一结果与基础类任务的表现类似，进一步表明生成类任务作为
辅助任务时，虽然能在某些组合中带来增益，但总体上对翻译类任务的帮助有限，且大多
数组合仍表现为负向干扰。

综上所述，任务类型的差异对多任务训练的协同效应具有显著影响。基础类任务表现出较
强的协同效应，能够通过共享语言结构知识有效提升性能；而翻译类任务和生成类任务则往往
表现出较差的协同能力，尤其是翻译类任务往往导致负向迁移。混合任务组合的表现不稳定，
尤其是在不同类型任务间的辅助关系中，负迁移现象时有发生。

4.2.4 任任任务务务稳稳稳定定定性性性与与与贡贡贡献献献性性性

在本实验中，我们分析了各任务的单任务得分、在双任务设定下的最大值与最小值及其来
源、波动范围（绝对值差）以及标准差，以全面评估任务在多任务设定下的稳定性与鲁棒性。
实验结果如表7所示。其中，标准差用于衡量每个任务在不同双任务设定下得分的波动程度和多
任务训练对各个任务得分稳定性的影响。具公式如下：

σ =

√√√√ 1

n

n∑
i=1

(xi − µ)2 (3)

在公式中：σ：表示标准差（Standard Deviation），n：表示数据点的数量，这里指的是
双任务训练设置的数量。xi：表示第i 次双任务训练下任务的得分。µ：表示该任务在单任务训
练下的得分，即任务的基准得分。

∑n
i=1：表示对所有n 次训练结果进行求和。
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任任任务务务 单单单任任任务务务 最最最大大大值值值 最最最大大大值值值来来来源源源 最最最小小小值值值 最最最小小小值值值来来来源源源 绝绝绝对对对值值值差差差 标标标准准准差差差

句读 80.39 80.49 +事件识别 79.69 +NER 0.80 0.3338
词性标注 88.38 89.65 +NER 87.73 +诗歌生成 1.92 0.8250
NER 92.00 92.27 +事件识别 91.09 +诗歌赏析 1.18 0.4025
事件识别 73.84 73.84 —— 66.98 +诗歌赏析 6.86 2.8167
翻译 47.29 47.32 +诗歌生成 46.61 +反向词典 0.71 0.3529
词语解释 49.00 50.92 +NER 37.80 +诗歌赏析 13.12 4.0169
反向词典 73.31 73.58 +翻译 72.94 +NER 0.64 0.2098
历史人物 75.70 75.79 +诗歌生成 75.37 +诗歌赏析 0.42 0.2062
诗歌赏析 66.22 66.81 +句读 65.65 +历史人物 1.16 0.3881
诗歌生成 64.37 64.37 —— 62.67 +反向词典 1.70 0.8204

Table 7: 各任务单任务结果、最大最小值及来源、波动范围、标准差

历史人物和反向词典任务的标准差分别为0.2062和0.2098，远低于其他任务，表明这两个
任务在多任务训练中的稳定性较强。它们的得分波动较小，表明这些任务能够较好地适应双任
务学习，可能是因为它们与其他任务的干扰较小，或者其本身对外部任务的依赖较少。词语解
释任务的标准差为4.0169，显著高于其他任务，说明该任务在多任务学习中的得分波动较大，
表现出较低的稳定性。词语解释任务的波动范围也较大（13.12），最小值是与诗歌赏析任务共
同训练时产生的，可能是由于诗歌赏析任务数据长度较长，倾向于产生全面详尽的内容，而词
语解释任务更倾向于产生简洁明确的回答，在两任务的联合训练中，词语解释任务受到干扰较
大，导致其性能难以保持稳定。此外，事件识别任务的标准差为2.8167，波动较大，可能与该
任务的复杂性和它与其他任务的相互影响有关。其他任务的标准差分布在0.22到0.83之间，表明
它们在多任务训练中的稳定性较好，但波动程度较事件识别、历史人物知识、反向词典要大。

任务的最大值和最小值来源反映了任务间的相互影响。从实验结果来看，事件识别任务不
仅在自身的单任务训练中获得了最高得分（73.84），还对其他两个任务（句读、命名实体识
别）提供了显著帮助，使这些任务在与事件识别联合训练时达到了各自的最高得分。这表明事
件识别在多任务框架中具有较强的“贡献性”，其特征或语义信息在共享中能够提升相关任务的
表现，尤其是在与基础类任务的结合中效果更为显著。相应的，诗歌生成任务除自身外，也对
一个翻译类任务（翻译）和一个生成类任务（历史人物知识）提供了显著帮助，使这两个任务
在与其联合训练时取得了最高得分。这表明，尽管诗歌生成在多任务框架中整体稳定性一般
（标准差为0.8204，波动范围为1.70），但在与非基础类任务联合训练时，仍可能通过共享语言
建模层的表示学习，增强模型对语言生成规律的掌握，从而带来正迁移效应。

生成类任务在多任务学习中呈现出较强的负向贡献性。在十项最小值中，有八项来自于生
成类任务。其中诗歌赏析任务成为多任务组合中成为最频繁的最小值来源任务，命名实体识别
（NER）、事件识别、词语解释和历史人物知识在与其联合训练时均取得最低得分。这种“负
向迁移”现象在与词语解释任务的组合中表现得尤为突出，得分下降了13.12%，为所有任务组
合中的最大降幅，这表明诗歌赏析在多任务框架中可能存在较强的干扰性。

5 总总总结结结

本文通过对古汉语多任务学习模型的实验分析，深入探讨了多任务学习中的协同效应、负
迁移现象、任务间的非对称性增益以及任务的稳定性和贡献性。研究结果表明，在古汉语任务
的多任务学习框架中，任务间的协同增益并非总是正向的，且存在明显的负迁移和非对称性协
同增益。基础类任务之间的协同效应更加突出，能够稳定提升模型性能，而翻译类任务之间或
生成类任务之间或三种类型任务的混合组合，往往会导致负迁移和性能波动。因此，设计多任
务学习模型时，需要根据任务的语义层次和结构特性来合理选择任务组合，从而最大化协同效
应、减少负迁移、提升模型稳定性，并有效利用任务间的贡献性差异。

未来，我们将进一步扩充数据集，并探索优化方法，包括任务选择、训练策略和模型架构
的改进，以实现更加稳健的多任务学习性能。也将尝试引入古今对齐，利用基座模型对现代汉
语的相似任务执行能力来增强古汉语的任务能力。同时，我们计划在不进行增量预训练的情况
下直接微调模型，并尝试使用不同的基座模型进行实验，以探索泛化性能更优的优化方法。
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A 十十十任任任务务务联联联合合合训训训练练练

我们进一步探索了同时引入全部10个任务进行联合训练的效果，采用与双任务相同的超
参数设置及微调数据集，十任务联合微调结果如表 8所示。在大部分任务上，十任务训练的
性能略有下降，这与双任务训练结果基本一致。其中，词语解释任务的下降幅度非常大（-
29.02），这表明其他任务可能会对它产生较大的干扰。结合双任务训练表 6的实验结果，词语
解释和诗歌赏析任务的组合带来了最大负增益率（22.87），这也进一步验证了这两个任务间可
能存在较大的干扰。在十任务联合训练时，词性标注是唯一一个表现出提升的任务，而在双任
务训练时，如表 6所示，词性标注与其他6个任务结合时都有提升，而其他任务最多与4个任务
结合时取得了提升，这表明它在多任务学习中具有较强的稳定性和鲁棒性。
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任任任务务务 句句句读读读 词词词性性性
标标标注注注

NER 事事事件件件
识识识别别别

翻翻翻译译译 词词词语语语
解解解释释释

反反反向向向
词词词典典典

历历历史史史
人人人物物物

诗诗诗歌歌歌
赏赏赏析析析

诗诗诗歌歌歌
生生生成成成

十十十任任任务务务 78.78 89.22 91.19 70.64 46.38 19.98 72.00 75.29 65.72 62.66
单单单任任任务务务 80.39 88.38 92.00 73.84 47.29 49.00 73.31 75.70 66.22 64.37

∆ -1.61 0.84 -0.81 -3.20 -0.91 -29.02 -1.31 -0.41 -0.50 -1.71

Table 8: 各任务十任务与单任务微调下的评测得分

B 任任任务务务增增增益益益率率率热热热力力力图图图

NER

NER

0.00 0.98 -0.11 -2.46 -0.99 -3.33 -0.33 -0.06 0.90 -1.14

-0.18 0.00 0.26 -0.67 -0.00 -0.55 -0.25 -0.25 -0.17 -0.22

-0.88 1.43 0.00 -0.51 -1.17 3.91 -0.50 -0.27 0.57 -1.09

0.12 -0.28 0.30 0.00 -0.30 1.16 -0.01 0.04 0.12 -0.63

-0.18 1.35 -0.69 -4.40 0.00 -5.33 0.37 -0.40 -0.08 -1.05

-0.56 0.69 -0.14 -2.31 -0.59 0.00 -0.15 -0.02 -0.18 -1.23

-0.61 0.69 0.08 -0.07 -1.44 0.64 0.00 -0.41 -0.85 -2.64

-0.04 -0.16 -0.14 -2.86 -0.12 -4.26 0.34 0.00 -0.86 -0.76

-0.08 1.18 -0.98 -9.28 -0.36 -22.87 -0.10 -0.44 0.00 -1.23

-0.12 -0.74 0.26 -2.26 0.07 -2.57 0.18 0.12 -0.65 0.00
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Figure 4: 任务增益率热力图
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