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Abstract

As a new generation of generative models, diffusion models have demonstrated remark-
able performance in text-guided image generation tasks. However, existing pretrained
diffusion models are typically optimized with training objectives that do not directly
align with user preferences or downstream task requirements. As a result, the generated
outputs often struggle to balance semantic consistency between text and image with
subjective aesthetic quality. To address this limitation, recent research has introduced
reinforcement learning into the diffusion fine-tuning process, allowing the generation
policy to be optimized under the guidance of reward signals. Representative approaches
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such as policy optimization for diffusion models and denoising diffusion policy optimiza-
tion have achieved promising results. Nevertheless, the reward functions used in such
methods are often black-box scorers, making it difficult to capture the structural se-
mantic relationships between generated images and input text. These approaches also
lack explicit modeling of alignment structures across modalities. To tackle the above
challenges, this paper proposes a novel text-guided diffusion model fine-tuning frame-
work that integrates reinforcement learning with structural alignment regularization,
named GARD (Geometry-Aligned Reinforced Diffusion). Under the reinforcement
learning fine-tuning paradigm, GARD introduces a geometry-based alignment regu-
larization term in the embedding space. Specifically, it measures semantic alignment
by computing the volume of the parallelotope formed by image and text embedding
vectors. This alignment loss is jointly optimized with the reward signal and a diver-
gence regularizer, forming a unified objective that enhances both generation quality
and multimodal semantic consistency. Experimental results show that GARD signif-
icantly outperforms existing methods on multiple public datasets in terms of semantic
alignment, aesthetic score, and training stability, validating the effectiveness and gen-
eralizability of our proposed approach in modeling multimodal structural alignment
and reinforcement learning-based fine-tuning.

Keywords: Large Language Models , Reinforcement Learning , Generative
Models , Multimodal Alignment , Diffusion Models
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Table 1: AFEGAEAEIESE LR L —E8UE . 8RG0S5 IR E MR

Ttk EAGEES B —EUEY | WEEDT | TRENED
DDPO | Parti-50 0.721 6.24 0.88
DPOK Parti-50 0.743 6.41 0.91
GARD | Parti-50 0.782 6.67 0.94
DDPO | Parti-398 0.715 6.17 0.86
DPOK | Parti-398 0.738 6.34 0.90
GARD | Parti-398 0.775 6.59 0.93
DDPO | COCO Captions 0.702 5.89 0.84
DPOK | COCO Captions 0.725 6.02 0.87
GARD | COCO Captions 0.768 6.31 0.91
DDPO | LAION-Aesthetics 0.686 6.48 0.82
DPOK | LAION-Aesthetics 0.704 6.73 0.85
GARD | LAION-Aesthetics 0.741 6.96 0.89
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