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摘摘摘要要要

扩散模型作为新一代生成模型，在文本引导图像生成任务中展现出卓越性能。然而，
现有预训练扩散模型的训练目标通常无法直接对齐用户偏好或下游任务需求，导致其
生成结果难以兼顾图文语义一致性与主观美学质量。为此，近年来研究者提出将强化
学习引入扩散微调过程，使模型在奖励信号引导下优化生成策略，代表性方法如策
略优化扩散模型与去噪扩散策略优化已取得显著成果。然而，此类方法所依赖的奖
励函数多为黑盒式打分器，难以捕捉生成图像与输入文本之间的结构性语义关系，
缺乏对模态间对齐结构的显式建模。为解决上述问题，本文提出一种融合强化学习
与结构对齐正则的文本引导扩散模型微调方法GARD（Geometry-Aligned Reinforced
Diffusion）。该方法在强化学习微调框架下，引入一种基于嵌入空间几何结构的对齐
正则项，即通过计算图像与文本嵌入向量构成的平行多面体体积，衡量其语义对齐程
度，并与奖励信号与散度正则共同构成统一优化目标，从而在提升生成质量的同时增
强多模态语义一致性。实验结果表明，GARD 在多个公开数据集上相较于现有方法
在语义一致性、审美得分与训练稳定性等方面均实现显著提升，验证了本文方法在多
模态结构对齐建模与强化学习微调融合方面的有效性与通用性。
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Abstract

As a new generation of generative models, diffusion models have demonstrated remark-
able performance in text-guided image generation tasks. However, existing pretrained
diffusion models are typically optimized with training objectives that do not directly
align with user preferences or downstream task requirements. As a result, the generated
outputs often struggle to balance semantic consistency between text and image with
subjective aesthetic quality. To address this limitation, recent research has introduced
reinforcement learning into the diffusion fine-tuning process, allowing the generation
policy to be optimized under the guidance of reward signals. Representative approaches
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such as policy optimization for diffusion models and denoising diffusion policy optimiza-
tion have achieved promising results. Nevertheless, the reward functions used in such
methods are often black-box scorers, making it difficult to capture the structural se-
mantic relationships between generated images and input text. These approaches also
lack explicit modeling of alignment structures across modalities. To tackle the above
challenges, this paper proposes a novel text-guided diffusion model fine-tuning frame-
work that integrates reinforcement learning with structural alignment regularization,
named GARD (Geometry-Aligned Reinforced Diffusion). Under the reinforcement
learning fine-tuning paradigm, GARD introduces a geometry-based alignment regu-
larization term in the embedding space. Specifically, it measures semantic alignment
by computing the volume of the parallelotope formed by image and text embedding
vectors. This alignment loss is jointly optimized with the reward signal and a diver-
gence regularizer, forming a unified objective that enhances both generation quality
and multimodal semantic consistency. Experimental results show that GARD signif-
icantly outperforms existing methods on multiple public datasets in terms of semantic
alignment, aesthetic score, and training stability, validating the effectiveness and gen-
eralizability of our proposed approach in modeling multimodal structural alignment
and reinforcement learning-based fine-tuning.

Keywords: Large Language Models , Reinforcement Learning , Generative
Models , Multimodal Alignment , Diffusion Models

1 引引引言言言

近年来，基于扩散过程的生成模型已迅速发展为图像、音频、视频等多模态领域的主流
建模范式 (Croitoru et al., 2023; Yang et al., 2023)。扩散模型通过构造逐步加噪的正向过程与
逐步去噪的逆向过程，将数据生成任务建模为从标准高斯噪声中恢复真实样本的多步预测问
题 (Chen et al., 2023a; Li et al., 2023)。该类模型不仅在训练上具备高度稳定性，还能生成视觉
质量极高的样本，已逐渐成为替代对抗生成网络的新一代生成框架 (Gandikota et al., 2023)。
在此基础上，条件生成模型，特别是文本引导的扩散模型，将自然语言描述作为生成条件

嵌入到扩散网络中，实现了从指令到图像的端到端语义映射能力 (Zhang et al., 2023; Chen et
al., 2025a)。通过结合强大的语言编码器与图像生成结构 (Li et al., 2025)，生成模型已广泛应
用于图像创作、智能设计、艺术生成等任务中 (Zhu et al., 2023; Bie et al., 2024)。
然而，现有预训练的文本引导扩散模型主要依赖最小均方误差或对数似然近似进行训练，

其目标仅是拟合真实图像分布，而非对齐用户偏好或任务需求 (Wallace et al., 2024)。在实际应
用中，用户往往希望模型生成图像能具备更高的主观美感、更强的语义对齐度，或满足更明确
的任务控制需求 (Shekhar and Zhang, 2025)。例如，在艺术生成中，用户关注风格一致性；在
广告设计中，则可能关注审美得分与主题吻合度 (Liu et al., 2024)。
为突破上述限制，近年来研究者开始尝试引入强化学习机制对预训练扩散模型进行微调，

以更直接地优化目标指标。该类方法借鉴了基于人类反馈的强化学习在大规模语言模型中的
成功实践，典型方法如策略优化扩散模型（DPOK） (Fan et al., 2023) 与去噪扩散策略优化
（DDPO） (Black et al., 2023)提出将扩散采样过程建模为一个具有有限步数的马尔可夫决策过
程。在此框架下，生成模型被视为一个策略函数，每一步的去噪操作被看作一个动作，最终图
像的偏好打分作为奖励信号，利用策略梯度方法实现策略参数的优化更新 (Yang et al., 2024)。
这类方法打破了传统监督微调必须依赖有标签数据的限制，使得模型能够直接对齐如美学

评分器、语义相似度判别器等反馈信号所表达的任务目标 (Shekhar et al., 2024)。此外，为防
止微调过程产生策略漂移或样本分布崩塌等问题，相关工作还引入了与原始模型之间的散度正
则项作为稳定机制，从而在优化主观偏好的同时保留生成的稳定性与真实性 (Tang, 2024)。
尽管上述工作取得了显著进展，但现有方法中所使用的奖励函数多来源于黑盒式的打分模

型，缺乏可解释性，且大多数奖励信号仅在样本级别进行评分，难以对生成图像与文本之间的
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跨模态语义结构建立更深层的约束 (Jiang et al., 2023)。这种弱语义对齐的监督信号容易导致模
型仅提升表面得分，而忽略更深层次的语义共现关系与模态一致性 (Niu et al., 2024)。
为解决上述问题，本文引入了一种结构化的几何正则项。该方法通过计算图像与文本在共

享嵌入空间中所张成的平行多面体体积，来衡量其多模态嵌入之间的结构对齐程度，具有明确
的几何意义、良好的可微性与可扩展性，能够直接建模多模态之间的空间结构关系。
在本文中，我们将该结构对齐机制作为正则项嵌入至强化学习微调的损失函数中，与奖励

信号和散度约束一同组成统一优化目标。基于此思想，我们提出了一种新的文本引导扩散模型
微调方法，融合了强化学习优化与多模态几何对齐的双重机制，旨在提升生成图像的语义一致
性、美学质量以及整体表达能力。
本文的主要贡献如下：

• 我们提出了一种基于强化学习优化的扩散微调方法GARD（Geometry-Aligned Reinforced
Diffusion）以提升生成图像在语义精度与主观质量上的表现。整体框架如图 1 所示。

• 我们在KL正则项的基础上引入多模态几何对齐正则，统一建模奖励优化与结构对齐目标，
增强图文模态在嵌入空间中的结构一致性。

• 我们在多个公开数据集上进行充分实验，验证本文方法在奖励提升、语义对齐度与收敛稳
定性等方面均显著优于现有主流方法。

“几只蝙蝠正在
洞穴中进行交

配活动……”

模态 1

模态 4

模态 k

模态 2

x

y

z

0

模态特征
编码器1

模态特征
编码器2

模态特征
编码器3

模态特征
编码器k

……

模态类型标记 强化学习微调

预训练
策略

奖励
函数

奖励
函数

训练
策略

……

奖励
函数

训练
策略

更新

更新

多模态特征
编码器

…… ……

类别标记

……

Figure 1: 模型整体框架的示意图。每个输入模态的类别标记参与构建空间多面体，其体积作为
模态之间语义一致性的表征，与多模态编码器在损失函数中结合以增强预测效果。而在在线强
化学习微调中，模型从预训练策略出发，使用来自先前训练模型的新样本对参数进行更新。

2 相相相关关关工工工作作作

文文文本本本引引引导导导的的的扩扩扩散散散模模模型型型 扩散模型已成为近年来生成建模领域的主流方法之一，其通过构造
前向随机扰动过程与反向去噪生成过程，实现了从高斯噪声中逐步采样恢复出高质量样本的能
力 (Higham et al., 2023; Guan et al., 2024)。最早的DDPM提出了基于高斯过程的逐步重建框
架，并以其稳定训练与生成效果成为强大的替代GAN的生成模型(Ho et al., 2020)。在条件生成
任务中，文本引导的扩散模型进一步取得突破性进展 (Liu et al., 2025)。许多等方法通过结合大
型语言模型与视觉特征建模，实现了语义丰富、图文高度一致的图像生成 (Zhao et al., 2023; Li
et al., 2024a)。尽管这些预训练扩散模型在大规模数据上表现出良好的生成能力，但其训练目
标通常为MSE损失或对数似然近似，并不能直接对齐下游任务需求或人类偏好 (Lin and Yang,
2023)。此外，在特定任务（如医疗图像合成、艺术风格控制等）中，用户更希望模型生成结果
能满足明确的主观偏好和语义意图，这也促使研究者引入强化学习机制对预训练扩散模型进行
微调优化 (Ma et al., 2024b; Chen et al., 2025b)。
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基基基于于于强强强化化化学学学习习习的的的人人人类类类偏偏偏好好好建建建模模模 强化学习近年来在大语言模型中的应用，尤其是“基于人
类反馈的强化学习”，已成为提升生成质量与安全性的关键路径 (Wang et al., 2023)。它的核
心思想是引入人类偏好（如对多个生成结果的排序），通过训练奖励模型并在此基础上使用
强化学习来优化策略生成行为，使生成模型更符合用户期待 (Wallace et al., 2024)。代表性方
法如PPO-based RLHF，使用最大策略优化对语言模型输出概率进行更新 (Christiano et al.,
2017)；DPO直接从偏好数据中构建分类目标，替代奖励模型 (Rafailov et al., 2023)；RLAIF采
用大模型作为教师信号代替人工偏好，提升训练效率 (Wang and Klabjan, 2024; Yu et al.,
2024)。这些方法普遍将生成模型视作一个策略函数，输出可被奖励信号引导的序列，从而将生
成任务建模为一个序列决策问题 (Yang et al., 2024)。这类思想为将强化学习引入图像生成与扩
散模型提供了理论与实践基础。
强强强化化化学学学习习习微微微调调调扩扩扩散散散模模模型型型 将扩散模型建模为强化学习问题，是近年来生成模型可控性研究

中的一项重要进展 (Rafailov et al., 2023)。该类方法的基本思路是：将扩散过程视为一个多
步马尔可夫决策过程，将每一步去噪操作视为智能体的一次动作，从而以策略优化的方式直
接优化生成行为 (Uehara et al., 2024)。其中，DPOK首次明确提出将扩散模型的去噪过程视
为RL策略，并引入KL正则项缓解奖励导致的策略退化问题 (Fan et al., 2023)。DDPO则进一
步将该思路系统化，提出两种策略梯度估计方式，支持多prompt并行训练，并在奖励函数多
样性方面做出扩展（如美学评分、压缩率、语义相似性等） (Black et al., 2023)。除上述方法
外，DRaFT等研究也尝试将行动者-评估者、离线强化学习等机制引入扩散模型训练，通过不
同形式的奖励结构提升图像表达质量 (Hansen-Estruch et al., 2023; Fang et al., 2024)。
多多多模模模态态态对对对齐齐齐与与与表表表示示示学学学习习习多模态对齐是指在共享语义空间中建立来自不同模态（如图像、文

本、音频等）的表示之间的一致性关系，是多模态理解与生成任务的核心问题之一 (Cao et al.,
2024; Wang et al., 2024)。近年来对比学习成为主流技术路径，其通过最大化正对之间的相似
度、最小化负对之间的相似度，实现跨模态语义映射的高效学习 (Hager et al., 2023)。典型方
法如CLIP (Radford et al., 2021)、ALIGN (Jia et al., 2021)、FILIP (Yao et al., 2021)等，均在
大规模图文对中采用对比损失进行双塔式编码器训练，取得了良好性能。然而，这类方法通常
仅捕捉了模态间的“点对点对齐”信息，难以建模模态内部与模态间的全局几何结构 (Cicchetti
et al., 2024)。为此，后续研究提出了一系列结构增强机制，如：利用共享注意力机制显式建模
模态间对齐路径 (Ma et al., 2024a; Li et al., 2024b)，采用中心损失或分布对齐方式约束嵌入聚
类结构等 (Wang et al., 2025)。

3 问问问题题题设设设定定定

3.1 去去去噪噪噪扩扩扩散散散概概概率率率模模模型型型

去噪扩散概率模型（Denoising Diffusion Probabilistic Models, DDPM）是一类通过逐步去
噪操作实现数据生成的概率模型。其基本思想是，将原始图像数据分布逐步“扩散”成一个多维
高斯噪声分布，并学习其逆过程，从而从噪声中逐步恢复出高质量图像。本文以条件生成场景
为背景，考虑给定文本提示z 的条件扩散模型pθ(x0 | z)。

• 前向扩散过程

设原始数据分布为q0(x0)，扩散过程由如下马尔可夫链定义：

q(x1:T | x0) =
T∏
t=1

q(xt | xt−1), q(xt | xt−1) = N (
√
1− βt · xt−1, βt · I), (1)

其中{βt}Tt=1为噪声方差调度序列。基于该构造可推得任意时间步xt与原始样本x0的关系：

xt =
√
ᾱt · x0 +

√
1− ᾱt · ϵ, ϵ ∼ N (0, I), (2)

其中αt = 1− βt，ᾱt =
∏

s = 1tαs。

• 反向生成过程

反向过程的目标是从标准正态噪声xT ∼ N (0, I)恢复出原始样本x0。设条件文本为z，条件
扩散模型学习如下形式的反向转移概率：

pθ(xt−1 | xt, z) = N (µθ(xt, t, z), σ
2
t · I), (3)

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第285页-第297页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 288



中国计算语言学大会

其中µθ是参数化的均值函数（由深度神经网络建模），σ2
t通常为预设常数。

• 训练目标

为了简化优化，通常采用预测噪声的方式训练模型，优化的目标函数为：

LDDPM(θ) = Ex0,t,ϵ

[
∥ϵ− ϵθ(xt, t, z)∥2

]
, (4)

其中ϵ ∼ N (0, I)，ϵθ是模型对噪声的预测。

3.2 去去去噪噪噪过过过程程程的的的强强强化化化学学学习习习建建建模模模

尽管DDPM可生成高质量图像，但在实际任务中，其生成质量往往难以精确满足用户偏好
或下游评价指标（如图文对齐度、美学评分等）。因此，近年来研究者尝试将扩散采样过程建
模为一个马尔可夫决策过程（MDP），并使用强化学习方法进行微调，使生成模型能在奖励信
号指导下优化行为策略。
在本文中，我们将反向采样过程视为一个T步的有限时域MDP，其各组成部分定义如下：

• 状态st = (z, xt)：表示当前的文本提示z 以及第t 步的图像状态xt；

• 动作at = xt−1：对应去噪模型在该步输出的图像；

• 初始状态分布：xT ∼ N (0, I)，即从高斯噪声开始采样；

• 策略函数：πθ(at | st) = pθ(xt−1 | xt, z)，即扩散模型本身；

• 状态转移函数：P (st+1 | st, at) = δxt+1=at，为确定性转移；

• 奖励函数r(st, at)：仅在t = 0 时给予一次奖励r(x0, z)，其余时间步为0。

强化学习目标为最大化终点图像的期望奖励，具体目标函数表示为：

max
θ

Ez∼p(z) Ex0:T∼pθ(x0:T |z) [r(x0, z)] . (5)

为了优化上述目标，可使用策略梯度方法。考虑模型生成轨迹x0:T的联合概率：

pθ(x0:T | z) = p(xT ) ·
T∏
t=1

pθ(xt−1 | xt, z). (6)

则策略梯度可表示为：

∇θEx0:T [r(x0, z)] = Ex0:T

[
r(x0, z) ·

T∑
t=1

∇θ log pθ(xt−1 | xt, z)

]
. (7)

该表达式即为经典的REINFORCE算法（无基线项），可用于直接更新扩散模型的参数。
而为了防止模型过拟合奖励函数、生成偏离原始分布的图像（如非自然图像、颜色失真

等），常引入KL散度作为正则项。具体而言，引入一个与预训练模型ppre(x0 | z) 的KL距离约
束，构成正则化目标：

Ltotal = −Ex0∼pθ [r(x0, z)] + β ·KL(pθ(x0 | z)∥ppre(x0 | z)). (8)

由于边缘分布pθ(x0 | z) 不可显式计算，我们进一步推导出该KL距离的上界可写为每一步条件
分布间KL的累加：

KL(pθ(x0 | z)∥ppre(x0 | z)) ≤
T∑
t=1

Ext [KL(pθ(xt−1 | xt, z)∥ppre(xt−1 | xt, z))] . (9)

该上界便于在强化学习微调中进行高效估计与优化，且可与奖励一并构成最终训练目标。
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4 研研研究究究方方方法法法

4.1 扩扩扩散散散模模模型型型微微微调调调框框框架架架

在我们的整体框架下，扩散模型的反向采样过程（即从高斯噪声xT恢复至最终图
像x0）被建模为一个T步的马尔可夫决策过程。由此，整个扩散生成过程xT , xT−1, . . . , x0被
看作策略πθ控制下的一个轨迹τ，其最终输出图像x0将由外部奖励模型进行评估
（如ImageReward、VLM-based reward等），并以此反馈更新策略。

表达式 7 揭示了：在强化学习视角下，对扩散模型的优化可通过奖励加权的对数概率梯度
累加实现。每轮迭代中，模型根据当前策略采样生成一批图像轨迹，评估每个最终样本x0的奖
励后，反向传播其对当前策略的梯度，逐步提升高质量图像的生成概率。

在具体实现中，直接使用当前策略采样并计算上述期望自然是最自然的思路，但为了提高
样本利用率，也可重用上一轮采样并引入重要性权重：

∇θE [r (x0, z)] ≈ Ex0:T∼pθold

[
ω (x0:T ) · r (x0, z) ·

∑
t

∇θ log pθ (xt−1 | xt, z)

]
, (10)

其中ω(x0:T )为采样轨迹的比值权重，通常通过引入截断或置信域来控制其变化范围。

4.2 多多多模模模态态态嵌嵌嵌入入入对对对齐齐齐

尽管通过人类反馈定义的奖励函数已可对生成图像的质量和偏好性进行一定程度的优化，
但其本质仍是基于黑盒打分器的弱监督信号。为了进一步提升生成图像与输入文本在语义空间
中的对齐程度，增强跨模态的一致性结构表达，本文引入一种结构化的多模态嵌入正则项，旨
在通过几何方式直接刻画图像与文本在嵌入空间中的对齐关系。核心思想是利用高维空间中多
模态嵌入向量所张成平行多面体的体积来衡量对齐程度，体积越小则代表对齐越好。

设图像生成模型在生成最终图像x0后，我们使用图像嵌入函数ϕI(·)和文本嵌入函数ϕT (·)，
将图像与文本分别投射到n维共享嵌入空间中：

m1 = ϕT (z), m2 = ϕI(x0), (11)

其中z为输入的文本提示词，x0为生成图像，m1,m2 ∈ Rn为归一化后的嵌入向量（即|m1| =
|m2| = 1）。若存在更多模态（如音频、视频帧、深度图等），亦可定义对应的嵌
入m3, . . . ,mk。

我们记所有模态的嵌入向量为v1, v2, . . . , vk，其中vi ∈ Rn，通过归一化处理，所有向量端
点落在单位球面上。高维空间中由k个模态嵌入向量张成的k维平行多面体的体积可以表示为：

Vol(v1, . . . , vk) =
√

detG(v1, . . . , vk), (12)

其中格拉姆矩阵G ∈ Rk×k 定义为G(v1, . . . , vk) = A⊤A = [⟨vi, vj⟩]ki,j=1。其中A =

[v1, v2, . . . , vk] ∈ Rn×k，即将各模态嵌入向量按列拼接组成的矩阵。由于体积为嵌入之间夹
角与长度的函数，若多个模态语义高度一致，则其嵌入向量方向接近，体积趋于0；若模态差异
较大，则体积增大。因此，Vol(·) 可以作为多模态对齐程度的自然度量，如图 2 所示。

我们将上述几何体积作为一个结构性正则项添加至总训练目标中。记：

Lalign =
√

detG(m1,m2, . . . ,mk) (13)

为多模态对齐损失项，其中k 表示参与对齐的模态个数。在我们以文本与生成图像为主的情形
中，k = 2，该体积可进一步简化为Lalign =

√
1− ⟨m1,m2⟩2。该表达式实质上是sin(θ)，其中θ

为两个嵌入向量之间的夹角。

我们将该体积视作惩罚项加入强化学习微调目标函数中，构建如下联合损失函数：

Ltotal = −E[r(x0, z)] + β ·KL(pθ∥ppre) + γ · Lalign, (14)

其中γ 为对齐正则项的权重超参数，用于平衡语义一致性与生成质量之间的关系。
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Figure 2: 基于嵌入向量构成的空间多面体体积的多模态嵌入的可视化说明。左图中，来自已经
进行了较为恰当的语义对齐的多模态数据的嵌入向量构成了一个体积较小的空间多面体；而在
右图中，各模态之间缺乏足够良好的语义对齐，所构成的空间多面体体积较大。

相比于传统的成对余弦相似度方法，该方法提供了一种天然可扩展到k ≥ 2 个模态的对齐
度量方式。其几何意义明确、可导且在实际训练中开销极小（仅需计算k× k 的矩阵行列式），
同时对不同模态之间的互信息具有更高的敏感性和全局表达能力。

我们的方法也与CLIP-guided diffusion 和contrastive learning-based alignment 存在本质差
异。后者通常通过逐对模态进行最大/最小余弦相似度约束，其限制在于：（1）仅构建点对点
对齐，不具备建模全局模态共线性的能力；（2）无法有效捕捉多个模态嵌入共同张成的结构性
信息；（3）当扩展到k ≥ 3 模态时需引入额外权重聚合策略或独立损失项，影响模型稳定性。
相比之下，GARD 的体积正则天然具备处理多模态间协同对齐的表达能力，更适合大规模语义
结构建模场景。

4.3 整整整体体体训训训练练练目目目标标标

在前两节中，我们分别建立了基于强化学习的扩散模型微调框架以及结构化的多模态嵌入
对齐正则项。本节将对这些模块进行整合，提出完整的训练目标函数，并详细说明训练流程。

综合奖励函数最大化目标、KL 正则项与多模态嵌入对齐正则项，本文提出以下联合损失
函数作为最终优化目标：

Ltotal = −Ex0:T∼pθ [r(x0, z)]+β ·
T∑
t=1

Ext [KL(pθ(xt−1 | xt, z)∥ppre(xt−1 | xt, z))]+γ · Lalign(x0, z),

(15)
其中θ为当前扩散模型的可学习参数；r(x0, z)为外部奖励模型对最终生成图像与文本的评
分；KL(·|·)为当前模型与预训练模型在每一步采样分布间的KL 散度；Lalign(x0, z)为多模态嵌
入空间对齐正则项；β 与γ 为可调超参数，控制正则项的权重。

该联合目标函数较好地体现了我们方法的三个优化方向：最大化人类偏好：通过奖励函
数提升图像质量和提示词相关性；约束分布偏移：通过KL 项限制模型行为不偏离原始训练分
布；强化语义对齐：通过正则项约束图像与文本在嵌入空间中的一致性。具体的训练过程采用
在线强化学习策略优化框架，每轮迭代中，模型根据当前策略生成样本，计算各项损失并更新
模型参数。训练流程如算法 1 所述。

需要强调的是，在重要性采样部分，为提升采样效率，奖励函数和KL 项的梯度可基于旧
策略采样，通过引入重要性权重稳定优化；对于正则系数动态调整，为避免训练初期奖励函数
崩溃或嵌入偏移，β, γ 可随迭代轮次增大；在嵌入器冻结或微调环节，ϕT , ϕI 可以选择来自预
训练CLIP / BLIP 模型，也可在后期联合微调；而扩散模型参数可采用低秩适配（LoRA）或
选择性微调，以降低训练成本。

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第285页-第297页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 291



中国计算语言学大会

Algorithm 1 基于多模态对齐正则的强化学习微调扩散模型

1: Input: 预训练模型ppre, 奖励函数r(·, ·), 多模态编码器ϕT , ϕI , 提示词集合{zi}Ni=1, 超参
数β, γ, 学习率η, 总迭代次数K, 批次大小B

2: Output: 微调后的扩散模型pθ(xt−1 | xt, z)
3:

4: for k = 1 to K do
5: 从提示词分布中采样一批z1, . . . , zB
6: for i = 1 to B do
7: 使用当前模型pθ 对zi 生成图像轨迹xT → · · · → x

(i)
0

8: 计算奖励：ri ← r(x
(i)
0 , zi)

9: 计算KL 正则：KLi ←
∑T

t=1KL(pθ(xt−1 | xt, zi) ∥ ppre(xt−1 | xt, zi))

10: 计算多模态对齐项：L(i)align ←
√

1−
〈
ϕT (zi), ϕI(x

(i)
0 )

〉2

11: 组合损失函数：L(i) ← −ri + β ·KLi + γ · L(i)align

12: end for
13: 梯度更新：θ ← θ − η · ∇θ

(
1
B

∑B
i=1 L(i)

)
14: end for

5 实实实验验验

5.1 数数数据据据集集集

为了评估我们的模型框架，我们选取了如下几个经典的公开数据集进行实验：

• PartiPrompts-50: 一个包含超过1600条提示的人工构造英文提示词集，包含具有可控性
和可验证性的简单描述 0。该数据集常用于测试模型在少量训练条件下的定向控制能力与
训练稳定性，适合微调实验的初步对比与消融分析。

• PartiPrompts-398: 一个覆盖面更广的中等规模提示词数据集，包含上百条不同风格的
英文文本提示，涵盖人物、物体、场景等多种类型 1。该数据集适合用于训练通用文本引
导扩散模型，并检验模型在多样条件下的泛化与鲁棒性。

• COCO Captions: 计算机视觉领域最广泛使用的图像标注数据集之一，其验证集包含
约330,000 张图像及对应的文本描述 2。本文采用val2014 子集中的图文对，用于评估生成
图像与输入提示词在语义嵌入空间中的对齐程度，如CLIPScore 或BERTScore。

• LAION-Aesthetics: LAION-Aesthetics v2 是一个包含图像与美学评分的公开数据集 3。
其评分由基于CLIP的模型预测，广泛用于图像生成任务中的审美评分训练或评估。本文采
用该数据集中的评分模型对生成图像的美观度进行自动评价。

5.2 模模模型型型效效效果果果比比比较较较

我们首先评估所有方法在可压缩性、不可压缩性和美学质量任务上的表现，因为这些任务
能够将强化学习方法的有效性与奖励函数相关的考虑因素区分开来。我们选择的对比模型包
括DDPO (Black et al., 2023)、DPOK (Fan et al., 2023)、MMD (Miao et al., 2024)和CaPO (Lee
et al., 2025)，它们都是近两年间生成模型领域同方向中的最优性能模型。
因为奖励评估在许多实际应用中已成为限制因素，我们绘制了奖励函数查询次数与获得的

奖励之间的关系。我们在图 3 中提供了所有方法的定量比较数据。实验结果表明，我们提出
的GARD模型在所有任务上都明显优于同类方法，表明了将去噪过程建模为多步骤马尔科夫决
策过程并直接估计策略梯度的优越性。在权重方案的性能相当时，由于其简单性和较低的资源
需求，稀疏权重方案在这类任务中更受欢迎。

0https://sites.research.google/parti/
1https://github.com/jannerm/ddpo
2https://github.com/tylin/coco-caption
3https://laion.ai/blog/laion-aesthetics/
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Figure 3: 强化学习微调有效性的展示。我们展示了不同的生成模型在各个奖励函数上的相对有
效性。折线上下的有色阴影代表置信区间。从上到下四列分别代表在四个数据集上的结果。

为了更清晰地展示不同方法在主要评价指标上的整体表现，我们在表 1 中列出了GARD
与DDPO、DPOK 在四个公开数据集上的对比结果。可以观察到，GARD 在语义一致性、美
学得分和训练稳定性三项指标上均显著优于其他方法，验证了本文方法在优化图文对齐与生成
质量方面的有效性与泛化能力。

5.3 消消消融融融实实实验验验

为了评估我们在 4.2 小节中提出的核心正则项Lalign在模型性能中的具体贡献，我们设计了
一系列消融实验，将其替换为多种多模态表示学习中常见的对齐目标。我们选择的方案有：

• 余弦相似度：许多经典多模态模型使用的对齐度量cos(θ) =
⟨mi,mj⟩

∥mi∥∥mj∥ (Radford et al.,

2021)。该方案只适用于双模态的情形，若涉及更多模态则需调整为两两余弦相似度聚合。

• 带锚模态的对比损失:在对比学习框架中引入锚定模态，并通过该模态与其他模态之间的配
对关系进行对齐建模 (Jeong et al., 2024)。

• 特征融合：先用简单加权或多层感知机融合不同模态，再与锚模态计算损失 (Chen et al.,
2023b)。该方案的可解释性较差，并可能破坏模态结构。

• 基于矩阵的相关性度量：通过最大化两个模态投影后的相关系数来实现对齐，衡量两个模
态嵌入之间的线性相关性，如典型相关分析 (Andrew et al., 2013)。

在以上方案外，我们还考虑了有或无KL正则项的对比设置。最终在不同数据集上的对比展
示结果如图 4 所示，直观展现了我们提出的模型GARD在微调场景下对多模态对齐的显著改
进。我们的模型在各个设置下均高于其他的对比方法，并且有KL正则项的输出比无KL正则项
的输出也有明显提升。这一结果表明了以统一的方式建模多模态潜在表征空间的重要性，以及
多种模态的贡献对于检索正确数据至关重要。我们的模型被预训练以在语义上对齐所有模态，
从而形成一个信息量更高、代表性更强且更有生成意义的潜在空间。
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Table 1: 不同方法在各数据集上的语义一致性、审美得分与训练稳定性对比
方法 数据集 语义一致性↑ 审美得分↑ 稳定性↑
DDPO Parti-50 0.721 6.24 0.88
DPOK Parti-50 0.743 6.41 0.91
GARD Parti-50 0.782 6.67 0.94

DDPO Parti-398 0.715 6.17 0.86
DPOK Parti-398 0.738 6.34 0.90
GARD Parti-398 0.775 6.59 0.93

DDPO COCO Captions 0.702 5.89 0.84
DPOK COCO Captions 0.725 6.02 0.87
GARD COCO Captions 0.768 6.31 0.91

DDPO LAION-Aesthetics 0.686 6.48 0.82
DPOK LAION-Aesthetics 0.704 6.73 0.85
GARD LAION-Aesthetics 0.741 6.96 0.89
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Figure 4: 不同正则化方案下的多模态微调在Recall@1（R@1）上的对比结果展示（%）。

5.4 训训训练练练效效效率率率与与与部部部署署署可可可行行行性性性

为了评估GARD方法的实际计算开销，我们对比了DDPO、DPOK与GARD在Parti-50数
据集上的训练时间与显存占用。实验在同一NVIDIA A100 GPU（80GB）环境下进行，batch
size 设为64，学习率为1e-5，优化器均为Adam。

结果表明，GARD 在每个epoch 上相较于DDPO 增加约3.1% 的训练时间（DDPO 平
均epoch time 为1.42h，GARD 为1.46h），显存使用增加约1.8GB，主要来源于对齐正则的嵌
入缓存与Gram 矩阵计算。但整体GPU 使用率保持在92% 以上，未出现明显的I/O 等待或显存
溢出问题。此外，由于体积正则项不依赖于推理阶段采样，因此模型部署时与DDPO、DPOK
的推理速度完全一致，不会影响实际生成延迟，具备较好的工业落地潜力。

6 结结结论论论

本文提出了一种结合结构对齐正则项与强化学习优化机制的文本引导扩散模型微调方
法GARD。该方法策略梯度框架基础上，引入几何对齐体积作为多模态结构一致性的度量，将
其作为正则项融入整体损失函数中，构建出一套同时优化奖励目标与语义对齐结构的统一微调
策略。通过将图像与文本在嵌入空间中的结构关系显式建模为平行多面体体积，本文的方法有
效强化了跨模态语义一致性，并通过对奖励项与KL 项的联合优化保证模型收敛稳定与生成质
量。在多个任务与数据集上的实验结果表明，GARD 不仅在Aesthetic Score、CLIPScore 等
指标上显著优于现有方法，同时在嵌入对齐度与奖励提升效率方面也表现出更强的鲁棒性与泛
化能力。未来工作可进一步探索该结构对齐机制在更多模态及下游任务（如图文检索、可控生
成）中的扩展潜力，并结合更多结构感知奖励设计构建更具解释性与精度的生成优化系统。同
时，本文方法计算开销小，易于在现有扩散模型生成服务框架中部署，具备较强的工程可落地
性与应用推广价值。
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