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Abstract

Conventional stance detection typically assumes a predefined target and outputs only
a stance label (favor, against, neutral), making it difficult to handle scenarios where
the target is unknown and stance prediction requires concrete justification. To address
these challenges, this paper introduces a new task of target-adaptive interpretable
stance detection, defining the model’s output as the target, opinion, and stance label.
Specifically, we construct the first high-quality Chinese stance detection dataset and de-
sign multidimensional evaluation criteria. We then evaluate the baseline performance of
various large language models (LLMs). Experimental findings reveal that: DeepSeek-
V3 performs best in target identification and stance classification, while GPT-40 out-
performs others in opinion generation. Additionally, large models demonstrate strong
target-adaptive capability when the target is explicit, but their performance declines
when inputs containing ironic expressions.

Keywords: Stance detection , Target-adaptive , Interpretable , LLMs
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1 55

SLEEM (Stance Detection) & HIRTE T AHE AR RBAESS, BAERHISURIES SR E
BRI E L (/N et al., 2024)  SHERDHTAR, LR RERZEENE—BKH
PREOSCHRF ~ RONECRSLS R, AN EBE R « LB - FEVELSESRF, 1Y
R 2 BT A LEIE AT~ 72 5 IR SS SCFF B 1AL S6 ATUE (Kiiciik and Can, 2018; Glandt
et al., 2021; Putra et al., 2022) - FI40, FHRFTE KRS S I TN E S p IR MA
A <SR SRIB AT 2, BB EE, AEMERARER", #RA T
RN BT B R - BEE A STIER RS e, AAPAERANEBRFEE, L5607
AT A LT T B E A H 281 i (Gambini et al., 2024) -

HE, LYRNMHREZRETCHNERNS R, MHMINGE S KR
( ZIBERT -~ RoBERTa) 14 % H br & 0 /9 8 21 28 8 DU 58 8 A X B bR 19 %
[ - Stanceformer(Garg and Caragea, 2024)5| A\ T HIREEERE ILEH, £ EIEE L
HETRMEN . AENESS R, HRERE T BRI (Open—Target Stance
Detection, OTSD) 145 (Akash et al., 2024), EEETLIXRBIRAER T, AR ARG HE
FERISLI B AR R HXT R FIASE - OpenStance(Xu et al., 2022) & X T H BUH E A L7160 M AE
%, ETEFICAUE IR B ICR: € G E R L R A& - AN, ZeroStance(Zhao et al.,
2024)i8 1 M FH Chat GPTA R & TR 8, DISCRF UL A 1 MR Bl 2k - SR, Bk T
VEATS MR T 10 S E) B AR5 R BT 2 R UE . IR& T EREIE RS R RERRES - I
B, HETRIREZRIET IS RAAESS, SR LA I8 ) AT R A

BG4 B LR AL S5 B AR TI0EAN AT R A R B (R, ZRSCHEHY T H AR 5 iE N A AT
R MET RS, EEEMERESYRPRFER - ZAESE URT TR TC iR H AR 4%
B, NICRS BRBF AR Bin -~ WA KESE, B (B, WA, 2% =
JLA R, DRI S AR R . WSCRRIZE ST, ASUME T E AT
mREVRNEIESE, BE5 M MERAEY, H£10513%MEEE; it T —mME
PEVEAG PR, R B PRI - XA A BRI SL I 43 38 = 5 T RO VAL o HoAr B AR IR R BT SR
A RFAREHILA (Exact Match, EM) ~ BLEU-4+ BERTScore FIKZIE FHAF 4 (LLM
Score) DUFM¥gHr, MESENEMNLEEME T (Target Comprehensive Score, TCS) ; WA A%
FIPEE 3 4 BLEU-4 « BERTScoreMILLM Score =#¥8Fr, M 54 HAIZEE %2 (Opinion
Comprehensive Score, OCS) ; 335 RV (NAE H PR A IEFIEEAR -, RARK R
(Precision) ~ AEIZE (Recall) FFVEZFEGIDEIEIR HIL, REHIFAL T ZHAREFHE
A (W1DeepSeek-V3~ GPT-40%) HIEZMERE, 4T TEREEEANRT R IR . SRR E
7, DeepSeek-V37E HITHA G L0 KT MR IR, B2 T DeepSeek-R 15X 2 #E 3 151
A, GPT-4ofEM AR FEFEMS - FriEsERRMELRNFTER, PHEAR. 5 H
MRS TEPRN A, RN RS LERE R L R MIB 5 SR T itk

R FETTRUELE T

o RHIT BIR EER NI LHRME ES, E USRI (5 E R WA
B) STCAL, LIRFHIE AEFUE I s O P AT ARE
o WETRIRR PRI GMEIRE, RN T SEFHIRE, X EIRRE . WAL
WURIS 5 355 B 745 £V 1
o SEFEFITT 100 KETBEIELIER, NI LA 5 EF R TR
KB E BRI RS P 1R
2 HIXTIE

2.1 SRR

SR I 5 13 22 AR 95 5 21 B0 SR s T A2 o L3 AR AN AL AN i 2 AR
(anocsin « FRGA) M7 - SemEval-2016 Task 6(Mohammad et al., 2016) E XK .3
RMbMEN N = RESS GUFF - A~ F5L) o FETSVMAIn-gram/5F 1k A £ 2 AR T 7 5 &
£55 (Task A) HEUS T EF68.98%MIF1Z% T, (HAEFEEES (Task B) #11128.43%-
LRI IEXS R AR R I H PR SCEUE W AR R EAR LR R SGZ AL RE TR IR, LU 2%
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EN YR . BEREZEIEARAPEL E, ETHAEAHZML  (Bidirectional RNN) 5
FEEIHLH (Attention Mechanism) R 77 ¥ AR SLIZ 0 I AT ) =3 77 1% - Augenstein
et al. (2016)%& H A Fx - 9migEiAl (BiCond) B EXABEUAS HIRFIKX R, 7ESemEval
201650R 4 S8l T b tERe, 755 M E % E T i Macro F1{EIA#]0.5803 - Du et al. (2017)4&
B EER I ML (TAN) |l EAERE IHLHEIS A LSTMEZER , 3784 BE B bk 5%
ETFXHEEINE, BERINFEETE CREKRIHHIEAE T - S5 NEIME WS (1)
lliffet al., 2020; Zhang et al., 2024), FATMIFEE Twitter P BISLIZ KM « FifE TR 1E S 1%
B ZNA, B AEFRILIGRMIES - Yin et al. (2024)5F AR HALE B 29055
5% M4E M ENBERT-SLEKER |l @ 9Fie- Bin-FE- L ek i, &R
T ARSI G R - (B BB A BAMKIH N TUE RS SEAE - H Rl &
Z2Z HIRY R, Sun et al. (2022)38 HHE HIRSL I RMINELE, @324 B BIn EH 5 KRS
B, BRERA BTN ARARE BARANZALEE ST, ([EREIEEX 2R A BARAEN T - AT R
JiTH, Draws et al. (2023)if 1t A P SEEGHGIE T BT LIMEFRIET 22550 /0 B8 32 35 S s #0 v fid e
MWINEEE R R TN AERE - R, ERBFFAN R HUE 38 B R RS B ArEE
@, HICEAERSEE S B TT RS -

2.2 ETRERF LM

KIBEZFHA (Large Language Models, LLMs) FZ3H%_EiREF$E L T #1812 - R TR
FHH, Gatto et al. (2023)5I N T BAERETT %, R A0E SR A AT RRA S ERALY)
MRS, ARSI MAESS EIUG T S E1ERE - Weinzierl and Harabagiu (2024)&
T A oy < FORE SR BT R E AL RN T IE, IR AMREE S ER], G
WGAESCARFIE BN LT s, FRAELS M EIRSE LIS T I TR RSRIMERE - Dai et al.
(2025) 1) FH 8.4 5 M\ VB 2 TR PR R — B B LI, 4 B 3 0 4 2 o T S Bk
W o Bt al. (2025)EBRAS ORASET, HESHL . MABIMERE « AL HIE
ERMANFIHHR R 7 SRR A A UE SR e ESS ERVRES - T, ERITIETRR B2
REEER, TELBEREEN, HRNHEEERIRNLG 0 RIEITIERE . Akash et al. (2024)3%
BT IR ARSI RMAESS . AR RE S RASCL HARE RS SR, HRH T T HARe
=PGRS HPRERBUE (BTSD) » A LiFAh (HE)FIE CAHUE (SemSim) - REZLIEE
FET R A bR, (R EFEMR AR, SEEAL - HXIHRIES, METER
28 B8 B WP LLMSETT U837 7 T RBIRS & B IRAIGES (A “RLisiD Ky & L SUAS A e
Wr EAR A ) BTSRRI L5 Rk Z ATRREMEAOMRTE , (LEERIMT H SORHSCRF -
W HPSLEINSLY, REEE UL HI SR AL R R -

3 B BERNH AR LI

NFETT SRR B SL Y 5 aE R S TR, R SCER Y H b B R A AT R S
DIGIFESS - %AES5 E UEBAETE AU HArRIATSE &, BEhiRBISUR TR HAR - 2R
KA, FEFIMT RS, Bl ARy (BFs, MLA, 323%) =JnHSR . AEZES
MIBESE, AT mRE P IR EIRSE, HR T8 %S = THA T WE 4ERVE AR
HE o AR IR MBS OE - BRSSPI PR -

3.1 FESEE

FESSE HR BiE N AT R LI, AR A REe g, Wl (Bir, WA,
SLYy) =Ju, BT, HREEVRRN WARSHER AR, DRI ILHAE R AT AR
(F 1 BR TIZESHIRG) -

ZRINELTFRIETHFAEL BAn -~ BInehE DU RS RBEE RGN, FFEREEEE
HRIES AT, ACRETREN - BREERNEE, RIEFIR X— 1LY
Bin, Hxhz B EEFRARELGSE . BnEE &Lk, BRaFmeEssed (w
AP~ B WK, EFENSEFECRE (WE—BCE . T HEGRE) ; WA Bingk
RSEREXAE, NERTFEIENEE, meEEMNEEHEENES XRIE; L5
7 (Favor) ~ XX (Against) 593 (Neutral) =3

ZAESS PR Bk R R el s B v A 7 USSR T SR RS = FAESS,

TR EEE SRS SE, F298T-H310T, W, TE, 202548 H11HE14H.
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Figure 1: 3L MRS R~

BT R P SCRRBIL G B, ERWARE, FAEERM DA RATS); w20 E
EETRWMASURERSEEER (b5, WA, 13%) =xT4d-.

3.2  HIOLG AR S A
3.2.1 HIEWESmAE

NI M ESEN AR - BEERE ST IGLIRIMNEIES, AR EF
B RNEGERIE, FE5HS - BHESERENR =4 BB & B A T B R AT B B A R =
o BAREBUETER WM - SIS =TIRE, SEMIERA P EFBEE S 2R
SEFRIR o BAITERERE CELIR  CRANEE R HMREIRE - SR ERE
e« SETE RO G R T E - EW R SEIE M, ARSI AL A SRR A
EEAI 5 T B2 AL RE VA, FEATRIRMLEE 13 B in S WS .

BHRIELTEF, BRI R 2 MET 1000RUIE LM, B SOR B &5 M KBl
WwREE. G, ETIENRAFK S UnicodeRIZIRAFA, SR KENT5F/RF NS RIERF
SHIERIIR, FEAKENKS B A B AT R REIR A T, HIERIEF XN S BE LIS
AERUAR, DRIEEIRNESHSESRE . &%, HCRRIFITFIL35,0005%, ZTbE+
B122,9874% T J5 BLhRiE -

3.2.2 HEHEEKRE

BUBRMES B RAZET RIESEE W BME T, EB#RR LES] $DeepSeck-V35EAL
= IJCHAER - BAEIEF, EiAES AT E R E R G EME IR ENR (G 2 FoR)
PLGE— RN AT 5510 A0 tH 4540 A ZE R -

& A ZH BRI SRR R

A

BATHR T —A 29 ey #f4E 40 B AR A 68 60 T AR 2 340 WAL 4 . 4R35 T 44 9 F {background} #F iF ¢ {content} it 47 # 4B AR ik . & IRAVIFIE b B

BAR, P T BARG 29 (AH. Rt $ 2242 —) , il —REK, A2 hTHRHRIE. RAREARY ZHZ2a (B4R, L&, 25)

TAF TR {example}

e e ajsondts Xifr i 45, Ak Fmarkdownis ik, REZEWARME L, LREZWAE, Rebjson, keyh Bif, WA, XA
{background}: 202443/ 13 8 784545, F ALK iy T =i %A AMAFERRFR, EATART, 7ALH (A PUAZEHFEHR) « ¥
SR & itd FRE L NARE IS, AWl id A4 9T #h. % B1I05%, M5+ RMBM B KRR TRAARIR, WHEMRE (RLFH
Batik) $49% 2 KIEERA RIS, QIBRITH, WB AT, FHTAEARKMR S Hill 5 K3RIT & eH 5] LRt sk, 3148, =57
TREETRAHJFMALA L, Kk “AHABAERR” , HOPFFiHhBk. XTREL RN, FRMAZA “RRULEFLAE” , RIPBRAN
P H R R FRERBALF YRR . HEINI68, FRAEMERHFENTALF.
{content}: ¥4 il WV, H—0F R A, T ARMITH AT R
{example}: #Fifit “ A K% A T[#][good]” 4k = 24m: {"BAR" "RALTA", WA "R R AN M BRIRE A0 A" " 25" L HY

SRS
=/
{BEAR P B, A AR B R A L R AR % B AR, mARAEAANGTREFEME, TREAAT Y Bk RE ", L
S

Figure 2: F 3L IMIEIE PR A3 R ISR 5 7= 151

APRIEARERE, PrE BEhEMIPRES R B =2 B & BREF L HE T W EROPRAE
PHATRE XASIE S — BV E s - B AT, BIFA U ER 5 WA HAE AR, HEa
BRI EAT— B ISR - S B PRIRE e T B SRER S E A% OSSR B R
TR e/ ME SCERITThRE, FEAIBRT B (BB FE I - flan, ECBLIRHRER S, F
g LR IO B SRR RAATIEVOLIE, WIRHTE SRy “LLBSIE R 507, T«
BINBIL LI — R LA AT R EEE5H, (URE “LLEII BN BiR, MRITHMATL R
TulE o WL R RCRE T ISR E AR LSRRGS, sRIFEHZ RS EHAE S - e
BORFFERIE BN, RE B ZBIBMAIEDREAMAZL - Fla0, 75 HRTRIEE 4
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YEr, TR VI < URE (5 B A AR N M Bl 8 DR B R LM S5 R IS 8 B SL PR
W o SEAE bR SR A SR AL S H = TR AR VE SGA R L S R S AT R

3.2.3 HIESITS o

L NI, REAEREEEINR « “REE R HAIRES I E" (F
WRRTRZE?) ~ “SEBHFREREN (RWR9RKEN)  SHEEBIRERFE (k<
KEFE) | CEWEFERFREA RS (RSB 5 10,5135 8 & 1R
Y =TT AEREIE, FURSUITWE 1 iR

EHEE w5 B X ORX Hx Bif
(AP REEA ;ﬁ;&gg Egigj)%‘ " (58) - 111 907 84 1102
e | REE (258) < MFEATATIRT (213) -
RAME | g i T (183) 5 Moo 10446 1202
R FEA g@%ﬁél%gg ‘fﬁé/ﬁi (511) - 173 2059 118 3250
TikEHE ?}%g Egg; %%lﬁjﬁgﬁg (620) 868 2438 272 3578
- g .
it 1398 8508 607 10513

Table 1: EEAFF L BRS04 (HbRE AR 2 B AR H IR RED

B R A E 82 LR B R U gr &R/l 8, A5 B g AR B
11838655, MIIAEEEIE N21275% -

SNTRIR, EAEEA LT RS

1) BfrE& B2t ey B Ea S E L T30 (fEAMROR - &) . BEXg
R (WRIREFR ) “RAE A “H ENC Y M RER 17 %) |, RRTAREL D - XEREME
AR B SOE RN B PRSI IR B

2) MAEREOENL: METSES 2T OIEL - MESLEE, ®aSll . JOE%E %
BT, WREAR AN TR E KRR - FN BFEBE SR - e A =R iy
FANRAKER, an<E LIRS BRI KR E M, T RF 2t HRNERIEE . I
AN, ER VIS SUR IR R B AT 2 B8 SUHEE . R, ERRIRERAZ OO S AR AL A
ST AV S R A A RGRE R T K

3.3 PEAhbRvE

BT AESE BN RERRE (BFR, WA, 3% =JodH, HPrpERS WA
WAL NEEWE—PREER, FERREFICEC TS bR DL T S BRI RE . [T, = o4
BZBEAFPNE BT S BRI, S —IRna B ARG AT A 7 AT R E T S R £ 2
HERR . B, AR =TTl = NEEER S BIRRA « WEERS LS55, 5%
TSR R -

3.3.1 B TER

FHXE B AR IRAAESS B I BURRIE , AN SCER A R TR S IEHE S 18 SN 545 & B 22 4510 3K
W, % ERRALEA154> (Target Comprehensive Score, TCS) o %1 FEAS & 2 HIUIFE bRt
K

1) SE2UCER (Exact Match, EM) : ZFEFRIR B ML 25 [ 152 2 f# 7 1 8 =0 (Rajpurkar
et al., 2016), AICE AT BInSE BAEARIEA LR —BmEN, &7
—E, WRZERL, BNR0 - ZIER 2R L5 B iRd FRR IR -

2) N-gramfH{LE (BLEU-4MIBOTHE) « ZIBHR3E T 2 B L 28 8115177 £ #5475 (Papineni
et al., 2002) AT, FATEGHANE 4 B SR B LUEAC B FRR A ESS R AR Rt - BRI S,
K AEIEEFNE R Ew=(0.5,0.3,0.1,0.1), 435I%f N 1-gramZ4-gramFIVEECANE, 7EFRIZO
NC SRR RIS, FREELA 1] 20 B A =0R A -

TR EEE SRS SE, F298T-H310T, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 302
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3) WREE XM PIE (BERTScore) : %8 brE T HUIZRE S MA A LT SO GE
J1(Zhang et al., 2019), FATRATIIZRNZEZBERTEZ (bert-base-multilingual-cased) *f
FARSCAEATIE L — B & - @ SRS UK 5 2% ORI L T XU RE, R ZHE
B B R ILECRE R o FEA AR IGESRE, RE S Elang="2’ DILIIE SCRAEIERCME - &2
BT RARWIAGAE B ICEL, ERTEEAEQ0, 1)FE—LF1a%, FHRAER G RGBT
IR .

4) KiEFHEIIF (LLM Score) : AT RHDeepSeck- VIRV ESIFAE F 1A, ST46H
HIRRIEIR 5| S AR MAZ SR ILED « 15 SGEE— 30 RRTEME = MR Ty, B
SRR AN 3 BT7R -

HR—AFHGIESNEA, LARBE01ZMGRFOR, TERETRE.
WA
[z nie 4]
WA BT 2L MAT:
1R B AR S A4 BARG AL A
2. 14y 5 0-12 1) &9 35 5 4
3. R O AT AL L R ARAE
%4 B 47 {reference}
4% B 47: {candidate}
AR
S FAREAL(50%) 5 S8 B — K (30%) K £ Wi (20%)
i AR 4 i 4
{reference}: ] & ik
{candidate}: #f i & dk

Q mﬂ'}l H
0.95

Figure 3: ABAPEAl HARGUR HI3E 7R A B
LR LRI ER R EER, BT SR BN a /B0 TCS, WWHREARIT:
TCS = i (EM + BLEU + BERTScore + LLM Score) (1)

3.3.2 W ARIEAETERR

HTWARAFERESZEN, BrfEZMENRKEEBENE—, XCRABEEASE
SRR 2 T ) = RS AR AT A O R T 45 A 7

1) N-gramf8{lE (BLEU-4¥#MA) - HTWAREEERKENEMRES, ITRHA%
U E 5 BL SR g w=(0.25,0.25,0.25,0.25), 43 BIXT R 1-gram 2 4-gram A PEECANEE, DLUP AL B 55
& GEABURIE SIE R EBEERR SR, B R R SR B Bh 5 | & VA R 2 -

2) REE N —FE (BERTScore) : WH BIRRBIESS BIWAG 720, @t 4R £ &
EBERTHZ (bert-base-multilingual-cased) #&H_ETFICERA, 1B LSS 52 W5 E HY
1N

3) KIEIIPES (LLM Score) : >RAADeepSeek-VIIETIAVE N 1E F M4, B EHLIER T
5| SEA NI — 5 ~ IRUEBEICEC - FRIEMEE 5 Rl ] — 0 4 BT 2 AL
o BRI RIERANE 4 Fw -

TH T SEA A A SRS LR R B 15 5r0CS, ITEARX T

(ISzé@MW+BEH&m&HLMSmm) (2)

3.3.3 LA TERR

LM AR RN, SRR E TR S, B U B AW IR B AR 5 33 4T
ffi .« BT BFREE R FIBLEU-4 « BERTScore ~ LLM P4 F14% 515 % Target Comprehensive
Score (TCS) ¥FINESE, HAT GBS HEE T HEHTHRERS TSR HE
Bt R s R R febn (WIBLEU-4) BEFHES - B, H=&ERMBLHEBEHTFE
FIREAR, WMEHERESER (YA /RNEK) - Bl inESRSRRERNN N R R,
EFERERRREXSEHMES KEEF AP BEE . &&RESZ = AFRE RS — 2
N, DR EAF A KPR AR K - && N THE B a1 E 58 BLEU-4 < BERTScore ~ LLM¥
43~ TCSHIBIE S 51°M0.1~ 0.7~ 0.65~ 0.3, KR BARIERAOREAE SR [FIEH# £ BLEU-4K

TR EEE SRS SE, F298T-H310T, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 303
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RA—ANPAEGEPMEA, LARBRD0-1Z F R F N, TFBETHE.
m)\:

[ 3%t 4]

A4 BRAT & R AT

1R BRI & 5 A A AL B4 I AT R

2. A4 B 0-12 19 84 S 5 3

3. R & O A AT AL T F S A

A 0, 5 {reference}

&% & {candidate}

AR
o5 H—HPEA0%)  +iiEE 4 I AL (30%)
oF A R(20%) o A ) — B (10%)

LA Ao

{reference}: xtfill /LMY AT KL, WHMFRRAEAY], HLLAR,
N E ARG LT
{candidate}: At 438 K AEZF @ TS, ks, RLLRES K

T
0.85

Figure 4: JARTLPF A BT IFR /R AR

F0.1- BERTScore K F0.7~ LLM¥F4 KF0.6551 HAREE S 155 TCSTE A T0.35X P/ 544 KB

/NS

X BARIETRRE AR, FATRAZS 5 RIBIREMFEHZE  (Precision) ~ Z M A | &

(Recall) ~ ZEXMFUEFT AL o B MRS - R~ L= RB1 R TR EUE 5 B

BRFPE, BRERAFEI 7= T PG AP
4 REBISCES
4.1 SRRE
4.1.1 RRREE

TR EBAHREERNRE T BN EEEHAETFNE, HEPGPTR
J1| 3t FEGPT-4o(Hurst et al.,, 2024)FIGPT-3.5 Turbo(OpenAl, 2023), DeepSeek/% 71| 15t
H{DeepSeek-R1(DeepSeek-Al, 2025) ~ DeepSeek-V3(DeepSeek-Al, 2024), Qwen2.53 5 (Team,
2024)3% BQwen2.5-72B-Instruct ~ Qwen?2.5-32B-InstructfQwen2.5-7B-Instruct, Gemini® 5

i #Gemini-1.5-Pro(Team et al., 2024), LLXGLMZRFI(GLM et al., 2024)i% FGLM-4-
32B~ GLM-4-9B- frES88K FHAPIYR AT U 5EAKL -

4.1.2 #RAR

FR KB SR GRS BT SS, M=o (B WS-32y) | BATRA
LER L RIHRIR T2 E%%%E#%%hﬁ’iﬁi@iﬂi AR R HIR iﬁfr,ué&
HERSRORHEZE, PARRE SR KARALENE B AR A « WS AR - L aRN= Kﬁ??’ﬁfimﬁi,
H BRIV S B2 SR &4 %Bﬁx“é%ﬁ%ﬁ%m’&%:ﬁéﬂo BRI RENR A 5 Fis e

°
e A=A BT 2 DA Fo
WA:
A F F4H9F F(background}”, A IFCHIT AN BRFHGMHATRE:
[ BARiR AR ]
LA A ARG 09 D8 L LK AK
24— A B AR
ARG F @A, T P
[ 2 RRAFE]
Hr & A48 (Josohoh, «1 )

2.% mama;wwmm, Pixt BAREA B, Rt AP 2250 RE
(24 t]

AF8 FN, ALK AT Z A4k %

134 R

2R3t TR BAR

L F R A
FIbFF @i & FR ey B4R, 3. WA, #FitH: “{content}”
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4.1.3 EAR

BATEAE AT M8 _E PRI, YIZREUE TR A K RO TR B - SRA3.3 MM BRF
TS BIVERG BFRRA] ~ WS AERAIL S92, ST BmRBF S 4w, AT & 4EER
ZEAHITER (BERTScorefd 5 NBERT, LLM Scorefd 5 HLLM)
4.2 5458
4.2.1 BARLEREHH

e HARIRH AR RRZ PSS
EM BLEU BERT LLM TCS |BLEU BERT LLM OCS| P R F1
GPT-4o 0.341 0.344 0.837 0.697 0.555 | 0.139 0.767 0.803 0.570| 0.756 0.783 0.767

GPT-3.5 Turbo | 0.324 0.337 0.835 0.681 0.544 | 0.119 0.753 0.774 0.549 | 0.485 0.601 0.485
DeepSeek-R1 0.348 0.355 0.841 0.699 0.561 | 0.135 0.753 0.810 0.566 | 0.789 0.836 0.810
DeepSeek-V3 0.415 0.412 0.862 0.749 0.609| 0.139 0.743 0.823 0.568 |0.822 0.862 0.841
Gemini-1.5-Pro | 0.419 0.413 0.858 0.729 0.605 | 0.123 0.765 0.817 0.568 | 0.753 0.853 0.791
Qwen2.5-72B | 0.425 0.415 0.859 0.735 0.608 | 0.136 0.740 0.824 0.567 | 0.723 0.818 0.742
Qwen2.5-32B 0.337 0.339 0.830 0.688 0.549 | 0.140 0.751 0.794 0.562 | 0.739 0.787 0.760
Qwen2.5-7B 0.279 0.300 0.823 0.678 0.520 | 0.108 0.759 0.759 0.542 | 0.639 0.705 0.666
GLM-4-32B 0.391 0.394 0.853 0.725 0.591 | 0.135 0.766 0.783 0.561 | 0.678 0.816 0.692
GLM-4-9B 0.381 0.386 0.846 0.706 0.580 | 0.124 0.735 0.741 0.534 | 0.587 0.739 0.615

Table 2: BALIGLER (MR REMER, TRILFRIRMEER)

101 KIB S RBENNREE T KSR 45 R anE2 Fios - S i el 4a:

1) BELE, KEMHSHEAES RMFFANBIEL, HHEEMZTMMH . B RDeepSeek-
V3RIUE HFRRA ~ WA < L3950 RESHER I SR rtEge, (E XIS
KIHEFE A DeepSeek-R17E B #RIR A EIA AN TIQwen2.5-72B (TCSTEFR: 0.561 VS 0.608) , 7
WA AR SS E iR AN il Gemini-1.5-Pro (OCS¥a#R: 0.566 VS 0.568) , AT X ERE NET
FEREET D, R RE R, FEUERE TR . MGPT-4o0fE HIRMRAES IR IR
K, ETCSTEMEE BE R T GLM-4-9BIEAY « A 1A X 2K N GPT-40fF 4 A H 5Lh
A EARIEAE R OUE BRI SO T BARRBIRE S, Flu, e EE&EF . FRWE
Bie "HIBERR N TAEAR”, TGPT-405515 R A0 B B -

2) fEEMRRAIF, BERTScorefgFniimEs m (0.823~0.862) , BEAMEAINT B ARG LAY
SRIHFERE ST - DeepSeek-V3 (TCS=0.609) FILARIE, 5ia T HMoEZEM X SL 44D A KSR
o Qwen2.5-72BER! FR AR (IR T DeepSeck-V3, HSEEXF|72012, HILZ FHEE
KT HA KR ZEAEA, SN T BARRANMES BN B2 - Qwen2.5-7TBIEM T S48
/N, SERSCREEREN S, HIinRBIRMERE (TCS=0.52)

3) WA RES Z RN, BAES ST, OCSETE0.534F0.572 18] « R R i fE
K& GPT-401%% . BERTScore (0.767) FIOCS (0.57) {HiAE&EE, FATA X ZR NGPT-
4ofEVE W HRRRE P BB MT, HAEZLEETTH - Qwen2.5-32B7E ML A5 4 A FIBLEUTE ¥
B A R B, BB E KHIQwen2.5-72B, 7% BIIZ BT 7R WL S A j i % T8 Y ITELFE
E R & o Gemini-1.5-profif5 T fiDeepSeek-V3HF-FHIOCSH, HIURXTGPT-40. HH Gemini-
1.5-ProfEi& L —EE (BERTScore) RINTH, [BREFIZREIER & I8 LR RIVEE
o GLM-4-9BEAIN 5 4 ACAIBLEU70.124, {HBERTScorefILLMScore(H &%, 47 & IH
WS AR ENUE HIESC IS, SBRRF AR S MU EE GRIRB I E -

4) TESLZ 5T, DeepSeek-V3FIMoEZR I 7E B Zu b RIIGE R R I, FEHAEP -
BREIZERMEMFUERE] T &, EFZEWFIEN0.841, HiZGPT-400.074 - 1M[F A5 [FZEH
HIDeepSeek-R1A] BEFH T BEHEH, L3 M B RER BEE i DeepSeek-V3 - GPT-3.5 TurbofE
SR EMEZE, BATEIMETN LIS B = 2R3 DSNITE R, Wi “r/E” - o,
ARG ] TR LRI R A ar”, FESL 4 RERR 1405 18R S F, B250 N 3EH AL 1)
BARE R AN L, FEE I BT KT H AT

NP REA A RN 3L 3% = A AT — B T fE R

TR EEE SRS SE, F298T-H310T, W, TE, 202548 H11HE14H.
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1) MEFIFIEBIERE T H5E - BINFAN AR R b IR 2R BRI — D0 B AR
Frh ML = I, (HQwen2. 5-TBEEALY 2 U H Bl 2 D =T AR - A TR
WK RA —IKEFHRED, MRNES—RKERAKRMGEH, BLIEAR, Qwen2.5-7BIEA!
TR “SERE A PR N P AS B IR RA AT P = e - Bl R 2 4303 = el
FIRE R, I H AR RECE -

2) KEBGERBUAIRNA, - BATRLIGPT-3.5 TurbofBUN BUATE @ THUK, ToiE% Wi
HANZS o FE5 5T« ELLAH S FRER S Fdm i <k RO M ARANA P2 - RFEELILEM
BN ARN I TR ARSI =TeH, S ERRTIERE T RE .«

4.2.2 FEEFHEST

L HRiR 5| WA R RYRY/ Bs s

EM BLEU BERT LLM TCS |BLEU BERT LLM OCS| P R F1
AHR 0.415 0.412 0.862 0.749 0.609 | 0.139 0.743 0.823 0.568 | 0.822 0.862 0.841
(AL 0.667 0.655 0.905 0.851 0.769| 0.190 0.767 0.819 0.592|0.945 0.932 0.938
Reif iz 0.205 0.240 0.790 0.608 0.461 | 0.072 0.709 0.789 0.523 | 0.714 0.697 0.705
REH 0.347 0.360 0.844 0.666 0.554 | 0.150 0.751 0.818 0.573 | 0.649 0.761 0.695
ik EHiE 0.445 0.399 0.882 0.820 0.637 | 0.159 0.754 0.857 0.590 | 0.810 0.847 0.826
TEEEM 0.477 0.521 0.882 0.799 0.670 | 0.075 0.704 0.781 0.520 | 0.922 0.945 0.933

Table 3: ANFF@FSEIREE RS (FERA 3.2.3 FAHERNE S H )

FA 1% DeepSeek-VIHEE B F @A 145000 (W 3 Fiom) - &

1) “ELRIHZE FRE BRIRG] « WSER - L350 RENE LS RE R R IA, HF BPRgE
AFEFRTCSIAE] 70.769, MALEAFRFROCSIAEI T70.592, T332 MF1{E 51£0.938 - FA1A
XA B iX — F @ R ZHOF e A H T AR B ERfs AR g p s i m] , L i
KEIRLHR SR LS “LIEF M EETY), IEAANZEBAES ) f LR ELEERER, B2
R ETEI” , {#15DeepSeek- VIR A GERSHERAMIELT B ARSI « IS AERFI 52K -

2) CRUTIMFZE” (“RANEE RIFHEMRIEW IS ") £ = e a5 R, K
I A, ZEBRFLHHFERE RIS, WiFe < RAC BRI, BE28E 8B
N — BEFE fSk ) Hh A B I TR < EARRER PRI R D — P IRE T E B, BN
ICE BRI SR, HERMREII A EER AR 13838 T 7 AR 3 <Ol G 1 « s B S5 FH 1A 5%
AR RAICE T H FECE G ESEBIIN ST X REAR, RIETRGEH TR 5T AR
A, SEERIAE

3) FHBIKFIE (SHEZEERREKREIE) MEHZFZEN (“EHHEEFRTN
H) MXT R CRERE (SHEEREREN) MRS RER, XERN, B E
RS SORRRE BB HIEMAERAY), 0fE ARk NE ok H g «E i & Xk
AH B B A5 [m RE 5 45 B KA AT B AR BFRR A, Bt — D3RG SR AT 21, Rt
FRIHL - BHEEHERLIZEEHME S, WRABERNZEE  ZFEEMERZER (REX
) RFEEN—BEMR AR (FRARY) |, XK T BVRRBIRERE, 3 m sS4
AN 45028 o« WINPES “iE 2, URAT UM IR ARREW W AAIG? 5 H g
S WA NBECERGM? 7, PREMZICE N (g, $0TEHE S REESZRT N,
JXF) , DeepSeek-V3EMAI N (B K2, N R RN ZNGEEmMALEEA TS, &
X)), BARRBIE AR -

4.2.3 R4

FAT M DeepSeek- V3145 5 H FEHLIHECER 4317547 22451 9317 4 B0

1) FAEBWRRA - WS AR ERE 5 RENRAVE N, WRFI2H % A0 E B SR
BIEAI N <R B DeepSeek-V3TE 5T R B 5 B 3L 35 WOV B FEE R - TR B2 T
B, AR A R “T B2 F7, DeepSeek-VIIEHIIRA] T H bR AR T VERRN &, (B0 L
Y 3CHE, KRR RN, BRI AR AR AN SOIE L B RN -

2) X BARAIRE & B AR A2 HELEE IR - WRENAES R <LLEFTP B L, §
BUEA R HAR RSN <Ll R Hrpis R arr - ZEISHEEE Binh ", mEAEE
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