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摘摘摘要要要

大语言模型在知识密集型任务中的表现高度依赖其内化知识的覆盖面和掌握程度。
然而，当前缺乏系统化、细粒度的评测方法以刻画模型对不同类别知识的掌握能
力。为此，本文提出一种基于提示探针的方法，系统评估大语言模型在常识性知
识、事实性知识和专业领域知识方面的掌握情况。首先构建了一个高质量的知识
探针评测数据集屋屐居尭屐屲屯尨屋屮屯屷屬履層屧履 屐屲屯屢屩屮屧 尦 居屶屡屬屵屡屴屩屯屮 屦屯屲 屐屲屯尌屣屩履屮屣屹尩。然后
设计提示模板对多个主流大语言模型进行系统评测。评测结果表明，大语言模型
在常识性知识方面表现较好，居屒屎屉居 屘就模型取得整体最好成绩；在事实性知识
上，大语言模型的表现较弱，轻量模型的知识掌握能力明显不足。评测数据公开
于：屨屴屴屰屳尺尯尯屧屩屴屨屵屢尮屣屯屭尯屣屹屵屵尳就尳尯屋屐居尭屐屲屯。
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1 引引引言言言

近年来，大语言模型尨屌屡屲屧履 屌屡屮屧屵屡屧履 屍屯層履屬屳尬 屌屌屍屳尩在自然语言处理领域取得了显著进
展，广泛应用于文本生成、机器翻译、问答系统、立场检测等任务尨屐屯屵屲屫屡屭屡屬屩 屡屮層 屓屨屡屲屩尌尬
尲尰尲尴尻 屗屩屴屴履屶履履屮 屡屮層 屁屮層屲履屷屳尬 尲尰就尹尻 屙屵屡屮屳屨屵屯 履屴 屡屬尮尬 尲尰尲尴尩，展现出强大的语言处理能力。
然而，尽管这些模型在模仿人类语言方面表现出色，其在知识掌握和应用方面仍存在显著差
异。屌屌屍屳在面对知识密集型或复杂的推理任务时，往往难以展现出人类般的灵活性和泛化能
力尨屁屬屬履屮尭屚屨屵 屡屮層 屌屩尬 尲尰尲尳尻 屁屮層履屲屳屯屮 屡屮層 屍屩屬屳屯屮尬 就尹尸尹尩，显示出其在知识掌握方面的局限性。

当前，主流的知识评测方法包括屌屁屍屁尨屐履屴屲屯屮屩 履屴 屡屬尮尬 尲尰就尹尩通过屣屬屯屺履式填空测试评估模型
的关系型事实记忆能力、屁屵屴屯屐屲屯屭屰尨屓屨屩屮 履屴 屡屬尮尬 尲尰尲尰尩通过梯度引导搜索自动生成触发词以探
测内化知识，以及屋屯屌屁尨屙屵 履屴 屡屬尮尬 尲尰尲尳尩构建覆盖就尹个任务的世界知识评估基准，以多维度能
力分类评估模型的知识水平。然而，这些方法在知识类型的细粒度分类与评估全面性方面仍存
不足，多集中于关系性事实或能力维度，缺乏对细粒度多类别知识的完整覆盖，难以满足对大
语言模型知识掌握能力的精细化与全面化评测需求。

针对以上评测方法在知识类型划分精细度和评估覆盖面上的不足，本文提出了基于提示
探针的大模型知识掌握能力评测任务。首先，我们构建了名为屋屐居尭屐屲屯尨屋屮屯屷屬履層屧履 屐屲屯屢屩屮屧
尦 居屶屡屬屵屡屴屩屯屮 屦屯屲 屐屲屯尌屣屩履屮屣屹尩的多类别选择题型探针数据集，涵盖三大类、六小类知识：常识
性尨物理常识、社会常识尩、事实性尨地理知识、历史知识尩和专业领域性尨医学知识、金融知识尩。
每一道探针均以标准化的四选一形式呈现，包含三个具有迷惑性的干扰选项和一个正确选项，
所有题目均由屇屐屔尭尴屯基于维基百科知识自动生成，严格遵循屜主题相关性尢与屜一跳知识尢原则；
随后，采用屄履履屰屓履履屫尭屖尳对候选问题进行自动校验，并辅以人工复核，最终汇总形成尶尶尲尰条高
质量问答对。基于此数据集，我们对就尵款不同规模与类型的主流大语言模型进行了系统化评
测，并对各类别、各子类知识掌握水平进行了详细对比与分析，为后续知识注入策略和提示优
化提供了可量化的基准依据。

本文的主要贡献总结如下：

• 利用屇屐屔尭尴屯在维基百科语料上自动生成涵盖常识性尨物理常识、社会常识尩、事实性尨地理
知识、历史知识尩与专业领域性尨医学知识、金融知识尩三大类六小类的尶尶尲尰道选择题探针，
并通过屄履履屰屓履履屫尭屖尳自动校验、人工复核，构建了高质量的、评估大模型知识掌握能力
的屋屐居尭屐屲屯数据集。

• 提出了一套统一的提示驱动探针评测框架，将标准化的选择题模板与生成式大语言模型对
接，实现了对就尵款不同规模与类型模型的系统化、可复现评测流程。

• 评测发现：主流大语言模型在常识性知识上表现稳定，居屒屎屉居 屘就达到最高水平；在事实
性知识上整体表现较弱，轻量模型尤为不足；专业领域知识中，不同模型知识掌握能力差
异显著。

2 相相相关关关工工工作作作

近年来，针对预训练语言模型尨屐屌屍屳尩所蕴含知识的评估尨届屩屡屮屧 履屴 屡屬尮尬 尲尰尲尰尻 屆屡屮屧 履屴 屡屬尮尬
尲尰尲尴尻 屗屡屮屧 履屴 屡屬尮尬 尲尰尲尴尩，学界提出了多种基于探针的方法尨鞠天杰履屴 屡屬尮尬 尲尰尲尴尻 屒屩屣屨屡屲層屳屯屮
屡屮層 屓屡屢屨屡屲屷屡屬尬 尲尰尲尰尻 屙屯屵屳屳履屦 履屴 屡屬尮尬 尲尰尲尳尩。屐履屴屲屯屮屩等人尨尲尰就尹尩首创屌屁屍屁基准，通过屣屬屯屺履式
填空测试检验模型对关系性事实的回忆能力；屓屨屩屮等人尨尲尰尲尰尩提出屁屵屴屯屐屲屯屭屰屴，利用梯度引
导搜索自动生成触发词，以更精准地激发模型内化的事实知识；屙屵等人尨尲尰尲尳尩构建屋屯屌屁基
准，设计了包含就尹项任务的四层能力分类体系，结合静态与动态语料多维度评估模型的世
界知识。在此基础上，屈履等人尨尲尰尲就尩推出屔屒居屸尭尲屰数据集，探究少样本设置下模型对两跳
关系知识的探测效果；屌屩屮等人尨尲尰尲尰尩发起屎屵屭履屲屓履屮屳履基准，对数值常识进行诊断式探针测
试；屓屵屮屧等人尨尲尰尲就尩的层屩屯屌屁屍屁基准聚焦生物医学事实知识，评估模型在专业领域问答上的
表现；屍履屮屧等人尨尲尰尲就尩提出屒履屷屩屲履尭屴屨履屮尭屐屲屯屢履方法，结合对比学习构建屍履層屌屁屍屁探针，揭
示模型在医学知识存储与提取上的结构性挑战；屋屡屳屳屮履屲与屓屣屨屿屵屴屺履尨尲尰就尹尩设计了否定与误导提
示探针任务，评估模型在常识推理中处理否定信息的能力；屐履屮屧等人尨尲尰尲尲尩则通过屃屏屐居屎基
准，从概念相似性判断、概念属性判断和上下文概念化三个任务，系统探测屐屌屍屳的概念性知
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识；屄屡屩等人尨尲尰尲就尩进一步从模型内部机理出发，定位屜知识神经元尢并解释其对事实知识存储的
贡献，为可解释性研究提供了新视角。

尽管上述工作在不同维度和领域的知识探测上取得了显著进展，现有评测方法仍存在知识
分类不精细、评估不全面的共性不足尨屃屡屯 履屴 屡屬尮尬 尲尰尲尴尩。多数基准集中于关系性事实尨屚屨屡屮屧 履屴
屡屬尮尬 尲尰尲尴尩、外部知识增强作用尨层屩屡屮 履屴 屡屬尮尬 尲尰尲就尩或单一能力任务尨屃屡屯 履屴 屡屬尮尬 尲尰尲尳尻 屙屡屯 履屴 屡屬尮尬
尲尰尲尳尩，缺乏对常识性尨物理常识、社会常识尩、事实性尨地理知识、历史知识尩和专业领域性尨医学
知识、金融知识尩等多类别知识的统一覆盖；评估形式也多为静态填空或自动触发词，难以满足
对多类别知识进行跨模型、跨子类的量化比较和综合分析的需求。因此，亟需构建一个精细化
分类与统一评测格式相结合的综合性探针框架，以实现对大语言模型知识掌握能力的细粒度、
全覆盖评估。

3 知知知识识识探探探针针针评评评测测测数数数据据据集集集KPE-Pro构构构建建建

在全面评估大语言模型知识掌握能力的过程中，构建覆盖多类别、多层级知识类型的高质
量探针数据集是关键前提。为此，本文提出并构建了屋屐居尭屐屲屯数据集，旨在从知识的类别广度
与内容深度两个维度出发，对模型所掌握的知识进行系统探测。接下来，我们将从知识分类、
数据构建、数据统计三个方面对屋屐居尭屐屲屯进行介绍。

3.1 知知知识识识分分分类类类

在构建屋屐居尭屐屲屯数据集的过程中，我们将语言模型所掌握知识的广度与层级作为分类依
据，参考屈屵等人尨尲尰尲尴尩提出的知识分类方式，即把知识分为语言知识、语义知识、常识知识、
百科知识和领域知识，去除集中在模型对语言底层理解的语言和语义知识，选取后三者作为本
文分类标准。并在每一类下进一步选取具代表性的细粒度知识类别，以实现全面、系统的知识
覆盖。

常常常识识识性性性知知知识识识指人类在长期社会实践中形成的、无需专业训练即可掌握的共享性认知，包括
对自然现象和社会规范的普遍理解。其核心特征为广泛共享、经验验证与文化内嵌性。屋屐居尭
屐屲屯选取两类具有代表性的子类别：物物物理理理常常常识识识与社社社会会会常常常识识识。其中，物理常识涵盖日常生活中自
然现象的基本认知，如屜水在标准大气压下的沸点是多少摄氏度？尢；社会常识则包括人类社会
互动中的行为规范与文化常规，如屜中国的传统节日端午节通常吃什么食物？尢，体现语言模型
对社会语境中隐含知识的掌握能力。

事事事实实实性性性知知知识识识是指可以被客观验证、广泛接受并具有历史与逻辑一致性的知识集合，广泛存
在于教育与公共认知体系中。此类知识通常通过系统观察与数据积累获得，具备稳定性与标准
化特征。我们选取地地地理理理知知知识识识与历历历史史史知知知识识识两个子类作为代表：前者涉及地球空间结构、自然地理
要素及其动态变化，如屜地球上面积最小的大陆是哪个？尢；后者涵盖人类文明进程中的重大事
件、历史人物与制度演变等，如屜秦始皇统一六国后，实行的主要货币是？尢。

专专专业业业领领领域域域知知知识识识指特定学科内部形成的高度结构化知识体系，通常需要经过系统学习与专业
训练方可掌握，具有术语密集、逻辑严谨、表达形式规范等特点。屋屐居尭屐屲屯涵盖医医医学学学知知知识识识与金金金
融融融知知知识识识两个具有代表性的高门槛知识领域。医学知识强调生命现象与疾病机制的系统理解，涉
及疾病诊断、治疗原则、生理机制等内容，如屜胰岛素主要用于调节什么？尢；金融知识则聚焦
现代经济运行与资本市场行为，涵盖金融产品、财务管理与投资分析等，如屜在投资中，市净
率尨屐尯层尩用来衡量什么？尢。

3.2 数数数据据据构构构建建建

屋屐居尭屐屲屯的数据构建工作分为数据生成与数据质量控制两个阶段，旨在确保数据在知识覆
盖、分类精度与表达规范性上的高质量和可控性。

3.2.1 数数数据据据生生生成成成

我们采用屇屐屔尭尴屯作为数据生成的主要工具，针对各类知识子类别的内容特征，设计了结构
化提示模板尨如图就所示尩，引导模型生成高质量的问答对。生成过程中遵循两个核心原则：

• 主题相关性原则：每条问答数据必须紧密围绕所属知识子类主题，覆盖其核心知识点与典
型概念，确保子类语义空间的广泛覆盖；
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你是一个专业数据生成器，严格按格式生成中文地理知识题库，用于测试大语言模型的知识
覆盖能力。请根据以下提示生成一跳知识的题目。

请一次性生成20道地理知识单选题，要求：
1.问题符合地理知识，真实可信，问题简洁直白，不要涉及过于复杂的知识
2.四个选项中一个为正确答案，其他为干扰项，但不能无关；选项合理，答案随机分布；
3.要避免问题重复出现，或以不同提问方式反复出现；
4.返回包含20道题的JSON数组，结构如下：
{
"id": "UUID",
"question": "问题文本",
"options": {"A" :"选项A", "B":"选项B", "C":"选项C", "D":"选项D"},
"answer": "正确选项字母",
"type": "地理知识"

}
请直接输出纯JSON数组，不要任何额外字符或解释。

……

图 就尮 数据生成提示模版

• 屜一跳知识尢原则：所有问题限定在明确、直接的知识陈述层面，避免引入跨句推理或复杂
演绎，仅考察语言模型对知识事实的掌握能力。

3.2.2 数数数据据据质质质量量量控控控制制制

为提升生成数据的准确性、去冗性与语用规范性，我们设计了多层次、多策略的质量控制
流程，具体包括：

（（（1）））问问问题题题去去去重重重 考虑到大规模生成中模型可能重复输出问题内容，尤其在多轮提示或分批
生成场景中，我们采用两阶段去重机制：阶段一尨生成中尩：利用屔屆尭屉屄屆相似度对照已生成问
题库，实时过滤文本重合度高的问题，避免明显重复；阶段二尨生成后尩：调用屏屰履屮屁屉的屴履屸屴尭
履屭屢履層層屩屮屧尭尳尭屳屭屡屬屬模型生成句向量，对每个子类内部问题进行模糊匹配，进一步识别语义相近
但措辞不同的重复问题，显著降低子集重复率，进而提升生成数据中知识的覆盖面。

（（（2）））问问问题题题与与与答答答案案案校校校验验验 为保障问答内容的一致性与知识准确性，采用屄履履屰屓履履屫尭屖尳模型对
每条问答对进行交叉验证，检查回答是否与问题匹配、是否存在事实性错误，确保数据在知识
维度上的逻辑严密性。提示模板详见图尲。

你是一个问答校验助手，负责判断给定的问题和选项中的答案是否正确合理，请按要
求输出回答。

问题：雷声比闪电晚到是因为？
选项： "A": "声音传播慢",
选项： "B": "闪电更亮",
选项： "C": "云层干扰",
选项： "D": "风速不一"

请告诉我哪个选项是正确的答案？请注意只输出选项字母，不要回答任何无关解释。

A。

图 尲尮 数据检验提示模版

（（（3）））引引引入入入百百百科科科知知知识识识辅辅辅助助助生生生成成成 针对事实类与专业类知识，为增强其客观性与准确性，我们
结合屗屩屫屩屰履層屩屡作为外部知识源，构建基于屓履屬屦尭屑屁框架的无监督生成机制。在预提取对应子类
条目后，以屗屩屫屩屰履層屩屡片段为输入，生成符合上下文知识结构的问题与答案，约占每类数据总量
的就尵尥屼尲尰尥。提示模板详见图尳。

（（（4）））数数数据据据修修修正正正与与与优优优化化化 在生成后处理阶段，我们增设统一格式校验机制，包括繁简体转
换、标点与语法规范化等文本标准化操作。通过人工抽样方式，检查表明数据集质量较好，故
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你是一个地理问答生成器，请根据提供的地理知识生成一道简体中文的单选题，并以JSON 
格式输出（必须包含 question, options, answer 三项），正确答案选项应该均匀分布，且需要
注意避免重复生成相同的知识问题，问题不能涉及推理过程，必须为简单的一跳知识提问，
问题尽可能简单直白。

{"id" : " a12c3d45-678e-90f1-2345-6789abcd1234",
“question”: “地理学的英文单词“geography”源于哪种语言？",
“options” : {“A” : “拉丁语”, “B” : “古希腊语”, “C” : “法语”, "D" : "德语" },
"answer": "B" }

以下是地理知识内容：
{ }
请你生成一个问题，答案唯一，并结构化为如下 JSON格式：
{ "id": "UUID",
"question": "...",
"options": {"A" : "... ", "B" : "... ", "C" : "... ", "D ": "... " }，
"answer": "…" }

地理学（英语：geography）是探
索地球及其特徵、居民和现象的
学问，研究地球表层各圈层相互
作用关系，及其空间差异与变化
过程的学科体系。
== 词源 ==
英语geography一词源自古希腊语
γεωγραφί α （罗马化：
geografía），由geo-（意为“大
地”）和gráphō（意为“写”）组成，
字面意思为“对大地的描述”。最早
使用geography的是埃拉托斯特尼
（Eratosthenes），他用此词表示
研究地表景物的学问。

Wikipedia条目

图 尳尮 屓履屬屦尭屑屁提示模版

没有做整体校验。抽样检查的同时也对不同知识子类中的数据进行合理性与正确性评估，确保
知识分类可靠性，以提升数据集整体质量和可用性。

3.2.3 数数数据据据统统统计计计

最终构建的屋屐居尭屐屲屯数据集共包含尶尶尲尰条问答对，涵盖常识性知识、事实性知识与专业领
域知识三大类。各类别数量分布如表就所示。表尲将屋屐居尭屐屲屯与部分知识基准进行了对比，表尳展
示了不同知识类型下的代表性问答样本。

知知知识识识类类类别别别 子子子类类类别别别 数数数量量量
统统统计计计

合合合计计计
类别小计 占比尨尥尩

常识性
物理常识 就尰尰尷

尲尰尳尳 尳尰尮尷

尶尶尲尰
社会常识 就尰尲尶

事实性
地理知识 就尰尵尸

尲就尷尶 尳尲尮尹
历史知识 就就就尸

专业领域性
医学知识 就尰尴尹

尲尴就就 尳尶尮尴
金融知识 就尳尶尲

表 就尮 数据集数量分布

请你根据你自己的知识储备回答下面的问题，不要借助外部知识和联网搜索，直接给
出正确答案的字母，不要增加额外说明。

好的，请你给出问题和选项。

问题：雷声比闪电晚到是因为？
选项： "A" : "声音传播慢", "B" : "闪电更亮", "C" : "云层干扰", "D" : "风速不一"

……

图 尴尮 探针测试提示模版

4 实实实验验验与与与分分分析析析

本文的实验阶段，我们评估了多种大语言模型的表现，以分析它们对常识性知识、事实性
知识以及专业领域知识的掌握能力。通过对比模型在各类知识的表现，我们试图揭示模型在不
同知识领域的优势与不足。
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KPE-Pro KoLA MMLU TriviaQA WebQuestions

核核核心心心目目目标标标
不同类别知识的
记忆、检索能力

知识的深度理
解、推理和应用
能力，包括开放
世界知识处理中
的表现

多学科多任务通
识测试

事实问答检索与
语言模型推理能

力

将自然语言问题
映射到结构化知
识图谱的能力

类类类别别别覆覆覆盖盖盖

物理/社会常
识、地理/历史
事实、医疗/金
融专业知识

知识记忆
（KM），知识
理解（KU），
知识应用

（KA），知识
创造（KC）四
个层级

57个学科
（含STEM、人
文、法律、医学

等）

社会、历史、百
科等事实性领域

Freebase知识库
问题

侧侧侧重重重点点点 记忆、掌握 理解、推理 记忆、掌握 检索、推理
实体识别+关系

抽取

规规规模模模 6,620 2,138 350K左右 95k—100k 5,810

过过过程程程评评评估估估
弱（仅考虑一跳
知识）

强（推理链等）
弱（关注最终准
确率）

弱 弱

主主主要要要语语语言言言 中文 中文 英语 英文 英语

任任任务务务形形形式式式 单选题 三元组问答等 多选题 开放问答 单关系简单问句

表 尲尮 屋屐居尭屐屲屯与部分知识基准的对比

4.1 模模模型型型选选选择择择

我们选择了就尲个主流的国产大语言模型，分别来自于尵家国内科技企业，同时引入屇屐屔做
对比，共就尵个大语言模型，包括深度求索的大模型屄履履屰屓履履屫尭屖尳、屄履履屰屓履履屫尭屒就、百度文心大
模型居屒屎屉居 屘就、居屒屎屉居 尴尮尰、智谱清言大模型屇屌屍尭尴尭屐屬屵屳、屇屌屍尭尴尭屆屬屡屳屨屘、屇屌屍尭尴尭屆屬屡屳屨尭
尲尵尰尴就尴、屇屌屍尭尴尭屁屩屲尭尲尵尰尴就尴、字节跳动豆包大模型屄屯屵屢屡屯尭就尮尵尭屰屲屯、屄屯屵屢屡屯尭就尮尵尭屬屩屴履、阿里通
义千问大模型屑屷履屮尭屍屡屸、屑屷履屮尭屐屬屵屳、屏屰履屮屁屉大模型屇屐屔尭尴屯、屇屐屔尭尴屯尭屭屩屮屩、屇屐屔尭尴。

4.2 实实实验验验设设设置置置

为了确保实验的全面性和公平性，本实验以基于提示的探针形式对上述大语言模型进行测
试，调用屁屐屉，并提供统一的任务指令，提示模版示例如图尴。

本文的评估指标为正确率尨屁屣屣屵屲屡屣屹尩。由于不同模型的输出各异，类似屄履履屰屓履履屫尭屒就会将
推理过程作为模型输出内容返回，故增加了对模型回答的字符串匹配、有效字母提取等过滤检
查操作。

4.3 实实实验验验结结结果果果与与与分分分析析析

4.3.1 实实实验验验结结结果果果

表尴为就尵个大语言模型在不同知识类别上的表现结果。从大语言模型在屋屐居尭屐屲屯数据
集上的平均正确率来看，居屒屎屉居 屘就的整体表现最好，平均正确率达到尹尷尮尳尰尥，屄履履屰屓履履屫尭
屒就为尹尶尮尵尹尥，位列第二，屑屷履屮尭屍屡屸则以尹尶尮尲尶尥的平均正确率位列第三。而屇屌屍尭尴尭
屆屬屡屳屨屘尨尶尴尮尵尵尥尩、屄屯屵屢屡屯尭就尮尵尭屬屩屴履尨尵尷尮就就尥尩、屇屌屍尭尴尭屆屬屡屳屨尭尲尵尰尴就尴尨尴尹尮尵尴尥尩的平均正确率则依
次位列后三名。

居屒屎屉居 屘就在物理常识、社会常识、地理知识、医学知识、金融知识上均保持领
先，屄履履屰屓履履屫尭屒就则获得了历史知识的最高正确率。

从实验结果进一步分析可以看出：

• 居屒屎屉居 屘就、屄履履屰屓履履屫尭屒就、屑屷履屮尭屍屡屸和屑屷履屮尭屐屬屵屳四个具备强推理能力的模型在屋屐居尭
屐屲屯数据集上表现相对出色，平均正确率分差很小，与平均正确率排第五名的屄屯屵屢屡屯尭就尮尵尭
屰屲屯拉开了尲.尷就尥的差距。
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类类类型型型 问问问题题题 选选选项项项 答答答案案案

物理常识
玻璃杯倒入沸水易炸裂，是因
为？

A: 水中有杂质,
B: 冷热剧烈变化,
C: 玻璃不透明,
D: 空气挤压破裂

B

社会常识 中国的国歌是什么？

A: 义勇军进行曲,
B: 东方红,
C: 歌唱祖国,
D: 我的祖国

A

地理知识
世界上最小的独立国家是哪
个？

A: 摩纳哥,
B: 梵蒂冈,
C: 圣马力诺,
D: 列支敦士登

B

历史知识 中国的第一位皇帝是谁?

A: 汉武帝,
B: 秦始皇,
C: 唐太宗,
D: 宋太祖

B

医学知识 下列哪种细胞是负责凝血的？

A: 红细胞,
B: 白细胞,
C: 血小板,
D: 神经细胞

C

金融知识
金融衍生品不包括以下哪一
项？

A: 期货,
B: 期权,
C: 股票,
D: 互换

C

表 尳尮 屋屐居尭屐屲屯数据示例

• 屇屌屍尭尴尭屁屩屲尭尲尵尰尴就尴、屇屐屔尭尴屯尭屭屩屮屩、屇屌屍尭尴尭屆屬屡屳屨屘、屄屯屵屢屡屯尭就尮尵尭屬屩屴履、屇屌屍尭尴尭屆屬屡屳屨尭
尲尵尰尴就尴这五个轻量级模型的平均正确率较低，后两个模型均低于尶尰尥。轻量模型通常参数
较少、模型规模小，一定程度上保证了推理速度，但实验结果也证明其低参数量将影响模
型对部分知识的掌握能力。反之，规模和参数较大的推理模型专注于处理复杂任务，性能
较强，表现出对知识的掌握能力也相对较好，尤其是居屒屎屉居 屘就在本数据集的医学知识中
已取得尹尹.尰尲尥的最高正确率。

• 屇屐屔尭尴屯在实验中的平均正确率为尹就.尹尲尥，排名第六，屇屐屔尭尴为尸尷.尷尹尥，屇屐屔尭尴屯尭
屭屩屮屩为尶尷.尸尴尥。屏屰履屮屁屉的三个大语言模型在屋屐居尭屐屲屯数据集上表现均不理想，考虑原
因主要是数据集的问题全部为中文，且部分常识知识、地理知识和历史知识都具有较强的
地缘属性，多根据中国社会情况和中国地理及历史设计，故导致其在数据集上的表现整体
不如国产大模型。

具体到知识类别来看：

• 常识性知识的模型回答平均正确率最高，为尸尷尮就尸尥，而事实性知识最低，仅有尷尳尮尶尰尥。反
映出目前大语言模型对常识性知识的掌握程度相对较好，而对事实性与专业领域性知识相
对较弱，也印证了在一些垂类领域需要额外添加知识库或使用屒屁屇的方式增强领域知识能
力。

• 子类数据集的平均正确率分别为，物理常识：尸尵尮尶尷尥，社会常识：尸尸尮尶尸尥，地理知
识：尷尳尮尰尲尥，历史知识：尷尴尮就尸尥，医学知识：尷尹尮就尷尥，金融知识：尸尷尮尸尸尥。可以看出参
与评估的就尵个大语言模型在社会常识上的表现相对较好，也反应出预训练阶段模型会倾向
于构建和掌握人类语料中长期实践形成的共享性认知。而地理知识和历史知识的掌握能力
较差，可能更依靠后期的微调训练或外部知识库获得。

• 从图尵中能更直观的看出，自屇屐屔尭尴往右的模型在地理知识、历史知识和医学知识上的表现
开始较大幅下降，在这三个子类知识上的模型平均正确率相较于其余三个子类知识而言更
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模模模型型型
常常常识识识类类类 事事事实实实类类类 专专专业业业领领领域域域类类类

平平平均均均

物物物理理理常常常识识识 社社社会会会常常常识识识 地地地理理理知知知识识识 历历历史史史知知知识识识 医医医学学学知知知识识识 金金金融融融知知知识识识

ERNIE X1 96.46 98.45 96.08 95.59 99.02 98.20 97.30

DeepSeek-R1 93.35 98.33 95.88 95.90 98.35 97.73 96.59

Qwen-Max 94.74 97.66 94.23 94.98 98.28 97.65 96.26

Qwen-Plus 94.74 97.56 93.29 95.34 98.28 97.94 96.19

Doubao-1.5-pro 94.21 96.44 91.72 92.40 89.50 96.61 93.48

GPT-4o 93.55 96.78 85.54 86.76 92.76 96.11 91.92

DeepSeek-V3 93.84 96.98 85.35 87.39 91.52 95.45 91.76

GPT-4 93.15 94.15 78.98 79.57 87.13 93.74 87.79

GLM-4-Plus 92.47 92.78 73.04 76.43 84.84 95.59 85.86

ERNIE4.0 85.98 88.29 53.88 65.03 79.41 89.06 76.94

GLM-4-Air 82.22 80.68 51.32 56.17 57.96 81.86 68.37

GPT-4o-mini 74.18 83.72 56.99 54.11 58.82 79.22 67.84

GLM-4-FlashX 78.80 78.73 49.72 45.14 55.22 79.70 64.55

Doubao-1.5-lite 71.11 71.09 46.70 46.52 48.44 58.78 57.11

GLM-4-Flash 46.28 58.54 42.53 41.32 48.05 60.50 49.54

表 尴尮 探针实验结果尨屇屌屍尭尴尭屁屩屲指代屇屌屍尭尴尭屁屩屲尭尲尵尰尴就尴，屇屌屍尭尴尭屆屬屡屳屨指代屇屌屍尭尴尭屆屬屡屳屨尭
尲尵尰尴就尴。单位尺尥尩

低。表明大语言模型的参数规模变化对事实性和专业领域性知识的掌握能力具有更强的敏
感性。

从模型所属企业的角度，我们发现阿里通义千问大模型的屑屷履屮尭屍屡屸和屑屷履屮尭屐屬屵屳在各子类
数据集上的正确率几乎相近，整体平均正确率也仅差尰尮尰尷尥，是尶家企业中性能最接近的大模
型，也与这两个模型均是参数较大的推理模型有关。
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图 尵尮 不同模型在各子类知识数据集的结果

4.3.2 案案案例例例分分分析析析

根据实验中的问题回答记录，针对性分析了部分案例。

（（（1）））错错错误误误回回回复复复与与与正正正确确确回回回复复复的的的问问问题题题 如图尶地理知识问题在居屒屎屉居 屘就、屄履履屰屓履履屫尭
屒就、屑屷履屮尭屍屡屸和屑屷履屮尭屐屬屵屳等模型中均给出错误答案，误认为屜中国是拥有最多世界遗产的
国家尢。在居屒屎屉居 屘就上再次提问，模型给出的回复中认为：

屜中国的世界遗产总数已达尵尶处尨包括文化遗产、自然遗产及文化与自然双重遗产尩，位居全球第
一。意大利尨尵尵处尩和西班牙尨尴尹处尩分列第二、第三，法国则以尴尶处排名第四。尢

而在模型的推理思考过程中明显出现：
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问题：拥有最多世界遗产的国家是？
选项： "A": "意大利", "B": "中国", "C": "西班牙", "D": "法国"。

B。 “correct answer”: “A”,“type”: “地理知识”。

以ERNIE X1为例的思考过程：

用户问的是拥有最多世界遗产的国家是哪一个，选项有意大利、中国、西班牙和法国。我需要先回忆一下各个国
家的世界遗产数量。
首先，我记得中国有很多文化遗产，比如长城、故宫、兵马俑这些，可能数量不少。然后意大利也是文化遗产大
国，比如罗马的历史遗迹，威尼斯这些。西班牙可能有阿尔罕布拉宫、圣家族大教堂之类的。法国的话，巴黎的
埃菲尔铁塔、凡尔赛宫应该都是世界遗产，但数量可能不如前两个国家多。
不过具体数量的话，中国好像近年来增加了很多，可能已经超过意大利了？以前可能意大利是第一，但现在中国
可能后来居上。比如截至某个时间点，中国的世界遗产数量达到50多个，而意大利可能有50多个或者接近。不过
需要确认最新的数据，但用户要求不能联网，只能凭记忆。
再想想，世界遗产包括文化遗产、自然遗产和文化自然双重遗产。中国地大物博，自然遗产可能也较多，比如九
寨沟、张家界这些。而意大利主要是文化遗产，自然遗产可能较少。西班牙和法国的情况呢？西班牙可能有 40多
个，法国也有40多个？
所以综合来看，中国和意大利可能比较接近，但根据最近的记忆，中国可能已经超过了意大利，成为第一。比如
中国现在有56处，意大利55处左右？或者是不是反过来？或者可能我记错了，需要再仔细想想。
另外，可能有些混淆，比如有些资料可能更新不及时。比如，如果问题是在2023年之前，可能意大利还是第一，
但之后中国超过了。不过用户的问题没有给出时间范围，所以应该回答当前的情况，也就是截至我的知识库更新
时间为止。假设我的知识库更新到2023年，那么中国应该已经是第一了，拥有最多的世界遗产。所以答案应该是
选项B，中国。

图 尶尮 错误回答案例

屜中国和意大利可能比较接近，但根据最近的记忆，中国可能已经超过了意大利，成为第一。比
如中国现在有尵尶处，意大利尵尵处左右？或者是不是反过来？或者可能我记错了，需要再仔细想
想。尢
可以发现，居屒屎屉居 屘就对于这个问题并没有很清晰的知识储备，或无法正确提取对应的人

文地理知识，导致模型出现幻觉输出。此外，该知识也会随着国家申遗的数量而变动，也体现
出目前大语言模型对于内化知识的更新存在困难。
图尷的历史知识问题则在就尵个模型中获得就尰尰尥正确率，可能由于该类知识点在模型预训练

语料中出现过，且不存在更新需求。
（（（2）））GPT与与与国国国产产产大大大语语语言言言模模模型型型的的的差差差异异异 相比图尷所示题目更具中国背景的问题在屇屐屔与国产

大语言模型之间呈现出差异。我们统计分析了屇屐屔尭尴屯在屋屐居尭屐屲屯数据集上出错的尵尲尸道题目，
与平均正确率排名前尵的国产大语言模型在数据集上均回答正确的尵尹尵就道题目之间的关系。

问题：古埃及文明的象征之一是？
选项： "A": "长城", "B": "金字塔", "C": "斗兽场", "D": "空中花园" 。

B。 “answer”: “B”, “type”: “历史知识”。

以ERNIE X1为例的思考过程：

我现在需要回答用户的问题： “古埃及文明的象征之一是？”选项包括A到D四个选项。首先，我得回忆一下关于
古埃及文明的知识。
首先，题目问的是象征之一，所以应该选择最具代表性的建筑或结构。选项里的四个分别是长城、金字塔、斗兽
场和空中花园。首先排除明显不属于古埃及的选项。长城是中国古代的，属于中国，所以A选项应该不是正确选
项。斗兽场是古罗马的，比如意大利的罗马斗兽场，所以C选项也不对。空中花园，传说中巴比伦的，属于两河
流域，所以D选项也不属于埃及。剩下的就是B选项金字塔了。
不过，再仔细想想，金字塔确实是古埃及文明的标志性建筑，尤其是吉萨大金字塔，作为世界七大奇迹之一，应
该没错。可能用户会混淆其他古代文明的地标，但这里选项里只有金字塔属于埃及。所以答案应该是B选项。

图 尷尮 正确回答案例

我们发现在历史知识上，屇屐屔尭尴屯对中国历史知识的掌握能力与国产大语言模型相比更
差。屇屐屔尭尴屯回答错误，但居屒屎屉居 屘就、屄履履屰屓履履屫尭屒就、屑屷履屮尭屍屡屸、屑屷履屮尭屐屬屵屳和屄屯屵屢屡屯尭就尮尵尭
屰屲屯均回答正确的历史知识共尸就题，其中中国古代史及近代史占尴尵题，如图尸所示，屇屐屔尭尴屯对元
朝建立者和屜贞观之治尢发生时期的在位皇帝都存在错误知识记忆。
（（（3）））DeepSeek-V3的的的知知知识识识掌掌掌握握握能能能力力力分分分析析析 从实验结果来看，屄履履屰屓履履屫尭屖尳平均正确率排

名第尷位，与上一位屇屐屔尭尴屯相差尰尮就尶尥，与屄履履屰屓履履屫尭屒就相差尴尮尸尳尥。表现情况虽不如具备强推
理能力的大规模参数模型，但整体来看兼具了一定的知识掌握能力和较好的推理效率。
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屄履履屰屓履履屫尭屖尳在屋屐居尭屐屲屯数据集上累计回答错误尵尴尲道题目，主要集中在事实类知识尨地
理、历史知识尩。具体来看错误案例，屄履履屰屓履履屫尭屖尳在部分较为简单的问题上表现不理想，如
图尹所示的三个题目仅有屄履履屰屓履履屫尭屖尳和其余排名末位的轻量模型出错，反映出其基础知识掌握
情况并不牢固。

问题：元朝的建立者是谁？

选项： "A" : "忽必烈",
选项： "B": "成吉思汗",
选项： "C": "窝阔台",
选项： "D": "拖雷"

B。

问题：中国古代的“贞观之治”发生
在以下哪位皇帝统治时期？

选项： "A" : "唐高祖",
选项： "B": "唐太宗",
选项： "C": "唐玄宗",
选项： "D": "唐中宗"

A。 A。 B。

图 尸尮 屇屐屔尭尴屯 在中国历史问题上的部分错误回答案例

问题：中国的传统节日中，春节
的传统活动不包括以下哪一项？
选项： "A": "放鞭炮"
选项： "B": "贴春联"
选项： “C”: “赛龙舟”[正确答案]
选项： "D": "拜年"

• DeepSeek- V3：A；
• Doubao-1.5-lite：D。

问题：中国的四大发明不包括以
下哪项？
选项："A": "指南针"
选项： "B": "火药"
选项： "C": "印刷术"
选项： "D": "蒸汽机" [正确答案]

• DeepSeek- V3、Doubao-1.5-lit、
GLM-4-air：A；

• GLM-4-flash：C。

问题：澳大利亚的首都是哪个城市？
选项： "A": "悉尼"
选项： "B": "墨尔本"
选项： "C": "堪培拉"[正确答案]
选项： "D": "布里斯班"

• DeepSeek- V3、GLM-4-flashX 
GLM-4-air、GLM-4-flash：B；

• Doubao-1.5-lite：D

图 尹尮 屄履履屰屓履履屫尭屖尳部分错误回答案例

4.3.3 LLM在在在知知知识识识掌掌掌握握握方方方面面面存存存在在在的的的问问问题题题

尽管部分大语言模型在多个知识类别上表现出了较强的掌握能力，但仍存在一些普遍性问
题。
（（（1）））专专专业业业领领领域域域知知知识识识处处处理理理能能能力力力不不不均均均衡衡衡 大语言模型在处理高度专业化的知识时表现较弱，也

容易出现较大的性能差距，可能的原因是大语言模型未能充分利用高质量的专业领域数据进行
强化训练。
（（（2）））事事事实实实性性性知知知识识识的的的掌掌掌握握握能能能力力力较较较弱弱弱 由于事实性知识涉及到时空背景和大量事实数据，使得

部分模型的表现差距较大。
（（（3）））轻轻轻量量量模模模型型型的的的局局局限限限性性性 虽然轻量化模型具有较高的计算效率和较低的资源占用，但在处

理复杂任务时表现出了明显的局限性。
（（（4）））推推推理理理速速速度度度与与与准准准确确确性性性的的的平平平衡衡衡 部分大语言模型在推理效率上存在较大限制，但其准确性

较高，可能导致在需要实时推理的任务中，其应用受到限制。
（（（5）））模模模型型型多多多次次次回回回答答答不不不一一一致致致 在进行结果分析时发现大语言模型对于同一问题、同一提示模

版无法做到每次输出同样的问题答案，成为影响问答任务输出准确性的不稳定因素。

5 总总总结结结

本文围绕大语言模型在无外部知识注入条件下对多类型知识的掌握能力展开系统研究，
重点考察其在常识性知识、事实性知识与专业领域知识三个维度的表现。为实现全面评估，
本文构建了一个包含尶尶尲尰条多类别知识问答任务的高质量评测数据集屋屐居尭屐屲屯，并对当前主流
的就尵个大语言模型进行了系统评估。
实验结果表明，不同模型在知识掌握能力上存在显著差异。总体来看，模型在常识

性知识维度上的表现优于事实性与专业性领域，普遍具有较高的准确率。其中，居屒屎屉居
屘就和屄履履屰屓履履屫尭屒就等大规模推理模型在常识性知识上的表现尤为突出，展示了较强的语言理解
与知识整合能力。相较而言，模型在专业性和复杂性更高的领域知识掌握方面仍存在明显短
板，尤其是轻量级模型，虽在计算效率上具备优势，但在知识准确性和覆盖深度方面仍有较大
提升空间。
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本文揭示了当前大语言模型在知识掌握层面的能力边界与发展瓶颈，强调了知识广度与深
度的均衡建模需求。下一步工作：尨就尩对比同一学科下不同知识类型上的表现差异，使评测体系
既具备横向维度差异，也兼顾纵向控制变量的比较。尨尲尩尝试提升任务复杂度，以适配更先进模
型的知识能力边界探索。尨尳尩结合多跳推理任务，引入过程可解释性要求，对知识检索与推理能
力展开联合测评。尨尴尩设计单独区分屜记忆尢与屜检索尢的机制，或引入遮蔽上下文与跨文档检索场
景，专门评估知识调用的方式与路径。尨尵尩聚焦于提升大语言模型的主动知识建构与演化能力，
探索更有效的知识注入与微调策略，突破其在高复杂度知识领域中的性能瓶颈。
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