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摘摘摘要要要

知识图谱推理（幋幇幒）旨在通过对知识图谱中蕴含的逻辑规则进行挖掘和应用，进而
推断和发现新事实。该任务广泛应用于智能问答、语义搜索和推荐系统等领域。近年
来，由于基于嵌入的知识图谱推理算法缺乏可解释性，一些研究者开始研究基于规则
的知识图谱推理方法。然而，现有基于规则的推理方法在理解关系语义时难以处理关
系之间的隐式关联信息且容易陷入局部最优解。为此，本文提出了一种基于关系结构
感知增强的规则挖掘模型幒幥幓幁。该方法通过构建关系图，显式地建模关系之间的层次
结构，提高规则挖掘的效率。同时，幒幥幓幁还通过全局规则融合模块和相对关系编码
器，结合全局语义建模和局部结构建模，增强模型对规则体整体逻辑的感知能力。实
验表明，幒幥幓幁模型在幗幎帱常幒幒等数据集上取得了显著的性能提升，幍幒幒指标相较于
现有最新规则挖掘方法提升了帴个百分点。

关关关键键键词词词：：： 知识图谱 ；规则挖掘 ；链接预测
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Abstract

幋幮幯幷幬幥幤幧幥 幧干幡幰幨 干幥幡平幯幮幩幮幧 帨幋幇幒帩 幡幩幭平 年幯 幩幮幦幥干 幡幮幤 幤幩平幣幯并幥干 幮幥幷 幦幡幣年平 幢幹 幭幩幮幩幮幧 幡幮幤
幡幰幰幬幹幩幮幧 年幨幥 幬幯幧幩幣幡幬 干幵幬幥平 幣幯幮年幡幩幮幥幤 幩幮 年幨幥 幫幮幯幷幬幥幤幧幥 幧干幡幰幨帮 幔幨幩平 年幡平幫 幩平 幷幩幤幥幬幹 幵平幥幤
幩幮 希幥幬幤平 平幵幣幨 幡平 幩幮年幥幬幬幩幧幥幮年 幱幵幥平年幩幯幮 幡幮平幷幥干幩幮幧帬 平幥幭幡幮年幩幣 平幥幡干幣幨 幡幮幤 干幥幣幯幭幭幥幮幤幡年幩幯幮
平幹平年幥幭平帮 幉幮 干幥幣幥幮年 幹幥幡干平帬 幤幵幥 年幯 年幨幥 幬幡幣幫 幯幦 幩幮年幥干幰干幥年幡幢幩幬幩年幹 幯幦 幥幭幢幥幤幤幩幮幧席幢幡平幥幤 幫幮幯幷幬席
幥幤幧幥 幧干幡幰幨 干幥幡平幯幮幩幮幧 幡幬幧幯干幩年幨幭平帬 平幯幭幥 干幥平幥幡干幣幨幥干平 幨幡并幥 幢幥幧幵幮 年幯 平年幵幤幹 干幵幬幥席幢幡平幥幤
幫幮幯幷幬幥幤幧幥 幧干幡幰幨 干幥幡平幯幮幩幮幧 幭幥年幨幯幤平帮 幈幯幷幥并幥干帬 幥幸幩平年幩幮幧 干幵幬幥席幢幡平幥幤 干幥幡平幯幮幩幮幧 幭幥年幨幯幤平
幨幡并幥 幤幩帎幣幵幬年幹 幩幮 幨幡幮幤幬幩幮幧 幩幭幰幬幩幣幩年 幡平平幯幣幩幡年幩幯幮 幩幮幦幯干幭幡年幩幯幮 幢幥年幷幥幥幮 干幥幬幡年幩幯幮平 幷幨幥幮 幵幮席
幤幥干平年幡幮幤幩幮幧 干幥幬幡年幩幯幮幡幬 平幥幭幡幮年幩幣平 幡幮幤 幡干幥 幰干幯幮幥 年幯 幦幡幬幬 幩幮年幯 幬幯幣幡幬 幯幰年幩幭幡幬 平幯幬幵年幩幯幮平帮 幔幯
年幨幩平 幥幮幤帬 年幨幩平 幰幡幰幥干 幰干幯幰幯平幥平 幡 干幵幬幥 幭幩幮幩幮幧 幭幯幤幥幬 幒幥幓幁 幢幡平幥幤 幯幮 干幥幬幡年幩幯幮幡幬 平年干幵幣年幵干幥
幰幥干幣幥幰年幩幯幮 幥幮幨幡幮幣幥幭幥幮年帮 幔幨幩平 幭幥年幨幯幤 幩幭幰干幯并幥平 年幨幥 幥帎幣幩幥幮幣幹 幯幦 干幵幬幥 幭幩幮幩幮幧 幢幹 幣幯幮席
平年干幵幣年幩幮幧 幡 干幥幬幡年幩幯幮幡幬 幧干幡幰幨 幡幮幤 幥幸幰幬幩幣幩年幬幹 幭幯幤幥幬幩幮幧 年幨幥 幨幩幥干幡干幣幨幩幣幡幬 平年干幵幣年幵干幥 幢幥年幷幥幥幮
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干幥幬幡年幩幯幮平帮 幁年 年幨幥 平幡幭幥 年幩幭幥帬 幒幥幓幁 幡幬平幯 幥幮幨幡幮幣幥平 年幨幥 幭幯幤幥幬帧平 幰幥干幣幥幰年幩幯幮 幯幦 年幨幥 幯并幥干幡幬幬
幬幯幧幩幣 幯幦 年幨幥 干幵幬幥 幢幯幤幹 年幨干幯幵幧幨 幡 幧幬幯幢幡幬 干幵幬幥 幦幵平幩幯幮 幭幯幤幵幬幥 幡幮幤 幡 干幥幬幡年幩并幥 干幥幬幡年幩幯幮平幨幩幰
幥幮幣幯幤幥干帬 幣幯幭幢幩幮幥幤 幷幩年幨 幧幬幯幢幡幬 平幥幭幡幮年幩幣 幭幯幤幥幬幩幮幧 幡幮幤 幬幯幣幡幬 平年干幵幣年幵干幥 幭幯幤幥幬幩幮幧帮 幅幸幰幥干席
幩幭幥幮年平 平幨幯幷 年幨幡年 年幨幥 幒幥幓幁 幭幯幤幥幬 幨幡平 幡幣幨幩幥并幥幤 平幩幧幮幩希幣幡幮年 幰幥干幦幯干幭幡幮幣幥 幩幭幰干幯并幥幭幥幮年
幯幮 幤幡年幡平幥年平 平幵幣幨 幡平 幗幎帱常幒幒帬 幡幮幤 年幨幥 幍幒幒 幩幮幤幥幸 幨幡平 幩幮幣干幥幡平幥幤 幢幹 帴 幰幥干幣幥幮年幡幧幥 幰幯幩幮年平
幣幯幭幰幡干幥幤 幷幩年幨 年幨幥 幥幸幩平年幩幮幧 平年幡年幥席幯幦席年幨幥席幡干年 干幵幬幥 幭幩幮幩幮幧 幭幥年幨幯幤平帮

Keywords: 幋幮幯幷幬幥幤幧幥 幇干幡幰幨 帬 幒幵幬幥 幍幩幮幩幮幧 帬 幌幩幮幫 幐干幥幤幩幣年幩幯幮

1 引引引言言言

知识图谱（幋幮幯幷幬幥幤幧幥 幇干幡幰幨平帬 幋幇平）作为结构化知识的载体，通过实体席关系席实体三元
组的形式描绘了现实世界中物体、人、概念等之间的复杂关联 帨幊幩 幥年 幡幬帮帬 帲帰帲帱帩。然而，现
有知识图谱普遍面临知识不完备的问题。例如，幆干幥幥幢幡平幥中超过帷帶帥的人物实体缺乏职业属
性，而幗幩幫幩幤幡年幡中仅有帱常帥的关系标注了逆关系 帨幂幥干幡幮年 幥年 幡幬帮帬 帲帰帱帳帩。因此，对缺失知识图
谱进行补全具有相当大的挑战性 帨幘幩幥 幥年 幡幬帮帬 帲帰帲帴帩。知识图谱推理正是通过挖掘底层逻辑
规则，从已有事实中推断出一些新知识。该技术在智能问答 帨幙幩幨 幥年 幡幬帮帬 帲帰帱帶帻 季晓慧幥年 幡幬帮帬
帲帰帲帴帩、语义搜索 帨幘幩幯幮幧 幥年 幡幬帮帬 帲帰帱帷帩等领域的广泛应用，凸显了高效知识推理的重要价值。
一些主流方法通过学习关系和实体的表示来补全知识图谱。例如，幔干幡幮平幅 帨幂幯干幤幥平 幥年 幡幬帮帬
帲帰帱帳帩和幃幯幭幰幬幅幸 帨幔干幯幵幩幬幬幯幮 幥年 幡幬帮帬 帲帰帱帶帩等嵌入学习方法，通过在向量空间中进行语义计算实现
实体关系预测。然而，这些方法在实际应用中往往不适用，因为它们假设实体在训练和测试期
间是固定的，但现实世界中的实体和关系是动态的，测试过程中可能会出现新的实体和关系，
这大大降低了推理性能。此外，基于三元组的独立学习方式无法显式地捕获围绕查询三元组的
局部结构，而这些结构本可以作为知识图谱推理的重要证据 帨幌幩幡幮幧 幥年 幡幬帮帬 帲帰帲帴帩。最近，受到
图神经网络（幇幎幎）聚合局部信息能力的启发，幇幎幎被引入到知识图谱中，通过聚合邻居节点
来更新实体的表示，从而捕获子图结构 帨幓幣幨幬幩幣幨年幫干幵幬幬 幥年 幡幬帮帬 帲帰帱常帩。例如，幇干幡幉幌 帨幔幥干幵 幥年 幡幬帮帬
帲帰帲帰帩模型通过以候选三元组为中心节点构建局部封闭子图，从而具备了对新兴实体的归纳能
力。然而，这类方法在有效性和效率方面仍面临挑战。 近年来，由于逻辑规则具有可解释性，

幆幩幧幵干幥 帱帺 知识图谱示例图

并且能够容易地泛化到新的任务、领域和数据，基于逻辑规则的知识图谱推理方法受到了广泛
关注。然而，现有基于规则的推理方法存在一些问题，给知识图谱推理带来了诸多挑战。一方
面，现有规则模型在理解关系语义时难以处理关系之间的隐式关联信息，导致无法进行有效
的传递性推理等。例如，如图帱所示，基于已知事实幬幩幥幉幮帨幔干幵幭幰 幔幯幷幥干帬 幎帮幙帮帩和幬幯幣幡年幥幤幉幮帨幎帮幙帮帬
幕幓帩，我们可以轻松推断出幬幯幣幡年幥幤幉幮帨幔干幵幭幰 幔幯幷幥干帬 幕幓帩。但是，现有基于规则的模型通常无法
正确学习到类似的规则：locatedIn帨X,Z帩← lieIn帨X,Y 帩∧ locatedIn帨Y,Z帩。这主要是因为这些
模型缺乏对关系层次结构的显式建模。
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另一方面，现有规则模型由于受限于严格的逻辑形式，需要明确的规则表达，因而难以建
模隐式的语义关联，容易陷入局部最优解，无法保证规则的顺序性和完整性。

针对上述问题，本文提出了一种基于关系结构感知增强的规则挖掘模型（幒幥幬幡年幩幯幮
幓年干幵幣年幵干幥席幁幷幡干幥，幒幥幓幁）。该模型首先将关系结构抽象为关系图，把原始知识图谱中的每
个关系作为关系图中的节点，将实体之间的相对位置抽象为关系图中的边，定义了头对头、
头对尾、尾对头、尾对尾四种类型的边。关系图能够有效发现不同关系之间的潜在模式，减
少对实体的依赖，专注于关系之间的结构，提高规则挖掘的效率。此外，为避免局部最优问
题，幒幥幓幁 提出了全局规则融合模块，通过整体感知规则的全局结构，利用自注意力机制生成
全局语义向量，捕捉规则体的整体逻辑，同时结合四种交互的相对关系图，将信息传递给图神
经网络（幇幎幎），并同时将其注入门控机制，捕捉关系间的复杂交互模式，提高规则体的连
贯性。最终，模型通过层次化递归注意力机制，逐步将长路径缩短为单一规则头，进行规则推
理。

实验结果表明，幒幥幓幁 模型在多个数据集上的知识图谱补全任务中表现出色，相较于现有
最新规则挖掘方法，其幍幒幒 指标在幗幎帱常幒幒 数据集上提升了帴 个百分点。这验证了幒幥幓幁 模
型的有效性，证明了将关系结构感知增强应用于规则挖掘能够有效解决现有基于规则的推理方
法所面临的问题。

综上所述，我们的贡献主要有以下几方面：

•提出关系图结构，这是首次将关系固有的结构信息融入到规则挖掘过程中的模型。
•为了进一步解决在规则挖掘过程中可能出现的局部最优问题，我们改进了原始幌幓幔幍的结

构，在关系对融合的过程中先注入完整的规则信息，来提高模型的预测性能。

•在多个数据集上的知识图谱补全实验验证了幒幥幓幁相对于最新规则挖掘方法的优越性，同
时，幒幥幓幁可以获得推理可解释性的逻辑规则。

2 相相相关关关工工工作作作

2.1 基基基于于于嵌嵌嵌入入入的的的方方方法法法

基于嵌入的方法将知识图谱中的实体和关系映射到低维连续向量空间，并计算实体
和关系之间的相似度来进行推理 帨刘知远幥年 幡幬帮帬 帲帰帱帶帩 。主要方法有幔干幡幮平幅 帨幂幯干幤幥平 幥年 幡幬帮帬
帲帰帱帳帩、幔干幡幮平幈 帨幗幡幮幧 幥年 幡幬帮帬 帲帰帱帴帩、幃幯幭幰幉幅幸 帨幔干幯幵幩幬幬幯幮 幥年 幡幬帮帬 帲帰帱帷帩、幒幯年幡年幅 帨幓幵幮 幥年 幡幬帮帬
帲帰帱帹帩、幈幯幵平幅 帨幌幩 幥年 幡幬帮帬 帲帰帲帲帩等。这类方法简洁高效，但无法充分利用图的结构信息，并且
推理结果缺乏可解释性。

2.2 基基基于于于图图图结结结构构构信信信息息息的的的方方方法法法

基于图结构信息的方法直接利用知识图谱的拓扑结构（如实体之间的连接路径、子图模
式、邻居分布等）进行推理。主要有两类：基于全局子图和基于局部子图的方法。基于全
局子图的方法如幒席幇幃幎 帨幓幣幨幬幩幣幨年幫干幵幬幬 幥年 幡幬帮帬 帲帰帱常帩、幃幯幭幰幇幃幎 帨幖幡平幨幩平幨年幨 幥年 幡幬帮帬 帲帰帱帹帩、幋幅席
幇幃幎 帨幙幵 幥年 幡幬帮帬 帲帰帲帱帩等能够处理复杂的知识图谱结构，但在大规模图谱上计算复杂，并且存
在过平滑问题。为解决这些问题，基于局部子图的方法通过不同层次的图卷积或注意力机制，
仅关注目标实体周围一定范围的领域信息，如幎幂幆幎幥年 帨幚幨幵 幥年 幡幬帮帬 帲帰帲帱帩、幒幅幄席幇幎幎 帨幚幨幡幮幧
幡幮幤 幙幡幯帬 帲帰帲帲帩、幁幤幡幐干幯幰 帨幚幨幡幮幧 幥年 幡幬帮帬 帲帰帲帳帩、幁帪幎幥年 帨幚幨幵 幥年 幡幬帮帬 帲帰帲帳帩等方法能够适应不同
复杂度的知识图谱结构，具有强大的表达能力，但仍然存在计算资源消耗大、未考虑图语义信
息等问题。

2.3 基基基于于于规规规则则则的的的方方方法法法

基于规则的方法独立于实体，通过学习逻辑规则（如幈幯干幮子句）进行推理。例如幎幥幵干幡幬席
幌幐 帨幙幡幮幧 幥年 幡幬帮帬 帲帰帱帷帩 与幄幒幕幍 帨幓幡幤幥幧幨幩幡幮 幥年 幡幬帮帬 帲帰帱帹帩开创性地将规则学习纳入可微
分计算范式中，实现规则模板生成与置信度评估的联合优化。幉年幥干幅 帨幚幨幡幮幧 幥年 幡幬帮帬 帲帰帱帹帩
与幒幎幎幌幯幧幩幣 帨幑幵 幥年 幡幬帮帬 帲帰帲帰帩则将逻辑规则建模为隐式表征空间中的潜变量，构建幜规则生
成席推理验证帢的双阶段学习架构。幎幃幒幌 帨幃幨幥幮幧 幥年 幡幬帮帬 帲帰帲帳帩 提出结构解耦策略，通过检测规
则体中的最优子结构组合自底向上合成高质量规则头。基于规则的方法可解释性强泛化能力
好，但缺乏对关系语义的理解无法处理关系之间的隐式关联。
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3 问问问题题题描描描述述述

知识图谱被定义为G 帽 {E,R, F}，其中E、R和F分别表示实体、关系和事实的集合。
事实被描述为三元组的形式，即帨eh, r, et帩 ∈ F 帬其中eh, et ∈ E，它们之间的r ∈ R。给定一个
知识图谱G，知识图谱推理旨在利用已有的事实，根据打分函数计算出查询事实帨eqh, r

q, eqt 帩的
可信程度。根据确实元素的类型，一般分为三个子任务，即头实体推理帨帿, rq, eqt 帩、尾实体推
理帨eqh, r

q, 帿帩和关系推理帨eqh, 帿, e
q
t 帩。本文研究的主要任务是关系推理，即帨eqh, 帿, e

q
t 帩。

一阶逻辑（幆幏幌）规则中的幈幯干幮规则是由一组合取谓词和一个单一的中心语谓词组成的，
本文中我们感兴趣的是挖掘如下形式的链状幈幯干幮规则：

s帨rh, rb帩 帺 rh帨x, y帩← rb1帨x, z1帩 ∧ . . . ∧ rbn帨zn−1, y帩

其中rh帨x, y帩称为规则头，rb1帨x, z1帩 ∧ . . . ∧ rbn帨zn−1, y帩称为规则体，s帨rh, rb帩是与规则相关的置
信度分数。结合规则体和规则体我们将幈幯干幮规则记为帨rh, rb帩，其中rb 帽 幛rb1 , . . . , rbn 幝

4 ReSA模模模型型型方方方法法法

幒幥幓幁模型是一种基于相对关系图的组合规则学习框架，面对传统基于打分函数的逻辑规则
学习方法中规则体与规则头孤立评估的问题。该模型通过全局语义建模与动态关系推理，实现
规则体对规则头的隐式高概率推导。如图帲所示，幒幥幓幁模型的整体架构包括相对关系图构建、
规则编码器、推理与注意力机制三个主要部分。

幆幩幧幵干幥 帲帺 幒幥幓幁模型架构图

首先，相对关系图的构建从原始知识图谱中抽取关系间的结构交互模式，并将其转化为以
关系为节点、四种基础交互类型（幨帲幨、幨帲年、年帲幨 和年帲年）为边的图结构。这一过程通过显示编
码关系间的交互，捕获规则体和规则头之间的潜在关联，避免因孤立打分导致的语义断裂。
其次，规则编码器通过全局规则融合模块和相对关系编码器对规则体进行编码。全局规则

融合模块利用全局语义向量增强模型对整体逻辑的感知能力，相对关系编码器通过图神经网络
（幇幎幎）捕捉关系间的复杂交互模式。
最后，推理与注意力机制通过融合编码和层次化递归注意力机制完成规则的推理和预测。

模型通过动态调节语义和结构信息，逐步将长路径缩短为单一规则头，并通过交叉熵损失函数
进行训练，以最大化观察到的规则头的似然。

4.1 相相相对对对关关关系系系图图图构构构建建建

相对关系图的构建出从原始知识图谱中抽取出关系间的结构交互模式，将其转化为
以关系为节点、四种基础交互类型为边的一种图结构。通过显示的编码关系间的交互
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（幨帲幨、幨帲年、年帲幨和年帲年），来捕捉规则体和规则头之间的潜在关联，从而避免因孤立打分导
致的语义断裂。同时，在长路径推理中，关系图可动态筛选有效子组合，保留高置信度的局部
逻辑，从而提升规则体的连贯性。

给定知识图谱G 帽 {E,R, F} ，首先将首先将每个关系r ∈ R 及其逆关系r−1作为关系图中
的节点，形成节点集合R′ 帽 R ∪

{
r−1 | r ∈ R

}
。接着，通过分析原始图谱中三元组帨h, r, t帩的

头尾实体连接模式。例如，若两个关系都从同一实体出发，那么这两个关系在相对关系图中通
过幨帲幨相连。为高效构建关系图Ar ∈ R(|R|×|R|×4)，采用稀疏矩阵乘法技术，具体计算过程如公
式帱席帴所示：

Ah2h 帽 E⊤
h · Eh 帨帱帩

Ah2t 帽 E⊤
h · Et 帨帲帩

Ah2t 帽 E⊤
h · Et 帨帳帩

Ah2t 帽 E⊤
h · Et 帨帴帩

其中，Eh为头实体席关系矩阵，Et尾实体席关系矩阵，分别记录头实体和尾实体与关系的关联。
通过矩阵乘法生成四类邻接矩阵，最终合并得到Ar 帽 幛Ah2h, Ah2t, At2h, At2t幝。

4.2 规规规则则则编编编码码码器器器

规则编码器是幒幥幓幁模型的核心组件之一，负责将规则体的语义信息和结构信息进行编码，
生成子规则的嵌入表示。其主要目标是通过结合全局语义建模和局部结构建模，增强模型对规
则体整体逻辑的感知能力。

假设规则体表示为rb 帽 幛rb1 , rb2 , . . . , rbn 幝，当滑动窗口为帲时，子规则表示为ei 帽[
rbi , rbi+1

]
。规则编码器通过全局规则融合模块和相对关系编码器分别对子规则的语义信息

和结构信息进行建模，然后通过门控机制动态融合这两种信息，生成更全面的子规则嵌入表
示。

4.2.1 全全全局局局规规规则则则融融融合合合模模模块块块

传统序列模型（如幌幓幔幍）在知识图谱规则推理中面临局部视野局限：其记忆单元仅依赖
历史时间步的隐藏状态，难以捕捉长路径规则的整体逻辑结构。为此，本研究提出将规则体的
全局语义向量深度融入序列建模过程，通过全局记忆引导机制增强模型对整体逻辑的感知能
力。

首先，通过自注意力机制聚合子规则嵌入，生成反映规则体整体逻辑的全局向量，如公
式帵席帶所示：

g 帽
∑
ei∈rb

αiW ghei 帨帵帩

αi 帽 幓幯幦年幭幡幸
(
q⊤ 年幡幮幨 帨W ahei帩

)
帨帶帩

其中，hei为子规则的嵌入向量，由子规则中的关系级联得到，W a，W g为参数矩阵，q 为可学
习查询向量。接着，将全局向量g 作为幌幓幔幍 的初始记忆单元，并在记忆更新中持续注入全局
信息，在时间步t ，模型通过门控机制动态融合历史记忆c0 与全局向量W g，具体如公式帷席常所
示：

c∗t−1帨g帩 帽 λtct−1 師 帨帱− λt帩 g 帨帷帩

λt 帽 σ
(
W λ

[
hs
t−1,xt

])
帨常帩
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其中，c∗t−1帨g帩表示将历史记忆ct−1 与全局向量g进行动态融合。通过把子规则ei中rbi的嵌入表
示，分别输入到改进后的幌幓幔幍中的输入xt，具体计算过程如公式帹席帱帴所示：

f t 帽 σ
(
W f 幛h

x
t−1,xt幝 師 bf

)
帨帹帩

it 帽 σ
(
W i幛h

x
t−1,xt幝 師 bi

)
帨帱帰帩

ot 帽 σ
(
W o幛h

x
t−1,xt幝 師 bo

)
帨帱帱帩

幾ct 帽 年幡幮幨
(
W c幛h

x
t−1,xt幝 師 bc

)
帨帱帲帩

ct 帽 f t ⊙ c∗t−1帨g帩 師 it ⊙ 幾ct 帨帱帳帩

hx
t 帽 ot ⊙ 年幡幮幨帨ct帩 帨帱帴帩

其中，f t表示遗忘门，it表示输入门，ot表示输出门，幾ct表示候选记忆单元，我们用最后时间步
的输出hx

t 来表示子规则ei的语义融合嵌入表示，并且记为hx
ei。

4.2.2 相相相对对对关关关系系系编编编码码码器器器

在知识图谱规则推理任务中，图神经网络（幇幎幎）作为一种强大的工具，被用于对子规
则进行编码，从而捕捉关系间的复杂交互模式。这一过程基于相对关系图的构建，该图从原
始知识图谱中抽取出关系间的结构交互模式，将其转化为以关系为节点、四种基础交互类型
（幨帲幨、幨帲年、年帲幨 和年帲年）为边的图结构。在子规则编码过程中，幇幎幎 通过消息传递机制在关
系图上进行信息传播，从而捕捉关系间的复杂交互模式。我们定义了以下注意力机制具体计算
公式，具体计算公式如帱帵所示：

αij 帽 平幯幦年幭幡幸
(
幌幥幡幫幹幒幥幌幕

(
Wa · 幛h(l)i , h

(l)
j 幝

))
帨帱帵帩

其中，Wa 为可学习的参数矩阵，幛A,B幝 表示向量A,B拼接操作。通过这种方式，幇幎幎 能够动
态地调整对不同邻居节点的关注程度，从而更有效地捕捉关系间的交互模式。

幇幎幎 的每一层对关系节点进行更新，通过聚合邻居节点的信息来更新当前节点的表示。
具体而言，这一过程可以表示为公式帱帶所示：

h
(l+1)
i 帽 σ

 ∑
j∈N (i)

αij · h(l)j

 帨帱帶帩

其中，h
(l+1)
i 表示第l 层中节点i 的隐藏状态，N 帨i帩 表示节点i 的邻居节点集合，αij 表示节点i

和节点j 之间的注意力权重，σ 为非线性激活函数。通过引入注意力机制来增强对关系交互的
建模能力。最后，我们通过最后一层的图神经网络嵌入来表示子规则的相对关系嵌入信息，记
为hg

ei。

4.3 推推推理理理与与与注注注意意意力力力机机机制制制

推理与注意力机制是幒幥幓幁模型的另一个核心组件，负责将编码后的子规则进行推理和预
测，最终生成规则头。该部分通过融合编码和层次化递归注意力机制，动态调节语义和结构信
息，逐步将长路径缩短为单一规则头。

4.3.1 融融融合合合编编编码码码

在我们的模型中，子规则的编码是通过结合全局规则融合模块和相对关系图的图神经网络
（幇幎幎）来完成的。通过将这两种编码方式结合起来，我们能够得到一个更全面、更丰富的子
规则表示。具体来说，我们首先通过全局规则融合模块建模得到子规则的编码，然后通过相对
关系图的幇幎幎得到子规则的编码，二者通过门控动态调节，具体计算过程如公式帱帷所示：

hf
ei 帽 σ帨Wg幛hei ,h

g
ei 幝帩⊙ hs

ei 師 帨帱− σ帨Wg幛h
s
ei ,h

g
ei 幝帩帩⊙ hg

ei 帨帱帷帩

其中Wg 为可学习参数，σ 为幓幩幧幭幯幩幤函数，动态平衡两类信息。
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4.3.2 层层层次次次化化化递递递归归归注注注意意意力力力机机机制制制

通过借鉴幎幃幒幌 帨幃幨幥幮幧 幥年 幡幬帮帬 帲帰帲帳帩的递归合并策略，在将长路径逐步缩短为单一规则头
的基础上，我们进一步增强了子规则选择的语义和结构的联合优化。

我们用融合编码的嵌入表示来替换当前滑动窗口的嵌入表示，并将该规则体的中的所有子
规则进行打分和排序选择出最好的子规则，直到形成不可分割的子规则，具体计算过程如公
式帱常所示：

ei 帽 平幯幦年幭幡幸帨幛f帨hf
e1帩, f帨h

f
e2帩, . . . , f帨h

f
en−s+1

帩幝帩 帨帱常帩

其中，f帨帩表示打分函数，s表示滑动窗口的大小，hf
ei 帬表示融合后的嵌入表示，ei表示得分最高

的子规则，在选择出组合后，我们使用交叉注意力机制将选择的组合wi转换为单个关系表示。
它能够通过注意力机制动态地调整对不同头关系的关注程度，从而更有效地捕捉关系间的交互
模式。具体实现如公式帱帹所示：

θ 帽 平幯幦年幭幡幸帨wiWQ帨HWK帩⊤/
√
d帩 帨帱帹帩

其中，WQ 和WK 是可学习的参数矩阵，d 是嵌入维度。通过计算wi 与每个头关系的语义一
致性，动态地调整对不同头关系的关注程度。并且根据注意力权重θ，计算新的组合表示如公
式帲帰所示：

w′
i 帽 θHWV 帨帲帰帩

其中，WV 是可学习的参数矩阵。根据注意力权重θ，将不同头关系的表示进行加权组合，从
而得到一个更准确的组合表示，不断重复此过程直到最终预测规则头为止。

4.3.3 训训训练练练和和和规规规则则则提提提取取取

在训练阶段，我们的目标是最大化观察到的规则头rh 的似然。为此，我们使用交叉熵损失
函数来训练模型。具体来说，我们定义损失函数为公式帲帱：

L 帽 −
∑

(p,rh)∈P

|R|∑
k=0

ykrh 幬幯幧 θ
k
p 帨帲帱帩

其中，P 是从知识图谱中采样的路径集合，yrh 是规则头rh 的幯幮幥席幨幯年 编码，θp 是路径p 的注意
力权重。这种交叉熵损失函数的设计动机在于，它能够根据观察到的规则头rh 和模型预测的注
意力权重θp，计算出模型的预测误差。通过最小化这个损失函数，模型能够学习到更准确的规
则头表示。

5 实实实验验验与与与分分分析析析

5.1 实实实验验验设设设置置置

5.1.1 数数数据据据集集集

我们采用了帳个广泛使用的基准数据集来评估我们提出的模型，它们分别是幋幩幮平幨幩幰 帨幋幯幫
幡幮幤 幄幯幭幩幮幧幯平帬 帲帰帰帷帩、幗幎帱常幒幒 帨幄幥年年幭幥干平 幥年 幡幬帮帬 帲帰帱常帩、幙幁幇幏帳席帱帰 帨幓幵幣幨幡幮幥幫 幥年 幡幬帮帬 帲帰帰帷帩。
表帱给出了这帳个数据集的详细信息。

幔幡幢幬幥 帱帺 数据集统计情况

幄幡年幡平幥年 幄幡年幡 幒幥幬幡年幩幯幮 幅幮年幩年幹

幕幍幌幓 帵帬帹帶帰 帴帶 帱帳帵
幗幎帱常幒幒 帹帳帬帰帰帳 帱帱 帴帰帬帹帴帳
幙幁幇幏帳席帱帰 帱帬帰常帹帬帰帴帰 帳帷 帱帲帳帬帱常帲
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5.1.2 评评评价价价指指指标标标

在知识图谱补全任务中，模型的目标是预测缺失的事实，即给定一个头实体和关系，预测
尾实体，或者给定尾实体和关系，预测头实体。对于每个测试样本，模型会生成一个候选实体
列表，并按照预测的置信度对这些候选实体进行排序。评价指标基于模型预测结果的排名来衡
量其性能。

平均倒数排名帨幍幒幒帩 是一个衡量模型预测准确性的指标，它计算的是所有测试样本的倒数
排名的平均值。具体公式为：

幍幒幒 帽
帱

|Q|
∑
q∈Q

帱

干幡幮幫q

其中，Q 是测试集中的所有查询样本，干幡幮幫q 是第q 个查询样本的正确答案在预测结果中的排
名。幍幒幒值越高，表示模型的预测越准确。

幈幩年平幀幎是另一个衡量模型预测准确性的指标，它计算的是在预测结果的前N 个候选中包含
正确答案的比例。具体公式为：

幈幩年平幀幎 帽
帱

|Q|
∑
q∈Q

I帨干幡幮幫q ≤ N帩

其中，I 是指示函数，当条件成立时取值为帱，否则为帰。在本文中，我们注幎取帱和帱帰的结果，
分别表示正确答案是否出现在预测结果的第帱位和前帱帰位候选中。幈幩年平幀帱衡量了模型预测最置
信结果的准确性，而幈幩年平幀帱帰则衡量了模型在较宽范围内的预测能力。

5.1.3 基基基线线线模模模型型型

在本次实验中，我们选取了两类基线模型进行对比：知识图谱嵌入（幋幇幅）方法和基于
规则学习的方法。知识图谱嵌入方法包括幔干幡幮平幅 帨幂幯干幤幥平 幥年 幡幬帮帬 帲帰帱帳帩、幄幩平年幍幵幬年 帨幙幡幮幧 幥年 幡幬帮帬
帲帰帱帴帩、幃幯幭幰幬幅幸 帨幔干幯幵幩幬幬幯幮 幥年 幡幬帮帬 帲帰帱帶帩和幒幯年幡年幅 帨幓幵幮 幥年 幡幬帮帬 帲帰帱帹帩，这些方法通过将实体和
关系映射到低维向量空间，并利用向量运算来建模和推理关系。其中，幔干幡幮平幅通过向量平移来
表示关系，幄幩平年幍幵幬年利用双线性模型处理对称关系，幃幯幭幰幬幅幸通过复数嵌入来捕捉更复杂的关
系模式，而幒幯年幡年幅则通过旋转操作来建模关系，尤其擅长处理逆关系和对称关系。
基于规则的学习方法则包括幒幎幎幌幯幧幩幣 帨幑幵 幥年 幡幬帮帬 帲帰帲帰帩、幒幌幯幧幩幣 帨幃幨幥幮幧 幥年 幡幬帮帬

帲帰帲帲帩、幎幃幒幌 帨幃幨幥幮幧 幥年 幡幬帮帬 帲帰帲帳帩和幒幵幬幅 帨幔幡幮幧 幥年 幡幬帮帬 帲帰帲帴帩，这些方法通过挖掘逻辑规则
来进行推理，具有较强的可解释性。幒幎幎幌幯幧幩幣借助递归神经网络处理长路径规则，幒幌幯幧幩幣通
过规则推理生成高质量的逻辑规则，而幎幃幒幌则采用结构解耦策略，自底向上合成高质量规
则，进一步提升规则的泛化能力。幒幵幬幅是一种结合规则嵌入和知识图谱推理的方法，通过将逻
辑规则嵌入到知识图谱的表示中，提升了推理性能并增强了对隐式关系的捕捉能力。这些基线
模型涵盖了从简单的向量空间建模到复杂的逻辑规则推理，为评估我们提出的幒幥幓幁模型提供了
全面的对比基准。

5.1.4 实实实验验验设设设置置置或或或超超超参参参数数数

在本次实验中，我们对模型的训练和测试环境进行了精心配置，以确保实验结果的可靠性
和高效性。我们使用了两台幎幖幉幄幉幁 幇幥幆幯干幣幥 幒幔幘 帳帰帹帰 显卡，每张显卡配备帲帴幇幂 的显存，这
为处理大规模知识图谱数据提供了强大的计算支持。实验环境基于幐幹幔幯干幣幨 框架搭建，充分利
用了其高效的计算能力和灵活的模型构建特性。在超参数设置方面，我们统一将训练的幥幰幯幣幨
数设置为帲帰帰帰，以确保模型有足够的时间收敛。对于学习率，我们根据数据集的特点进行了
差异化设置：在幕幍幌幓 数据集上，学习率设置为帰帮帰帰帵，以适应其较小的规模和相对简单的结
构；而在更具挑战性的幗幎帱常幒幒 和幙幁幇幏帳席帱帰 数据集上，学习率则调整为帰帮帰帰帱，以实现更稳
定的训练过程。嵌入层维度也因数据集而异，幕幍幌幓 设置为帵帱帲，幗幎帱常幒幒 和幙幁幇幏帳席帱帰 设置
为帱帰帲帴，以适应不同数据集的复杂性。图神经网络层数统一设置为帲，以平衡表达能力和计算效
率。

5.2 对对对比比比实实实验验验

实验结果展示了幒幥幓幁模型在多个数据集（幕幍幌幓、幗幎帱常幒幒、幙幁幇幏帳席帱帰）上的表现，相
较于传统的知识图谱嵌入方法（幋幇幅）和其他规则学习方法，幒幥幓幁在处理复杂推理任务时展
现了一定的优势。实验结果如表帲所示。
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幔幡幢幬幥 帲帺 在数据集幕幍幌幓、幗幎帱常幒幒 和幙幁幇幏帳席帱帰 的实验效果

幍幥年幨幯幤平 幍幯幤幥幬 幕幍幌幓 幗幎帱常幒幒 幙幁幇幏帳席帱帰
幍幒幒 幈幀帱 幈幀帱帰 幍幒幒 幈幀帱 幈幀帱帰 幍幒幒 幈幀帱 幈幀帱帰

幋幇幅

幔干幡幮平幅 帰帮帶帹 帵帲帮帳 常帹帮帷 帰帮帲帳 帲帮帲 帵帲帮帴 帰帮帳帶 帲帵帮帱 帵常帮帰
幄幩平年幍幵幬年 帰帮帳帹帱 帲帵帮帶 帶帶帮帹 帰帮帴帲 帳常帮帲 帵帰帮帷 帰帮帳帴 帲帴帮帳 帵帳帮帳
幃幯幭幰幬幅幸 帰帮帴帱 帲帷帮帳 帷帰帮帰 帰帮帴帴 帴帱帮帰 帵帱帮帲 帰帮帳帴 帲帴帮常 帵帴帮帹
幒幯年幡年幅 帰帮帷帴 帶帳帮帶 帹帳帮帹 帰帮帴帷 帴帲帮帹 帵帵帮帷 帰帮帴帹 帴帰帮帲 67.0

幒幵幬幥
幌幥幡干幮幩幮幧

幒幎幎幌幯幧幩幣 帰帮帷帵 帶帳帮帰 帹帲帮帴 帰帮帴帶 帴帱帮帴 帵帳帮帱 席 席 席
幒幌幯幧幩幣 帰帮帷帱 帵帶帮帶 帹帳帮帲 帰帮帴帷 帴帴帮帳 帵帳帮帷 帰帮帳帶 帲帵帮帲 帵帰帮帴
幎幃幒幌 帰帮帷常 帶帵帮帹 帹帵帮帱 帰帮帶帷 帵帶帮帳 85.0 帰帮帳常 帲帷帮帴 帵帳帮帶
幒幵幬幅 0.82 74.9 帹帵帮帵 帰帮帵帱 帴帷帮帳 帵帹帮帷 帰帮帴常 帴帰帮帹 帶帱帮帰
ReSA 0.82 帷帲帮常 98.5 0.71 65.0 常帴帮帷 0.52 50.5 帵帵帮帷

幒幥幓幁在幕幍幌幓和幗幎帱常幒幒数据集上取得了良好的实验效果，尤其在幍幒幒和幈幩年平幀帱帰指
标上，表现出色。特别是在幕幍幌幓数据集上，幒幥幓幁的幈幩年平幀帱帰高达帹常帮帵，明显超越了其他
方法，这表明幒幥幓幁能够有效捕捉长路径推理和复杂的关系。幒幥幓幁在幗幎帱常幒幒数据集上
的幍幒幒为帰帮帷帱，幈幩年平幀帱为帶帵帮帰，幈幩年平幀帱帰为常帴帮帷，这些成绩也展现了其在高复杂度任务中的
推理能力和准确性。另外在幙幁幇幏帳席帱帰数据集上其幍幒幒帬幈幩年平幀帱指标也有显著提升，虽然
在幈幩年平幀帱帰指标上它没有优于幒幯年幡年幅，我们进行了多轮实验发现幙幁幇幏帳席帱帰实体规模较大，
关系复杂，在训练过程中难以充分捕获潜在的关联。同时，该数据集部分关系稀疏，出现频率
较低，进而导致预测出现频率低的关系时，幈幩年平幀帱帰上的表现结果较差。而幒幯年幡年幅通过复数空
间旋转建模对称帯反对称等复杂关系，在链接预测任务（幈幩年平幀幎）上天然具有优势。幙幁幇幏帳席
帱帰作为典型的稀疏知识库，其长尾分布可能放大了这种差异。

与传统的幋幇幅方法（如幔干幡幮平幅和幄幩平年幍幵幬年）相比，幒幥幓幁的表现更为稳定，尤其是在复杂
的关系推理任务中。幔干幡幮平幅和幄幩平年幍幵幬年在这些数据集上的幍幒幒较低，尤其在关系复杂度较高的
任务中，它们的推理性能受到了一定限制。而幒幥幓幁通过结合规则学习与图结构信息，能够更好
地捕捉隐式关系，提升推理精度。

尽管幒幥幓幁在幙幁幇幏帳席帱帰数据集上幈幩年平幀帱帰指标上表现较差，但其幍幒幒和幈幩年平幀帱依然保持在
较高水平，展示了其在多样化数据集上的适应性和稳定性。幒幥幓幁能够有效地结合全局语义建模
和动态关系推理，提供了更加精确和广泛的推理能力。

总的来说，幒幥幓幁结合了规则学习与图结构信息，能够在多个数据集上提供优于传统嵌入
方法和其他规则学习方法的推理性能，特别是在长路径推理和隐式关系建模上表现突出。这使
得幒幥幓幁在知识图谱推理任务中具备了较强的优势和较高的应用潜力。

5.3 消消消融融融实实实验验验

为了验证我们模型的有效性我们在幗幎帱常幒幒和幕幍幌幓数据集上进行了一系列的消融实验，
我们对幒幥幓幁模型进行了多种配置的测试，包括完整的幒幥幓幁模型以及分别移除关系图、全局规
则融合模块、融合编码模块和层次化递归注意力机制的版本，以评估每个组件对模型性能的影
响。

幔幡幢幬幥 帳帺 幗幎帱常幒幒和幕幍幌幓数据集上的消融实验结果对比

Model WN18RR UMLS
MRR H@1 H@10 MRR H@1 H@10

Full Model (ReSA) 0.71 65.0 84.7 0.82 72.8 98.5

席幷帯幯 幒幥幬幡年幩幯幮 幇干幡幰幨 帰帮帶帷 帵帹帮帷 常帴帮帱 帰帮帷常 帷帰帮帶 帹常帮帳
席幷帯幯 幇幬幯幢幡幬 幒幵幬幥 幆幵平幩幯幮 幍幯幤幵幬幥 帰帮帶帹 帶帲帮帵 常帴帮帵 帰帮帷帹 帷帱帮帹 帹常帮帴

席幷帯幯 幆幵平幩幯幮 幅幮幣幯幤幥干 帰帮帶帷 帵常帮常 常帳帮常 帰帮帷常 帷帰帮帵 帹帷帮常
席幷帯幯 幈幩幥干幡干幣幨幩幣幡幬 幒幥幣幵干平幩并幥 幁年年幥幮年幩幯幮 帰帮帶帴 帵帴帮帴 常帳帮帴 帰帮常帰 帶帹帮常 帹帷帮帵
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实验结果如表帳所示，在幗幎帱常幒幒和幕幍幌幓数据集上进行的消融实验结果表明，幒幥幓幁模
型的各个组件对整体性能均有显著贡献。以幗幎帱常幒幒数据集为例，移除关系图后，幍幒幒下
降至帰帮帶帷，说明关系图对于捕捉关系间的层次结构和潜在模式至关重要，有助于模型更高
效地挖掘规则。全局规则融合模块的移除导致幈幩年平幀帱下降至帶帲帮帵，表明该单元在增强模型对
规则整体逻辑的感知能力方面发挥了作用，提升了推理的准确性。融合编码模块的移除使
得幍幒幒和幈幩年平幀帱帰分别降至帰帮帶帷和常帳帮常，反映出该模块在整合语义和结构信息方面的重要性，
对模型的综合性能有显著影响。层次化递归注意力机制的移除导致所有指标均有所下降，尤其
是幈幩年平幀帱降至帵帴帮帴，这表明该机制在动态选择最优子规则和优化推理过程中发挥了作用，对于
提升模型的推理效率和准确性不可或缺。

5.4 案案案例例例分分分析析析

在案例分析中，结果如表帴所示。幒幥幓幁模型在幕幍幌幓、幗幎帱常幒幒和幙幁幇幏帳席帱帰数据集上生
成的逻辑规则不仅语义清晰，而且形式多样，充分展现了模型的推理能力。例如，在幕幍幌幓数
据集中，模型能够通过组合多个关系（如幜幣幯幭幰幬幩幣幡年幥平帢、幜幣幯幮平幩平年平幏幦帢和幜幣幯幮幮幥幣年幥幤幔幯帢）来推
导出新的幜幬幯幣幡年幩幯幮幏幦帢关系，体现了其捕捉复杂关系交互的能力。在幗幎帱常幒幒数据集中，模型
生成的规则涉及逆关系和多跳关系（如幜并幥干幢幇干幯幵幰帢及其逆关系），进一步说明了其在处理复
杂知识图谱时的高效性。而在幙幁幇幏帳席帱帰数据集中，模型生成的规则则展示了其在大规模数据
集上生成高质量逻辑规则的能力。

幔幡幢幬幥 帴帺 案例分析中的逻辑规则

规规规则则则表表表示示示

UMLS:
locationOf ← treats ∧ consistsOf−1

locationOf ← prevents ∧ connectedTo−1 ∧ connectedTo
locationOf ← complicates ∧ consistsOf ∧ connectedTo ∧ consistsOf−1

WN-18RR:
hypernym← similarTo−1 ∧ verbGroup
hypernym← hypernym ∧DomainUsage ∧memberMeronym−1

hypernym← verbGroup ∧ verbGroup−1 ∧ hypernym ∧ verbGroup

YAGO3-10:
isLocatedIn← isLocatedIn ∧ isLocatedIn
isLocatedIn← hasAcademicAdvisor ∧ isLocatedIn ∧ isLocatedIn
isLocatedIn← hasGender−1 ∧ isLocatedIn ∧ actedIn−1 ∧ actedIn−1

6 总总总结结结

本文提出了一种基于关系结构感知增强的规则挖掘模型幒幥幓幁，用于提升知识图谱推理的性
能。该模型通过构建关系图来显式地建模关系之间的层次结构，同时引入全局规则融合模块和
融合编码器，结合全局规则语义建模与局部结构建模，增强对规则整体逻辑的感知能力。实验
表明，幒幥幓幁模型在多个基准知识图谱数据集上取得了显著的性能提升，优于现有的最新规则挖
掘方法。此外，通过相对关系编码捕捉关系间的复杂交互模式，利用结构建模增强逻辑感知能
力。该模型不仅能够高效地挖掘规则，还能生成具有可解释性的逻辑规则，为知识图谱推理提
供了更强大的工具。
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