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摘摘摘要要要

本文提出了一种多智能体协同的干扰数据生成框架，旨在评测分析大语言模型在复杂
干扰下的鲁棒性。该框架以数学领域为起点，逐步扩展至医学、法律、科学及通用场
景，构建了涵盖拼写干扰、数字干扰、类型干扰与谣言干扰四类干扰的跨领域数据
集AntIF，共计近5000条数据。在此基础上，本文对主流开源语言模型进行了系统的
抗干扰能力评估，并结合不同的提示工程策略与模型微调方法，深入分析了AntIF 在
提升模型鲁棒性方面的实际效果。
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Abstract

This paper proposes a multi-agent collaborative framework for generating adversarial
data, aiming to evaluate and analyze the robustness of large language models (LLMs)
under complex perturbation scenarios. Starting from the mathematical domain and
extending to medical, legal, scientific, and general-purpose contexts, we construct a
cross-domain dataset named AntIF, comprising nearly 5,000 instances across four major
perturbation types: spelling, numerical, categorical, and misinformation. Based on this
dataset, we conduct a comprehensive evaluation of mainstream open-source LLMs,
and further analyze the effectiveness of AntIF in improving model robustness through
various prompt engineering strategies and fine-tuning approaches.

Keywords: LLM , Robustness , Multi-Agent Collaborative Framework ,
Interference Data Generation

1 引引引言言言

近年来，大语言模型在自然语言处理领域取得了显著进展，展现出卓越的语言理解与生成
能力。然而，随着性能的持续提升，其在面对干扰信息时的脆弱性却日益暴露。在开放域问
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Figure 1: 干扰信息对模型回复影响示意图

答、对话生成等实际应用中，用户输入往往包含噪声、不规范表达，甚至刻意构造的干扰内
容，这对模型的稳定性与安全性提出了更高要求。因此，如何评估并提升大语言模型在复杂干
扰条件下的鲁棒性，已成为当前研究的关键课题之一。

Figure 1 展示了一个典型案例：原始问题旨在考察乘客人数的变化，但由于插入了“与此同
时，有4名乘客因为没有空座位而站着”这一无关信息，模型误将其纳入推理过程，最终得出错
误答案。如何有效识别并排除干扰信息，以保持推理的稳定性与准确性，成为衡量大模型能力
的关键指标。

为此，本文提出一种基于多智能体协同机制的自动化干扰数据生成框架，构建了跨领域干
扰数据集AntIF（Anti-interference Dataset），为大模型鲁棒性研究提供统一评测基准与优化
方向。通过系统实验，我们发现：（1）干扰类型显著影响模型性能，其中数字干扰影响最大，
平均准确率下降达22.8%；（2）模型规模与抗干扰能力呈正相关，但存在饱和现象，随着模型
参数上升，但抗干扰性能的提升幅度逐渐减小；（3）干扰叠加显著降低模型表现，Qwen2.5-
7B 准确率从81.45% 降至58.46%，说明推理难度随干扰复杂度上升；（4）大模型在特定领域存
在脆弱点，如医学领域对拼写干扰最为敏感。

针对上述问题，本文提出两类优化策略：（1）分析四种不同的提示词变体，发现“忽略无
关信息”策略在数字干扰下效果最优；（2）使用AntIF数据作为增强数据集，结合基于LoRA的
轻量化微调，使Mistral-7B在干扰条件下准确率平均提升17%，且在无干扰场景下性能保持稳定
结果表明，结合AntIF数据增强与高效微调方法，可在较低计算成本下显著提升大模型的抗干
扰能力。

本文主要贡献包括：（1）提出高效的自动化干扰生成框架，使用多智能体协同生成机制
提高干扰数据的多样性和有效性；（2）构建大规模干扰数据集AntIF，涵盖专业与通用五大领
域、四种主要干扰类型，共计近5,000 条样本，为鲁棒性评估与增强提供可靠数据基础。（3）
系统测试多种开源模型，验证模型规模与抗干扰能力关系大模型面对组合干扰的性能变化，揭
示大模型面对干扰的不同错误模式；（4）验证提示工程与轻量化微调策略在抗干扰性能提升中
的实际效果。

2 相相相关关关工工工作作作

2.1 大大大语语语言言言模模模型型型评评评估估估体体体系系系发发发展展展

随着大语言模型能力的不断提升，其评估体系逐渐细化为通用能力与专业能力两个层面。
其中，通用能力的评估通常依赖多任务基准测试，用以衡量模型在语言理解、推理和知识整合
方面的整体表现。例如，MMLU-pro (Wang et al., 2024) 是MMLU (Hendrycks et al., 2020)的
增强版本，涵盖更广泛的知识领域，如文学、历史、科学、数学等，并进一步提高了测试任务
的多样性和难度，以衡量大语言模型在跨领域知识整合和复杂推理中的能力。C-eval (Huang et
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al., 2024)专注于中文语言模型的能力评估，覆盖了法律、医学、工程、社会科学等多个专业类
别，通过高质量的汉语测试数据集考察模型在中文环境下的逻辑推理和知识理解能力。此外，
其他一些基准测试如BIG-bench (Srivastava et al., 2022)作为Google组织的大规模基准测试，整
合了跨学科的任务集，涵盖语言理解、数学推理、世界知识等领域，并特别强调开放性问题的
创新性考察AlpacaEval (Dubois et al., 2025)通过大规模对比实验，评估模型的指令跟随能力和
输出文本的可读性。IFEval (Zhou et al., 2023b) 关注模型在低资源环境下的能力，包括零样本
和小样本学习能力。HELM (Liang et al., 2022)则更进一步，结合公平性、安全性、可靠性等
多个维度，覆盖了阅读理解、自然语言推理及情感分析等任务，提供了对模型通用语言理解能
力的全面评估。

2.2 抗抗抗干干干扰扰扰能能能力力力研研研究究究进进进展展展

大语言模型的鲁棒性，通常指其在面对异常或干扰输入时维持稳定、可靠输出的能力。
早期相关研究主要通过重写或生成反事实陈述来扰乱输入，从而改变原始语义意图 (Liu
et al., 2023; Xu et al., 2024)。例如，在算术推理任务中，Shi等人 (2023)基于模板向GSM-
8K 数据集添加无关信息，发现干扰信息显著降低了模型的表现。此外，在检索增强生成
（Retrieval-Augmented Generation, RAG）任务中，干扰信息通常来源于检索到的无关段
落，Wu等人(2024)的研究表明，诸如低排名段落、随机段落以及不含正确答案的段落，常被模
型错误地纳入推理依据。因此，构建专门评估模型处理无关信息能力的测试框架，已成为鲁棒
性研究的重要方向。为评估模型区分可靠知识的能力，Yi等人(2023)提出了RECALL基准，通
过在上下文中植入刻意编造的反事实信息，并观察模型的问答与生成表现。Xiao等人(2024)基
于ToxiCN数据集增加了中文语料下的同音替换和表情符号转换干扰.当前主流的抗干扰评估方
法，通常依赖于人工构造的干扰测试集。通过比较模型在有无干扰情况下的性能变化，可直观
量化鲁棒性表现。例如，准确率的下降幅度可用于衡量模型对干扰的敏感程度，也便于评估不
同抗干扰机制的有效性。

另一个相关领域是干扰选项生成（Distractor Generation, DG），即为多项选择题自动生
成具有干扰性的错误选项。这类选项需在表面上看似合理、贴近常见误区，但实际上是错误
的。传统DG方法多依赖人工设计或题库筛选，成本较高。而大语言模型的生成能力，为自动化
干扰项构造提供了新可能。近期研究已开始探索LLM在该任务中的表现，尽管模型能生成语义
清晰的陈述，但在模拟真实误解、捕捉学生常见错误方面仍存在局限 (Qiu et al., 2020; Bitew
et al., 2023; Qu et al., 2024)。需要指出的是，尽管选择题格式便于评估，且广泛应用于标准化
测试，但现实中的许多任务，尤其是开放式问答，往往并不提供固定选项。因此，本文将研究
重心放在上下文干扰信息的引入上，而非局限于选项级别的扰动，以更贴近真实应用场景的复
杂性。

3 研研研究究究方方方法法法与与与实实实验验验设设设计计计

3.1 干干干扰扰扰种种种类类类定定定义义义

为系统地评估大语言模型在不同干扰场景下的鲁棒性，本文设计了四种典型的干扰种
类：拼写干扰（Spelling Interference）、类型干扰（Type Interference）、谣言干扰（Rumor
Interference）和数字干扰（Numerical Interference）。各干扰种类的具体示例详见附录A。

拼拼拼写写写干干干扰扰扰 拼写干扰通过对文本中关键实体的字符进行轻微扰动，产生与原实体拼写相似但
含义不同的干扰实体。这种干扰模拟了人类在快速输入过程中容易发生的拼写错误，尤其是在
字形相近的单词之间容易产生混淆。例如dessert（甜点）与desert（沙漠）常被误拼。本文引
入拼写干扰，旨在考察大语言模型能否敏锐地识别并区分字符级别的细微差异，是否存在过度
记忆题目的可能性。这种设计模拟了现实中的拼写错误场景，要求模型必须准确识别实体名称
的细微差异。

类类类型型型干干干扰扰扰 类型干扰的核心思路是引入与原问题关键实体类型一致但语义上不相关的干扰
项。例如，在一个涉及特定汽车品牌的问答任务中，模型可能会遇到其他汽车品牌作为干扰信
息。此干扰旨在评估模型在面对多个类别相似但具体指代不同的实体时，能否精确辨识并选择
与问题真实意图相关的目标实体，从而检验其细粒度语义辨别能力。

谣谣谣言言言干干干扰扰扰 鉴于社交媒体及信息传播的迅猛发展，模型在真实应用环境中需处理大量未经核
实的潜在虚假信息，如谣言或误导性陈述。此类信息常因其表面合理性而被误认为真实知识，
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Figure 2: 多智能体协同干扰生成框架

进而可能严重影响模型推理与决策的准确性。本研究设计的谣言干扰，通过在上下文中插入看
似合理实则虚假的片段，旨在测试模型对此类信息的识别、过滤及抗误导能力，以客观评估其
在复杂信息环境下的鲁棒性。

数数数字字字干干干扰扰扰 数字干扰通过在问题上下文中插入大量与问题实际无关的额外数值信息，考察模
型在数学推理场景是否具备过滤相关信息的能力。这种干扰对于评估模型在定量推理、计算类
任务和复杂数值逻辑问题中的表现中十分重要。

3.2 多多多智智智能能能体体体协协协同同同生生生成成成框框框架架架

合成有效的干扰数据面临若干挑战。首先，干扰内容的增加需要保持原始答案正确性，以
免影响评估的有效性和公平性。然而，传统的基于规则的干扰方法生成的干扰往往较为模式
化，且多样性不足。为此，本文提出了一种多智能体协同干扰生成框架（2）。该框架利用四类
基于大语言模型的智能体(Agent)，通过三步交互流程，根据给定的问题自动生成干扰内容，旨
在自动生成多样化的干扰内容，构建包含多种干扰类型的评估数据集，以系统评估大模型在不
同干扰情境下的鲁棒性。

3.2.1 Agent角角角色色色分分分工工工设设设计计计

为实现干扰内容的高效生成和筛选，本框架设计了四类核心智能体承担不同的任务，分别
是干扰生成，干扰过滤，问题作答和答案判断。这些智能体分工协作，共同保障所生成干扰信
息的多样性、有效性，以及与原始答案的一致性。

干干干扰扰扰生生生成成成Agent 干扰生成Agent负责根据结构化输入，借助精心设计的提示模板，调用大
语言模型以生成干扰信息。本文针对拼写干扰、类型干扰、谣言干扰和数字干扰四种干扰，分
别设计了标准化提示模板，明确任务描述、生成步骤、输入输出格式以及相关约束。各类干扰
生成模板详见附录B.1。

干干干扰扰扰过过过滤滤滤Agent 干扰过滤Agent的核心任务是对初步生成的干扰内容进行分析与筛选，确
保其符合预设的干扰类型标准。该Agent首先分析问题和上下文，确定问题的主题和相关的实
体类型。随后对生成的干扰内容进行详细评估，评估包含相关性、可信度、分心度三个维度，
如果干扰内容符合标准，且能有效增加问题的复杂度，该内容将被保留。具体干扰过滤模板详
见附录B.2。

问问问题题题作作作答答答Agent 问题作答Agent的主要职责是在包含各类干扰的上下文中，依据给定的问
题生成答案。其提示模板详见附录B.3。

答答答案案案判判判断断断Agent 答案判断Agent的核心任务是对比问题作答Agent生成的答案是否与原始
标准答案保持一致，以此判断干扰信息是否对问题正确答案产生影响。其提示模板详见附
录B.4。
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3.2.2 多多多智智智能能能体体体协协协同同同生生生成成成步步步骤骤骤

如Figure 2所示，本文提出的多智能体协同干扰生成框架主要包含三个核心步骤：数据处
理与干扰生成、干扰信息有效性检验、答案一致性检验。

数数数据据据处处处理理理与与与干干干扰扰扰生生生成成成 为确干扰生成流程的一致性，本文对原始数据集进行了系统的结
构化处理。在此过程中，数据集被统一重构为包含三个核心要素的标准格式：（1）上下文
（Context）；（2）问题（Question）；（3）答案（Answer）。这种标准化处理流程为后续
干扰信息的生成提供了统一的输入格式，有助于干扰生成Agent更加准确地理解问题并进行相
应干扰。与Wang (2024)提出的直接修改原始上下文的方法不同，本文采用了一种稳健的干扰
信息插入策略。具体而言，在生成干扰信息后，我们将完整保留原始上下文内容，仅将生成的
干扰信息附加在原始上下文内容后。此策略只影响上下文，而不会对问题造成改变。

干干干扰扰扰信信信息息息有有有效效效性性性检检检验验验 考虑到大语言模型在处理复杂指令时可能存在的局限性，其生成的
干扰信息有时可能不完全符合预期，例如可能无意中泄露正确答案，或生成了与目标类型不符
的干扰。因此，在干扰生成Agent生成干扰内容后，将其发送到干扰过滤Agent中进行进一步筛
选，以判断生成的干扰内容是否满足各类干扰的定义、任务要求等。干扰判断Agent最终输出
二元判断（是或否）以及相应判断依据。

答答答案案案一一一致致致性性性检检检验验验 答案一致性检验是多智能体生成框架的最后环节，由问题作答Agent与答
案判断Agent协同完成。问题作答Agent通常由高性能的模型担任，它首先在干扰存在的前提下
生成候选答案。随后，答案判断Agent依据专门设计的提示模板进行评估，比较候选答案与标
准答案的一致性，产生判断结果和理由。如果生成的候选答案与参考答案在核心语义上保持一
致，则表明引入的干扰虽然增加了信息处理的复杂性，但并未改变问题本质答案，则干扰信息
被视为有效并予以保留。

3.3 实实实验验验设设设计计计与与与评评评估估估指指指标标标

3.3.1 模模模型型型选选选择择择

在待评估模型选择上，本文关注中小规模的开源模型的鲁棒性表现，待评估模
型包括：Qwen (Bai et al., 2023)、LLaMA (Grattafiori et al., 2024)、DeepSeek-R1-Distill-
Qwen (Guo et al., 2025)、Gemma (Team et al., 2024)和Mistral (Jiang et al., 2023)。各模
型的详细介绍参见附录C。评估时的生成温度统一设定为0，最大生成长度限制为2048，以确保
实验结果的稳定性和可比性。

在智能体模型选择上，为了确保干扰数据生成的高效性和高质量，本框架内的各智能
体均采用闭源大模型。其中，干扰生成Agent使用GPT-3.5-turbo，干扰过滤Agent、问题作
答Agent和答案判断Agent则使用GPT-4。所有Agent的生成温度统一设定为0.7，最大生成长度
限制为4096，平衡多样性与稳定性。

3.3.2 数数数据据据集集集和和和评评评估估估指指指标标标

在构建干扰数据集时，我们首先选用GSM8K(Cobbe et al., 2021)数据集作为原始基础数
据。GSM8K专注于小学数学推理，广泛用于评估语言模型的推理能力。在评估阶段，本文采用
统一的结构化模板进行提问，模型将在无干扰和有干扰条件下分别进行一次测试。具体测试模
板详见附录G。测试中统一使用贪婪解码（温度为0），并限制最大生成长度为2048。本文采用
准确率（Accuracy）作为评价指标，计算整体数据集中正确回答的比例，以比较模型在干扰前
后的表现变化。

3.4 干干干扰扰扰分分分析析析

3.4.1 干干干扰扰扰类类类型型型敏敏敏感感感性性性分分分析析析

本节通过对比不同模型在四种干扰类型下的准确率变化，分析模型抗干扰能力的差异性及
不同干扰的影响规律。Table 1中，“干扰前”列表示模型在无干扰条件下的准确度，而Δ列表示
干扰前后准确度的变化。实验结果表明，所有模型在干扰条件下均表现出性能下降，但下降幅
度与干扰类型、模型规模密切相关。从整体趋势来看，四种干扰类型对模型性能的影响程度由
大到小依次为：数字干扰> 类型干扰> 谣言干扰> 拼写干扰。数字干扰的平均准确率下降幅度
最大（平均Δ = −22.80%），且在参数规模较小的模型上尤为突出。数字干扰通过引入无关的
数字信息扰乱模型的推理过程，使得模型难以保持一致性。类型干扰和谣言干扰在GSM8K上的
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模型 干扰前
干扰方式

类型 Δ 拼写 Δ 谣言 Δ 数字 Δ

Qwen2.5-72B 82.25 75.00 -7.25 77.41 -4.84 75.40 -6.85 64.11 -18.14
Llama3.1-70B 84.67 76.61 -8.06 80.24 -4.43 81.04 -3.63 66.93 -17.74
Qwen2.5-7B 81.45 65.32 -16.13 71.37 -10.88 69.75 -11.70 60.08 -21.37
Llama3.1-8B 76.20 65.32 -10.88 70.56 -5.64 68.14 -8.06 47.58 -28.62
Deepseek-R1-7B 85.48 72.98 -12.50 77.41 -8.07 77.41 -8.07 57.27 -28.23
Gemma2-9B 77.82 70.16 -7.66 72.58 -5.24 65.32 -12.50 56.45 -21.37
Mistral-7B 43.14 25.00 -18.14 31.45 -11.69 27.01 -16.13 18.95 -24.19

Table 1: 模型在不同干扰类型下的准确度及变化(%)

Figure 3: 模型干扰前后混淆矩阵热力图

影响略低于数字干扰，特别是对于大规模模型，尽管其准确率仍有一定程度的下降，但它们展
现出相对较好的适应能力。拼写干扰的影响最小，其平均准确率下降Δ = −7.14%。

3.4.2 模模模型型型混混混淆淆淆矩矩矩阵阵阵热热热力力力图图图分分分析析析

Figure 3展示了多个模型在在原始（Origin）与干扰（Interference）条件下的混淆矩阵热
力图。通过热力图，可以直观地比较每个模型在无干扰和干扰情况下的表现。图中，𝑇𝑟𝑢𝑒
和𝐹𝑎𝑙𝑠𝑒列分别表示模型是否做对了题目。具体而言，𝑁𝑇𝑇表示模型在无干扰和有干扰情况下均
回答正确的问题数量；𝑁𝑇𝐹表示模型在无干扰情况下回答正确，引入干扰后回答错误；𝑁𝐹𝑇表
示模型在无干扰情况下回答错误，引入干扰后回答正确；𝑁𝐹𝐹表示无干扰和有干扰情况下模型
均回答错误。热力图中的颜色深浅表示对应情况的比例高低。

在所有模型中，𝑁𝐹𝑇情况的占比最小，代表增加了干扰后，模型原本不能做对的题目只有
少量的几率变为正确。Llama3.1-70B、Qwen2.5-72B 和Qwen2.5-7B 在干扰条件下展现出相对
更强的鲁棒性，其𝑁𝑇𝐹占比较低。Deepseek-R1-Distill-Qwen-7B,Gemma2-9B,Llama3.1-8b模型
的𝑁𝑇𝐹略高。Mistral-7B模型在原始条件下正确率就偏低，而加入干扰后错误率也显著上升。

3.4.3 模模模型型型大大大小小小与与与抗抗抗干干干扰扰扰能能能力力力研研研究究究

Table 1中，大于70B的模型平均性能下降8.86%，而小于9B的模型平均性能下降14.31%。
为了进一步探究模型参数对抗干扰能力的影响，本文选取Qwen2.5系列不同参数规模的模型
（7B、14B、32B、72B），并在GSM8K数据集的各种干扰版本上进行了测试。Figure 4展示了
模型在四种干扰类型下的准确率对比。实验结果揭示了模型参数规模的“饱和效应”以及不同干
扰类型对模型性能影响的差异性。

观察Figure 4可以发现，随着模型参数规模从7B增加到72B，模型在有干扰和无干扰条件下
的呈现出总体上升的趋势，表明更大规模的模型在面对复杂干扰时，通常具备更强的信息筛选
与推理能力。然而，随着参数量的增加，模型准确率的提升幅度逐渐放缓。在参数规模从7B增
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Figure 4: 模型大小与干扰类型关系图

Figure 5: 干扰组合叠加准确率变化图

长至32B时，模型在干扰下的平均准确率提升约6.85%。在参数规模从32B增长至72B时，增大
模型参数对性能的提升影响会减小，出现边际递减效应。并且，不同干扰类型对模型性能的影
响存在显著差异，按准确率下降幅度排序为：数字干扰>类型干扰>谣言干扰>拼写干扰，与此
前分析相一致。

3.4.4 干干干扰扰扰叠叠叠加加加研研研究究究

本文探讨不同干扰组合对模型性能的影响。为了评估模型在多种干扰条件下的表现，共设
计了四种干扰组合，逐步增加干扰的复杂性。具体包括：1.拼写干扰（S）；2.拼写干扰+ 类型
干扰（S+T）；3.拼写干扰+ 类型干扰+ 谣言干扰（S+T+R）；4.拼写干扰+ 类型干扰+ 谣
言干扰+ 数字干扰（S+T+R+N）。实验选取了Qwen2.5-7B与Mistral-7B模型进行测试，结果
如Figure 5所示。通过对比不同干扰组合下模型准确率的变化，可以观察到随着干扰种类的增
加，模型性能逐步下降。

在仅有拼写干扰（S）时，模型准确率便出现下降。进一步叠加类型干扰（S+T）后，
准确率继续下降。谣言干扰（S+T+R）加入后，模型表现进一步降低，尤其是在Mistral-
7B模型上表现更加明显。最后当加入数字干扰（S+T+R+N）时，各模型的准确率达到最
低，Qwen2.5-7B的准确率降至58.46%，Mistral-7B的准确率降至16.93%。值得注意的是，这种
多重干扰下的性能低于单独施加影响最大的数字干扰时的表现。通过控制干扰种类的组合，可
以灵活地调整干扰的难度，方便设置不同难度组合的干扰来评估模型。
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模型 领域
干扰方式

类型干扰 拼写干扰 谣言干扰

Gemma

通用 22.32 25.42 23.54
法律 22.67 25.00 21.51
医学 55.91 52.04 51.72
科学 46.15 45.11 51.97

SOLAR

通用 5.84 13.20 10.69
法律 5.34 8.62 12.84
医学 17.59 32.66 22.41
科学 6.93 11.91 23.27

Mistral

通用 9.65 22.86 15.51
法律 6.15 12.73 9.15
医学 22.39 45.64 26.58
科学 14.34 21.85 17.53

Llama

通用 11.03 16.69 22.06
法律 2.46 11.11 9.29
医学 30.54 36.46 38.38
科学 24.32 31.70 43.45

Table 2: 不同模型和领域的干扰错误率（IER）

4 领领领域域域扩扩扩展展展与与与抗抗抗干干干扰扰扰能能能力力力增增增强强强

4.1 跨跨跨领领领域域域干干干扰扰扰生生生成成成

为进一步验证本文提出的多智能体协同干扰生成框架的普适性，并考察模型抗干扰能
力的领域泛化性，我们将干扰生成的目标数据集从原先的数学领域扩展至更广泛的领域。
具体而言，我们选取了若干具有代表性的数据集，涵盖通用领域(HotpotQA (Yang et al.,
2018)、BoolQ (Clark et al., 2019))以及专业领域，包括科学(ScienceQA (Lu et al., 2022))、医
疗(MedQA (Jin et al., 2021))、法律(Consumer Contract QA (Kolt, 2022))，以评估模型在不同
知识背景下对干扰的鲁棒性，并探索模型抗干扰能力的泛化性。
考虑到所选扩展数据集主要考察文本理解与推理能力，而非数学计算，因此在这些数据集

上我们主要生成了拼写干扰、类型干扰和谣言干扰。通过此流程，共计生成了3634条新的干扰
数据，其分布如下：通用领域1528条，科学领域807条，医学领域939条，以及法律领域360条。
加上之前生成的数学领域的干扰数据，构成包含了总计4955条的干扰数据集AntIF。数据分布
和详细信息参见附录D。

4.2 跨跨跨领领领域域域模模模型型型抗抗抗干干干扰扰扰测测测试试试

为了评估不同模型在上述多领域干扰数据集上的性能，本文选择了Gemma-2B、Llama3.1-
8B、Mistral-7B和SOLAR-10.7B作为实验模型。由于不同模型的初始能力存在差异，且涵盖了
多个领域数据，直接比较干扰前后的准确度差异可能难以直观反映模型真实的抗干扰水平。因
此，本节增加使用干扰误差率(Interference Error Rate, IER)为衡量指标，计算模型在无干扰条
件下本可以正确回答，在引入干扰后却错误回答的情况所占的比例。在无干扰条件下，模型原
本正确回答的问题数量𝑁𝑐𝑜𝑟𝑟𝑒𝑐𝑡 = 𝑁𝑇𝑇 +𝑁𝑇𝐹，IER具体衡量了模型受干扰影响而由正确转变为
错误的比例，即:

𝐼𝐸𝑅 =
𝑁𝑇𝐹

𝑁𝑇𝑇 +𝑁𝑇𝐹
(1)

IER指标能够更精确地衡量模型因受到干扰而由正确判断转为错误判断的倾向性，从而评
估其在特定干扰情境下的鲁棒性。

4.2.1 干干干扰扰扰类类类型型型影影影响响响

Table 2显示了Gemma2-2b-it，SOLAR-10.7B，Mistral-7B-instruct-v2,Llama3.1-8B模型在
通用，法律，医学和科学四个不同领域中，面对类型干扰、拼写干扰和谣言干扰时的干扰误差
率。当领域从数学领域扩展至其他知识密集型领域时，拼写干扰对模型性能的影响更为突出，
因为这些领域涉及更多的专业术语与特定知识点。Gemma模型在拼写干扰下的IER为52.04，
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数据集 GSM8K HotpotQA BoolQ Avg

稳定正确(%) 35.37 26.22 20.30 27.29
不稳定(%) 56.46 64.29 38.27 53.00

Table 3: 模型在不同答案稳定性类别问题上的干扰错误率（IER, %）

方法 无干扰
干扰方式

类型干扰 拼写干扰 谣言干扰 数字干扰

Vanilla 76.20 65.32 70.56 68.14 47.58
Ignore 77.82↑ 65.72↑ 71.77↑ 69.35↑ 48.38↑
CoT 78.62↑ 67.74↑ 69.75 68.95↑ 45.16
LTM 79.83↑ 69.75↑ 72.17↑ 67.33 45.16
PH 79.03↑ 66.12↑ 69.75 67.74 43.14

Table 4: 各提示策略的准确率

这意味着超过一半原先能够正确回答的问题，在遭遇拼写干扰后转为错误。显示出参数规模较
小的模型在处理专业领域文本中的拼写扰动时，其鲁棒性相对较差。此外，谣言干扰对特定领
域的影响也值得关注。数据显示，在科学领域，尤其对于Gemma和Llama模型而言，谣言干扰
造成了较高的IER。这表明当模型在处理科学问题时，若上下文中包含具有争议性或误导性的
虚假信息，它们可能难以有效辨别并将其错误地纳入推理过程，从而导致最终答案的准确性下
降。

4.2.2 领领领域域域知知知识识识稳稳稳定定定性性性分分分析析析

假设若模型对某个问题的答案存在较大的不确定性，那么它更容易受到干扰的影响。本
文在GSM8K、HotpotQA 和BoolQ 三个数据集上测试了谣言干扰和数字干扰对输出答案稳定
性的影响。具体操作为：每个数据集进行了五次无干扰测试，并基于模型的回答一致性将测
试问题划分为三类：1.稳定正确（Stable Correct）：模型在5次测试中均回答正确。2.不稳定
（Unstable）：模型在5次测试中回答正确的次数介于1至4次之间，即答案缺乏一致性。3.稳定
错误（Stable Incorrect）：模型在全部5次测试中均回答错误。

本文重点关注不稳定类别的问题，因为这类问题反映出模型对问题可能存在猜测成分，容
易受到干扰影响。我们以Mistral-7B模型为例，其在不同类别问题上的干扰误差率（IER）如
表3所示。

对于稳定正确类别，尽管模型在无干扰条件下能够稳定地给出正确答案，但在引入干
扰后，部分答案仍然受到影响。例如，在GSM8K 数据集中，干扰后IER达到了35.37%，说
明即使是模型掌握程度较高的问题，也可能因外部干扰而改变其原有判断。对于不稳定类
别，Mistral-7B在引入干扰后的平均IER高达53.00%，相较于稳定类别平均提高了25.71%，表
明这类问题更容易在干扰后变为错误。

4.2.3 错错错误误误案案案例例例分分分析析析

通过对Mistral-7B在干扰测试中产生的错误案例进行分析，本文发现模型在面对不同干扰
时表现出了不同的错误模式，具体内容的错误案例及分析详见附录E。

4.3 抗抗抗干干干扰扰扰能能能力力力优优优化化化方方方法法法

4.3.1 提提提示示示工工工程程程优优优化化化策策策略略略

本节探讨了多种提示工程策略，评估不同策略提升模型抗干扰能力的有效性。提示工程
策略包括：忽略无关信息（Ignore）、思维链(Chain Of thought,CoT) (Wei et al., 2023)、
从最少到最多（Least-to-Most，LTM） (Zhou et al., 2023a)以及渐进提示 (Zheng et al.,
2024)（Progressive-Hint，PH）。本文特别关注这些策略在有干扰和无干扰条件下对大模型
的影响。具体模板信息可见附录F。

本文评估了Llama-3.1-8B-Instruct模型在GSM8K数据集的不同干扰下，结合不同提示策
略的表现。实验结果如Table 4所示，在无干扰条件下，所有提示策略都有明显的提升，其
中，LTM方法的表现最佳，准确度达到79.83，显著优于其他方法，Ignore和CoT紧随其后，最

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第335页-第362页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 343



中国计算语言学大会

Figure 6: 微调前后模型准确率变化图

后是PH方法。在有干扰类型下，只有Ignore策略的效果能稳定提升。在数字干扰中，其他策略
都有损模型回答性能。表明当干扰内容影响推理链路时，通过简单的干扰过滤，专注于问题的
核心部分，比CoT,LTM,PH方式过度分析题目更有效。

4.3.2 模模模型型型微微微调调调

为验证本文提出的干扰数据生成框架的有效性，我们基于开源大语言模型在无干扰条件下
的表现（如Table 1所示），选择Mistral-7B进行LoRA微调。由于该模型在无干扰条件下准确率
最低，便于通过微调来进行前后性能提升对比。实验涉及两类不同领域的数据：通用领域问答
任务（BoolQ、HotpotQA）和数学推理任务（GSM8K），以评估模型在多种干扰情境下的鲁
棒性。具体而言，在通用领域的数据集中，我们引入了拼写干扰、类型干扰和谣言干扰，在数
学领域的数据集中则主要引入了数字干扰。其中训练集数据经过了相应干扰类型的增强处理，
而测试集则分别包含干扰和无干扰的场景数据，以便对比模型在不同条件下的性能变化。

实验结果如Figure 6所示。图中展示了三种不同任务（HotPotQA、BoolQ、GSM8K）在
干扰（w/Intf）与无干扰（w/o Intf）条件下的准确率表现对比。其中，“Vanilla”表示原始模
型，“FT”表示经过LoRA微调后的模型。从实验结果可以清晰地观察到，经过LoRA微调后的
模型在三个数据集的干扰条件下均显著提升了模型的抗干扰能力，平均提高17%。

在HotPotQA、BoolQ和GSM8K数据集上，LoRA微调模型在无干扰条件下的表现
与原始模型相比均保持稳定，表明LoRA微调并未导致模型原始性能的退化。如
在HotPotQA和BoolQ两个数据集上，无干扰场景下微调后的模型性能分别提升了约8%-9%，说
明AntIF数据集不仅可以当成评估大模型抗干扰能力的数据集，也能作为数据增强方式来提升
模型的抗干扰能力，提升大模型性能。

5 总总总结结结与与与局局局限限限性性性分分分析析析

本文提出了一种多智能体协同生成的干扰数据合成框架，生成了近5000条干扰数据的数
据集AntIF，并评估了大语言模型在拼写、类型、谣言及数字干扰下的鲁棒性。通过实验分
析，揭示了模型在不同干扰环境下的错误模式及大模型规模与鲁棒性的关系，证明了提示工程
与LoRA微调方法能有效提升模型的抗干扰性能。

本文也存在以下局限性：由于计算资源限制，本文评估范围限制于中小规模模型，未来需
扩展至更大规模模型和更高级的推理模型；干扰类型主要集中在合成的四种干扰类型上，缺乏
对更广泛类型的扰动进行测试；此外，AntIF数据集目前仅限于英文，未来研究应进一步覆盖
多语言环境，评估模型的跨语言泛化性能。
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imitation game: Quantifying and extrapolating the capabilities of language models. arXiv preprint
arXiv:2206.04615.

Gemma Team, Thomas Mesnard, Cassidy Hardin, Robert Dadashi, Surya Bhupatiraju, Shreya Pathak,
Laurent Sifre, Morgane Rivière, Mihir Sanjay Kale, Juliette Love, et al. 2024. Gemma: Open
models based on gemini research and technology. arXiv preprint arXiv:2403.08295.

Yuqing Wang and Yun Zhao. 2024. Rupbench: Benchmarking reasoning under perturbations for robust-
ness evaluation in large language models.

Yubo Wang, Xueguang Ma, Ge Zhang, Yuansheng Ni, Abhranil Chandra, Shiguang Guo, Weiming Ren,
Aaran Arulraj, Xuan He, Ziyan Jiang, et al. 2024. Mmlu-pro: A more robust and challenging multi-
task language understanding benchmark. In The Thirty-eight Conference on Neural Information
Processing Systems Datasets and Benchmarks Track.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc Le,
and Denny Zhou. 2023. Chain-of-thought prompting elicits reasoning in large language models.

Siye Wu, Jian Xie, Jiangjie Chen, Tinghui Zhu, Kai Zhang, and Yanghua Xiao. 2024. How easily do
irrelevant inputs skew the responses of large language models? arXiv preprint arXiv:2404.03302.

Yunze Xiao, Yujia Hu, Kenny Tsu Wei Choo, and Roy Ka wei Lee. 2024. Toxicloakcn: Evaluating
robustness of offensive language detection in chinese with cloaking perturbations.

Rongwu Xu, Brian S. Lin, Shujian Yang, Tianqi Zhang, Weiyan Shi, Tianwei Zhang, Zhixuan Fang, Wei
Xu, and Han Qiu. 2024. The earth is flat because...: Investigating llms’ belief towards misinforma-
tion via persuasive conversation.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Bengio, William W. Cohen, Ruslan Salakhutdinov, and
Christopher D. Manning. 2018. HotpotQA: A dataset for diverse, explainable multi-hop question
answering. In Conference on Empirical Methods in Natural Language Processing (EMNLP).

Chuanyang Zheng, Zhengying Liu, Enze Xie, Zhenguo Li, and Yu Li. 2024. Progressive-hint prompting
improves reasoning in large language models.

Denny Zhou, Nathanael Schärli, Le Hou, Jason Wei, Nathan Scales, Xuezhi Wang, Dale Schuurmans,
Claire Cui, Olivier Bousquet, Quoc Le, and Ed Chi. 2023a. Least-to-most prompting enables
complex reasoning in large language models.

Jeffrey Zhou, Tianjian Lu, Swaroop Mishra, Siddhartha Brahma, Sujoy Basu, Yi Luan, Denny Zhou, and
Le Hou. 2023b. Instruction-following evaluation for large language models.CC

L 
20
25

第二十四届中国计算语言学大会论文集，第335页-第362页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 346



中国计算语言学大会

A 干干干扰扰扰种种种类类类示示示例例例

Table 5展示了不同种类的干扰。

干干干扰扰扰种种种类类类 上上上下下下文文文 问问问题题题 答答答案案案 干干干扰扰扰文文文本本本

类型干扰

The A-Class was first
revealed to the motoring
press late in 1996, and
finally launched at the
Frankfurt Motor Show in
the autumn of 1997, the
W168 A-Class was quite
unusual for Mercedes-
Benz featuring a front
wheel drive layout and
unusual tall but yet short
body ...

Is the new mer-
cedes a class
front wheel
drive ?

True

The BMW 1 Series, a
competitor to the Mer-
cedes A-Class, is known
for its unique rear-wheel-
drive layout, which sets
it apart from many other
compact luxury cars...

拼写干扰

San Luis Obispo ... is
a city in the U.S. state
of California ... Simi-
lar to Bubblegum Al-
ley in San Luis Obispo
...

Where is the
Bubblegum
Alley, that is
similar to Gum
Wall, located in
California?

San Luis
Obispo,
California

Bubblemum Alley, of-
ten mistaken for Bub-
blegum Alley, is a quirky
tourist attraction...

谣言干扰

Henry Roth ... was
an American novelist
... Robert Erskine
Childers ... was a
British writer ... exe-
cuted by the authorities
...

Which writer was
from England,
Henry Roth or
Robert Erskine
Childers?

Robert
Erskine
Childers
DSC

...There have been
rumors circulating
that Robert Erskine
Childers, despite be-
ing born in England,
actually claimed to be
from Ireland due to his
involvement in the Irish
Civil War...

数字干扰

For four hours, Patrick
sold 15 cups of lemon-
ade per hour at a price
of 0.50 per cup. In the
next two hours, he sold
10 cups of lemonade per
hour at a price of 0.60
per cup.

How much money
did Patrick
earn, in dol-
lars, from selling
lemonade for 6
hours?

...Therefore,
his total
earnings
from
selling
lemon-
ade for 6
hours are
30 + 12 =
42

During the same time,
Patrick’s friend sold 5
cups of iced tea per hour
at a price of 1.00 per cup.
Additionally, Patrick’s
dog drank 3 cups of
water per hour during
the lemonade sale.

Table 5: Examples of different types of interference in the dataset.

B 提提提示示示词词词模模模板板板

B.1 干干干扰扰扰生生生成成成Agent

Figure 7、8、9、10展示了生成不同种类干扰的提示词模板。

B.2 干干干扰扰扰过过过滤滤滤Agent

Figure 11、12、13、14展示了过滤不同种类干扰的提示词模板。

B.3 问问问题题题作作作答答答Agent

Figure 15展示了问题作答Agent的提示词模板。具体而言，提示模板包含关键输入字段：
上下文（Context）、问题（Question），然后让问题作答Agent答案（Answer）生成答案。问
题作答Agent根据模板明确的指示要求，首先理解提供的上下文内容与问题主题，然后在未被
告知干扰信息存在的情况下生成答案。
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Figure 7: 拼写干扰生成提示词模板

B.4 答答答案案案判判判断断断Agent

Figure 15展示了答案判断Agent的提示词模板。模板明确定义了四个具体输入字段：上
下文（Context）、问题（Question）、参考答案（Reference Answer）以及待评估的候选答案
（Candidate Answer）。模板同时要求Agent明确输出参考答案与待评估的候选答案是否一致
（true或false）以及简短的理由说明（50个词以内）。如果一致，则确认干扰没有改变正确答
案的核心内容，从而保留干扰信息。

C 模模模型型型说说说明明明

Qwen：Qwen是阿里云开发的一系列开源模型，属于通义千问系列的一部分。该系
列包括多个版本和规模以满足不同的计算需求。本文中使用的模型型号为Qwen2.5-7B-
Instruct和Qwen2.5-72B-Instruct。

LLaMA：Llama系列是Meta推出的开源大模型，在文本理解、逻辑推理任务上表现出
色，尤其在复杂语义任务上具有良好的通用推理能力。本文中使用Llama-3.1-8B-Instruct以
及Llama-3.1-70B-Instruct。

Deepseek：本文中使用的DeepSeek-R1-Distill-Qwen-7B是一个基于Qwen 架构的高性能语
言模型，通过知识蒸馏技术从DeepSeek-R1 模型中提取推理能力，将原始模型的复杂推理模式
迁移到更小的模型中，实现了在保持高效性能的同时显著减少模型参数数量和计算复杂度。

Gemma：Gemma模型是由Google于2024年发布的一款轻量级但性能表现卓越的语言模
型，擅长于文本理解和语义推理任务，在各类语言任务基准上表现突出。考虑到其较小的参
数规模更能凸显干扰信息的影响，本文选取了Gemma系列中的Gemma-2-9B-it和Gemma2-2B-
it两个版本，以探究较小规模模型在各类干扰场景下的脆弱性。

Mistral: Mistral是近年表现出众的开源中型语言模型之一，以其稳定性、开源性和较低的
计算成本受到广泛认可。本文使用的是Mistral-7B-Instruct-v0.2模型。
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Figure 8: 类型干扰生成提示词模板

D AntIF数数数据据据分分分布布布

D.1 数数数据据据集集集来来来源源源

HotpotQA HotpotQA是一个多条推理问答数据集，包含基于维基百科的问答对。每个问
题要求结合多个文档中的信息才能给出准确答案。HotpotQA的特点是问题的复杂性较高，需
要模型不仅要理解单一的信息，还要能够跨越多种文档进行信息整合，这使得该数据集非常适
合测试模型在面对多源信息干扰时的鲁棒性。在数据处理中，本文保留了问题和答案，并且选
择了与答案直接相关的段落作为上下文，确保问题的背景和干扰能够得到有效呈现。

BoolQ BoolQ是一个二元问答数据集，问题来源于谷歌搜索查询，答案来自维基百科段
落，并转为“是/否”形式。这一数据集尤其适合评估模型对简洁且直接问题的应答能力，尤其
是在面对拼写干扰或类型干扰等简单但影响较大的干扰时。在实验中，本文保留了原有的上下
文、问题和答案。

ScienceQA ScienceQA是一个涵盖了从基础事实查询到复杂推理问题的科学领域问答数据
集。ScienceQA的数据来源广泛，涵盖物理、化学、生物等多个学科，适合测试模型在专业术
语和复杂推理问题上的表现。为了增强该领域的干扰性，本文加入了拼写干扰、类型干扰和谣
言干扰，模拟可能影响模型理解和推理的复杂情境。

MedQA MedQA是一个专注于医学领域的问答数据集，涵盖了大量的医学知识和临床问
题，尤其是医学执照考试所需的多类医疗信息。这一数据集对于测试大模型在专业领域中的推
理能力至关重要，尤其是如何应对医学术语的混淆及谣言干扰。通过在数据集中增加拼写干
扰，并使用类型干扰模拟术语混淆等干扰，进一步增强了数据集的挑战性。

GSM8K GSM8K是一个小学数学推理数据集，包含数学问题、推理过程与标准答案。

如Figure 17所示。
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Figure 9: 谣言干扰生成提示词模板

干干干扰扰扰方方方式式式 类类类型型型干干干扰扰扰 拼写干扰 谣言干扰 数字干扰 平均

筛选率 97.26% 90.16% 81.96% 91.53% 90.22%

Table 6: 各干扰类型筛选率

D.2 数数数据据据质质质量量量检检检验验验

为了确保数据集的准确性，本文针对每种干扰类型（类型干扰、拼写干扰、谣言干扰和数
字干扰）抽取了366个样本，共计1464条数据，包含原始上下文、问题、答案和生成的干扰文
本。邀请人类专家（具有学士或更高学位）进行判断：新增的干扰文本是否会影响原始答案，
并回作出是/否判断。评估结果如Table ??所示，经过多智能体协同框架，生成的干扰内容平均
通过率达90%，说明框架生成的合成数据具有干扰性及合理性。其中谣言干扰的通过率相对较
低。这是因为在生成谣言相关的干扰时，必须指出这些信息是不真实的，否则会影响答案一致
性。

E 错错错误误误案案案例例例

拼拼拼写写写干干干扰扰扰导导导致致致的的的实实实体体体混混混淆淆淆 在面临两个拼写相似的实体名称时，模型容易将其混淆，导致
错误的答案。在Figure 18中，模型在面对一个提问关于“Teflon”材料的问题时，干扰引入了一
个拼写差异仅为一个字母的实体名称——“Tefal”。尽管二者仅有细微的拼写差异，模型未能有
效识别这种差异，错误地将“Tefal”的相关信息包含在答案中。此问题表明，模型在处理拼写变
体时的语义消歧能力较弱，缺乏有效区分相似词汇的能力。
类类类型型型干干干扰扰扰引引引发发发的的的术术术语语语混混混淆淆淆 当类型干扰发生在模型面对特定领域术语或专业名词时，

尤其是当两个术语具有相似含义时，模型容易将其混淆。在Figure 19中，模型将“木槿
属”（Hibiscus）基因符号P/Y错误地迁移至另一个物种——“朱槿”（Scarlet Rosemallow）。
由于这两个物种的遗传学术语在某些方面存在相似性，模型未能准确区分，导致对物种的基因
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Figure 10: 数字干扰生成提示词模板

信息发生混淆，进而影响了回答的准确性。该错误表明模型在处理复杂术语时可能会遭遇混
淆。

谣谣谣言言言干干干扰扰扰的的的注注注意意意力力力分分分散散散现现现象象象 谣言干扰涉及无关或误导性信息的引入，导致模型无法专注
于原始问题的核心。在Figure 20中，在面对涉及书名的提问时，加入了谣言干扰。尽管模型意
识到这些干扰信息是谣言，但它在回答过程中却过度关注谣言的反驳，忽视了回答核心——即
回答书名的具体内容。表明模型在面对争议性或无关信息时，容易受到干扰，导致注意力分
散，未能专注于核心问题。为了提高模型的鲁棒性和效率，未来的研究应加强模型在信息筛选
和过滤方面的能力，确保它能有效过滤无关信息，专注于任务目标。

数数数字字字干干干扰扰扰的的的多多多步步步计计计算算算影影影响响响 在多步推理的任务中，模型往往能够正确完成初步的计算步
骤，但在复杂任务的后续步骤中，干扰信息的引入可能会导致最终计算的失败。在Figure
21中，模型在计算每个班级的男生数量时，除了考虑正确的计算步骤，还错误地将“左撇子学生
数量”和“双胞胎学生数量”引入了计算过程。尽管这些信息看似与任务相关，但实际上与男生数
量的计算无关。这种错误反映出模型在处理多步推理时难以保持计算路径的纯粹性，容易受到
干扰信息的影响，导致错误的结果。为了提高模型在此类任务中的表现，应增强模型在复杂计
算中的路径一致性和抗干扰能力，确保推理过程中的每一步都符合逻辑要求。

F 提提提示示示词词词工工工程程程模模模板板板

忽忽忽略略略无无无关关关信信信息息息 忽略无关信息策略要求模型在回答问题时能够自动过滤掉与问题核心无关的
内容，从而专注于关键信息。

思思思维维维链链链 思维链要求模型在回答问题时进行分步推理的策略。通过逐步展示计算过程，模型
能够更好地理解推理链条中的每个步骤，从而避免跳跃性思维。

从从从最最最少少少到到到最最最多多多 从最少到最多是一种逐步引导模型从简单到复杂解决问题的策略。这种方法
通过引导模型首先解决简单部分，然后逐步过渡到更复杂的部分，从而帮助模型建立清晰的推
理路径。

渐渐渐进进进提提提示示示法法法 渐进提示法通过逐步提供线索或提示来帮助模型解决问题。每次提示提供的信
息逐渐增加，帮助模型一步步解答问题。这种方法的核心在于通过逐步引导模型，使其在解决

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第335页-第362页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 351



中国计算语言学大会

Figure 11: 拼写干扰过滤提示词模板

问题的过程中不断积累信息，从而最终得出正确答案。
Figure 22、23、24、25展示了各方法的提示词工程模板。

G 测测测试试试模模模板板板

待测试模型在回答问题时的测试模板如Table 7所示。
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Figure 12: 类型干扰过滤提示词模板

无无无干干干扰扰扰条条条件件件 有有有干干干扰扰扰条条条件件件

Answer the following question.

Context:{context}

Question:{question}

Answer:

Answer the following question.

Context:{context}{Interference text}

Question:{question}

Answer:

Table 7: 模型在有/无干扰条件下的测试模板
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Figure 13: 谣言干扰过滤提示词模板
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Figure 14: 数字干扰过滤提示词模板

Figure 15: 问题作答Agent提示词模板
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Figure 16: 答案判断Agent提示词模板

Figure 17: 多领域干扰数据分布图
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Figure 18: 拼写干扰错误案例
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Figure 19: 类型干扰错误案例
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Figure 20: 谣言干扰错误案例
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Figure 21: 谣言干扰错误案例

Figure 22: 忽略无关信息模板
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Figure 23: 思维链模板

Figure 24: 从最少到最多模板
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Figure 25: 渐进提示法模板
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