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Abstract

For addressing two fundamental challenges in Chinese parallelism research—the
scarcity of high-quality corpora and the absence of fine-grained annotations.This study
constructs a multi-dimensionally annotated Chinese Parallelism Corpus encompassing
topic, tone, parallel markers, and keywords. Building upon this foundation, we propose
K-CoT (Keyword-guided Chain-of-Thought), a novel generation framework that sim-
ulates human rhetorical composition through a progressive reasoning pipeline:”topic
deconstruction — feature mapping — keywords generation — syntactic synthesis”.
Experimental results on mainstream models (ChatGLM, Llama) demonstrate that K-
CoT achieves significant performance improvements in parallelism generation. Our
work contributes a pioneering linguistic resource, an interpretable technical framework
for enhancing generative models’ rhetorical capabilities, and a universally applicable
staged-reasoning mechanism that advances semantic controllability in language models.
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1 58

HELAE R — i T A B R 4+, HARODAFIEAE TR = D e DL EAEE SO %~ AJTERTAR -
B AR E B ) TR T RS, PR R B R AR B A 45 (Harris and others,
1997) « NEEHZIRAE, HELL AR DINROHELLIR & o A) AT LARR 9 i L B T EHE LI (Dai
et al., 2018) - AR (FEZHiet al., 2018), XFMERE T L A EMES

REMSEL MEE FHSRFARCR: H—, \AESTHTERMPIESE, A7, REBOIE
BEER A H=, RASURIIHAR D ARG -

HELL A RSS2 BARE S 4 A (Natural Language Generation, NLG) 4igf)— 1 EHEE
533 . HEHAIR BENAE AR = E PR B, FTERIESHELIIEESN L mE—
Bk, Hk, BB LEEMZEERE; &E, DrRFRHRBEFRSRZAN . DAL
AR RRRRAPIUE, B ANKRITTHNER; RI2EREERERIIAIG], BT PR A
Bl Bl SCAFES R, FEER A RANRED AF, Z AT H R R A
HEFY, FEEGE KIE-FIS-F R BIRS T RS, MR T SEB AR AR -

ETEREHREM(Sun et al., 2025), ANBFF#H—P X HEL A B R B 2R IEH 1T R G -
HELL AR R B SRR 24, ARIB AR AR HU ST DA 53 R Z AP HELCA) - i, % BRSAl Rl )
R R AT RN 0] DL SRR - AEEHELL b HE L, 3 ERE S A S B 5 AT LA
AR HE (HELTUIRE e E, RIS A TFRE—S) A FHE (HETUh 23
M AIEMSL A F) - TR HER, ATFHE LIRS A A HE T, B2 A E s EIEE
LRy, REMSLFIR TR - AL FEIIRI E AR AR, RER B - AF OB 2250
FHH (Just et al., 1992), A TAEILIZN ZE A AR ERCE = TR LA, Bt A FHE
SERE S A ERF S INE AR - A, A FHEH AR SEIIZFMEREIRE, 7R A ik
AL~ SHBEHERETF L, M FEEERERITT - BN FHE 0T DO o i o 6] K B
T2, SCUIEYARMITIE - BT LRt AR FEZEP T FHIAERES, X—nER
e NRINFCHE P EARIE, NRAS ZER M ERRI, NEEEM B shd Rt
B S EERTIAA -

MIESZAEST, HEta) BASES MR ERTE - 8t mEE IR aELS
PR, HEemae N BEUOEE R FEWALY, 5| SIS REZOEM . i, RE
HHIREFTHEA (WGPT-4+ ChatGLMS) 7518 HSUARAE A S P R Pl sk fe (HAEHE
A ARG —FF BB FAES LI EEEE AR o AT TR 7 W R ImA R . 2514
X FERNFRA BB, i RA TP RTETR o« $15%F LR RIR, E4EHE (Chain-of-Thought,
CoT) #RIBM T HEMPBRA R, HERTERAFMFTE, CoTS%E T ARKMR R FATIE,
TE AR A B )T 20R B 2R (Rl A O TR B A AR — AT AR, X St G T RIS 4L
FF e S, Brown (2020)IBFFIERA £ F302%:>] (In-Context Learning, ICL) JH A
FeEESHRE, BT KBS EAR R TREAS DAL - ZMBLE, KRBT
A KBS R EH A E ARG T RRI, B ICLEER R S], [FIREAHCoTHR R KA
LICL, DI AHE SR LEES) - HEERE S FIESSE R -

LR, AU ARGMEHE A R BRIE R A A, 1R T —METXEE S &
ICoTHR RIEZRK-CoT - IZMEZR EZ S NEIRRE - KBS - HaEm =1k -
BAME, DAETE (Topic) MEW (Tone) TENWIMRHEIA, EEIRREME, BEIREA
EXEAEIET A, WM HIEAZHE - WA SR LT SUERES - fEXREIAES 0B,
BT MRS BARAA NI EE, BRI T AN SR OIVERR < 3 R ) — A IR Bk S — 5 B 1R A2
BT RE o TEHEL AR B, S5 A LRI B SR A R R R A, R R AR
PR\ KB B 5 BB RE AR FHEZE SRR, BT T AR CSES IR, FEAES NS
VESRRS o ZAR3GE N TR BEIRE ST T IZNEZRESR M HE L A) A2 Bl 5T 2 07 T AOT8 D A HkAR
HRDT AR I F T 7] o AR CFEZAH LIS = Tfk:

1. 5% T CPDAK (Chinese Parallelism Dataset with Annotated Keywords) Z(#E&#E 1, X&

— D BEA REIAAAERHE R T CHE I EIE S, BAE B S PR ST RE BRI A A

Hetb AR iR, EAMZ AU &R RIR 2 H -

©2025 PEVHEEZT¥ RS
1R#E (Creative Commons Attribution 4.0 International License) ¥ ] H AR
“https://anonymous.4open.science/r/Chinese-Parallelism-Dataset
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2. WAFIES #AEE A, il 7 AR BRI rBghd i, WE T - M EENAE
B AE SAELR o AR E ST SR AS A SUR A AR AL o AT R O A ke,
AT AR B AR R R, OB S S A R B R RE IR B TR OB AR %

P
2.

3. U T —MET KEIFECOTHE L A E EZRK-CoT, fE DA RN, SEILEREN, K-
CoTREAEZ MR LI TERERIIRTT, R T K-CoTEHHIRNNZILEET -

2 HXIIE

2.1 HICHE AR RS A R

HOCHELL A AR AR — TV B B MBS A AUESS - B20HC50F R, BRIET EMEBEAR
FIELT LA RN, W57 &l A T HUNFUOE 7 B A 08 5 (R B e R, KB
FF5 BIFLACER #2 (Stahlberg, 2020); ZES0FEIOFAL, LTt AR EN, ET H/RA]RE
A (Gruber et al., 2007)FIHER EHTY (Teh et al., 2004), RETRENS MIBRIE R B 524> 4 pldE
AR, SRET YRS BB T AR HEAN LS, KERFGEED) B RE T ARG AR
e, [ERAANMYAER K SORFIE 0GR, B IG RIIAHE L RIR 2R S O R he
71(Wan et al., 2023) - HIRE S AP TR 7 56 2 B HAUSIRE, . ExXG RS
SIMERATH, EEGERERSEAREERR, EMPSIEPERERTRE .

HELL AT S5 R ST « B HE S - W% KE (Mabona et al., 2019), ITHFRE HAH KA
FEEPEALARRA T - BRTTE BAE S A, HE A RRA B A WE T —E /i
J& o B ERARYEHE L ) A AERHE S E AR AEIERUNEAT IR A (et 2et al., 2013) - HLES
S PLER, Song(2016)F& i T — MR THLEs 22 ) A MESCA FHELGIR AT, Wit 45 &
SR 7 SRS ANR T 50 FF R, R AER I RO BR B T HE L IR B« BEE IR
BRI AR, FIFAERBOCRE SCRHELL B shiRAHELG), SR ERFT 7% 2
1875 (20 18) MR HE b AT ANE S M A LR N B SR OR300 T — PR TR R 28 5 454
TR RS G AHEEL AIRAN T . Dai(2018)4& Hi T —Fudd 5 | ATEEAHILE I 28 A2 7)1 HiE
SURHERIHERL AR AT 1% 2RBES (2021) ISR A Bl & T B2 S BERTIE A R AL HE L AT B
BIRRIERE, XL AR FHES) T HE L AR B BRI R & -

WA FTEEER A HE L A AR R, FEFEREVGEIBEM2SEHA, XEREZY
e NN LAVR R B o anBsE A (2025) i A AT HE LG A B R AE RO AIIELER , R T —FET
TAPERS FF AR AR & R BT SCHELL A AR RO ¥, (OB R PERETS 2 T RORIIR A, [FIRHZ TAER
AT HE LA AR AR RN A A G A AT HE L A AR R S5 B, (HAZ PR T/ MERE R/ PR (Xu
et al., 2023), TEACFREKAIHELL A A B SR TEFEAE - R IFR, OISR, Bz 5
HELL AR E Z TR RIANE, [RIN AT DOER SIS 24 — A token BN B0, HHEHL A NAR BT
AIEVERT « ASOARH A RIS T EEESOCESRTFEE =, A& T
— M FEE REMWN P A AEIRSE . AOERUABRKNHI A S Ep, 7l LS H A& &
FIEMG S, A BRI B AERERI ) -

CPDAK Parallelisms Dataset

# Sentence 10023 30452
# Annotated Parallelism 6529 /
# tokens 433K 777K
# tokens per sentence 68 26

# 1. WEHEAEURESE (B Eet al., 2025)FICPDAKAFEESITER

2.2 GERIRES) R BRIETER

bt 71| 4575 5 #52 (Pre-trained Language Model, PLM)HUERIARRTY A, EGiH0E 77 1%
TR Er T SRR kAR . R E RN, IR EHERIEZ ]2 R, E i Wei(2022)1
H A CoTHR M E S B G AFRIHEER DT, BEFETT TR & 1Y & # 1% 5 BU & (Yang et al.,

TR EEE SRS SE, FI63T-H3T60, W, TE, 202548 H11HE14H.
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2023b) » Z T ETENLGAUSHUS B3 AR, B3 UK KASIE# (Suzgun et al., 2022) ~ £2E4
H (Yue et al., 2023)F14E APl (Jiang et al., 2023; Chan et al., 2023; Chen et al., 2025)% 155
Fi AR R BT RCT T, Shao(2024)RKFCoTR AT HMIAIAE R, PARIE A EEE D, B3k
RATERRR - I, BEUWREIL(2022) TIES - SR, H e KB AEHE L A 4 B |
FIFRNBEZE H, A BERFIFERCoTHRRIEH CHEL A1 AE B IR -

BATER], HELL AR5 w] DIVE N B e SRR — N R IR BES A SOt E
FAMEP, AEEAR SR ENHAREREER - AR, B A AHA T E
ICPDAKIERLE RGUITAL T RBTE S AR 1 SCHE A AR AR S5 SR IR - SEAS B TR R,
MRRRTIEE A AR I FHEZEK-CoT G, BRI R HELL Al AR G50 SE B8 - R — B g &
FE MG EELEE -

3 HICHFHLEERE

3.1 EX

HELL R — M E BB RS, T2 NATAMIER « Wl 8302 B, MFE R
W E; WEEBHEEHEXAE, FEHCASR IR E B MIE A A T B -

AT ARG EAFLARE S RHE, ASCEL T DYEEIRERR - MESYER H A B A TIRE
THEH AR R, R AR LIRS G, AR EORE R — B B R
AR BATIRE T HEEL A E, SR T R A RO IE R A B3E LThEE;  MIAKRZERE 2 BeA]
PRE T HEFC AR, ESEEL T A RCHE ST A . B, SRR R T RS A A
SRR FATEPR A R R A b BATERFF P AT - "X — A DLem S oy £, DL
B oREEE L CREE . P BEP O SREEAFS, BERGE AR, TR E TR AL

3.2 HUEUWE

N ECPDAKERE, ASCMAC /M BOBSC RIS E S ER TR M+ 30
FHIRPUCE T RERBERHE A - FR2EoR T I CPDAKIERLZE fE H 1) £ E ARG THE
=)

J o

Category Books Tokens Sentences
Children’s Books 195 17™™ 0.58M
Chinese literature 336 64M 2.2M
Translated literature 854 121M 4.2M

20 IR E B

¥IF . B, A EMNKE I SOREE %k i E R HELA) - ARIEHELL AT E
SC, ARSCREHE L A] BRI (R LA 0 78 CURILEL (Jiang et al., 2019; Hu et al., 2019)[R]#, {E
ER A HEEL I A N2 B LN T A

o RHFLLIAEAILA B B A MFIRIAE, IR AHEER
o FHEHLIE A G ARIE
o ZAFHLIE A BRI (Ku and Chen, 2007) -

Guégan(2006) Z B KBTS ZAAHELL B (2B, RIS LI Aok b oife THEHA), HE
P ANHE L3 )E THE A), AT AT HE L i3t 8 THEL A), H AT RIS — 1 23 Ak
PeA{HERRT, HELLIA2, HELLII3) . BT, ARG R AT DUl i B A HE I (8] 53 CITEE
BEE . (RELILEEEER S, WiZaFEEr RN amiEFmREL . SEMRENA
18 3 18] [7] & 1] ASRG3AIE 2 (8] )38 U B (Kusner et al., 2015), GISAEE M MHE 0] 43 5%
rAmgEF EwWY, WETRRIZEERS S H:

cos(w,v) = Lioy Wit (1)

\/Z?:l wz'2 \/Z?:1 ’Uz'z
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W

L | mEmx XBERSMER HELLADZEBRRNER
,,,,,,,,,,,,, N 1 |E | ¥ R HEH I A
I B | I I ( ~
| QERFAEWER, NIPLE, | | croakgme | |
| cmBBBIL, KEARE | R |
| REREBOS, KBHLTH. | PR T B | \
| Topic: RE | | I
| Tone: #% | | 081 OOO } }

} Keywords: iZifi. AL, PEY } } O - \O OK | |
I ) !
5-sh F SNy —
‘\ shot | T iaf 7* \\
************** 1 ERoEms )

1: K-CoTHEZE

WNARTHEN TR BRI SOAREE Hfa RS A, ARRAED: BRI - RIE, i
D NThfidesE, T Text2vect R T — A ICHEL A 90 K48, lid B IS E B (Hcos(w, v) >
0.673 BN VB EHE L A) o« BRI WM KA 2R, % RERREAROTIRIEHEL A, B3
RFFIRIERER «

3.3 BUEIRE

ARIOR AR B VU TR AREAESR . B RE P & DL AT 2 RS RRTE - BAR
=, BHELL S HbRE A (Topic, Flag, Tone, Keywords) #%/OHFERITCH, B AIRFI0E
KA 3FRSFTR -

FRES R EZS NN E: WIEPARMEREHEIRE -

o FIBHRIE: X —FBL, PREE HINEZ A58 R ERAEMAL, AWk R RS
e SRR R), R PREAE AR - F U L ARSI SR -

o FEANPRE: FEVIPIREMEAL L, 5B MhREE EHEEINE - IR E — R+
i, AEPNE R IR AP SRR TR R E N S, AR TTRENS BRI = S AR T
FLRIMIA Ry - BRI M= AAREE B, AR AvER PR — 20 -

o TIHELLAIPRIETR R : Fofi TAES R ApRER EH T — M8 H2mrbnE ik, A
FE TS R SCHE L AT & B AT RE AR EE -

1) PREMBLEREMN]: BT H AN E RSN, BAS—IRERT AR
BER, QIR HFHIE . BRI - SNEBE TS E ZAIRES R, THEE T
ARSI BRI, FRRIEEFAIR A — 20t , DUB AT RERIEE IR - 58 " RRES,
I RN ESRAT TR, RAFISONRZUHATIRE . K ANTKRJE, FIRARER 850
RBPNESER, AT BE R AREA L ATE R -

2) B8 T HRRERPREAERIEA —SE, ASGREL T — BRI -
PEE FIRIEAR L A RN B AR R, NI E R e & AT « BA I5R IR
SEREHER AT, B0 B AL T ST HORIE o X0 3130 T DR 2 VR R S R L AT BT
ROPESEERER . RBFRRICZHFLATRERNZ LS, PRERKERIAFREES E/lK
RO OANE « NOBESRIREUT TRz ALAAE, REEFEAERR . HE(UREMFEE. X
BIHREAES L, —BAEEs N, B iR A AT RER 5 BE R 5T -

4 K-CoTHEZE

AR IHE LA AE BREZR I R . A =B B BORRERN B, B R EIE
GEBIE R, WRGERE BN LN URRpl; REIFHESO B, ERERENEM L, £
RS FAAE KR RBIE TS, HEHL A AR B, 456 LB BORTE L R SURBIAN S HE A,
G| REERE Rl X B HELL A1) -

https://github.com/shibing624 /text2vec

TR EEE SRS SE, FI63T-H3T60, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 367



FEITRIESYRZ

4.1 EEEX

MESEEMFEABEL AR, BIMFEBERLANFEEULEREFESE . Fib, %E
FEEHEED (Topic) MEEWF (Tone) TENWIIASME, FISEMFFTHAIER. BAFE
SE AT £ R E TR RV N B SRR, IR OIS (W <8BS0 il <ol B A4
7)) SRERHX L SRR S N B G ek (e AERE, R AEREY) | &K
B TIX E Y E B A S B 1A R ) AR RS R VT RO HE EL AT o xR R 2 A TR B S B R AR A
FIFERE S ZE T B NAE B, T g H ) RS — 2R A

4.2 BIERHE

HEIEEMERIIREN, FIAZHEUREREARME R CRoR, AT UE R 52 m R
HWICLBESI (Ye et al., 2023) - ZULEA, v TIEIERFEAM SN, AMBRES TEZEH
HARE PRI REIRI TR ERFE o ASCRANE & RR R ARG SRR B 2R @i 4
ABERTHA! K [CLS] tokenSEFIZERE (k=20) FRBIAFATAICIMARE (k=20) , FAHG
BT —DUCEERRMELR, ZHERFIN R T SRR EARTE SR E AR R B i AR = o 72
SRS, BATESREFREC (> 0.6 (Shutaywi and Kachouie, 2021)) fLALREFRE, MR
BN R AR R L — 2 A& BB HRA ST . XM EREITIEREB A R
HEHC AIFE ZZE LA RIS REAFAE BRI, TR e SR DRE AR SRR 3] fR it B B
PERPRBIEE o BREN20ME B RIS PR IR 7= Bl -

4.3 BYEFEER

IR B CoTHE /R SR RS SR v smHE L A1) AE s AT E BT MEFNB i - BRI S, A& B
S HEHLRAE R B - ERRASER BT S A RS A S R E N R AR RE
ERXER, FRFEA A RATAE LS B SR S B HE L A) - B S s A =
HRGRAE, XFRRER M B - W SRR, NMURE T R A ES R RS i
i BB N BT RS RIE N AR &M, BERA T RAHEL A E R — S BRI &
T3 TR -

FRIAMES B £ EHE A AR, HSEINX — BR, TN R T
ZZIRAENT, DR KRB S A DS ORI HERE ), BRARAE AU A b & — 2 - ik,
RS AR RS BHE LU AT A B R, AR o R AR AR R - O B R AR R B = P
HEE, Hd e USRI R

Chaingeywords : ¢ — a — k (2)

Her cForvitam A (F@MERH) | oFRBEME, kFRRRBEE . BIRSEHN, &EX
ANES (WeFHF?) HTEER, HAEZORE4EE (gt “BER . ik
MW7) s BERSAHEER (WM9ET7) |, RHXLEmREHERS B OB (4“5 #5- 1A H.-
FR) - KE, RIEHEEEChinkeywords WERITE LT PR AR Z T ERRGIEA
NI, HREAE R RSB RN, RIS RF & B SRR K-

promptkeywords «~cLE

(3)
K. = LLM(promptkeywords)

BEAh, 9 T R ERER D R L S ERATE SRR, ASOE N T RIS, AR
FiSentence-BERT (Reimers and Gurevych, 2019)8&8 545 F /1 5 & K IR IR AR R, Hit
B & B P R5EAE R, MR UE K T0.75(Song et al., 2016) MR E H T fEELERL,
BNIFEF LR, 2P RAEE ORI A B FE R — Bk -

HELL A A R B BT RIB B AR R RHEA, HE A L SUE RS KR S R AR AL
fELLA] - ReESOIRED IR, TR NSRBI RGS AR T« B B (A B HE
EADESY LN 2

Chainparallelism : Roriginal — (refl€Cti0n) — Rrevised (4)
BAME, HRERREFTEERES EMYIHE Ac- LN TR EEFIE.S XK #
VKA — NG E B Roviging . & ZSREAREVIIGEIS , B QA A 2] 5 i F 1B R IA R

TR EEE SRS SE, FI63T-H3T60, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 368
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R, UFEBATHEEINS, REREEBENAMMBEE, LML RIS Revised:

<~ C, E67 KC
Roriginal = LLM(promptRoriginal)

promptr._ .

original

cccccc

eeeeeee

5 SEIS
5.1 EKIKE

R 3GE i Hugging Facef® it AU T 8 17 AL EE S5 &, ff H B HRTX-3090
GPUZFATHE RS - o T 30 UE AR SR H MM ZE 7R HE bL A1) A8 AR S5 A Ui, RIS R 7 3k 4R
KIBF R B BRI R AVERE M - A TAEF T EEREEARE SR HTELRE - 1
Gh, FERSEOEETE, RRESE(T = 0.8)/MNIRFFEINEE - K NHELAIE R — 1Bl
HAESS, /PR SHT S IREIEA R ALEERE - Fra SR 5% B R P38 /R BRI WAl 45
PR, TRORSCESLE R A A PRI AT EL T -

e ChatGLM3-6B(Du et al., 2022) 2 — DFFIEAT « FFPEDERXIEESHEE, &
T General Language ModelZE#, EH62{25% -

e Baichuan2-7B(Yang et al., 2023a)%/& | Il A 7l H B — OFHERIESEE, 2 ML
B0 BESCRIZ B S 0 A -~ SUSERME FBUS R R S a st -

e Qwen-2.5-7TB(Jin Xu, 2025)%/&Qwen K1& F AR R, EEEFE S« ERKITKR
FA AR ke H 7 TR B EOH, R REWS AL IR B 2 OHE L ) AR RS -

e Yi-1.5-9B(AI et al., 2024)* 2 YiRIH — (SN TF BN TFEICEE S A, EEFIA
G~ R . RIS T MR -

e Llama3-8B-Chinese-Chat(Wang et al., 2024)°%& — > & TMeta-Lama-3-8B-
Instruct(Touvron et al., 2023)E W I xf R CH P IELS AME S A, &
1ZORPO(Hong et al., 2024)% [ 18 FRITH P HOAR S — MR, GERSAE LM I0ES
SEPRALSS, BLFEHELATRIAE A o

5.2 FELHIE

AR PEZR AN MR TS S E R REE BRI B A TR B & 7 v AT b, — T
R, A— 7 HE KRS 5 R 7715 . HTHEL AR R AT >, 5T
RERIRUE T %, A SGERCT — 1B G EERHE L A) 4 BB E R F L.

o CPGen-POS&DEP (Bl et al., 2025)& — Ml TRVER 77 54K K R SCHEEL A A4
R @ i 2 S TAVEXS FRFAE 5 48 8 0 A OISR R A R oL B HEEL A1)

KT ARG SR 75, BRI REL AT

e Vanilla: 183 7E 55 B I A “Let’s think step by step” K& KiE 5 R B £E
N1, 5 SR IE I A AT HE L A AR R -

o CoT: #/RIAF W RFEGIEMEIL 7L, HETRSAIER —5.

"https://huggingface.co/ THUDM //chatglm3-6b-32k
https://huggingface.co/baichuan-inc/Baichuan2-7B-Chat
3https://huggingface.co/Qwen/Qwen?2.5-7B
“https://huggingface.co/01-ai/Yi-1.5-9B-Chat
®https://huggingface.co/shenzhi-wang/Llama3-8B-Chinese-Chat

TR EEE SRS SE, FI63T-H3T60, W, TE, 202548 H11HE14H.
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BLEU? Distinct?
BLEU-1 BLEU-4 MA-D-1 MI-D-1

CPGen-POS&DEP  Finetune 51.74 32.06 75.45 7.23
Vanilla, 52.29 36.15 67.62 12.91

ChatGLM CoT 58.27 44.70 67.62 13.52
K-CoT 61.53 46.62 74.82 17.18

Vanilla 59.46 43.09 66.53 11.68

Baichuan CoT 73.23 61.08 67.00 12.42
K-CoT 75.81 63.03 75.34 13.58

Vanilla 54.88 40.94 69.86 11.91

Qwen CoT 74.16 62.84 70.00 11.56
K-CoT 73.53 66.37 76.11 17.05

Vanilla 55.50 36.88 67.62 12.91

Yi CoT 74.42 62.52 67.78 12.94
K-CoT 75.37 60.35 74.82 17.18

Vanilla 58.59 43.42 67.00 13.05

Llama, CoT 74.52 63.00 67.51 12.86
K-CoT 76.85 65.93 79.95 19.26

*® 3. B4R

Model Method

5.3 1EETEIR

YTFHE A S MR, NUE BB SRRl RELE R MR & - A S %
RN BEAE S RVES BTG A1, £ & BEhAI A I =& B Bl Z AR M U4 i
AR

HENEAGFEbR: N T £EIEEEREIE N, AN SOERE T A28 BRE S EROE M FEE -
F A1 FIBLEUE (Papineni et al., 2002) AN AR S S % AR EEE, AfRIRED
BRI BREE LA RS SR EIRT SR A Distinet$8FR(Li et al., 2016)7 Hn-gramfIEE R, H
FIMacro-Distinct & B — AR AENCFEE B, Micro-Distinet PEAE BEARTERH Z B 4017 -

ANLiFh$eRR: AEHIEEHEL A AR E, A CEY T AEANTIEMER - FRATEIET
SRS FHETWTEE R, N NEREHITI-3011 S, BEBCP S EN&RES S

o LEF—EUE (Structural) : VFAEHELCIRRI AR FFRERE, BAKE: AHELIIAE—M —
2]t AT REAEI RN SRS EEIE R EE

o Mt (Fluency) : BEHFLAIRARRGE, FEBE. WMERAESTEIES >
WS R AR S EME, MARARIEEME

o BRSNS (Emotional) : PPHMERESCRAVERYERE, BIAEHE. HREREN—ZUE, F
RSB R, ORI B SR -

o AIFTE (Creativity) : WNEFRAKIBIFIEE, FEMT: BWMESMESINE, #&H
B HMRE . PRIFITR R AR R

o EFEMME (Vividness) : BREFFHRZANCR, BERE: W SIREBEFAIE
5t BETICNEER; BRWRMEE .

"/
=

5.4 SERGERSHT

SLOGEE R FE O (WRSFTR) |, AR H IK-CoTHE Z8 78 HE b A) A= AR 45 13 11
T Vanillaf® 78 FIPRECOTIR R 1 - BT T, EQwenti 2 | K-CoTHIBLEU-4%5 F1 ik
#166.37, BCPGen-POS&DEPE &R 107%, FIFTAEHAMISIE L¥H RERA . X—LH
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FEIFRTK-CoTH AR BWENEIT BRIV 80 B p)oetid s SALH, SSI0 T M5
SP BB FARE N, T EYERE O R TR OB AE T, SHEEAEME
ANER T AIES ZIAMTE o X BS54 AlHE Hb A ZE TR P FD S 4F BE J ThI #5000 A\ 3%
BIVEKF -

N TPl 45 B FR4FT R, K-CoTAERMMHELL AIZE A4 EI TREHRE . LH
FELlamal&® ! I, K-CoTHIHAIE51A5%2.35, WRELEA Vanillall & T 34% - X458 7%,
Sr B B 5 | S AL T B 0B R, BRER T HELL A FISE R — B T . EAERER
A AR T AR BB QIER R, MR RGRE TR A, [FIR S5 1A 8] 32 E 2N R
ERGEE T 18 SUTEE . AN, 5CoTHIEL, R RERIREE T N EEBUS 5 = AR5 155,
0 R T REIR ARG T IR R RE SR R AR T A A BCHE L A R & -

Model Method Structural Fluency Emotional Creativity Vividness Final Score

Vanilla 1.53 1.18 1.35 1.95 1.59 1.52

ChatGLM CoT 2.27 2.17 1.79 1.75 2.04 2.00
K-CoT 2.34 2.25 1.93 1.89 1.99 2.08

Vanilla 1.45 1.34 1.26 2.03 1.51 1.52

Baichuan CoT 2.34 2.24 1.81 1.75 1.86 2.00
K-CoT 2.30 2.25 1.85 1.96 2.19 2.11

Vanilla 2.23 2.08 1.77 2.01 1.91 2.00

Qwen CoT 2.43 2.34 2.08 2.05 2.28 2.24
K-CoT 2.55 2.50 2.17 2.23 2.41 2.37

Vanilla 2.26 2.31 1.89 2.13 2.12 2.14

Yi CoT 2.43 2.39 2.06 1.94 2.28 2.22
K-CoT 2.50 2.49 2.18 2.05 2.34 2.31

Vanilla 1.76 1.70 1.68 1.97 1.64 1.75

Llama CoT 2.36 2.38 2.27 2.00 2.19 2.24
K-CoT 2.52 2.46 2.41 2.12 2.22 2.35

= 4. Ny R

5.4.1 AFEILLMsHIZFRIN

TR PG FaF05, RILEHT N EEE L - BIE, Yie QwenflLlamal® B! 5 5 {4 32 I 4L
T ChatGLM#1Baichuan, X F {4 §E 2= 5 7] B2 VR T A B 28 40 025 AR B, B0 & A i 7Y
(t0Qwen-2.5) >R T B 5 SCAOE = S WL RO SR SR WG, {50 L7 &5 ) v AR 4 RN RS G B
SRR ERIEA . pAh, BB HE SR A A M OCHE ) o X RS R R, A OCHE
A A BT e — B 24 B R R IR R A SS -

5.4.2 AL EtR 556/ M R 1

RIERO TR, KRR S BRI EWH AR RIERME - E P Emgty
—EME SSRGS EIERMERMN, X RUPERAE A HE L A EALE S RA R AR A A
AERIATLE - BREM N SABEEIPEEEMR, B AER EERME S FERETR
~, ERRBRER D TS HEE S BRI N . EREENE, EE AT
RAEFNER, FTRERT M T EER: H—, £ RS BE —E WM, NRVEEE
HFENRFFEER, HT, S AESS ARSI R IR A, WP Zn] fef# (R £
BRI RE K o X R HE LA AR R B AL AR A T BARA T 1|, BIR. 24 {1 B RAIETE S I
W ERNSS A AT, ELEEA b FE S IR TS SR A T BRI

6 RBES5RE

AR T — MRESE B R S RS, B 296500 0], AIRT T Z I 30T
FI, RO DA SRR . Oy T RPRERERPE A — B, ASHIE T &R
HIPRERTE, ATHRSINEEINEA TR . EBF UM RIS EZER - 1o, AR
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Model Method ACC
Vanilla  0.26

ChatGLM CoT 0.31
K-CoT 0.39

Vanilla  0.33

Baichuan CoT 0.46

K-CoT  0.55

Vanilla  0.44

Qwen CoT 0.59
K-CoT 0.67

Vanilla  0.41

Yi CoT 0.53
K-CoT 0.62

Vanilla  0.51

Llama CoT 0.59
K-CoT  0.65

5 BAVE R AT e AL A E 7

Structural Fluency Emotional Creativity Vividness
Final_Score 0.75 0.82 0.55 0.56 0.48

% 6: BRB5 5 N LIS 2 A B Pearsontfl

HIK-CoTHEZG B B R BIMEHE L AT HIA RIS RE, QI S B 5 R REHE B AR S 5
FEHELAVAE RS UG T BERSL - SRIREE R, ERNMUEERTT TEM R, FHE
BRI T — AR R E R RGBS, H B B S R A A T R S B 3 AR Rl A P
BEA R T HE L A A A S5 AE S T AN 1 AN — E e R

FERKRINEF, AICRK-CoTIERY REHMMBRAMALS, JIEHZLEET - A, &
KA TEE S Q&N RRAT IRRGIAZET AR BRI SIIUH], P4
PR AT S ONE N - B, BADLITRIT RAGEE, MEEZIEAES, UE 2
PG T IER B M BB - BATHEE, XU TAER R A A BRI 5 AR FH SR BE R 0 (E Y
MBS -

2% CHk
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LEMA— B LA —E . BT REAE R AT A LIS A —2, AT aHEL A4
PR TFRFIE - B AT RIA T RIROO EA 2, BT A HF IR AU B e, (B5R
ZAHEI R ERA OIS, REEETH TE, HEMRNE— PRI A - Bl TR
XATREA PR B ERALEE DltokenTI oy HFR, SR XHMERLTH MBS, =REHE
ELAIEETII SR IE R B & EL R R -

LBmREESL, AWEPREHERE

Ba T, MORRIT IR — 5B LER X 57
Brer 8, BB R EERRE .

2.8 NTE, BEMIIIE—F;

Bra it TR EERIEHES; FEA—E
IEHEF N, Bt O RIE—m -
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Shttps://www.yuwenmi.com/zaoju/708260.html

Thttps://www.yuwenmi.com/duilian/
Shttps://www.chazidian.com/zaojus/

TR EEE SRS SE, FI63T-H3T60, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 375



HE T EE

FERE

kT — /\;EE?TextzvecE’JRoBERTaLargeEPﬁCﬂFtKﬁJﬁ%’é%%, M ER L AHE L A AN IEHE LA

HIE(FE
BT E‘HEIFt

15543 71 °40.810F10.537,
m o R T INGRIXA

H16, BAGERIRECH10IK -
MiFA.3 CPDAKEUIRERES]

BRI, BT ) AL E N be-5,

FATHCFEE N EEE, BT S BEEES S KT0.6730H
ALK H200, BEARNEE

FA TR /R CPDAKEGE 5 HIHR 77 R IR DL A ARIE RG] -
Source Type Parallelism Topic Flag Tone Keywords
IS [B] 2 AR Al AL iﬂiﬁﬁémﬁikﬂ%ﬂﬁ; Hos ZIE
Prose IR RS, MRER USSR, BfE BfEE *FIE H %
IRl BARRIEIEE, S5 E TYAEKIRE - - FIHE
HR2—RT, IMEXFERERIZ g —RAT
Composition FHHEe K A, ERE= WIEHH; HHE BhAxe gz{%i /s
H A — i, 7 BATEET RS T —HiRE
RO — M, RO RAIR L ‘ . \ [54] 15¢
Article  ALBERCH—HSIE, S EEGBIT, g L B e
AR — ST, TR REATh A5 - Sy

# 8 CPDAKEUE IR~ HI

Bt A4 SEHI5 BT

Fl2Er T AR ANTE =% & B A RCSE%S FE 434 o 7EVanilladr, B2 AR B HE H
T IR ARG AR TR AN — B R, FRELER S B R o 51 B AL 5] 0 S B 1] B 4k
(CoT) J&, ﬁxﬂ?ﬁ‘%ﬁT%WTﬁ??%ﬂI@T FRE, EERATERNE, RN 4
FOETPERG 58, AnYiR A <. R B SE R, EHELL A BAERER I 1B URERE,
NLlamaf “BE k- K LH- f’ﬁﬁ%”ﬁﬁiﬁi)@]f&ﬂﬁkﬁ, *ﬁtb?VanlllaE’JW%\rEﬂﬂﬁiw, B RFRIR
FE, WQwenf“iRiT- K H- H%”%f’ETP?IUEjﬁ BMEFEENLZREY « fEK-CoTH, Ak
FAHE Bb ) B RE AR P A 2 VR i ] (ZZD*Tx"* ), WHT%E"Q%”@E[J&Eﬁﬁ‘]ﬂ%ﬁé?’i‘%ﬂﬁﬁ
77: ChatGLMjfE T “ K IE-1RZ -2 HEL E/u% Baichuan ) “8A [H-£ -7 & A s [A]
Ry, Qwen)”\'Jifﬂ“?%%-ﬁFF—ﬁﬁﬁé”EI’\J%E%HT[ETJ?L XISUE T AL B R E‘J'Ifrﬁﬁﬂﬂ%ﬁfiﬁiﬁ'é

NHRBER, RN HBER T RBIFCoTREA MG | HRAIHIEHE L A IR R E A5, B
THAEEL AR TG A Z A o BESh, ?*/‘:THJZ?;%EJLTWTE’*”””WT%XEEEE%D@J PEZE A7 Y

e ZE R EﬂChatGLMJpﬂD BEZRAH, Baichuanf8 KMRMEE SR, MQwenl I H iR
FATESY (i) 2 55 AR
Vanilla CoT K-CoT
uhfﬁl#%%: 2 5B 7 R 5 RSP
ChatGLM - (vf: g5 # ik epr -4 52 AL I RIS (1T 5 AR LI A Rahs
N ELEBH AR . TS AR I K AR B T
_ 447 70 T TG PR A it R R I B ARAITFIEE, BB I
Baichuan gz s i, 5 2 A IR K 1 R4 AL ,am%“wuﬂl
AT . 5 25 A R [ R MRS 1 Tkcontd Al PARC I, & b BN SRR L
owen  [MEERBITHIGHIN, SAERATH (70 SR —GIRAT, RS RI AR R R I S
H§E@WMQ“,%W&M%HM,A %ﬁm UK H, ﬁ*ﬁm%%w: LR R, ATAE T FE L
SOOI, PSRBT ASINE B R AR R, RS I . RO S, BEBETIT S )
vi AR IRAT, WA SR AU T, WS ARG [T, A
! G, R BRIIE A A AR F 4T, BGREB R S UOR; [fF R IAEASE, ﬁﬁéﬁﬁlu
AR PR, UK AT 5 004 BB, IR MR 0 R 5 75 2 . [FF AR RIS, BB R ) )
L AR, AR TR T SIS, R AN R [ RROER, R RN,
BMA 2 B R, ke O T S R [ s HAR MBS, SRR — 2R, [T, MRS TR T /15
A BRI, P T BRI T AR USRS VT, [ e BRI . (R SR, R S

2: MIAFE-FESEN (E-ERH) X, AFERIEA R SORSL ]

5D E R EEE S KSR EE, 3635537600, B, WA, 20258 H11H=E14H.

(c) 2025 FEFLEFEEESUHEIBES L WENS 376



