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Abstract

Nested named entity recognition (NER) is a fundamental task in natural language
processing that aims to identify and extract nested entities and their semantic types
using computational techniques. The prevailing approach to nested NER is span-
based modeling, which treats the task as a span classification problem and has proven
effective in handling hierarchical structures. However, such methods often struggle to
distinguish subtle semantic differences between similar entities, and their exhaustive
enumeration of candidate spans introduces substantial noise, thereby degrading overall
performance. To address these issues, we propose a novel approach that incorporates
both uncertainty estimation and local semantic discrimination. Our method quantifies
the model’s predictive uncertainty and uses it to guide inference, thereby mitigating

TR EEE SRS SE, F390T-5H401TT, W, TE, 202548 H11HE14H.

(c) 2025 FEFBGFEREXIFIGF 2L LERS

Nested named entity recognition based on evidence theory and

390



FEITRIESYRZ

the impact of noisy spans. Specifically, we design an uncertainty-guided KNN-assisted
decision mechanism that calibrates predictions under high uncertainty by leveraging
prior knowledge from similar labeled entities in the training space. Additionally, to
address the model’s limitations in resolving boundary ambiguity and semantic overlap
among nested entities, we introduce a local semantic discrimination module. This
module explicitly models the representation differences between the current span and
its surrounding spans, enabling the model to capture fine-grained semantic distinctions
and thereby improve recognition accuracy. Experiments on the GENIA English dataset
and a self-constructed Chinese nested NER dataset demonstrate the effectiveness of our
approach, yielding Fl-scores of 81.27% and 82.26%, respectively—representing gains
of 0.52% and 1.48% over strong baselines.

Keywords: nested named entity recognition , evidence theory , local semantic
differentiation

1 5§

BWEMZ MRS (Named Entity Recognition, NER) (XMf&fKet al., 2021)J&—FF| it
BNV B EARR A I HR B S N RTE R H S5 (Lample et al., 2016), 1XEE3E LR A,
A% (PER) - #15 (LOC) ~ HIZBUASE (GPE) % . NERZEEHSNEZ N TIFES A
ERMIER, B0k 2B (Tang et al., 2022) ~ F{FHE(Yang and Mitchell, 2016) LA AF &S
T (Liu et al., 2023) -
Xt Em 4 REIRANES, WEMRERE EEZA S AET BRI TESETERE Y
RWTTIE . BIE BT SHES Z N FIIEZE ORBIKESL AR (Ju et al., 2018), RHAEE—ERE
LI ARZREAEER, BRI LAEERKNE, BEEEEEFRHAE, SEHNE
SEARME VA RON AN ZE SRR ) E RSB R o Jm B NPRF SERIR R ) — 1 18 5 R 4E55 (Sohrab
and Miwa, 2018), JEIIMZE I REE S B SRS BOR B ELEH, RENSIITF b3z 48 5 B TN ER Y
FRICHHIE o« SRT, BRTTIEERE T ML 8 - R WIS ST 402K, Z0& T B (Al A
HREL, MELAX AR ERE LE R -
RUEETEE R TEERE & SRR PG T AR, Bl TZ L0 7 E
X515, XRFEFEFEEUESFMHEEATFEZIENEE . CHWRENE, S4EEES
EEESNRELRN, ETEEREEELEE 25 £IRE (Tan et al., 2021; Zhu and Li, 2022) -
ETBEERRE 2 SRRR AR ENE CRPIrETRERE R, LURAIBTER SR,
EX—dBEEERRKESEXNLAEEESHAELAER, 5B HX SR S 55
Bo P ERA, TR TN R e - BV AR ar 4 SRR R FE R A TR A
PERE, WHRRBIERRFIRLE, XA AT S0 B IR 3D o R AT SR 1 A% OV T TR 465
ROV TRE AT, BRI T AT §E B8 AOMESR o« — it L ) S FI AN T 7 12k 1) 7 1%
F& T Softmaxfiy H AU KE, HAZEM/N, AHEMEE - /M, SLRERH, REWE
M4% (WTransformerFICNN) 7= A4 AOMEZS U AEAE AN VEER , P BE S BORNHH & Al T o = B
%(Guo et al., 2017; Pinto et al., 2022), Al REFmEZERIELEBEZTINT, #—SE
TR B RS, AT 235 R A R 2 i 4% SE AR R B PR RE -
NRER E R R, RS T ET A E E 53 AIKNNG B KR/ EE X
B (Uncertainty-Guided KNN-assisted decision-making and local semantic differentiation
model, UGKNNLSD) , %7 1% & =CHURF i 5 88 [ 2 7] 1038 LE RAE AR ARHESI A - 8
o R AR REALE], UGKNNLSDREWS 22 >] S N TR N, TG IR 7R 85 B LR RS A X
SRELERIEE S, BITA TR S RE n 4 LR R . BAT S, UGKNNLSD%
& TBERTS XU SHER AVLE], M H— 6 & B EE LFORAERE, 5 RaE X
SRR IZIERE TR, LUK R EZ FPE L ERFR . [N, HEEECHESESE
* SER(EH
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AR SCARBS I 25 55 7= 1R ] « UGKNNLSDiE i3 & A4 AN R BT IR UE 98 5 5 7 BL AR IR ) &
B, ARG IR B5 BN BRI RN, 27t TR RITERE -

2 MRIE

2.1 HEML ARG

H B TR B i 4% SRR A BT i 5 7 A AT DAy W E TR EIRTE - BT 0BERTE - F
FINNERETEEE, B EROIRTERETERERTE .

ETBER T ERHBEER (Hypergraph Method) (Lu and Roth, 2015)# 1T #xZE i &4
SRR IS o 1% 7 IR R EE S AR S5 1 Tl S5 22 8 [ )7 PRI 254, T 2 T Lo Mg S
(43 AR, AT SE NN 2 i 44 SEAR I R ROR B SAE 43 28 - SR AR R R R TR B @ B 2 1
BgE, BaT R (AsEE) 580 (RRNERARMERR) | HEMEE TR E
AR R, THEBERKIURESAFEEN R T, WEEREFRERRIINK, FEAEK
RIET -

ETHERT71E (Hierarchical Method) (Ju et al., 2018)il i ¥ LRI HENTER, &
— B R m— RS R - AERTEECT, Wang % A (Wang and Lu, 2020)$&H 7 —#
ETHBIRME MG e T EPIIPNEZRN , M EENS B K a_EHZ ERBEEARFLE . 72
TFEERHEZZERAIRERE (ERAINESEE, BiRBINEELE) | 8—ENIliRES
RS, FERERM . FhlRERE R REIRESH AR E RS, BIHZ R RHA AT
RN R IERE -

MRS, FPAIEIFS] (Seq2Seq) JHiEFRHE T —HEE Jy (Al T e s A Im 2 A R 5 28 « 147
TEIE T REPHOIL S S &40 (LSTM-CRF) (Strakova et al., 2019)8 ¢ [q] B |3
gy (BART) (Yan et al., 2021a)8E8 | X SCAR P31 H &AL B ST AR TR - 78 L EL T
E. Zhang 55 A\ (Zhang et al., 2022b)i#1d 5| ASEARAHES AR Z R 25 ARG R g, o —
AL T Seq2Seq JTIERIPERE - ORTMT, HTEN & EERIIESIN, WWRITEFTRESHE KR
BRI ) R T S B R R A I, AT s i (A PR RE

N RN ik E i 44 SEAROR R S5 R E 22 Bk, Sohrab FlMiwa(Sohrab and Miwa,
2018)F& i T —MET B (span-based) HIOIFTITIE « T VAR E 5 4% SRR AL S5 BT
R 5 LTI (R, 3@ o TN & 1R T T READ AR SRR BE B2, xS FE AT R et I8 5
EHERIE, RATLIRELAERERIRA -

TR . Yu %5 (Yu et al., 2020)51 A T X SHERE LS, DI IR IG I 5 4511 2
FIRSZ BN, HAENBESEMENIGS, W — BRI T BRI AR . e
BT B AT EL AR R T, Zhang 55 (Zhang et al., 2022a) R P ERIEA MBS E R, N
AN T ERAIAL BAR - SICFIE, Shen %5 (Shen et al., 2023) ¥ £ LR A 55 &
WrE S — M AV RO R, R PR MR B, SEE T SRR S AR AL -

SR, BN T B R T AR A S R ORI, BRI T A (pooling) -~ HFEE
(concatenation) (A (aggregation) A o XL VEENE FEEESWEER, FHES
FEAE SRR AR RN NTAE LUE O3 R 85 1 2 (R 4H A L E S -

2.2 IERREES]

WEIRRE 22>] (Evidence-based Deep Learning, EDL) (Bao et al., 2021)7& —F 5 £ 5RIR
JEE 2 SRR PN 2 SR AN R MR AR RE T BT 7% - (R R I 2 ) BT IE B T softmax /2
Wi R, BA REARREMR R, R AE [RIRE AR I H ] fO TR EE SR - 9T, 78
KRR AT, BTEIERAE « A2 . B SEORE DUSGME R SR R, R
FOMAEEANT] R ey B A EYE - BRI, XTTREE RF T A EE R, X TR EEE AR
M et R EEEER L.

EDLJ 1A E W2 E H i Dempster-ShaferiF#E#1£  (Evidence Theory) (Shapiro, 1992)7
@5 AR FEE 4 (Dirichlet Distribution) W AE H 2R B 9 @K . 51%
Hesoftmaxi Hi R FRME R R ZR A ANR], EDLARRZE W) 48 Fai AR ot 1> 2R 31 3CFr
IERE S o XEARREHA T SE KR e E A0, TR — BB R R T 0 A1 AN 8
(R SE R ZR AT o IR 0 B 0 AT &R SR R N B 1 3 B — KA SR (B ik

TR EEE SRS SE, F390T-5H401TT, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 392



FEITRIESYRZ

) | WS TENSMEGRE, F5EDLER RN R H N4 R 5 HAE v
it

TEEDLAYIZRERE A, 38 5 >R A IR A R WAL IS B LR e L, KR S8R s A fE N
SEBS AT DU - 7EO0IL AR g, 5/ AKullback-Leibler (KL) BUEE/ERIEMI, L
T 9 2 H BT > A R S e — e A (RITCIR B RN EYE) AR, S B AE (S
BA RN REFE S AR EME IR, WM AHRE A E XIS 31 -

SESFATEEMS T TE, Wl B W4 (Bayesian Neural Networks, BNN) #f
I, EDLER EE R ESEME . BNNTFEX G585 M T m R, 5828 5 DU Hr
Wr B2 IR RIBRIFORSCIE, THRERURR - SEBE 7%, TMEDLITE B IR Fi | %528 5 RIAT 58 A%
S TR 53 A0 B EAE A 1T, RS T = B AR TS

| v/
3 BRI
//// \\\\ /// N
BRI EL ! TEEIHETR I ES
key value Final Distribution
]
MLP ——
C T 1T 0 — Output
© similarity  — — —|
3 I I — |
mmmmmm | kNN Distribution
new
M Datastore " >

'y

( SERIE X XS HER )

query(span matrix)

U:0.86>0.4

Base Distribution

U:0.36<0.4 —» Output
Neural Model

Biaffine )

= = = = =
& & & & =
1} 1%} 1%} 1%} 1%}
| | | | =

Embedding

1: UGKNNLSDIR #5544 7= 2 [&]

B XK 22 i 48 SRR IR AIAE 55 ME LUK 43 AR DS 5 )3 SUAE R AITRGR 7 185 5 s i R 2R 1k B 1) [
B, AR — MR T AN E 5 5 K NN B AR R RS X 1% . BARRERIZE /a0
177w,

3.1 ZwEE
BRE—NAITFX = {r1, 20, ..., 2N}, FEANFIRESR R, REHFENEARITI
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YIZRHIBERT (Bidirectional-Encoder Representations from Transformers, BERT) (Devlin et
al., 2019) BB o O T —PH5R F N CEE, SRAMALSTM (Long Short-Term Memory
Network, LSTM) (Hochreiter and Schmidhuber, 1997) 1M Fi7E 5 FIM G 13 873217 ¥ 81 5 1)
SRBETE—E, FEEA D EEEERMAFI eI LT XER, &EEM
TR ZRAELN T -

H = {hy, hg,....hn} (1)
Hrh; € R, h FRREEZEMAERE, H e RV,

3.2 MAHE

ARICEAE T RS E ML (FNN) SRR FRIC, RS — B B A IR A 25 A
iChs, he € R*M {E N FoR M &, HA FRaTFKE, h BrBEEZHE - ME, SRS
BRI EFIME R R, DIAKBENREER R w,; € R #1704, DWEBERRE
FiEMO € RIXUXE | Hrf f owsk NI SRR OB & -

TR MTRMCEIE MPMCRIBEEES, ;, HmEM) B ET ST

hs = GELU(H.,.Wy),
he = GELU(HencW6)7 (2)
M, = (hy[i] @ he[j] ® wi;) W + hy[i]Uhe[5]"

3.3 JAERIE XX sk

NT BV IRAFE S E 2 M EE L ER, SRR 75 UM LB E ST REAN [F] B S8 44 85
IFHREET], RSB N RHEE X AR o RSB AT 58 X ES TR, RS
SR B SCZ BIRE S, TS AR X L SE AR B [X 4 BE T -

Bftty, WTE—MRELEREENZREEMY), E T —PEE & Neighbor (i, 5) «
AIGEFEIS EO (B&Fi+1,j+1 WEE) | DERIEITERCR P FERFEE N B ERET -
TREE (A FEESG > 5 B BHERR, RSB & AEEE

THE Y B B 5 AR S 07 L E

raw 1
AT = M?j % Z - M,,, (3)
(m,n)€eNeighbor(i,5)
Hg A EREZORE (GBH 48, BURTAREM) « AR RRUAEES
HAMFHZORIE URE, (ERPIPERAET .
BEE TSI BENIBGER S, 2T A a5 RS H AR R ORI BER I E:

ng ) M?rm
v

Hep FZoRa M, VF ATAERLOEREUEE K o winn € [0,1] KRB EE (m, n) HIFEXS
BHIME . BHAN (EAEA, SaERNNES Pl ESR:

Wymn = softmax ( > , (m,n) € Neighbor(i, j) (4)

D S g
(m,n)€Neighbor(i,7)

Bafs, WHUICE IZE RN A BUE A —1L.
D,; = LN(GELU(A; (6)

)
&G, BERFILEED,, S5FEEBRREBEM,; %6, ERCHNET O EERRE
B$Mnew c foixj .

M = Linear(My; @ D) (7)

TR EEE SRS SE, F390T-5H401TT, W, TE, 202548 H11HE14H.
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3.4 fRIEZE
T REEERGEEIEER, ASCREMMENERERINEIM et . N5, BaEMEET
LRI RERS 152 T AR R

p=0o(Wy(M° & M) + By) (8)

Hep pe R W, € R B, € R« W, #1B, B[S, o FRSigmoid #iE &K
o
3.5 MNHEE

F T ARSI NERARSS I 0 BEFEE, ZuEYRE VT35 & (Amini et al., 2020), A3L
WEFERELUS SR 2 I U bR BOR OB R e S oftmax 2 « U BB 18 R 45 4 R 5 LA AR
REHILTEE, NESRRBUSFr . M5, AR AR EUEEES AR e A, DIRA
A IEE LA AIMEE 215 o Dirichlet A UE TE M BEEME SR EE, SR T NHE
Mo RFTNMEEAIE A RTAEFTAE, K Dirichlet 7017 € -

1

N
D(p|a) = Bla) PZ-O[FI for p € Sy 9)
=1

Hrpo, RETIERFFEMNEN, Sy &N REEMEITTHE, B(a) IN REERKZII
FHbeta H1E -

FENER £, 7] LUK FMZ HEHESR & AR RGBS AR 1 93 28 T — R e L35
BFOME 0RE « B RE S — R =1, ..., N, BN FREFEE), #E—ME
SR For, HBRE TR TN R IZ R B I OO o RIS, AREME TR R TR
S AT AT EEREA, B S AR ECCEUE BN R S 206 DU H R 9 2B, B A
FE MK Pu BEME, RRBEEHZ SRR 9 REATHE - FEREL AFHEEREY B
BT R LU &

N
ut Y bi=1 (10)
=1

WAERn =1,..,N, #Hu >0 Hb, > 0. BPREMNESRERET HMEMANIET &e; ¥t
TEN, FEOHENIEE . TRAMSSRED, MEARAHEE M

€; o E

H s FOoRBRPNIESE, BRI E D fMARERE . EXMEE T, AEfe SEERIEES
RS - FHBRZUEE, AHE Ry WA -
3.6 fUKEE

ARTLRE KRR BREL T

b =

L=Lcrs+ LkrL (12)
B, Lops FRAAXEE, HT RTINS EERETI R —80E; Lxp FRKL
R, 2RSS B Z [ RER -
I T — MR TRR R, BESEE T R RIFRIN A B DA B XUES: « 1% 301 25 eR G E
TR RE BTG, FE KA E S mitE BRI E, WL B AT 5315 -
TR PR E LT

K 1 K
Eas/[E:yw%@m]Bm)rhﬁjwmE:WVM%¢WM) (13)
j=1 v =1
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Hrpy; REEWENEREEG py 2REAMER BT RARER,; B() &
7RDirichlet 73 A RIPRENL F & K FOREHAEEG o EDirichlet 0 A RIZEL, KBRT
W MERBTH) RIETHRE - ¥() Hdigamma FiE-

PE—IBHL, Oy T REFI o A AT IE AL AR S AR L B R AN G MR T, ARSCEIA T
TKL BUE R RIA L k-

I (Z/Ifﬂ dz’k‘) K ~ N a -
Lk = log (F 0O, T (&ik)) + k (G — 1) {@ZJ (Gr) — (JZl az’j)] (14)

=1

XERIC(:) Ngamma BKEG ¢(-) Ndigamma REG o EHEERIKAE S MSE, Hi
BT BT AN RIS B TR L«

3.7 AHEETISFHKNNHBRE

TEMEFRY B, ARICIRM —FET AW EE S K 4 (K-Nearest Neighbors,
KNN) (Cover and Hart, 1967)FHBNERIEALH] o 2 BIBIGE B — {5058 SCARBRZE RO TN AN 7€ w8
AT EET, ASOANEBIAEZSEG) vz e EBlE, AR . A, RIGLITHA
F PR 5B T B 1 -

43— SR BTN & B B u > 7, WHIAK 4F (K-Nearest Neighbors, KNN)
B - BARTE, ARG B E B PNE SRR R OR A &, H A B RFIE =S [B] A B SE 4R
o TEHERRRY B, X RN E SRR R A By (RBDIZRH ERE]) #1TKNN #R, &
REHFMEMEE D OWRESSEREAR, (RIEHRE S A TR ESINACEY), D= E—MEIE
S ORI 53 75 Diepn ©

BRI TIUN 45 @ SR AR T B Y 0 M prnodel FKNN FUIU A prenn, BIINAN & SEHN.:

Pfinal = (1 - /\(u)) * Pmodel T /\(u) * Pknn (15)

Hrp e A B (v) FEAEE BN - Bl RAEBIERT T BRI, AR
FHANR Gt PR

)T ifn<u<n
AW){l if u> 1o (16)
Hfir =04,7 = 0.8, THRKNN EmAEREXEZE P LEER, MASTIEAER

15 B e X A 57 4 1 e

4 ER5S5HHT

4.1 TRRE

N T IUEA SR B R ERE RO, ASCER A EIESE: GENIA HCEUE S (Kim et al.,
2003)F1 H EE IR T80 -

GENIA #UREE 532 MREMEYIEZLERR], RIGETEHEL(Yan et al., 2021b) & TE
TFHFEAER. DNA - RNA - FEAMR - IS AMAMET FHEIZ5RE . IR IEEFNRE
SEIRS:LL . EURETETAYEZS, 88 RNRESAEN, &8 1A T IEE
5 B AT A AL RE -

H ik EHOE LA R IR T H SUE B AR AR N 2, R T 2022-2017 FHR UG E
HATRRE o ZEEREX 1T HIE S AR ARTE ST T 8 LAK A THRE, RATHEOPREZ,
FRELERI N (s, e, t)TCH, DRIFARARBLDF - GHFRKAELR . ZEIEERES HEAH
HERIE - B—RHRENEMIEHREAB =FRR . W IEREERREG, B ERERIEEX
F IR N THE M7 3 T BUR RS - AR5 SO BN 3000, ARiE S 14025 1>, HEA IR
ERTETIZ2 1, HEARIE6093 1~ - F5| H AR #4468 MAENL, HILE HEBEUESEH
142 1, SIREAREERICEAESS 4, i ICE A 522 R ARIEG 1686 4>, iEidid
TCPHE AT SE 2 ERC 1730 AR « FFEIRELT:2:1 BEVLYI 2 MIZREE S UESEFNM 4L -

TR EEE SRS SE, F390T-5H401TT, W, TE, 202548 H11HE14H.
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IR IR HPytorchHEZEFINVIDIA TITAN RTX GPU SEEH o 7R SCHETY i 4200088 A AN
T B ARER BTG HE S A RoBERTa-base #1160, SR 7R TR )3
= A BERT-base-Chinese W] 16 1L, HEWGRMN BT H0M - RSGE B A FRANRKKE
F128, FEiZ4ERE 768 - RIS BRI REIENECHTY - EGREREY, KX ERES
Nepoch/g WAL RIS IE SR EIMERER I, IR E G REFUESG S IIRE, &EENRE
VG EAERE -

4.2 LR

R HIVEAE R =R BIehr: X (Precision) ~ AEZE (Recall) FIF140%0 (F1-
score) , DABFERAIIMERE . AR ISCRF PR ATEAE R, ZESRAESL R0 FEFN K7 W 7 TH 58 42 T
Be, JTMRIRAER - ARSI A R — B S RS, ARSCHT T AR ES, B
RN FRIIa i, FEXN TP 80T ot - BIRTTE, A HES% I E 1K
PR AT, AW SIS R 2 B Z R Ng B -

N TR AR SCTER R U, AR AT B B EUE £ GENIAZUE 8 FRES I
B2 33 17 B Baffine(Yu et al., 2020)~ Locate-and-Label(Shen et al., 2021)~ Seq2Seq(Tan
et al., 2021) - Span-Graph(Wan et al., 2022) -~ De-bias(Zhang et al., 2022c) ~ BS(Zhu and Li,
2022) ~ DiffusionNER(Shen et al., 2023) -~ GPT-NER(Wang et al., 2023) -

Baffine: 1Z103C5 I T XUFSHER ML, DGR IGTR S 55000 Z M2 BAEH, HR
BB ESEENPES, NSRRI T 50 AR -

Locate-and-Label: X510 I H T — MM BORBIMEZR, B— B RAITE “&45b
B SEE; BB R BRI R SRR E, A — PRI E R B N RS
o EE R R T, B RUERR T R E LS R B E S A SO A

Seq2Seq: ZIBIIRH T —MAIFT IR E fr 4 LRIAA] (Nested NER) Jii&, RHZiEss
TR FPAEIE A" MR, DARRIRAE S5 IR AR A0 B ik SE AR T ARk -

Span-Graph: {EZE G| AT FE Tn-gram AU EEIGEM , 8 R X L K 4510 5 Bk
B H9R T B RORTE WERIARET), 1BE TRA I E L AR E R BIRR -

De-bias: 1E&MNERMEIRP A H &, _H T WM EmEIRIGE A, PUHBREURER
A SE AR VR VA R - B -

BS: NEFEEAX TN RAEFE S &, FEQZBEN FREARRIE, (EEZRE g
(Label Smoothing) FARKIEA, #&H TIHFFIEITIE - %7 EE T RRE SRR Ay
BRI F B R ARk s b, R A B 1S -

DiffusionNER:1Z J7 VATE I ZRNT Bk [ € B R [A 9 B0 R, 245 [a) B SE S48 b s i
MRS AERCRREBE; RN, BAEES] P RETECERE, DU LR B RS R
PSRN T, TEEFRM BNV S B o A R RE LSRR B, R FH ISR B R 1) 9 i AR o
S N =N N SUE

GPT-NER:Z I R IIMEAE SR A RIB BB AERAESS, 51 B TR IEYLH LA
T EARIRBIVERE -

AT AT AT AR, AR SCHR B T VELE P EE SR B E| T RAFUE, XRBAR
SCHREAY AT DAFE VERR A0 3 [B] 28 (R USSP, e 90 ib B T BRI E i & SRR S P 2L
e

FILHE R T AR S & AR HEEUR EFIGENIAZUE 8 FRIHRE iy 4 LR
HAMERE - 75 H IR EMGENIARIEE b, ARSCABRIIIEE L T EEER . AR NBAE
HEHEE LR 1L A%HFLIRF, ZEGENIABIESE LRI 0.57%HIF IR« DL bS5 FR Y
BT RS BRI AR BT R i 44 SEARIR BN S 2 7 T B e R

LT UHAMEESHEAE ARESHEES TR ZMNA, AXEGENIAZHESE L5
AT 5GPT-NER XTSRS - GPT-NER R P FINTREAE S E AN B S RB A ESS,
I BERBEIENLE AR A SR B RE - SCIRLE SRR, ATCRTIR H pE R FE 1 e b B AL
TGPT-NER- REGPT-NER &8 [ A pCUE FREAL5R R 1 SR M RE Ty, H 3 ZARETE
SEAAERERGE S, SRS RERFERRAER . ML N, AOTEEIE L X S5
FORTTEE BN, #H—PRIE T B E a4 R EIRANES TR E RS .
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Models H#ERE | GENIA

P(%) R(%) F1(%) |P(%) R(%) F1(%)
Biaffine 7824 7763  77.93 | 81.80 79.30  80.50
Locate-and-Label ~ 78.96  72.65  75.67 | 80.19 80.89  80.54
Seq2Seq 76.16 7588  76.02 | 7857 79.30  78.93
Span-Graph 7311 7437 73.73 | 7792 80.74  79.30
De-bias 75.82 7510 7546 | 81.04 7721  79.08
BS 7745 7693 77.19 | 82.53 78.69  80.56
DiffusionNER 80.31 8125 80.78 | 81.85 79.59  80.70
GPT-NER - - - 61.89  66.95  64.42
Ours 82.49 82.03 82.26 | 8159 80.96 81.27

1 AR R LIS R

4.3 JHRLLL

NT R AR B HIERBE M, A CFHUGKNNLSDH & 4 E6 4 3 17 7 78 Bl o8
¥, LI RWE R, Hfsw/ o B RERB N HBFEZ N HE . KL RFEHE K
TUGKNNLSDH R, AFETE XX AR K NN B iR SRR .«

R E HEHESE GENIA
P(%) R(%) F1(%) P(%) R(%) F1(%)
w/o-1 XL IX 5 79.43 7832 7887 80.75 80.41  80.58
w/o-KNNF#H) 79.08 7741 7824 80.81 80.52  80.66
w/o-18 X [X 4>, KNN#§B)  76.85 75.31  76.07 8027 79.93  80.10
BRI 82.49 82.03 82.26 81.59 80.96 81.27

® 2: JHALSERLER

MRS R TE X AR, B BB FLER R, 78 X s a] B xR i & S0 ik
HESXIEANRE, REFHHGET - BRERZER, BAEAS ISR EH SRR -
4B PRKNN B EEE, FUEE TE TRE, 3RO RER n] 7B FE L) S AR AN
FERT, FIHSERGFIRY (BIYIZREE AR ZS A R A LSS SRIGRIEIELE . £BrjE, B HEEK
i B & Y RIS ECRITNEE R, By SR Bl R (8] 78 R s A R AR, IEBA T KNNFH
B E S -

SLUSEE R R, T X B 5 KN NG B 3R A B R H R B R R B SRR
B0 T AN RS L ERPEIEAE ), a3 BERA T EATE S AN AR i
e . HELFEIE, BEE T HRE SR D SRR 58 E ST RER IR A
Ao JHELXBE Y S RAFL (BRI RE, S —PRE T HAESR A S AR B B T TH P E 2
4.4 BUESHT

AN T8 B 18 (E B B ANk (E A B & 2 UGKNNLSDRI M RE . A SO R AN [A] A BRE
TEGENTAZUESE LT 7858, LR RWMRIFIR -

BHxtr FIkFOARRIEVEAT 8T, AT LAE Hr B R0.48, MKEARKTE I, F1ERm AR
FEAR, HUkATRIRUCR A - HkEE N, BEEAMERARTEE I, FUEAETREE 270405 %4
A
4.5 N FARABERE BT

N7 UE A SO R R T FOR B AR, AT T SRR, A
BmTHIMRIPEAER . BAMS, RIMNEBREBIEE L, FATEHWEA
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Z2EEE P (%) R (%) F (%)
7=04k=5 80.78 80.19  80.48
7=04k=7 81.59 80.96 81.27
7=0.4k=9  80.11  79.47  79.79
r=0.4k=11 7894  79.05  78.99
7=0.2k=7  79.06 7845 7875
7=0.3,k=7  80.14 7942  79.78
r=04k=7 81.59 80.96 81.27
7=0.5k=7 7821  77.63  77.91

30 ARIBUERISERRSS

5 CNNNERFMIDiffusionNERAJ I REH 1T T HLER, 4558 0 K4 FrA BAL 5 HBERT-base-
ChinesefE W& S WA AT 7 A0)II4% - 5 R R, UGKNNLSD7E B @5 4£ L e K &
AL AR R T A B T eIk - HEFEENZE, EHEEUESE T, UGKNNLSDE
IR B B NS EISFISEN 120 SEARRS . 43 B SLEE T +9.26% F1+7.41% ) B E 2+ - IXEEHGHRE
TUGKNNLSDFZE IR A E S MY B E F MGNE L EFR PGS, Amiess T 2R 8 2
SR FAPERE -

Datasets Len % CNNNER DiffusionNER Ours Improvement (%)
(03]  33.87 88.32 85.46 89.66 +1.34
(3,5]  34.94 84.73 51.45 85.62 +0.89
HEHIEE (58] 1949 71.83 38.46 81.09 +9.26
(8,12]  5.70 72.94 33.48 80.35 +7.41
(12,400)  5.99 62.43 49.76 73.57 +11.14

F 4 N FERRIVERRIESSEN SR

4.6 YGRS HEERE ST

R T VAR AR ST VAT S B R AR [A] 5 IR, FRAT TR AR I 4R 5 HE 3R B 3 2R
HT T 98T, HSAGIAKNNIEE P EEERAHT TR - LR AGENIA 2UES, ZEMF
FIRE RIS N T, FTERERIZE B5KNVIDIA TITAN RTX GPU FizfT. HABEM T L R=
PR3 A T HLAR:

Baseline: AL & KNNEFHEE A F G Biaffine 157

PIQN(Shen et al., 2022): ETHLESFIEIFRES, ART UL, FORSEEI AR
VERF 2] ERoR, DIFFATRO T Z0R B8 AN E A B AN R R A A SE AR o

Ours: AR HAFI AKNNIEHR S FEE X 5 H 52T .

TEA T YIERSFERT (s)  HEFEPIFERT (s/sample)  #EFE R 17 (5 F (MB)
Baseline 7020 1.1 870
PIQN 11520 4.6 1950
Ours (KNN+FAISS) 8640 2.4 1140

% 5: BANIGR S RS T

NG B, = MR A R B S5 ISR, (CEHEBR B 5| AKNNELER . 385
J&rR T AENZRS epoch SHEEREE AN ER BTG 00 /5 I [R) 5 S #9 B SR R AHERRRERS - Ffi ik
THEHE RIS ER AR, T R IEEIUEEEE N AT -

AILVEH, ARSCER BT IRAEIZRRT BAIRS [R] T B 5 B AR R AR, X EZIHRE T35
AN ERRIBER IR R T H R AVEOMT R B, BTHRENE MEELFHITKNN 2R,
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B A TN, PSR AR £91.3 s - PIQNH TR A, IS5
ST A 8 U A S

5 458

O R R il 45 S AR PP A TR 7S S AT A E A R M M AR {BLIE S S5 R 5 R
AR ERRAL, AR T — R EE T AN K 51 S AIKN NG B o 51 A0 R 0 0 LXK o 1A
(UGKNNLSD) o % F = AN 2 B A S B FHKNNGEA TR B iR SR, 1 IR 75 18 B2 A S o [
I, AR LLE R SER 5 3ESER DIRIE RO RIRR, A SUX R A T 105 T 85 B AR &P
P55 M SRR RN, SEAETY RS RO AN R B L (R TR L E R, HESRET X S BLE
B X IREANFI SRS E AOBHARE ) « SERREEIREM, ARSURR H WA S 2 A R SE AR A1
TR LS T B R -
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