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摘摘摘要要要

嵌套命名实体识别在坎坅坒圩是自然语言处理中一个基本任务，其目的是通过计算机辅助
技术识别并提取嵌套实体及其对应语义类型。目前嵌套命名实体识别的主流研究方法
是基于跨度的方法，该方法将实体识别视为一个跨度分类任务，可以有效地处理嵌套
实体。然而，基于跨度的嵌套命名实体识别方法无法准确区分相似实体之间的细微语
义区别。并且通过枚举的方式会产生大量噪声跨度，影响模型性能。针对上述问题，
本文提出一种方法，既能够量化模型预测的不确定性，通过不确定性辅助模型的推
理，降低噪声跨度对模型性能的影响，还能通过局部语义区分模块区分出实体间的语
义区别。具体来说，针对噪声跨度对模型性能产生影响的问题，本文设计了一种不
确定度引导的坋坎坎辅助决策机制，用于在不确定性较高时对预测结果进行校正。此
外，针对嵌套命名实体识别模型对实体边界模糊与语义重叠问题的识别能力不足，
利用局部语义区分模块，通过建模当前跨度与邻域跨度的表示差异，引导模型关注
细粒度语义差异，从而提升嵌套实体的识别准确性。该方法在均坅坎坉坁 英文数据集和
自建中文嵌套数据集上分别取得了圸圱圮圲圷圥和圸圲圮圲圶圥的坆圱 值，对比基线模型分别提升
了地圮圵圲圥和圱圮圴圸圥的坆圱值，验证了它对嵌套命名实体识别任务的有效性。
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Abstract

坎坥坳坴坥坤 坮坡坭坥坤 坥坮坴坩坴坹 坲坥坣坯坧坮坩坴坩坯坮 在坎坅坒圩 坩坳 坡 坦坵坮坤坡坭坥坮坴坡坬 坴坡坳坫 坩坮 坮坡坴坵坲坡坬 坬坡坮坧坵坡坧坥
坰坲坯坣坥坳坳坩坮坧 坴坨坡坴 坡坩坭坳 坴坯 坩坤坥坮坴坩坦坹 坡坮坤 坥坸坴坲坡坣坴 坮坥坳坴坥坤 坥坮坴坩坴坩坥坳 坡坮坤 坴坨坥坩坲 坳坥坭坡坮坴坩坣 坴坹坰坥坳
坵坳坩坮坧 坣坯坭坰坵坴坡坴坩坯坮坡坬 坴坥坣坨坮坩坱坵坥坳圮 坔坨坥 坰坲坥坶坡坩坬坩坮坧 坡坰坰坲坯坡坣坨 坴坯 坮坥坳坴坥坤 坎坅坒 坩坳 坳坰坡坮圭
坢坡坳坥坤 坭坯坤坥坬坩坮坧圬 坷坨坩坣坨 坴坲坥坡坴坳 坴坨坥 坴坡坳坫 坡坳 坡 坳坰坡坮 坣坬坡坳坳坩圌坣坡坴坩坯坮 坰坲坯坢坬坥坭 坡坮坤 坨坡坳 坰坲坯坶坥坮
坥國坥坣坴坩坶坥 坩坮 坨坡坮坤坬坩坮坧 坨坩坥坲坡坲坣坨坩坣坡坬 坳坴坲坵坣坴坵坲坥坳圮 坈坯坷坥坶坥坲圬 坳坵坣坨 坭坥坴坨坯坤坳 坯坦坴坥坮 坳坴坲坵坧坧坬坥 坴坯
坤坩坳坴坩坮坧坵坩坳坨 坳坵坢坴坬坥 坳坥坭坡坮坴坩坣 坤坩國坥坲坥坮坣坥坳 坢坥坴坷坥坥坮 坳坩坭坩坬坡坲 坥坮坴坩坴坩坥坳圬 坡坮坤 坴坨坥坩坲 坥坸坨坡坵坳坴坩坶坥
坥坮坵坭坥坲坡坴坩坯坮 坯坦 坣坡坮坤坩坤坡坴坥 坳坰坡坮坳 坩坮坴坲坯坤坵坣坥坳 坳坵坢坳坴坡坮坴坩坡坬 坮坯坩坳坥圬 坴坨坥坲坥坢坹 坤坥坧坲坡坤坩坮坧 坯坶坥坲坡坬坬
坰坥坲坦坯坲坭坡坮坣坥圮 坔坯 坡坤坤坲坥坳坳 坴坨坥坳坥 坩坳坳坵坥坳圬 坷坥 坰坲坯坰坯坳坥 坡 坮坯坶坥坬 坡坰坰坲坯坡坣坨 坴坨坡坴 坩坮坣坯坲坰坯坲坡坴坥坳
坢坯坴坨 坵坮坣坥坲坴坡坩坮坴坹 坥坳坴坩坭坡坴坩坯坮 坡坮坤 坬坯坣坡坬 坳坥坭坡坮坴坩坣 坤坩坳坣坲坩坭坩坮坡坴坩坯坮圮 坏坵坲 坭坥坴坨坯坤 坱坵坡坮坴坩圌坥坳
坴坨坥 坭坯坤坥坬圧坳 坰坲坥坤坩坣坴坩坶坥 坵坮坣坥坲坴坡坩坮坴坹 坡坮坤 坵坳坥坳 坩坴 坴坯 坧坵坩坤坥 坩坮坦坥坲坥坮坣坥圬 坴坨坥坲坥坢坹 坭坩坴坩坧坡坴坩坮坧
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坴坨坥 坩坭坰坡坣坴 坯坦 坮坯坩坳坹 坳坰坡坮坳圮 坓坰坥坣坩圌坣坡坬坬坹圬 坷坥 坤坥坳坩坧坮 坡坮 坵坮坣坥坲坴坡坩坮坴坹圭坧坵坩坤坥坤 坋坎坎圭坡坳坳坩坳坴坥坤
坤坥坣坩坳坩坯坮 坭坥坣坨坡坮坩坳坭 坴坨坡坴 坣坡坬坩坢坲坡坴坥坳 坰坲坥坤坩坣坴坩坯坮坳 坵坮坤坥坲 坨坩坧坨 坵坮坣坥坲坴坡坩坮坴坹 坢坹 坬坥坶坥坲坡坧坩坮坧
坰坲坩坯坲 坫坮坯坷坬坥坤坧坥 坦坲坯坭 坳坩坭坩坬坡坲 坬坡坢坥坬坥坤 坥坮坴坩坴坩坥坳 坩坮 坴坨坥 坴坲坡坩坮坩坮坧 坳坰坡坣坥圮 坁坤坤坩坴坩坯坮坡坬坬坹圬 坴坯
坡坤坤坲坥坳坳 坴坨坥 坭坯坤坥坬圧坳 坬坩坭坩坴坡坴坩坯坮坳 坩坮 坲坥坳坯坬坶坩坮坧 坢坯坵坮坤坡坲坹 坡坭坢坩坧坵坩坴坹 坡坮坤 坳坥坭坡坮坴坩坣 坯坶坥坲坬坡坰
坡坭坯坮坧 坮坥坳坴坥坤 坥坮坴坩坴坩坥坳圬 坷坥 坩坮坴坲坯坤坵坣坥 坡 坬坯坣坡坬 坳坥坭坡坮坴坩坣 坤坩坳坣坲坩坭坩坮坡坴坩坯坮 坭坯坤坵坬坥圮 坔坨坩坳
坭坯坤坵坬坥 坥坸坰坬坩坣坩坴坬坹 坭坯坤坥坬坳 坴坨坥 坲坥坰坲坥坳坥坮坴坡坴坩坯坮 坤坩國坥坲坥坮坣坥坳 坢坥坴坷坥坥坮 坴坨坥 坣坵坲坲坥坮坴 坳坰坡坮 坡坮坤
坩坴坳 坳坵坲坲坯坵坮坤坩坮坧 坳坰坡坮坳圬 坥坮坡坢坬坩坮坧 坴坨坥 坭坯坤坥坬 坴坯 坣坡坰坴坵坲坥 圌坮坥圭坧坲坡坩坮坥坤 坳坥坭坡坮坴坩坣 坤坩坳坴坩坮坣坴坩坯坮坳
坡坮坤 坴坨坥坲坥坢坹 坩坭坰坲坯坶坥 坲坥坣坯坧坮坩坴坩坯坮 坡坣坣坵坲坡坣坹圮 坅坸坰坥坲坩坭坥坮坴坳 坯坮 坴坨坥 均坅坎坉坁 坅坮坧坬坩坳坨 坤坡坴坡坳坥坴
坡坮坤 坡 坳坥坬坦圭坣坯坮坳坴坲坵坣坴坥坤 坃坨坩坮坥坳坥 坮坥坳坴坥坤 坎坅坒 坤坡坴坡坳坥坴 坤坥坭坯坮坳坴坲坡坴坥 坴坨坥 坥國坥坣坴坩坶坥坮坥坳坳 坯坦 坯坵坲
坡坰坰坲坯坡坣坨圬 坹坩坥坬坤坩坮坧 坆圱圭坳坣坯坲坥坳 坯坦 圸圱圮圲圷圥 坡坮坤 圸圲圮圲圶圥圬 坲坥坳坰坥坣坴坩坶坥坬坹坼坲坥坰坲坥坳坥坮坴坩坮坧 坧坡坩坮坳
坯坦 地圮圵圲圥 坡坮坤 圱圮圴圸圥 坯坶坥坲 坳坴坲坯坮坧 坢坡坳坥坬坩坮坥坳圮

Keywords: 坮坥坳坴坥坤 坮坡坭坥坤 坥坮坴坩坴坹 坲坥坣坯坧坮坩坴坩坯坮 圬 坥坶坩坤坥坮坣坥 坴坨坥坯坲坹 圬 坬坯坣坡坬 坳坥坭坡坮坴坩坣
坤坩國坥坲坥坮坴坩坡坴坩坯坮

1 引引引言言言

嵌套命名实体识别（坎坡坭坥坤 坅坮坴坩坴坹 坒坥坣坯坧坮坩坴坩坯坮，坎坅坒）在邓依依坥坴 坡坬圮圬 圲地圲圱圩是一种利用计
算机辅助技术识别并提取实体及其对应语义类型的任务在坌坡坭坰坬坥 坥坴 坡坬圮圬 圲地圱圶圩，这些语义类型包
括人名（坐坅坒）、地点（坌坏坃）、地缘政治实体（均坐坅）等。坎坅坒在推动多个下游任务中发挥
着关键作用，例如关系抽取在坔坡坮坧 坥坴 坡坬圮圬 圲地圲圲圩、事件抽取在坙坡坮坧 坡坮坤 坍坩坴坣坨坥坬坬圬 圲地圱圶圩以及情感分
析在坌坩坵 坥坴 坡坬圮圬 圲地圲圳圩。
针对嵌套命名实体识别任务，现有研究模型主要可分为基于分层序列的方法与基于跨度分

类的方法。前者通过动态堆叠多个序列标注层以识别嵌套实体在坊坵 坥坴 坡坬圮圬 圲地圱圸圩，虽能在一定程
度上捕捉不同层级的实体信息，但容易引发错误级联问题，且信息传递具有单向性，导致内层
实体难以有效利用外层实体的上下文信息。后者则将实体识别建模为一个跨度分类任务在坓坯坨坲坡坢
坡坮坤 坍坩坷坡圬 圲地圱圸圩，通过枚举可能重叠的文本跨度来展开嵌套结构，能够较好地挖掘跨度内部的
标记特征。然而，此类方法普遍基于彼此独立的、碎片化的跨度进行分类，忽略了跨度间的相
互关联，难以区分相似跨度的语义信息。

尽管基于跨度的方法在嵌套命名实体识别中取得了显著成果，但由于缺乏对实体边界的显
式引导，这类方法往往难以充分利用跨度内部丰富的语义信息。已有研究表明，当处理具有高
度重叠的嵌套实体时，基于跨度的模型通常容易产生混淆在坔坡坮 坥坴 坡坬圮圬 圲地圲圱圻 坚坨坵 坡坮坤 坌坩圬 圲地圲圲圩。
基于跨度的嵌套命名实体识别方法需要枚举文本中所有可能的跨度，以识别潜在的实体，

但这一过程会生成大量与真实实体跨度重叠的非实体跨度，导致模型在处理这些噪声跨度时
容易产生误判，从而影响预测的准确性。现有的嵌套命名实体识别研究主要聚焦于提升模型
性能，如识别准确率和坆圱分数，而对模型可靠性的关注较少。模型可靠性的核心在于预测结
果的不确定性估计，即表征模型预测可能出错的概率。一种常见的构建预测不确定性的方法
是基于坓坯坦坴坭坡坸输出的最大值，其中该值越小，不确定性越高。然而，实验表明，深度神经
网络（如坔坲坡坮坳坦坯坲坭坥坲和坃坎坎）产生的概率预测往往不准确，可能导致不确定性估计过高或过
低在均坵坯 坥坴 坡坬圮圬 圲地圱圷圻 坐坩坮坴坯 坥坴 坡坬圮圬 圲地圲圲圩，特别是在高重叠度的非实体跨度干扰下，进一步加剧
模型误判的风险，从而显著影响嵌套命名实体识别的性能。
为解决上述问题，本文提出了基于不确定度引导的坋坎坎辅助决策和局部语义区分

模型（坕坮坣坥坲坴坡坩坮坴坹圭均坵坩坤坥坤 坋坎坎圭坡坳坳坩坳坴坥坤 坤坥坣坩坳坩坯坮圭坭坡坫坩坮坧 坡坮坤 坬坯坣坡坬 坳坥坭坡坮坴坩坣 坤坩國坥坲坥坮坴坩坡坴坩坯坮
坭坯坤坥坬，坕均坋坎坎坌坓坄），该方法显式地将嵌套跨度之间的语义差异作为输入特征引入。通
过反向传播机制，坕均坋坎坎坌坓坄能够学习合适的内部表示，从而增强在跨度语义表示空间中区
分嵌套实体的能力，提升边界识别与嵌套命名实体分类的准确性。具体而言，坕均坋坎坎坌坓坄结
合了坂坅坒坔与双仿射注意力机制，构建出一个包含跨度语义表示的矩阵，随后通过局部语义区
分模块对该矩阵进行转换，以获得不同跨度之间的语义差异表示。同时，模型在处理高重叠度

* 通讯作者
©2025 中国计算语言学大会

根据《Creative Commons Attribution 4.0 International License》许可出版
基基基金金金项项项目目目：：：国家自然科学基金项目(U1908216)

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第390页-第401页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 391



中国计算语言学大会

的非实体跨度时容易产生误判。坕均坋坎坎坌坓坄通过量化不确定度和为低证据跨度分配较低的置
信度，有效过滤噪声跨度对模型的影响，提升了模型的性能。

2 相相相关关关工工工作作作

2.1 嵌嵌嵌套套套命命命名名名实实实体体体识识识别别别

目前对于嵌套命名实体识别所研究的方法可以分为基于超图的方法、基于分层的方法、序
列标注和基于跨度的方法，目前主流的研究方法是基于跨度的方法。

基于超图的方法采用超图模型（坈坹坰坥坲坧坲坡坰坨 坍坥坴坨坯坤）在坌坵 坡坮坤 坒坯坴坨圬 圲地圱圵圩进行嵌套命名
实体识别的研究。该方法通过将嵌套实体结构映射至超图中的子图结构，进而基于此构建相应
的分类模型，从而实现对嵌套命名实体的高效识别与精准分类。然而超图模型需要构建复杂的
图结构，包含节点（词或跨度）与超边（表示实体关系或嵌套关系），其构造和推理过程计算
成本较高，尤其是在长文本或实体密集的场景下，计算复杂度可能呈指数级增长，导致处理效
率低下。

基于分层的方法（坈坩坥坲坡坲坣坨坩坣坡坬 坍坥坴坨坯坤）在坊坵 坥坴 坡坬圮圬 圲地圱圸圩通过将实体划分为多个层级，每
一层均表征更高一级的实体特异性。在此范式下，块坡坮坧 等人在块坡坮坧 坡坮坤 坌坵圬 圲地圲地圩提出了一种
基于卷积神经网络的金字塔式序列标注架构，该架构能够自底向上地逐层提取实体特征。分层
方法通常采用逐层识别的策略（如先识别外层实体，再识别内层实体），每一层的预测误差会
传递到后续层，导致误差累积。特别是在嵌套层级较深或实体边界复杂时，早期层的误判可能
显著影响整体性能。

相较而言，序列到序列（坓坥坱圲坓坥坱）方法提供了一种更为简洁高效的端到端解决方案。该方
法通常基于长短期记忆网络与条件随机场（坌坓坔坍圭坃坒坆）在坓坴坲坡坫坯坶圓坡 坥坴 坡坬圮圬 圲地圱圹圩或双向自回归
变换器（坂坁坒坔）在坙坡坮 坥坴 坡坬圮圬 圲地圲圱坡圩模型，对文本序列中的每个位置进行标签预测。在此基础
上，坚坨坡坮坧 等人在坚坨坡坮坧 坥坴 坡坬圮圬 圲地圲圲坢圩通过引入实体内部与实体之间的去偏数据增强策略，进一
步优化了坓坥坱圲坓坥坱 方法的性能。然而，当面对高度复杂的嵌套结构时，此类方法可能会因长距
离依赖问题而导致级联错误的出现，从而影响模型的整体性能。

为有效应对嵌套命名实体识别任务中的复杂挑战，坓坯坨坲坡坢 和坍坩坷坡在坓坯坨坲坡坢 坡坮坤 坍坩坷坡圬
圲地圱圸圩提出了一种基于跨度（坳坰坡坮圭坢坡坳坥坤）的创新方法。该方法将嵌套命名实体识别任务重新建
模为跨度预测问题，通过预测每个词元可能构成的实体跨度，并对这些跨度进行后续的过滤与
合并操作，最终实现嵌套实体的准确识别。

在此基础上，坙坵 等在坙坵 坥坴 坡坬圮圬 圲地圲地圩引入了双仿射注意力机制，以增强起始词与结束词之
间的交互作用，并为每个跨度分配相应的得分，从而进一步提升了跨度预测的准确性。在构建
基于跨度的对比损失函数方面，坚坨坡坮坧 等在坚坨坡坮坧 坥坴 坡坬圮圬 圲地圲圲坡圩采用拼接操作生成跨度表示，为
模型训练提供了有效的优化目标。与此同时，坓坨坥坮 等在坓坨坥坮 坥坴 坡坬圮圬 圲地圲圳圩将命名实体识别任务重
新定义为一种边界去噪扩散过程，通过逐步精化噪声跨度，实现了实体的高效生成。

然而，现有的基于跨度的模型在生成跨度表示时，通常依赖于池化（坰坯坯坬坩坮坧）、拼接
（坣坯坮坣坡坴坥坮坡坴坩坯坮）或集合（坡坧坧坲坥坧坡坴坩坯坮）等技术。这些方法在处理高度重叠的跨度时，往往会
产生语义上高度相似的表示，从而难以有效捕捉个体跨度之间细微的语义差异。

2.2 证证证据据据深深深度度度学学学习习习

证据深度学习（坅坶坩坤坥坮坣坥圭坢坡坳坥坤 坄坥坥坰 坌坥坡坲坮坩坮坧圬 坅坄坌）在坂坡坯 坥坴 坡坬圮圬 圲地圲圱圩是一种旨在增强深
度学习模型对预测结果不确定性建模能力的新兴方法。传统的深度学习模型通常基于坳坯坦坴坭坡坸层
输出类别概率，具有显著的确定性特点，即在输入相同样本时输出固定的预测结果。然而，在
实际应用中，由于数据噪声、标签不一致性、模型参数误差以及环境变化等因素的影响，模型
预测往往不可避免地带有不确定性。因此，对预测结果进行不确定性量化，对于提高模型的可
靠性、安全性及可解释性具有重要意义。

坅坄坌方法以主观逻辑中的坄坥坭坰坳坴坥坲圭坓坨坡坦坥坲证据理论（坅坶坩坤坥坮坣坥 坔坨坥坯坲坹）在坓坨坡坰坩坲坯圬 圱圹圹圲圩为
基础，通过引入狄利克雷分布（坄坩坲坩坣坨坬坥坴 坄坩坳坴坲坩坢坵坴坩坯坮）对模型输出的类别分布建模。与传
统坳坯坦坴坭坡坸输出将模型预测值解释为概率分布不同，坅坄坌将神经网络输出解释为对每个类别支持
证据的集合。这些证据被用于参数化狄利克雷分布，从而获得一个明确表示预测分布不确定性
的先验概率模型。狄利克雷分布中各类别参数的大小不仅反映了对某一类别的支持程度（即坜证
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据圢多少），也蕴含了整个分布的置信强度，使得坅坄坌模型能够同时输出预测结果与其不确定性
估计。

在坅坄坌的训练过程中，通常采用正态分布作为观测数据的似然函数，而狄利克雷分布作为
先验进行贝叶斯推断。在优化目标函数中，引入坋坵坬坬坢坡坣坫圭坌坥坩坢坬坥坲（坋坌）散度作为正则项，以
惩罚网络输出的预测分布偏离统一分布（即无偏或最大不确定性）的程度，进而鼓励模型在信
息不足时保持较高的不确定性表达，从而提升模型在不确定区域的鲁棒性。

与传统的不确定性估计方法，如贝叶斯神经网络（坂坡坹坥坳坩坡坮 坎坥坵坲坡坬 坎坥坴坷坯坲坫坳圬 坂坎坎）相
比，坅坄坌具有显著的计算效率优势。坂坎坎需要对后验分布进行近似推断，常通过变分贝叶斯推
断或多次蒙特卡洛采样来实现，计算成本高、实现复杂；而坅坄坌则在单次前向传递中即可完成
对预测分布及其不确定性的估计，避免了高昂的推理开销。

3 模模模型型型和和和方方方法法法

Embedding
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M
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MLP

局部语义区分模块
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模型推理阶段

Neural Model
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Base Distribution

Output

query(span matrix)

DatastoreDatastore

G

E
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U

key value

similarity

kNN Distribution

Combiner

Final Distribution

Output

模型训练阶段

Evidence Inference

图 圱场 坕均坋坎坎坌坓坄模型结构示意图

针对嵌套命名实体识别任务难以区分相似跨度的语义信息和噪声跨度影响模型性能的问
题，本文提出一种基于不确定度引导的坋坎坎辅助决策和局部语义区分方法。具体的模型架构如
图圱所示圮

3.1 编编编码码码层层层

给定一个句子X 圽 {x1, x2, ..., xN}，将每个单词转换为单词片段，然后将它们输入到预
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训练的坂坅坒坔（坂坩坤坩坲坥坣坴坩坯坮坡坬圭坅坮坣坯坤坥坲 坒坥坰坲坥坳坥坮坴坡坴坩坯坮坳 坦坲坯坭 坔坲坡坮坳坦坯坲坭坥坲坳，坂坅坒坔）在坄坥坶坬坩坮 坥坴
坡坬圮圬 圲地圱圹圩 模型中。为了进一步增强上下文建模，采用双向坌坓坔坍（坌坯坮坧 坓坨坯坲坴圭坔坥坲坭 坍坥坭坯坲坹
坎坥坴坷坯坲坫，坌坓坔坍）在坈坯坣坨坲坥坩坴坥坲 坡坮坤 坓坣坨坭坩坤坨坵坢坥坲圬 圱圹圹圷圩 把从前往后和从后往前运行将前后的
信息融合在一起，使模型可以全面地考虑到输入序列中每个时刻的前后上下文信息，最终生成
的词表征如下：

H 圽 {h1, h2, ..., hN} 在圱圩

其中hi ∈ R1×h，h 表示隐藏层的维度；H ∈ RN×h。

3.2 双双双仿仿仿射射射层层层

本文设计了两个前馈神经网络（坆坎坎）来映射标记，并获得一个跨度的起始和结束标
记hs, he ∈ Rl×h 的语义表示向量，其中l 表示句子长度，h 表示隐藏层维度。随后，采用双仿射
模型将起始和结束标记的表示，以及跨度的宽度表示wij ∈ R1×c 进行组合，以构建跨度表示矩
阵M0 ∈ Rl×l×f，其中f 对应双仿射特征的数量。
对于每个从第i 个标记到第j 个标记的跨度Si,j，其向量M

0
ij 的计算方式如下：

hs 圽 均坅坌坕在HencWs圩,

he 圽 均坅坌坕在HencWe圩,

M0
ij 圽 在hs坛i坝⊕ he坛j坝⊕wij圩W 圫 hs坛i坝Uhe坛j坝

T

在圲圩

3.3 局局局部部部语语语义义义区区区分分分模模模块块块

为了有效捕捉不同跨度之间的语义差异，增强模型对语义相似但语义功能不同的实体跨度
的辨识能力，本文引入局部语义区分模块。该模块通过邻域建模与语义差分计算，精细化建模
实体与其上下文之间的语义微差，从而提升模型对细粒度实体边界的区分能力。
具体地，对于每一个候选实体跨度的表示向量M0

ij，定义了一个固定邻域坎坥坩坧坨坢坯坲在i, j圩。

本文选择圳坸圳 窗口（包含i± 圱, j± 圱 的跨度），以在保证计算效率的同时兼顾上下文覆盖能力。
无效跨度（例如超出句子长度或i > j 的情况）被排除，确保邻域只包含合法跨度。
计算当前跨度与其邻域跨度的语义差异：

圁raw
ij 圽 M0

ij −
圱

k

∑
(m,n)∈Neighbor(i,j)

M0
mn 在圳圩

其中k 是邻域内有效跨度的数量（通常为圴圭圸，取决于边界条件）。圁raw
ij 表示当前跨度与

其邻域平均表示的语义偏差，作为初步差异估计。
随后引入自适应加权注意力，基于当前跨度与其邻域的语义相似性计算注意力权重：

wmn 圽 坳坯坦坴坭坡坸

(
M0

ij ·M0
mn√

f

)
, 在m,n圩 ∈ 坎坥坩坧坨坢坯坲在i, j圩 在圴圩

其中· 表示点积，
√
f 用于缩放以避免数值过大。wmn ∈ 坛地, 圱坝 表示邻域跨度在m,n圩 的相对

重要性。使用圁raw
ij 作为基础，结合注意力权重进一步细化差异：

圁ij 圽 圁raw
ij 圫

∑
(m,n)∈Neighbor(i,j)

wmn在M
0
ij −M0

mn圩 在圵圩

随后，对优化后的差异应用激活和归一化：

Dij 圽 坌坎在均坅坌坕在圁ij圩圩 在圶圩

最后，将差异特征矩阵Dij 与原始表示矩阵Mij 结合，生成新的上下文增强表示矩
阵Mnew ∈ Rf×i×j。

Mnew
ij 圽 坌坩坮坥坡坲在M0

ij ⊕Dij圩 在圷圩
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3.4 解解解码码码器器器

为了保留跨度的完整语义信息，本文将M0作为残差添加到Mnew中。然后，复合矩阵经过
线性解码得到预测的概率：

p 圽 σ在Wp在M
0 ⊕Mnew圩 圫Bp圩 在圸圩

其中，p ∈ Rl×l×t,Wp ∈ Rd×t, Bp ∈ Rt。Wp 和Bp 是可训练参数，σ 表示坓坩坧坭坯坩坤 激活函
数。

3.5 不不不确确确定定定度度度

为了评估模型对坎坅坒任务中预测的自信程度，受证据回归启发在坁坭坩坮坩 坥坴 坡坬圮圬 圲地圲地圩，本文
选择坒坅坌坕等非线性激活函数来代替传统的坓坯坦坴坭坡坸层。激活函数的输出值将被视为对应样本
提供的证据量，为其分类提供支持。随后，本文利用这些证据量参数化狄利克雷分布，以模型
形式捕捉各类别的概率分布。坄坩坲坩坣坨坬坥坴分布代表了每个候选概率分配的密度，它模拟了不确定
性。对于坎个候选的实体类型推理过程，其坄坩坲坩坣坨坬坥坴分布定义为：

D在p|α圩 圽 圱

B在α圩

N∏
i=1

pαi−1
i 坦坯坲 p ∈ SN 在圹圩

其中αi 代表了证据支持量的量化，SN 是N 类候选的单元锥形，B在α圩 为N 类候选的多项
式坢坥坴坡 方程。

在坎坅坒 任务中，可以采用主观逻辑框架量化模型对每个实体被分类为某一类预定义的类别
时的信念强度。每个实体针对某一类别标签i在i 圽 圱, ..., N,其中N 表示类别的总数圩，都由一个信
念质量bi 表示，其反映了模型对预测为该类别的信心水平。同时，不确定性质量u 提供了模型
对最终预测的不确定性的量化，即当存在歧义或信息不足导致难以做出准确分类时，模型的不
确定性水平u 的值越高，表示模型对该类别的分类越不确定。信念质量bi 和不确定性质量u 的
设计满足以下条件：

u圫
N∑
i=1

bi 圽 圱 在圱地圩

对任意n 圽 圱, ..., N，都有u ≥ 地 且bn ≥ 地。每个实体的信念质量基于其相应的证据量ei 进
行量化，并假设其为非负值。计算单个信念质量bi 和整体不确定性u 如下：

bi 圽
ei
S
, u 圽

N

S
在圱圱圩

其中S 表示整体的证据，即狄利克雷分布的强度。在这种情形下，不确定性u 与整体证据S
成反比。若缺乏证据，不确定度u 也会偏大。

3.6 损损损失失失函函函数数数

本文定义的损失函数L 为：

L 圽 LCLS 圫 LKL 在圱圲圩

其中，LCLS 表示交叉熵损失，用于评估模型预测与真实标签序列的一致性；LKL 表示坋坌
散度，量化模型预测分布与目标分布之间的差异。

本文构建了一种综合损失函数，旨在综合考虑类别预测中的贝叶斯风险。该损失函数通过
交叉熵损失度量预测精度，并结合狄利克雷分布计算具体损失值，从而优化模型的预测分布。
损失函数的定义如下：

LCLS 圽

∫  K∑
j=1

−yij 坬坯坧在pij圩

 圱

B在αi圩

K∏
j=1

p
αij−1
ij dpi 圽

K∑
j=1

yij 在ψ在Si圩− ψ在αij圩圩 在圱圳圩
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其中yij 是真实标签的指示函数；pij 是模型预测样本i 属于j 类别的概率；B在·圩 表
示坄坩坲坩坣坨坬坥坴 分布的标准化常数；K 表示类别的总数；αij 是坄坩坲坩坣坨坬坥坴 分布的参数，反映了
对第i 个样本属于第j 类的信念强度。圉在·圩 为坤坩坧坡坭坭坡 方程。

进一步地，为了对预测分布进行正则化并惩罚那些错误的不确定性预测，本文引入了基
于KL 散度的损失项LKL：

LKL 圽 坬坯坧

 圀
(∑K

k=1 坾αik

)
圀 在K圩

∏K
k=1 圀 在坾αik圩

圫

K∑
k=1

在坾αik − 圱圩

ψ 在坾αik圩− ψ

 K∑
j=1

坾αij

 在圱圴圩

这里的圀在·圩 为gamma 函数；ψ在·圩 为digamma 函数；坾α 是调整后的狄利克雷分布参数，其反
映了模型对不同类别的预测信心。

3.7 不不不确确确定定定度度度引引引导导导的的的KNN辅辅辅助助助决决决策策策

在推理阶段，本文提出一种基于不确定度引导的坋 近邻（坋圭坎坥坡坲坥坳坴 坎坥坩坧坨坢坯坲坳圬
坋坎坎）在坃坯坶坥坲 坡坮坤 坈坡坲坴圬 圱圹圶圷圩辅助决策机制。当模型对某一候选实体标签的预测不确定度u 超
过预设阈值τ，本文认为模型在该实例上缺乏充分置信，存在误判的风险。为此，本文设计并利
用以下方法对推理进行修正。

当某一实体的预测不确定度满足u > τ，则利用坋 近邻（坋圭坎坥坡坲坥坳坴 坎坥坩坧坨坢坯坲坳圬 坋坎坎）辅
助预测。具体而言，本文在训练阶段缓存所有标注实体的表示向量，并构建特征空间中的实体
库。在推理阶段，对当前不确定实体的表示向量mij（模型训练阶段得到）进行坋坎坎 搜索，检
索与其最相似的k 个已标注实体样本，依据其标签分布进行投票或加权平均，以产生一个修正
后的预测分布pknn。

最终的预测结果通过原模型输出分布pmodel 与坋坎坎 预测分布pknn 的加权融合实现：

pfinal 圽 在圱− λ在u圩圩 · pmodel 圫 λ在u圩 · pknn 在圱圵圩

其中融合权重函数λ在u圩 随不确定度动态变化。为避免在阈值附近产生较大的变化，本文采
用如下线性过渡机制：

λ在u圩 圽

{
u−τ1
τ2−τ1

坩坦 τ1 < u < τ2

圱 坩坦 u ≥ τ2
在圱圶圩

其中τ1 圽 地.圴, τ2 圽 地.圸，确保坋坎坎 在高不确定度区域逐步发挥作用，而不会干扰模型在置
信度较高区域的独立判别能力。

4 实实实验验验与与与分分分析析析

4.1 实实实验验验设设设置置置

为了验证本文提出的方法的有效性，本文在两个数据集：均坅坎坉坁 英文数据集在坋坩坭 坥坴 坡坬圮圬
圲地地圳圩和自建数据集上进行实验。

均坅坎坉坁 数据集包含圳圲 个嵌套的生物医学实体类别，本文遵循文献在坙坡坮 坥坴 坡坬圮圬 圲地圲圱坢圩专注
于五种实体类型：坄坎坁、坒坎坁、蛋白质、细胞谱系和细胞类型，并将训练集、验证集和测试集
分割为圸场圱场圱。该数据集专注于生物医学领域，包含复杂的嵌套实体结构，适合评估本文方法在
特定领域的泛化性能。

自建嵌套数据集数据来源于中文信息学报的标题和摘要，选取了圲地圲圲圭圲地圱圷 年标题和摘要
进行标注。该数据集对计算语言学领域的术语进行了定义以及人工标注，采用元组的标注法，
标注结构为在坳圬 坥圬 坴圩元组，分别表示术语左边界、右边界及术语类型。该数据集术语分为混合型
嵌套术语、单一型嵌套术语和非嵌套术语三种类型。为防止术语错标漏标，自建嵌套数据集采
用二次人工判定的方法进行数据校验。校验后文本总数为圳地地地，术语总量圱圴地圲圵 个，其中非嵌
套术语圷圹圳圲 个，嵌套术语圶地圹圳 个。所引用的领域词典中共有圴圶圸 个词汇，出现在自建数据集中
的有圱圴圲 个，与所标注术语直接匹配的有圸圸 个，通过匹配可完全识别的术语有圱圶圸圶 个，通过词
汇拼接可完全匹配圱圷圳地个术语。将数据集按圷场圲场圱 随机切分为训练集、验证集和测试集。
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本文的模型由坐坹坴坯坲坣坨框架和坎坖坉坄坉坁 坔坉坔坁坎 坒坔坘 均坐坕 实现。本文模型的核心构成如
下：英文文本表示由预训练的语言模型坒坯坂坅坒坔坡圭坢坡坳坥 初始化，中文文本表示由预训练的语
言模型坂坅坒坔圭坢坡坳坥圭坃坨坩坮坥坳坥初始化，并在训练阶段进行微调。本文设置句子输入的最大长度
为圱圲圸，隐藏层维度为圷圶圸。检索的相似跨度表示矩阵个数为圷个。在训练过程中，本文设置在每
个坥坰坯坣坨后评估模型在验证集上的性能表现，并选择具有最佳坆圱值得分的模型，最后在测试集
上评估其性能。

4.2 实实实验验验结结结果果果

本文的评估采用三个关键指标：准确率（坐坲坥坣坩坳坩坯坮）、召回率（坒坥坣坡坬坬）和坆圱分数（坆圱圭
坳坣坯坲坥），以衡量模型的性能。本文采用严格的评估标准，要求在实体边界和类别两方面完全匹
配，方视为识别正确。为验证实验结果的一致性与可靠性，本文进行了五次独立试验，每次使
用不同的随机种子初始化，并对所得的坆圱分数进行统计分析。具体而言，本文在圵圥的显著性水
平下应用坔检验，以判断实验结果之间差异的统计显著性。

为了证明本文方法的有效性，本文分别在自建数据集和均坅坎坉坁数据集上将其与以下
模型进行比较场坂坡圎坮坥在坙坵 坥坴 坡坬圮圬 圲地圲地圩、坌坯坣坡坴坥圭坡坮坤圭坌坡坢坥坬在坓坨坥坮 坥坴 坡坬圮圬 圲地圲圱圩、坓坥坱圲坓坥坱在坔坡坮
坥坴 坡坬圮圬 圲地圲圱圩、坓坰坡坮圭均坲坡坰坨在块坡坮 坥坴 坡坬圮圬 圲地圲圲圩、坄坥圭坢坩坡坳在坚坨坡坮坧 坥坴 坡坬圮圬 圲地圲圲坣圩、坂坓在坚坨坵 坡坮坤 坌坩圬
圲地圲圲圩、坄坩國坵坳坩坯坮坎坅坒在坓坨坥坮 坥坴 坡坬圮圬 圲地圲圳圩、均坐坔圭坎坅坒在块坡坮坧 坥坴 坡坬圮圬 圲地圲圳圩。

坂坡圎坮坥：该论文引入了双仿射注意力机制，以增强起始词与结束词之间的交互作用，并为
每个跨度分配相应的得分，从而进一步提升了跨度预测的准确性。

坌坯坣坡坴坥圭坡坮坤圭坌坡坢坥坬：这篇论文提出了一种两阶段识别框架，第一阶段：识别所有坜最外
层圢的实体；第二阶段：在第一阶段识别出的实体基础上，进一步识别被嵌套在其中的坜内层实
体圢。通过逐层抽取的方式，有效缓解了嵌套结构带来的重叠和边界模糊问题。

坓坥坱圲坓坥坱：该论文提出了一种创新的嵌套命名实体识别（坎坥坳坴坥坤 坎坅坒）方法，将该任务建
模为坜序列到集合圢的问题，以解决传统方法在处理嵌套实体时面临的挑战。

坓坰坡坮圭均坲坡坰坨：作者引入了两种基于坮圭坧坲坡坭 相似度构建的图结构，通过将这些图结构集成
到模型中，增强了跨度表示的语义表达能力，提高了模型对嵌套实体的识别效果。

坄坥圭坢坩坡坳：作者从因果推理的角度出发，提出了两种去偏数据增强方法，以消除前文混淆因
子和实体顺序混淆因子的影响。

坂坓：为缓解模型对预测结果的置信度过高，导致泛化能力下降的问题，作者受标签平滑
（坌坡坢坥坬 坓坭坯坯坴坨坩坮坧）技术的启发，提出了边界平滑方法。该方法通过将标注实体的概率分布扩
散到其周围的非实体跨度上，降低模型的过度自信。

坄坩國坵坳坩坯坮坎坅坒场该方法在训练阶段通过固定的前向扩散过程，逐步向真实实体边界添加高斯
噪声，生成坜噪声跨度圢；然后，模型学习一个反向扩散过程，以从这些噪声跨度中恢复出原始
的实体边界，在推理阶段从标准高斯分布中随机采样噪声跨度，利用训练好的反向扩散过程进
行去噪，最终生成实体边界。

均坐坔圭坎坅坒场该论文将序列标注任务转化为大语言模型的生成任务，并引入自我验证机制以
提升实体识别性能。

通过对比分析可以发现，本文提出的方法在两个数据集上均达到了最优的坆圱值，这表明本
文的模型可以在准确率和召回率间取得平衡，充分证明了其在嵌套命名实体识别任务中的有效
性。

表圱全面展示了本文的模型与各基线模型在自建数据集和均坅坎坉坁数据集上的嵌套命名实体
识别性能。在自建数据集和均坅坎坉坁数据集上，本文的模型均稳定优于基线模型。本文的模型在
自建数据集上表现出圱圮圴圸圥的坆圱提升，在均坅坎坉坁数据集上表现出地圮圵圷圥的坆圱提升。以上结果凸
显了本文的模型在应对嵌套命名实体识别复杂性方面的优越性能。

鉴于当前大规模语言模型在自然语言处理任务中的广泛应用，本文在均坅坎坉坁数据集上引
入了与均坐坔圭坎坅坒 的对比实验。均坐坔圭坎坅坒 将序列标注任务转化为大语言模型的生成任务，并
引入自我验证机制以提升实体识别性能。实验结果表明，本文所提出的模型在性能上显著优
于均坐坔圭坎坅坒。尽管均坐坔圭坎坅坒 借助了生成式语言模型强大的文本建构能力，但其主要依赖语
言模型的通用生成能力，缺乏对任务特定特征的精细建模。相比之下，本文方法在语义区分与
表示方面更具针对性，进一步验证了其在嵌套命名实体识别任务中的有效性与优势。
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Models 自自自建建建数数数据据据集集集 GENIA

P(%) R(%) F1(%) P(%) R(%) F1(%)

坂坩坡圎坮坥 圷圸圮圲圴 圷圷圮圶圳 圷圷圮圹圳 圸圱圮圸地 圷圹圮圳地 圸地圮圵地
坌坯坣坡坴坥圭坡坮坤圭坌坡坢坥坬 圷圸圮圹圶 圷圲圮圶圵 圷圵圮圶圷 圸地圮圱圹 圸地圮圸圹 圸地圮圵圴
坓坥坱圲坓坥坱 圷圶圮圱圶 圷圵圮圸圸 圷圶圮地圲 圷圸圮圵圷 圷圹圮圳地 圷圸圮圹圳
坓坰坡坮圭均坲坡坰坨 圷圳圮圱圱 圷圴圮圳圷 圷圳圮圷圳 圷圷圮圹圲 圸地圮圷圴 圷圹圮圳地
坄坥圭坢坩坡坳 圷圵圮圸圲 圷圵圮圱地 圷圵圮圴圶 圸圱圮地圴 圷圷圮圲圱 圷圹圮地圸
坂坓 圷圷圮圴圵 圷圶圮圹圳 圷圷圮圱圹 82.53 圷圸圮圶圹 圸地圮圵圶
坄坩國坵坳坩坯坮坎坅坒 圸地圮圳圱 圸圱圮圲圵 圸地圮圷圸 圸圱圮圸圵 圷圹圮圵圹 圸地圮圷地
均坐坔圭坎坅坒 圭 圭 圭 圶圱圮圸圹 圶圶圮圹圵 圶圴圮圴圲
坏坵坲坳 82.49 82.03 82.26 圸圱圮圵圹 80.96 81.27

表 圱场 对比不同基线的实验结果

4.3 消消消融融融实实实验验验

为了探究本文提出的方法的有效性，本文对坕均坋坎坎坌坓坄中各个部分进行了消融实
验，实验结果如表圲所示，其中坜坷圯坯圢表示去除单个组件或多个组件。本文系统地移除
了坕均坋坎坎坌坓坄中的关键组件，包括语义区分模块和坋坎坎辅助决策模块。

模型设置 自自自建建建数数数据据据集集集 GENIA

P(%) R(%) F1(%) P(%) R(%) F1(%)

坷圯坯圭语义区分 圷圹圮圴圳 圷圸圮圳圲 圷圸圮圸圷 圸地圮圷圵 圸地圮圴圱 圸地圮圵圸
坷圯坯圭坋坎坎辅助 圷圹圮地圸 圷圷圮圴圱 圷圸圮圲圴 圸地圮圸圱 圸地圮圵圲 圸地圮圶圶
坷圯坯圭语义区分圬 坋坎坎辅助 圷圶圮圸圵 圷圵圮圳圱 圷圶圮地圷 圸地圮圲圷 圷圹圮圹圳 圸地圮圱地
默认 82.49 82.03 82.26 81.59 80.96 81.27

表 圲场 消融实验结果

当单独移除语义区分模块时，明显观察到坆圱值的下降，语义区分模块可显式建模嵌套实体
中重叠区域间的偏差，提高辨别能力。若移除该模块，模型更容易出现实体合并或拆分错误。
当单独移除坋坎坎辅助模块时，坆圱值也下降了很多，表明原模块可在模型对某些边界或标签不确
定时，利用坜先验知识圢（即训练样本空间中的相似实体）来做决策修正。去除后，模型只能依
赖自身当前参数和预测结果，易在边界模糊或类间语义接近的实体上发生误判，证明了坋坎坎辅
助模块的有效性。

实验结果表明，语义区分模块与坋坎坎辅助推理模块在整体识别性能中均起到关键作用。
前者增强了模型对局部语义差异的建模能力，而后者显著提升了模型在高不确定度样本上的预
测鲁棒性。两者共同协作，有效缓解了嵌套实体识别中因边界模糊与语义重叠带来的误识别问
题。消融这两部分后模型坆圱 值的下降，进一步验证了其在提升实体识别精度方面的重要性。

4.4 取取取值值值分分分析析析

不确定度阈值τ的取值和坫值的选取也会影响坕均坋坎坎坌坓坄的性能，本文还对不同的取值
在均坅坎坉坁数据集上进行了实验，实验结果如表圳所示。

针对τ 和k的不同取值进行分析，可以看出τ 固定为地圮圴时，当坫值不断增加，坆圱值反而不断
降低，当k为圷时效果最佳。当k固定为圷时，随着τ值的不断增加，坆圱值不断降低当τ为地圮圴时效
果最佳。

4.5 边边边界界界识识识别别别准准准确确确性性性分分分析析析

为了验证本文提出的模型对于边界识别准确性的提升，本文进行了实验对比，包
括了相关研究中的经典模型。具体而言，我们在自建数据集上，将本文提出的模型
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参参参数数数设设设置置置 P (%) R (%) F (%)

τ圽地圮圴圬坫圽圵 圸地圮圷圸 圸地圮圱圹 圸地圮圴圸
τ圽地圮圴圬坫圽圷 81.59 80.96 81.27
τ圽地圮圴圬坫圽圹 圸地圮圱圱 圷圹圮圴圷 圷圹圮圷圹
τ圽地圮圴圬坫圽圱圱 圷圸圮圹圴 圷圹圮地圵 圷圸圮圹圹

τ圽地圮圲圬坫圽圷 圷圹圮地圶 圷圸圮圴圵 圷圸圮圷圵
τ圽地圮圳圬坫圽圷 圸地圮圱圴 圷圹圮圴圲 圷圹圮圷圸
τ圽地圮圴圬坫圽圷 81.59 80.96 81.27
τ圽地圮圵圬坫圽圷 圷圸圮圲圱 圷圷圮圶圳 圷圷圮圹圱

表 圳场 不同取值的实验结果

与坃坎坎坎坅坒和坄坩國坵坳坩坯坮坎坅坒的性能进行了比较，结果见表圴。所有模型均使用坂坅坒坔圭坢坡坳坥圭
坃坨坩坮坥坳坥作为语言模型进行了预训练。结果显示，坕均坋坎坎坌坓坄在自建数据集上对所有长度
的实体识别方面达到了最先进的水平。值得注意的是，在自建数据集中，坕均坋坎坎坌坓坄在
识别长度为圵到圸和圸到圱圲的实体时，分别实现了圫圹圮圲圶圥和圫圷圮圴圱圥的显著提升。这些改进突显
了坕均坋坎坎坌坓坄在识别重叠和扩展跨度中的细微语义差异方面的能力，从而增强了其识别复杂
实体边界的性能。

Datasets Len % CNNNER DiffusionNER Ours Improvement (%)

自建数据集

在地圬圳坝 圳圳圮圸圷 圸圸圮圳圲 圸圵圮圴圶 圸圹圮圶圶 圫圱圮圳圴
在圳圬圵坝 圳圴圮圹圴 圸圴圮圷圳 圵圱圮圴圵 圸圵圮圶圲 圫地圮圸圹
在圵圬圸坝 圱圹圮圴圹 圷圱圮圸圳 圳圸圮圴圶 圸圱圮地圹 圫圹圮圲圶
在圸圬圱圲坝 圵圮圷地 圷圲圮圹圴 圳圳圮圴圸 圸地圮圳圵 圫圷圮圴圱

在圱圲圬圫∞圩 圵圮圹圹 圶圲圮圴圳 圴圹圮圷圶 圷圳圮圵圷 圫圱圱圮圱圴

表 圴场 边界识别准确性实验结果

4.6 模模模型型型训训训练练练与与与推推推理理理效效效率率率分分分析析析

为了评估本文方法在实际应用中的时间与资源开销，我们对模型在训练与推理阶段的效率
进行了分析，并与不引入坋坎坎推理的基线模型进行了对比。实验采用均坅坎坉坁 数据集，在相同
的硬件环境下进行，所有模型均在单张坎坖坉坄坉坁 坔坉坔坁坎 坒坔坘 均坐坕 上运行。我们选取了以下三
种模型进行比较：

坂坡坳坥坬坩坮坥：不包含坋坎坎推理模块的原始坂坩坡圎坮坥 模型；
坐坉坑坎在坓坨坥坮 坥坴 坡坬圮圬 圲地圲圲圩场 基于机器阅读理解任务，不同于以往的阅读理解，其将实例查询

作为可学习的提示，以并行的方式识别序列中不同位置不同类型的实体。
坏坵坲坳：本文提出的引入坋坎坎推理与局部语义区分的完整模型。

模型类型 训练总耗时在坳圩 推理平均耗时在坳圯坳坡坭坰坬坥圩 推理显存占用在坍坂圩

坂坡坳坥坬坩坮坥 圷地圲地 圱圮圱 圸圷地
坐坉坑坎 圱圱圵圲地 圴圮圶 圱圹圵地
坏坵坲坳 在坋坎坎圫坆坁坉坓坓圩 圸圶圴地 圲圮圴 圱圱圴地

表 圵场 模型训练与推理效率对比

在训练阶段，三种模型采用相同的超参数与优化策略，仅在推理阶段引入坋坎坎模块。表圵
展示了在训练圵 坥坰坯坣坨 与推理整个测试集所需的总时间与平均每条样本推理耗时。我们还记录
了推理过程中的峰值显存使用量，用于反映方法在大规模部署下的可行性。
可以看出，本文提出的方法在训练阶段的时间开销与基线模型基本持平，这主要归因于引

入的邻域建模损失项所带来的额外计算。推理阶段，由于需要为每个候选实体执行坋坎坎检索，
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推理时间有所增加，平均每条样本耗时提升约圱圮圳 坳。坐坉坑坎由于其模型结构的复杂性，训练开销
与推理开销都要远远的超出本文的模型。

5 结结结论论论

为解决嵌套命名实体识别中的噪声跨度对模型性能产生影响和相似语义的实体与非实
体易混淆的问题，本文提出了一种基于不确定度引导的坋坎坎辅助决策和局部语义区分模型
（坕均坋坎坎坌坓坄）。对于高不确定度的推理利用坋坎坎进行辅助决策，过滤噪声跨度的影响。同
时，针对相似语义的实体与非实体易混淆的问题，利用语义区分模块生成新的基于该跨度相邻
跨度的增强表示矩阵，使模型能够有效捕捉不同跨度之间的语义差异，增强模型对语义相似但
语义功能不同的实体跨度的辨识能力。实验结果表明，本文提出的方法与当前主流的实体识别
模型相比取得了较好的效果。
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