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Abstract

This paper compares and evaluates the ability of 4 Large Language Models (LLMs) to
generate humorous punchlines based on human joke texts. Chinese humor generation
ability of DeepSeek-R1 is stronger than that of GPT-40, Qwen2.5-7B and Qwen3, but
there is still a significant gap compared with human humor ability. When various
models generate punchlines based on fixed expressions, there is a problem of ”fixed
pattern of thinking” more or less. We explore 9 features of humorous texts from
humans and LLMs. DeepSeek has the most punchlines similar to those of humans,
and its BLEU-4 is also the highest. Compared with human texts, Al-generated texts
tend to use high-frequency common words, have a lower proportion of OOV words and
Internet new words, and generally have longer lengths. Based on Sentence-BERT to
obtain semantic representations, the humor sentences of LLMs generally have a shorter
semantic association distance than that of human humor sentences. Strengthening the
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use of homophonic and semantic puns is an important way for LLMs to improve their
ability to generate humorous texts. Last but not least, we discuss the strengths and
shortcomings of our evaluation method, and propose 3 strategies to enhance the humor-
generation performance of LLMs: 1. Optimizing prompt engineering. 2. Constructing
a humorous multi-modal LLM. 3. Enhancing the interpretability of humorous texts in
reasoning.

Keywords: Large Language Models , Prompt Learning , Humor generation ,
Evaluation , Language Features
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R, 2009) o EAERAIBMEMZ AL H BT IES RSN, MBHE—MIRERIESTZA. I
3, PIChatGPT ~ DeepSeek NEFR A KIBEZ A (Large Language Model) 2 T A T2 68
R HAT AT AR « AR SCHE A UG AR £ XTGP T-40? « DeepSeek-R1(671B) (DeepSeek-Al
2025) ~ Qwen2.5(7B)3 ~ Qwen3(235B)155 KA il BA A ALAE /AT T PRI, JEIEXFATS AR
AITERSR AR NI - AL A7 BRE LSBT HIENSIT 2, ot RO
S5 ARRIME A A5 A o HIR W T 0 — PR m KA TE WA A A ARE T HI3/> SRS
2 MR

TG SRR S AR AE T AP AT T, AR SR Tk R e IR KA
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%, He%: N (2024) M T A135GPT-40~ ERNIE - Gemini~ GLM -~ QwenfE N101 KA [
SKAMERERE ST, A IR S A Y BRR ) R R B AE SR R T B APk, T A AR R A P
PRI AE - Ling A (2018) RILMIBOCAN —LA) FHRAE, IR R BRI . BERE
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AR SR A BRI IE LT, W AT A R SO A ERFR T 43 o TR N2

24 HUEL, HEMEREE ST T ARMFERE SA] -

157: HUEL, HEABRFEE S A RPN S A KB Y -

05 HWABRFERE S5 ANEMEMEE SAME, BE B EIE -

15 SRR, B ANAIREL, TOIATEAE .
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REVEDBIHNAM > 2 ICC) B R WA FEHLEHICC2270.7669, X A IR & 1%
HIICC340.7840 - FEMEE RIF .
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HBI A T, DeepSeekfi i, A A HABR SCA (5 H59%, TGPT-40~ Qwen2.5-7TBFIQwen3 435l
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R FoE | B1orEE | BRoolE | J-100E8E | B
GPT-40 7 80 94 19 75
Qwen2.5-7B ) 44 68 83 -29
Qwen3-235B 9 96 78 17 97
DeepSeek-R1(671B) 12 106 65 17 113
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BB R BRAD SR o T DeepSeek? B4 & RN, BERIFTH A - Qwen3 BIREAE—
ERE R T RS, HAMKE SRS E TR .

AR TR | A TIERRRA | BOEARLAT FABER
GPT 1o O RERAE | AR | BERATE
H & RS L e NS
Quen2.5-78 SEERERER s | AmRE
FASARERORYE | s e
Qens 2555 LA, At | TR | i, s
‘fiﬁﬁfﬁl?%gﬁ,ﬁ% j(%uii - Hjﬁ“ﬁ%%ﬁ?*ﬁ\
riE A ‘
N AT, BR | RN, FAE
DeepSeek-R1 EIARIER i WA=
B3 = N
A% ARG msmsmT | oAl
Ny

Table 3: AAEAI A B A o AJI « B4 @ 25 45+

5 KARRL IR SUAS B FFAE 73 AT
FEXS BRSO ST RAE ST oA T, BT R R iE Dl R 2 B S E R RH Ol

B E R ERES SRS, F28TI-2E3601, ¥, TE, 2025458 H11HAE14H.

(c) 2025 FEFBGFEREXIFIGF 2L LERS

31



FEITRIESYRZ

GHEMESEARFE (LTP 4) A (Che et al, 2021) X AT B4R « A TR 7
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FEITRIESYRZ

PromptZ

SR

System

User

TR — A B SORRIBINES « BIRRIER ERARFEMAISCR, — PP RE%E,
NSRS ), RFT RER BRI SE -

TEBNA—1E)F, IRFEEE—Njson TR/ H, Hf@ &2+

1. reply: string XM, RN OHXANEEHRE, —EZWERE -

2. reason: string KM A EAFRELLE [ 5 S HA B R A -

NES SR AR RG], EE X RG], TR

Input: X2 FELARRE |

Output: {"reply”:” A ZHE” " reason”:” “f £ N, BEFRAERE O 9 A\ OEAE,
NATfEREW AR S - 7}

Input: FRBEM— A EEMN, BELTER T —F
Output: {"reply”:" T —"MFE B, reason”:” EIE BT “iifi H7E" ) —FLF W E”,
BWEERT . X —FEr EE . )

Input: FIEFH
Output: {"reply”:” FFELZ T T F1R 5 F7 ) reason™ " FHZ BT “4r7, K “4NiH
TR, RRUEFRST - 7}

Input: [A] HZEHER N E PR TR
Output: {"reply”:"F8RE¥1", reason”:” K Ay HZE L ME XK, EFHFHIT, MH
L RERE KPR T 8] o X —FRHAERET FT AOAR S - 7}

ETREEXEA, EE LA, BEE -1 jsonFHHE, NEFZRNAZE, BE
StisonFAT R g A b A -

Table 6:  Z3CHTH BIFE7R RS

B E R ERES SRS, F28TI-2E3601, ¥, TE, 2025458 H11HAE14H.
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