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Abstract

Query expansion aims to improve retrieval performance by enriching the original query.
However, in query expansion methods based on large language models(LLMs) that in-
corporate pseudo-relevant feedback, the presence of noise and incoherent information
in feedback documents often degrades the quality of the generated expansions. To
address this issue, we propose LKQE, a query expansion via collaboration between
large language models and knowledge graphs. Specifically, LKQE first retrieves rele-
vant documents and extracts key sentences, then leverages LLMs to extract knowledge
triples and supplement entities and relations to construct a complete knowledge graphs.
Finally, guided by the knowledge graphs, the LLMs generates high-quality expanded
queries. Experimental results on the DL19 and DL20 datasets demonstrate that LKQE
shows a clear performance advantage compared to existing baseline methods.

Keywords: Information Retrieval , Query Expansion , Large Language Models ,
Knowledge Graphs
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1 58

SRR EEMRMEH AR ER, WK E R AR - /i, HTHF
REMEREERNEEEZEN, 2R 2 ETI0OEER, SERR ARG IMERERF
APESMRERER, RERGRENGEREESHAPHEFERARE - T BFRIX—7
A, BT BEARE 2R N - BT RO BAERER H PR R E 3 TIE L
FEM, BERIAHERGEEROEM A s SmC e, DRSNS O E R
EBYESE. EEIENRBREENMNELEEE, BEWE TR RGUNEEM R T
HBIRETT -

TSR, W& KIE S (Zhao et al., 2023)BORFIE A B, — KBS BALE &
FK 5 (Cao et al., 2008) I T EBITIEEUG T AEE IR - (EEIAHE K OSHESR , BT KiE
FSEAMNERT BTERBE A OEFTEEGE, #—PRAV EBARENMERE .
BEME, EEMAREERN IOESH#HTYIPRER, WRRSGRFERGE T EER
FESTRS, TERDNAERICH; BEEFIRXERME R, EARREER, ATIISKIEEHEA
A AR BTG RD B R SR BRME RY R S BIR B S0 o B, Query2Term+PRF (Jagerman
et al., 2023) @ AR RN RIBEBAAERE TR, UEERRBREBNNIE
i5; Query2Doc+PRF (Wang et al., 2023)IJ3# i £ A8 & SCRS 5| S8 2 A Al — B ft 4T TR 6 &
R SEEEEZ, WM FEETE 3 1 MILL (Jia et al., 2023)1 52 8 i3 HhAH 6 SR FI KB S 1%
RUA RO B SOREATAE ELIIE , BRIk B Y B A R

R AR — € R L 3G5R T KBS B A Ay B OURTE L —8E, (HlHT XL
PR ORI A B EER BRI R B, FAEE UNER - TLREZMBEFE AR, XEEZE N
EERHRE T RIESEA AR - A, XETTEFEREUE SR BT SO RIBE
VB SRR TS Z BB RSMA L ANIR T, SEEEL B A SRR RIRA] 15 S H
i LU SOR Z B O T AR AR -

N TS REET RIESEANERY BT EIRE OERERM AN AT, A5IAT
HIR K (Fensel et al., 2020)EAFBIAIRTE - A0REE R —MEWILAIRE R TR, #dF
[ bRic B O T 2R B R SR R LA B 2 B i LR R, RERS LISE IR - B3 B el
7 NAAE B(Kau et al., 2024) - 5B ARG ORE BT HIREAMEY, FREE ST
THOREE - ZEMEEBASRE, RETENMuF ESRENFRETT . Fik, FREER
SIAT LA B RIE SR EE BT EF 57 LIRS, WD EROURF RS F6H
A RN 2 IS SRR N BATR B2 TR -

ETH, AGRHE T —FRIESEEMAAEE D FERT B (LKQE) |, #idh
NMEBREIERENERY B Bt MHEESH BM25 KRB W AIBERE P RS R
REW R EAXAVID IOEES; ME, NZYD 8RR B R TR XA T,
HHITRE, UBAREN LT UEERERESE, £=, FAKESHEIN RS G RSURH
ITRE TR, B AR OSSR S SR Z [ R R, WIS = eHE R, B,
ETHGEERRCHEB=TAHEE, #—PHAMTEELEL KR, W2 RS
WERE . &5, FIRAMETAIIRERES| S OES AL SCE IR - 8 GE T BB &l ik
PEROY RAE SR - SERGLE R R, 7F DL19 A DL20 F A IR 4E T AR, AR
ﬁ%m@ﬁﬁ%ﬁﬁ?Mﬁ%iﬁﬁ&%M$E%m%,ﬁﬁ%%?ﬁ@ﬁ@%ﬁ%ﬂ@%%
Gr AR TERE -

2 MXRIE

2.1 HHYTRE

BT RBEEBRRIHMZ BN, HAZ 0 B E T M R ia &R R ing 2 & SUHix
RN, §E B, WIRZA FIRARR RGUIERE -

RGBT BTIEREZETWHEXRBIT RE . ZHEBREYIIRRREE R HES SRR
HT 5 REEWEEm BN, U oy B R BN E R & fRILY R E A1)
%41, RM3 (Abdul-Jaleel et al., 2004 )i 12 53 HE4 B LA SCRSR Al 1R IR AE PR A, IF
MAZ AN EWFETY B, KLY B(Amati and Van Rijsbergen, 2002)i#d 1 E&E 5 X Z
(B K LEUE R & BRSO ER, IWMEREY REi - R, HTIRKRREGR
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WIBTEMELIGRIE, —BRMISRPESRERE X, FrETitany BdE, S8 RE
N Z R s IR R, MR R R ERE -

IR, ETRIEFHEUMNEIRT RITECHRNEBRRIRNTT AL . RIESFHEER
HEBAESHERS AN, RERERSH P EENY EEH - Query2Doc(Wang et al.,
2023)$&H T —AhgE & DRSS RIS HINESR I R B R A i SR SR “Oh ST, 98
By RIFIR AR - SEGHEANRE, ZERTHF RIS RREER, MK T KE S EAE
AIFAERSGE L FEEROCE, iR, BEIERRICR

BeAh, FRIE S S R ISILHAELS &, CROVRIT R RACRIE ZEE - f
4, MILL (Jia et al., 2023)RF R G130 5 K05 5 B2 A i SO AT A ELAE, %A
MR EE BT E IR Y & - X RTTIEM AP RREE R T BEMRRIE, FIRLE & KI5
B A B ANE L FEE R RN, R R ROE R R SR RIER AR
MITHRFRRRMERE - R, REWHERSOSER RN LSRR EREO LA, Bl THERH
ENANRIE R B pHEm AL, 8RR R E, BEEESTIREEMEES | X®RFERK
RERE LIRS AR LR SR - B, ASGEE5IAFIRERE, 5KE S AR 52
B RES -

2.2 KEZHER

KIEE BA) & R AT LB IHE 2017 £F Transformer (Vaswani et al., 2017)28F9 132 H
R RHETI AT (T A BE R T 2 il - OpenAT T 2018 EHEH 1) GPT RIIFEE X 4K
R=HE, FEAE GPT-3 (Brown et al., 2020)i#5d 1750 (CSEEEI T AT ARE MIE S ERNKEES - B8
% ChatGPT &G, @5 ANEM> 5 AR KRG (RLHF) (Ouyang et al., 2022), Kif S
BUTEXTIE RGP RN T B AR B S HE3ERE ) - 2023 FELIKE, GPT-4 (Achiam et al., 2023)H7
RAiHE—DY R T HEZESES TR, FHEEEAERESRIES PRI S 8AERE, W
B « -1 S SIS, TR AR GPT-4.1 (Taniguchi and Lindsey, 2025) ¥ /& 7E 4%
RS HIET H, WG TEASERE, #H—PRI T ENHAS R EMEE - 15h, Meta &
i B) LLaMA (Touvron et al., 2023) & 5| JFHERA M RIR T B NS EBHIRRAIZE £ > NLP 4£55
DB -

20244, BEEBORKIAME D, KRIETIFE S 20 U R FOVR BEE B G 7 UG T B0t
J&, OpenAl-ol (Jaech et al., 2024), OpenAl-o3 (Pfister and Jud, 2025)&E BRI S 5
GENTERAEREMARBMEEN LA TEE—P. 2025 €Y, FEHEL TEETOMEAER
TR FL R ZEE S 2 DeepSeek-R1(Guo et al., 2025) - DeepSeek-R1 FEE AT E « RS A AL, -
HINE S S RO R &, MEEC /S OpenAl B GPT-ol IEZUAR - AP, DeepSeek-
R1 38 DA R ARG A0 TR St Pk T AT SR ST e, 3 T et KRR 1 1 -

2.3 MEKIESHEAESHMIRERNTE

le K S R S AR RSN R R FR ERES A E - N ERN AR, KIEFHE
5 SR RS AT ISKIR S & B R B A, SRR R AR AR A B A

=77, ANREEERN R FTRIE AR R RIEL, BB KB SR AR R
T~ DB, BRI HA RN B RETR AT R, SR 2]t M. flan,
B SHEFE T, S EATE HHAY R3 77 (Toroghi et al., 2024)F] F AR &l 1 19 58 7] A1 55 () #E 2E
AR o TR R TR AR B R R AL D RAREE I IR R ESS, BB KBS RERES
RENBC & BIE AP AR IR AT, SEIL T R AR A SE A (IR - XTI AN DGR T T T 3t
HERVE, SRR R B IR, TR R I TR R B AR B R TE R RE T
NBIREEHEA .

A—TJiE, KIS B RS AEIE R EIIGRETIRE M+ B & S 5IR 515 CERRE
5, HRENFIRENE RIS SEE R T 2T B - 1A, BertNet (Hao et al., 2023)ilid A\ K
B R R BUEE R R ASEART, T AR - RS SR G WIIRTRR,
FFH A8 S RAN U R fR7s W RIS A B SE AT, FRat T HER, SR IR RS FE TR SE 14
KR B ARG 5 - Kommineni (2024)55 A& H T — P B e (L B RTR BB RREE, (&
B ChatGPT-3.5 #KRIAERAE ST, B oL MR A € TG RIKA-, Rigit—55] S5
AR SER S R AR, AR, HR U IR B (5 BT %A LI SRR A
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3 Ak

AR HPIERY B EFECRE S KO . RER. RS EIRHERIE k™
RS, RBEARBURIR. WAk D IOH R S BN EERMERNATFHEREES;, ZTEMPUE
. WNREREEFHECEE R A= T0H, FRELEY B, RAERE RS = JodEiE Bk
Z, VE=H, EEMREE, SRy RER. SERBERMAREE RS REDT B
A . LKQE BIEIEWNZE 1 R o AT MR A PR T & PR iR oR1F -

[ @rEax ) /Q;ﬁmwme\ / O winminy Rpk \ (@ surnmsn )

) query: e .
comparison between ' 5 \ T ~
Samsung and Apple ! oque,,y + < Apple, system, fos > ! query + KG i
smartphones ! - ! ! :
g R e X
ek rrzza | G
O oA %4k
O #axAk

\== =) (G PP

< Apple, system, ios >

ec
erspective
< Samsung,system, Android >
syste system
e [ Apple ] [ Samsung ]
< Apple, screen, facelD > screel screen

NCEIIEI T \ / \ / \ )

Bl 1. LKQE tEZ2 &

3.1 RREL

R EHR I BM25 M R RIEH PSRN CEESFREE kDN RHEFEL
BED = {d1,d2,...,dk} - BM25IRIIFA I OZIFM (TF) ¥ SORiE (IDF) |, DUKERSC
KREF], WRIEHERER SCRFHITHET - R EE SN RFORREERE, fTLEERATANR
BEEIRERR o XA DU RFEHE BHZE AR AR R SCRY, BRER N f5 S 3R it v o
BEER, BB BEAT R, = (1) e

D = BM25(query) = {d1,ds,...,d;} (1)

3.2 XA

MG RIESIEWEET k NI D = {d1, do, ..., dp } J5, REEAFRBURIER KB S AR
RIS FIA R KRG T, R SEEAERONE . BETSE, ST,
HATRBUL KRBA T {51, 52, ... s}, HRENRER 1TSS, Wz (2) Frm. tdEd
R AFGN T B RIE B A 2GR G R R, IR F S AR B A A2
HREBIRIH KGR, REEINT RIEE -

S = LLM (prompt1, D) = {s1,82,...,8n} (n>k) (2)

3.3  =ICHBEUESR

KEAEBUE IR TR A)F RS R IGE W EZME R, [BAFZ AR, 2 EH
PETFOESN, MLUEEFREENERT R . B, =tHMBERZO BIR, X
BRI AFRE S T EHEEMEMRE - ERBEXATFES SE, ZnAMBuER
MHEEMILR SRR RE R, BHEASTTEMER, BEAESENT: 5%, FIHAKESHE
B, WA FEE S PIRBEHEER = {e1,e9, .., en JFIRRER = {r1,72, ...,r} . NERHA
?F\%?iﬁj{{lg/ﬂzﬁéﬂ{ei,Ti,e;}, wm= (3) PR

B E T EE S RS R, 422005543300, BrEE, FE, 20254E8H11HZE14H.,
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’

T = LLM (prompts, S) = {{e1,r1, e/1>, (€9, 719, €l2>, oo emsTmy €0 } (3)

LKQE &

Wi HP &g
Wit ¥RERARY
34 T — A iflg:
R R H BT HE R 30R:
D= BM25((]) = {dl, dg, ce ,dk}
e H HH A SR SO R B SRR A
S = LLM (prompty, D)
S BB P H =TT
T = LLM (promptsa, S)
T = THEE A ENE:
KG = LLM (prompts,q,T)
A REIRYBIUR:
expansion = LLM (prompty, q, KQ)
HEW: ¢ = concat(3 * q, expansion)

# 1. LKQE &%

3.4 FHREEY RER

FIREEY B ARG E I query FIEB ZT0E T Z B 0918 SRR, M AR B g
FAERRPIEEE R R, N =TCH, REAIREERTEE . BACEY, R EL
Xt query FIEE = JCA (h,r,t) € THATIESKFE, 1B query FrFe & EH MR E T H BRI
FIERARE . b, MIRETESEENEIEES, ERESHEERSHRXAMHNIE =T
HW,r' 1), XE=TTHSFREERIELEEMEL . &%, VEENMRAEEKGEE TESE
MRS RR, W HERYT BEREMEE M S AE LR, 1 (4) R

FATHI RS EZEE T MM 5 DA A HE X B # T R, BEERUiBaT: HEy
B (SRR o FATZE U BRSO O SRS N £ <O 28 T S B 8 UM SRSk
. Gy R (RRGEML) - T EELEN, B3I FLLMIZREZIBENRR . K28
7~ T DL19 R RIARE Y o« &2, WEAFHRENE KGR IEAEIRY BERIE A,
R RIVE SR AR AR SR BRSO AR A L R S .

KG = LLM(prompt:ia query, T) = {<€17 1, 6,1>, <€2a 2, el2>7 s <€na Tn, €;1>} (4)

3.5 THYT REHR

FERRENE KGR, Bl RERFMAZEWLEER, HaFREN query, £
R T 2 BT RICR . BRTE, IZRRE E R E - FHRERIE P RSSE R R =TT,
A RE SR BRI, OB ERNER, ERRAHERT RIUKR . %7 &
SRR IR BRI OE R, SR T R ERE SR BUSNME UE R, B0 W FIR g
MR RLEFZ R, RUEAEBSUR TSR, REF A F F = JoAH R A i S B L R e
A, NmigRERE T RIRE, W (5) Fs-

Zids M EBRKEEBeSLEE, HATRERKERT REIUK expansion 5 R IAE
Wauery 254, MEFNERHA . BREENE, BRIV EFNENRKESBRE —
o R IR B AR U], B TR R IR B query R =R, DIRMC EFERAY R IR T H)1E
ME, i (6) FroR-

expansion = LLM (prompty, query, KG) (5)

query’ = concat(3 * query, expansion) (6)

IR EEE SRS SE, FA22T1-5433T0, W, TE, 202548 H11HZE14H.
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ST S, LKQE & —Fhe5 & SR EE LA A R STREEN, RIS SR A3 fE TR/
BT ETTE . HFH, LKQE KB M BATE ZRHEREL AT MO GEARORE, (UKEER
B E A MER BE AR DTS N AR PR AR RIUR o X E T IR KE S REY
MR T EAESMERAG T ERE RN HET -

Input

Output

Query:
what are the three distinct layers of the
earth?

Existing Knowledge Triples:

Earth; layer composition; four distinct layers )
Inner core; location; centre )

Mantle; description;widest section of the Earth)
Crust, Mantle, Core; type; chemical layers )

Crust; location; surface of the Earth )

Output KG Triples:
Earth; has layers; crust, mantle, core )
Crust; type; continental and oceanic )
Crust; thickness; thinner than mantle )
Crust; function; where all life on Earth exists )
Mantle; depth; about miles )

Mantle; function; generation of volcanic activity )
Core; division; liquid outer core and solid inner core )

Outer core; composition; molten iron and nickel )

(
(
(
(
(
(

Crust; composition; chemically distinct layer )

(

(

(

(

(

( Mantle; function; movement of tectonic plates )

(

(

(

( Inner core; composition; solid metal due to pressure )
(

Earth; has layers; working together )

# 2. FHRENEY RERAEDLLY ERY ARG . 2R R LA, FATHES
BEFF - U0, ( Earth; has layers; crust, mantle, core ) -

4 SRR

HoR SN RIR

AR EAE TREC-DL-2019 1 TREC-DL-2020 X % ) 12 A BTG E FifT T &
Giteseas, DOUREEAESCPRME BRRESF iE UEFTEE S - TREC-DL-2019 #1 TREC-DL-
2020 BUIREE T MS MARCO BRHEME, M3 T HEE - HMEMMITNEE L PR . £
PR TP ST E R EMA R ERE, TR T RS S SRR BRI RS - R 35T
TaX BB S O 8 (queries) BUE « EIRCFYKE (len(q), PARIRA N ERAL) « SCRY(docs) B &
FIET VA R MEHIET (qrels) B E(F S -

4.1

Dataset queries len(q) docs qrels
TREC-DL19 43 ) 8.8M 9.3K
TREC-DL20 54 6 8.8M 11K

3. BB EE

FTFIEMMFEbR, ALEE A, FATEERTFEMAP - nDCGQ10 - Recallalk , MZE 4R
e B HET L . MAP: WTEMEBWNNFYEE, MMEAKRAGNBEESR
. nDCC@10: FEMRERVOHTRE, BEMIEMMENE, Q10 FRRERH 1014
F o Recall@lk: & Fi 1000 /1R B SCRHEL & PO SO ELE, M E T8 HEETT -

BT
T AEVEAG AT IR TR A R, Bk 7 2 M EE RER TR SRR g 75
o, PABRORN ELR 2 EFRORUE - BRI S, BATRA LU JLREL T

(1) RERIERYETT%: Bols KL~ RM3-

(2) ETFRIESHEIAYT BAE: Query2Term -~ Query2Term-FS (Query2Term F/Dif
ARA) ~ Query2Term-PRF (PRF X #4338 Query2Term) ~ Query2Doc ~ Query2Doc-FS
~ Query2Doc-PRF -+ CoT(Jagerman et al., 2023) - CoT-PRF - MILL -

4.2

IR EEE SRS SE, FA22T1-5433T0, W, TE, 202548 H11HZE14H.
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TREC-DL19 TREC-DL20
MAP nDCG@10 Recall@lk MAP nDCGQ@I10 Recall@lk

BM25 37.00 49.75 73.62 35.87 49.36 75.12
FENERYT BT

Bol 39.99 50.86 75.11 39.67 49.47 79.48
KL 39.77 50.57 74.66 39.53 49.27 79.39
RM3 40.45 51.56 75.43 40.22 50.43 79.94
ETRESEANERYT BRI

Query2Term 29.91 4417 68.81 38.49 50.12 79.07
Query2Term-FS 37.51 50.38 76.13 35.59 47.80 78.76
Query2Term-PRF 37.18 48.56 70.20 33.70 47.76 76.68
Query2Doc 49.04 62.77 84.21 47.03 61.22 83.38
Query2Doc-FS 49.65 63.83 83.75 45.27 61.45 82.57
Query2Doc-PRF 44.56 59.00 82.12 43.49 55.28 82.57
CoT 45.67 63.44 83.43 42.34 58.39 80.11
CoT-PRF 44.73 61.63 80.37 44.04 60.81 80.49
MILL 53.11 63.80 85.92 48.17 61.79 85.27
LKQE(ours) 50.88 66.23 86.27 49.15 64.27 84.61

# 4. LKQE £ TREC £ % L £

4.3 BZEKRE

RO SER I8 B Py Terrier HEZRSEAL -« AT HRBIH, AT FH BM25 1 R H-EA
ZHE FTBRBMESE k= 1.3, OEKEA—UZEb = 0.75. T RIEFEE, HA
¥ OpenAlI ) AP $2 0 SCHLX) GPT-3.5-turbo A FIEFH , BEYLE 4 temperature = 0.7,
MRS E topp = 0.9, KERKESE max_takens = Infinite, ATHLRIEE i H B 525
o BTSRRI REPESBSE, RINZEWT: RRBERFRR top k1, EIXENS;
BT BB BT R UR K len FRHIN R IGE R 157 -

5 SKERASR KA

5.1 BARMERET

FKARR T ZME WY B 1A TREC-DL19 5 TREC-DL20 /M EiE % FRMHEEER I,
MERG L BT RIBSEAM AL LRI E M LKQE /1% - WNEBEREREE, AW
FHEER TR E BRI -

FETREC-DL19 £, LKQE /7 nDCG@10 F1 Recall@1k_F 53735 T 66.23%%186.27%,
A FIEFHEZ S —, (U MAP FEFMILL . [EBERENE, RE MILLZEMAP 4%
%5, {HLKQE £ nDCGQ10 Fl Recall@1k F BA BT, FAHEIE LR R T 6205 55 G 50t
BRI EHESS BRI R S BB SR . fF TREC-DL20 I, LKQE 7£ MAP #lnDCG@10 FHU&
T 49.15% F164.27% B E G, [FIFT Recall@1k 3551 84.61% , K TFMILLAY85.27% , &R
HsR KRB A SR ENE -

M T ESERYT B TE (WBol - KL~ RM3) , LKQE AR LIF BFRTF, X
FHHRE SR ANR S P R R E S R G E R FE UE R - RN, M TEMET
KESHEAE Y B (40 Query2Doc~ CoT~ MILL %) | LKQE 7E 45 B IF4 B i [F] it
H—HRF THE R E MAP, B HEENE ARG

LEEATA, LKQE FIEEM MFENEGE € RS T MR R EeE, Bk 7 FAT8
EEEEYT BESTRIERMESTEENE -

IR EEE SRS SE, FA22T1-5433T0, W, TE, 202548 H11HZE14H.
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TREC-DL19 TREC-DL20
MAP nDCG@10 Recall@lk MAP nDCGQ@10 Recall@Qlk
LKQFE 50.88 66.23 86.27 49.15 64.27 84.61
w/o My 48.36 63.19 84.58 47.68 62.71 82.50
w/o My&Ms  47.12 62.41 82.74 46.13 61.09 81.58

5. HREISCRILE R

5.2 THRLSCLK

FEARSERH, BATTHER AN EI A E T BRI TTE, BIE KBS EHEAFE
AR R BRA TERT BRRE . TP ESBESRAER, BT T LU HEBISEE
(1) ZEHER (LKQE) : SERREES My REARIURE My - = TTHMBURER M; - 41
R B My - TR B My - (2) ERFNRENEY BES (w/o My) - HEFMW
A= JCEEN BRSO T EIRY R, NIRRT R (3) ERFIREEY BRI =
TCEEELR (w/o My&Ms) : B FEA)TIEN LT T B -

MRIESEIGLE B F 5 A TAT LB S| LIRS (1) LKQE B/ OBEE 8 R i & 1R
FEE TR . (2) ZBRAMREGY RS, = N EhREE R o UiRA AR R AR RS
NERERT BT RERBLHRERESXABE, MHEISRMENEHMLEEE T RESE
RIAERER - EEEEENT BTN . (3) EZRINEERSY BEIA = rE MR, =4
FabRgt—5 T o B = CAMBURS B =T 5 R A THE, R EFNERERY
FIFREXN R (1) w/o MAEH w/o My&Ms FREIEE A, HEAR B BN T
ERZTAER, AERY EEYRA TR S

5.3 ARIKERCEEE LR L adr

FATZEVIIRAE R I E NN LR 107D 3CH, i ESRRR A A1
F nDCG@10 F1 Recall@1k 7E A - F8 FRof Al AR R SURYELE N I R R, TRE
7~ T7EDL19 EANFERGE R R ES R RIERN M . (1) BEZE (Recall@lk) : BEEVIIX
R EMIE N, BRERZHRR - flan, N=SK, BEZILE|T 86.27%, HN=1/f
1180.11% $E%1 T 6.16% - XK, HIIFIHRIEER O SUEE BRI REM SRR LR
ETFXER, #mRAEEGES . (2) HFHEE (hDCGQ10) : nDCGQ10 HHEEWIRIEER
CREELE TR R o B, N=8At, nDCGQ10H 66.23%, TE T N=1/F61.46% . 14
WIS RIS B B R Y BB N I A Ry, S TRRNRE -

EE, AT LIS, WIS R SCREE N A B R fHE Y L EE BER W - MEVIBRRR
CREERE I, AREEMHT REZERES, THE N=SNR&ENEE -
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(a) ARG STHYEE N X Recall@1k FIZIH (b) ARIKZE SRR N X nDCGQ10 FF

5.4 AFRIEEYRKESRE S
AR T HEERT BRI XAKEXENRBEBNOKR, SR B E R E
FIsgm . BARmE, BATREUTEEEE: BEK =2, 4, 6, 8,10, 12, 14,16, 18- [FIFEfE
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FnDCG@10 #1 Recall@1k 7E N IFMFEFR I T IR - FEBR T ARERYT BEKEEDLI £
FIRRMRESR, BT LREE, FATUER ISR (1) BEZE (Recalldlk) :
MET BKEMHEN (KEMN2E14) , AEEZRDREG . XERH, #nrB2EemKE
AUBEELARECHER, TEABEOARGEEERMENT, VERBHHARSE
B EZMHIER . BERN, Ke4WT BERNEGE T HREZHOMER T (86.27%) , M
TK=201/78.31%, & T 7.96%. (2) HFFFHE (mDCGa10) : HFREHHEY BK
EHEINmES, RAUTEBEOAMNEEELZ N, MAHFERERFEGHPFK . K5l
£ K=14FF, nDCGQ103£%]66.23%, mm T K=201[159.75%, XEWEHKHERT B
BRERHEF R E, HBRRAG MM HESIME . 3) VEBERKE (K& 5/RE
MR BIEMR, WINEAKEDEZFRSEEEMETRE, TEEEREFEENEN, &l
VEREERARRAZGAME. TKOERT B (KEBRK) madRkTREER, BARMRE
PEFHEAFREZ R, FERLEER T, T RERRKE NS KBT -

MWEIGHEREE, Ke4WY BRKEZEEE . HHFiE - ¥ ERES T | & EPH
oo MR, FIRY RERERIEA R ARG RMERE, RN A KEIRTRMNTRER -

—@— Recall@1K | —®— nDCG@10

Recall@1K (%)

2 4 6 8 10 12 14 16 18 2 4 6 8 10 12 14 16 18
TRERT BRENRecal@ KB I (FEERHKE ) FRERS REENDCC@IOWEM ( FHENHKE )

(a) REEEY K E K X Recall@1k I (b) AEERYT EBKE KX nDCGQ10 HIFIH

5.5 ANFEIREIIRNT L

TREC-DL19 TREC-DL20
MAP nDCG@10 Recall@lk MAP nDCG@10 Recall@lk
GPT-3.5-turbo 50.88 66.23 86.27 49.15 64.27 84.61
DeepSeek-R1-8B 51.42 65.96 86.19 49.64 65.28 84.17
Llama-3-8B-Instruct-fpl6  48.81 63.73 83.45 47.21 62.82 82.33

F 6. NEETIRCRRT
FEFR6H, FATLE T =FERIE S EMADLIOSDL20EE £ F R RIERE - Bk
E, GPT-3.5-turbo fERecall@1k bR EM, 53 7:5%]86.27% (DL19) F184.61% (DL20) ,
SR EAER T A B 5 E A - DeepSeek-R1-8B AEMAPAInDCGQ10 FFEIMFEZE, 75l
ERATBOREFRE T HREEIRES, WHENSRE T EERME N - bz
T, Llama-3-8B-Instruct-fpl67E & e bR DHSAK, (BAMERE N A FMMEREAKT, A8l FFIR
WERIFERF B N ISCHE T -

6 ik

ARSET R P o0 S SO AR RIS SR B R R UANE ST SRS T, $RH T
—FRIE FEAFIAR ST R BRI % (LKQE) -« %7 08 51 NS LA sE k%
AER, BRERT T RICEHE SGERRTEMAE R - L3R5 RE, LKQE £ AT REE
S DL19 AIDL20 E¥EUE T TIE ERTIERCR, Rk T HAESRE BRI R NERL
PERE AN - RARTAEF, BT P RRFIIRENE S OB SRR IR S, '
THRAL S J% il AR AR R A TN 7 N2 ILEE
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%A SRR

TR

Prompt

AR HUBER

Given a query and the retrieved documents, extract only the sentences
that directly answer, address, or provide relevant information for the
query. Remove any unrelated or less relevant content. Maintain the
original meaning while ensuring the extracted sentences are concise
and informative.

Query: {query}

Documents: { documents}

Sentences: { }

= JCZH UL R

You are a knowledge graph constructor specializing in extracting struc-
tured information from text. Given a document, identify and ex-
tract knowledge triples in the format <head entity; relation; tail en-
tity>: 1.Each triple represents a specific relation or event between en-
tities. 2.The head entity and tail entity must be relevant phrases from
the text. 3.If multiple tail entities share a relation with a head entity,
aggregate them with commas.

Document: { document}

Knowledge Triples: { }

FOVA T 5T R R R

You are an expert in knowledge graph construction. Your task is to
analyze the semantic relationship between a given query and existing
knowledge triples, expand the knowledge triples with relevant entities
and relationships to improve the knowledge graph.

Query: {query}

Existing Knowledge Triples: {existing knowledge triples}

Output KG Triples: {}

Example:

Query: which numbers are the account number on the check?
Existing Knowledge Triples:

(check; location; middle of the bottom) (account number; representa-
tion; long string of numbers) (account number; description; bank ac-
count number) (bank account number; determination; longer number)
(bank account number; extraction; from check)

Output KG Triples:

(check; contains; account number) (account number; location; bottom
of the check) (routing number; followed by; account number) (account
number; uniqueness; unique identifier for specific bank account)
(account number; purpose; setting up direct deposits, making elec-
tronic payments, verifying account information) (check number; differ-
ence from; account number) (check number; location; top right corner
of the check) (account number; sensitivity; sensitive information that
should be kept confidential)

B R

Given a query and some knowledge triples, please write a passage based
on them to answer the query.

Query: {query}

Knowledge Triples: {kg triples}

Passage: {}

£ 7 PRI
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