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摘摘摘要要要

查询扩展旨在通过丰富查询来提升检索效果。在大语言模型结合伪相关反馈的查询扩
展方法中，伪相关文档中的噪声及不连贯信息严重影响了大语言模型的扩展质量。为
此，本文提出一种大语言模型和知识图谱协同的查询扩展方法（LKQE）。LKQE首
先检索出相关文档并提取关键句，然后利用大语言模型从中抽取知识三元组，并补全
实体关系构建出知识图谱，最终在知识图谱指导下生成高质量扩展文本。实验结果表
明，与基线模型相比，LKQE在DL19与DL20数据集上的表现具有显著优势。
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Abstract

Query expansion aims to improve retrieval performance by enriching the original query.
However, in query expansion methods based on large language models(LLMs) that in-
corporate pseudo-relevant feedback, the presence of noise and incoherent information
in feedback documents often degrades the quality of the generated expansions. To
address this issue, we propose LKQE, a query expansion via collaboration between
large language models and knowledge graphs. Specifically, LKQE first retrieves rele-
vant documents and extracts key sentences, then leverages LLMs to extract knowledge
triples and supplement entities and relations to construct a complete knowledge graphs.
Finally, guided by the knowledge graphs, the LLMs generates high-quality expanded
queries. Experimental results on the DL19 and DL20 datasets demonstrate that LKQE
shows a clear performance advantage compared to existing baseline methods.
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1 引引引言言言

信息检索旨在根据用户提交的查询，从大规模文档库中检索出相关文档。然而，由于用户
提交的查询往往较为简短甚至模糊，缺乏充足的上下文语义信息，导致检索系统难以准确理解
用户真实的检索意图，因此系统返回的结果往往与用户期望存在较大偏差。为了解决这一问
题，查询扩展技术被广泛研究并应用。查询扩展的核心思想是对用户提交的原始查询进行语义
丰富化，具体表现为在原始查询的基础上补充或替换某些词汇或短语，以缩短查询与文档间的
语义距离。扩展后的查询能够提高查询的语义丰富度，显著增强了检索系统对潜在相关文档的
识别能力。

近年来，随着大语言模型(Zhao et al., 2023)技术的快速发展，一些大语言模型结合伪相
关反馈(Cao et al., 2008)的查询扩展方法取得了不错的效果。借助伪相关反馈框架，基于大语
言模型的查询扩展方法能够结合相关文档中的潜在信息，进一步提升扩展的质量和相关性。
具体而言，首先利用原始查询对文档集合进行初步检索，从返回结果中选取前若干个高置信
度文档，作为伪相关文档；随后利用这些伪相关文档，作为提示信息，用于引导大语言模型
生成更具针对性和上下文关联性的扩展关键词或文本。例如，Query2Term+PRF (Jagerman
et al., 2023)通过伪相关文档提示大语言模型生成若干关键词，以丰富原始查询的表
达；Query2Doc+PRF (Wang et al., 2023)则通过伪相关文档引导模型生成一段针对原始查
询的完整回答，从而补充查询语义；而MILL (Jia et al., 2023)则是通过伪相关文档和大语言模
型生成的扩展文档进行相互验证，最终筛选出最优的扩展结果。

尽管伪相关文档一定程度上增强了大语言模型生成扩展文本的语义一致性，但由于这些伪
相关文档本身往往来自不同文本片段，存在语义不连贯、冗余甚至噪声的问题，这些因素不可
避免地限制了大语言模型的生成质量。此外，这类方法主要依赖语言模型对上下文文本的隐式
语义建模，而缺乏明确的结构化知识支撑，导致其在处理查询中的实体关系识别、语义歧义消
解以及深层语义推理方面存在明显不足。

为了进一步提高基于大语言模型的查询扩展方法的语义准确性和内容可控性，本文引入了
知识图谱(Fensel et al., 2020)作为辅助知识源。知识图谱是一种结构化的知识表示工具，通过有
向标记图的形式清晰地描述实体及其相互之间的语义关系，能够以更加细粒度、紧凑且高效的
方式组织信息(Kau et al., 2024)。与直接使用原始文本信息进行知识注入相比，知识图谱经过
了数据清洗、去重和语义整合过程，提供了更为纯净且高质量的知识单元。因此，知识图谱的
引入可以有效缓解大语言模型在生成过程中易产生的幻觉现象，减少生成文本中的噪声，并使
生成内容的语义更加明确且易于解释。

基于此，本文提出了一种大语言模型和知识图谱协同的查询扩展方法（LKQE），通过五
个步骤实现高质量的查询扩展。首先，使用传统的BM25检索模型从大规模语料库中获取与原
始查询高度相关的初步文档集合；随后，从该初步结果中提取与查询最密切相关的关键句子，
并进行聚合，以确保获得的上下文信息更具代表性；第三，利用大语言模型对聚合后的文本进
行深度处理，抽取其中的核心实体与实体之间的关系，从而形成规范化的三元组表示；第四，
基于原始查询及已抽取的三元组信息，进一步补充和完善实体及关系，构建出全局的结构化知
识图谱。最后，利用构建好的知识图谱引导大语言模型生成更加精确、语义连贯且具备可解释
性的扩展查询文本。实验结果表明，在DL19和DL20两个公共数据集上的性能评估中，本文提
出的LKQE方法相较于现有的主流方法表现出显著优势，有效提高了查询扩展的质量和检索系
统的整体性能。

2 相相相关关关工工工作作作

2.1 查查查询询询扩扩扩展展展

查询扩展是信息检索领域的经典技术，其核心思想是通过向原始查询中添加与之语义相近
的词汇，扩充语义信息，从根本上提升检索系统的性能。

传统的查询扩展方法大多基于伪相关反馈的扩展。该方法假设初次检索结果中排名靠前的
若干文档与原始查询具有高度相关性，并以此为基础抽取出频率或权重较高的词汇扩展原查询
例如，RM3 (Abdul-Jaleel et al., 2004)通过分析排名前几的文档来估计词项的相关性分布，并
利用该分布对查询进行扩展；KL扩展(Amati and Van Rijsbergen, 2002)通过计算查询与文档之
间的KL散度来度量查询与文档模型的差异，从而选择性地扩展查询。然而，由于初次检索结果
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的质量难以保证，一旦前期结果中包含大量噪声文档，将严重干扰查询扩展过程，导致扩展查
询内容偏离用户最初的检索意图，从而降低检索性能。

近年来，基于大语言模型的查询扩展方法已成为信息检索领域的研究热点。大语言模型凭
借卓越的语言理解与生成能力，能够生成更契合用户意图的扩展查询。Query2Doc(Wang et al.,
2023)提出了一种结合少样本提示策略的框架，利用大语言模型生成语义相关的“伪文档”，并据
此扩展原始查询。与传统方法不同，该框架无需依赖初步检索结果，而是依赖于大语言模型固
有的知识生成语义丰富的伪文档，增强查询表达，显著改善检索效果。

此外，将大语言模型与伪相关反馈机制相结合，已成为提升查询扩展效果的重要途径。例
如，MILL (Jia et al., 2023)将检索得到的文档与大语言模型生成的文档进行相互验证，选取最
相关的信息从而实现最佳扩展。这类方法利用初步检索结果中的潜在相关文档，同时结合大语
言模型生成更具针对性和语义丰富度的扩展内容，能够有效增强扩展文本的准确性和相关性，
从而提升检索性能。然而，尽管伪相关文档在相关性上与原始查询较为匹配，但由于其通常由
多个不同文本片段拼接而成，语义连贯性较差，且往往包含冗余信息和噪声，这些问题在很大
程度上限制了大语言模型的生成质量。因此，本文通过引入知识图谱，与大语言模型协同完成
查询扩展任务。

2.2 大大大语语语言言言模模模型型型

大语言模型的发展历程可以追溯到 2017年Transformer (Vaswani et al., 2017)架构的提出，
为大规模预训练模型的诞生奠定了基础。OpenAI于 2018年推出的GPT系列标志着这一领域的
突破，特别是GPT-3 (Brown et al., 2020)通过 1750亿参数实现了前所未有的语言生成能力。随
着ChatGPT的发布，通过引入强化学习与人类反馈（RLHF）(Ouyang et al., 2022)，大语言模
型在对话系统中展现了更强的交互性与推理能力。2023年以来，GPT-4 (Achiam et al., 2023)的
发布进一步扩展了在多模态任务中的能力，使得模型在更复杂的任务中展现出卓越的性能，如
图文问答、视觉-语言推理等任务，近期发布的GPT-4.1 (Taniguchi and Lindsey, 2025)更是在编
程和指令遵循方面，取得了重大进展，进一步提升了其应用场景的广度和深度。此外，Meta发
布的LLaMA(Touvron et al., 2023)系列开源模型也展示了较小参数规模模型在多个NLP任务
中的优越性。

2024年，随着技术的不断进步，大模型在复杂问题解决和深度推理能力上取得了显著进
展，OpenAI-o1 (Jaech et al., 2024)，OpenAI-o3 (Pfister and Jud, 2025)等推理模型的推出，标
志着人工智能在模拟人类思维模式上迈出了重要一步。2025年初，中国推出了具有开创性且高
性价比的大型语言模型DeepSeek-R1(Guo et al., 2025)。DeepSeek-R1在数学计算、代码生成、
自然语言推理等关键领域表现出色，性能已比肩OpenAI的GPT-o1正式版。此外，DeepSeek-
R1还以其“超成本效益”和“开源”设计挑战了AI领域的传统规范，推动了先进大模型的普及。

2.3 融融融合合合大大大语语语言言言模模模型型型与与与知知知识识识图图图谱谱谱的的的方方方法法法

融合大语言模型与知识图谱的方法是近年来自然语言处理一个重要的发展方向，大语言模
型与知识图谱的融合可以实现两者各自的优势互补，推动更高效、更智能的知识处理和推理。

一方面，知识图谱作为一种结构化、可验证的知识表示形式，能够为大语言模型提供稳
定、权威的事实支撑，显著提升其生成内容的准确性和可解释性，缓解“幻觉”问题。例如，在
语义推理方面，近期提出的R3方法(Toroghi et al., 2024)利用知识图谱增强问答任务中的推理
过程。该方法将常识性知识图谱问答问题转化为树状结构的搜索任务，借助大语言模型的语言
能力配合图谱中的常识公理，实现了对推理路径的结构化建模。这种方法不仅提升了模型的推
理准确性，还使得推理过程更具可验证性，从而有效实现了将来自知识图谱的语义理解能力注
入到大语言模型中。

另一方面，大语言模型凭借着在大规模语料上训练所获得的丰富语言知识与语义理解能
力，也能为知识图谱的构建与完善提供了全新手段。例如，BertNet (Hao et al., 2023)通过从大
语言模型中抽取任意关系的实体对，进而构建通用知识图谱。该方法通过多轮改写初始提示，
利用大语言模型对改写后提示的回答生成候选实体对，并进行排序，最终保留排名靠前的实体
对作为图谱的组成部分。Kommineni (2024)等人提出了一种半自动化的知识图谱构建流程，借
助ChatGPT-3.5强大的生成能力，首先生成涵盖特定主题的高层次问题，然后进一步引导模型
抽取问题中的实体与关系，构建本体，并将文档中提取的信息映射至该本体以构建知识图谱。
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3 方方方法法法

本文提出的查询扩展方法主要包括 5大核心模块。检索模块：检索出与查询相关的前 k个
文档；关键句提取模块：从前 k个文档中提取出与查询直接相关的句子并聚合；三元组抽取模
块：从聚合的信息中抽取实体关系三元组；知识图谱扩展模块：识别原始查询与三元组语义联
系，扩展三元组，完善知识图谱；查询扩展模块：结合原始查询和知识图谱生成的高质量扩展
文本。LKQE的算法如表 1所示。我们在附录A中提供了各子模块的提示词。

图 1. LKQE框架图

3.1 检检检索索索模模模块块块

检索模块采用BM25检索模型，根据用户查询从文档集合中检索出前 k个最相关的文
档D = {d1, d2, ..., dk}。BM25模型的公式核心是词频（TF）和逆文档频率（IDF），仅依赖文
本索引，根据相关性对文档进行排序。因此具有高效性和良好的检索性能，可以直接用于大规
模数据集检索。该模块可以快速从大规模语料库中检索出相关文档，确保为后续处理提供高质
量候选文档，保证语义扩展的基本方向，如式（1）所示。

D = BM25(query) = {d1, d2, . . . , dk} (1)

3.2 关关关键键键句句句提提提取取取模模模块块块

从检索模块接收到前 k个文档D = {d1, d2, ..., dk}后，关键句提取模块使用大语言模型来理
解并提取与原始查询最相关的句子，同时过滤掉不相关的内容。具体而言，对于每个文档 di，
我们提取出关键句子 {s1, s2, ..., sk}，并将它们聚合成一个集合S，如式（2）所示。此过程可
确保只有每个文档中最相关的信息才会传递给后续模块，从而确保在后续构建知识图谱的过程
中能够提取出关键信息，提高查询扩展的精度。

S = LLM(prompt1, D) = {s1, s2, . . . , sn} (n ≥ k) (2)

3.3 三三三元元元组组组抽抽抽取取取模模模块块块

关键句提取模块所提取的句子虽然与原始查询直接相关，但句子之间彼此独立，缺乏连贯
的上下文语义，难以直接支持后续的查询扩展。因此，三元组抽取模块的核心目标，是对提取
模块中的句子集合S进行重新整理和结构化表达。在获得相关句子集合S后，三元组抽取模块
从中抽取结构化的实体关系信息，整理成三元组的形式，具体步骤如下：首先，利用大语言模
型，从句子集合S中提取实体集Ei = {e1, e2, ..., em}和关系集Ri = {r1, r2, ..., rk} ，然后将其组
织为结构化的三元组{ei, ri, e

′
i}，如式（3）所示。
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T = LLM(prompt2, S) = {⟨e1, r1, e
′
1⟩, ⟨e2, r2, e

′
2⟩, . . . ⟨em, rm, e

′
m⟩} (3)

LKQE 算算算法法法：：：

输入：用户查询q
输出：扩展后的查询q′

对于每一个查询q：
检索出前k个相关文档:

D = BM25(q) = {d1, d2, . . . , dk}
提取出相关文档中的关键句：

S = LLM(prompt1, D)
从关键句中抽取出三元组：

T = LLM(prompt2, S)
扩展三元组完善知识图谱:

KG = LLM(prompt3, q, T )
生成查询扩展文本:

expansion = LLM(prompt4, q,KG)
新查询：q′ = concat(3 ∗ q, expansion)

表 1. LKQE算法

3.4 知知知识识识图图图谱谱谱扩扩扩展展展模模模块块块

知识图谱扩展模块结合原始查询 query和已有三元组T 之间的语义关联，分析知识图谱
中仍缺失的实体与关系，从而补充三元组，提高知识图谱的完整性。具体来说，模块首先
对 query和已有三元组 (h, r, t) ∈ T 进行语义对齐，识别 query所隐含但尚未在T 中显式体现
的信息片段。随后，模块基于语言模型的推理能力，生成包含新实体与新关系的补充三元
组 (h′, r′, t′)，这些三元组与原始查询语义紧密相关。最终，扩展后的知识图谱KG包含了更全
面的实体与关系，能够为查询扩展模块提供更加充分的语义支持，如式（4）所示。

我们的策略主要基于“横向”与“纵向”两个维度对图谱进行扩展，具体说明如下：横向扩
展（实体扩展）：我们尝试为当前图谱中已有的核心实体引入更多“兄弟节点”或“语义相关实
体”。纵向扩展（关系深化）：对于已有实体对，我们引导LLM挖掘更多潜在的关系。表 2展
示了DL19中的知识图谱扩展示例。最终，构建的知识图谱KG将作为查询扩展模块的输入，
为大语言模型生成更精准条理的查询扩展文本提供结构化知识支撑。

KG = LLM(prompt3, query, T ) = {⟨e1, r1, e
′
1⟩, ⟨e2, r2, e

′
2⟩, . . . ⟨en, rn, e

′
n⟩} (4)

3.5 查查查询询询扩扩扩展展展模模模块块块

在知识图谱KG构建完成后，查询扩展模块利用该结构化信息，结合原始查询 query，生
成高质量的查询扩展文本。具体而言，该模块结合原始查询、知识图谱中的实体关系三元组，
利用大语言模型的理解和推理能力，充分理解查询的意图，生成最终的查询扩展文本。该扩展
文本不仅涵盖原始查询的核心信息，还融入了知识图谱提供的额外语义信息，既够从知识图谱
的全局结构考虑，保证生成文本的完整性和条理性，又能充分利用三元组表达的关键实体和联
系，从而确保生成查询扩展的质量，如式（5）所示。

经过 5个模块的信息整合与处理后，我们将生成的查询扩展文本 expansion与原始查
询 query结合，构建新的查询输入。值得注意的是，考虑到扩展后的查询长度会覆盖掉一
部分原始查询的语义空间，我们将原始查询 query重复三次，以强化其在最终扩展文本中的语
义权重，如式（6）所示。

expansion = LLM(prompt4, query,KG) (5)

query′ = concat(3 ∗ query, expansion) (6)
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总体而言，LKQE是一种结合知识图谱优化伪相关文档注入，协同大语言模型共同工作的
查询扩展方法。并且，LKQE的整个过程不需要对任何模型进行额外的训练和微调，仅依靠大
语言模型的固有能力在少样本环境下生成高质量的查询扩展文本。这种基于现成的大语言模型
和检索模型的方法在各种搜索系统中具有巨大的应用潜力。

Input Output

Query:
what are the three distinct layers of the
earth?

Existing Knowledge Triples:
⟨ Earth; layer composition; four distinct layers ⟩
⟨ Inner core; location; centre ⟩
⟨ Mantle; description;widest section of the Earth⟩
⟨ Crust, Mantle, Core; type; chemical layers ⟩
⟨ Crust; location; surface of the Earth ⟩
⟨ Crust; composition; chemically distinct layer ⟩

Output KG Triples:
⟨ Earth; has layers; crust, mantle, core ⟩
⟨ Crust; type; continental and oceanic ⟩
⟨ Crust; thickness; thinner than mantle ⟩
⟨ Crust; function; where all life on Earth exists ⟩
⟨ Mantle; depth; about miles ⟩
⟨ Mantle; function; movement of tectonic plates ⟩
⟨ Mantle; function; generation of volcanic activity ⟩
⟨ Core; division; liquid outer core and solid inner core ⟩
⟨ Outer core; composition; molten iron and nickel ⟩
⟨ Inner core; composition; solid metal due to pressure ⟩
⟨ Earth; has layers; working together ⟩

表 2. 知识图谱扩展模块在DL19上的扩展示例。当多个尾实体共享一个头实体时，我们用逗号
隔开。例如，⟨ Earth; has layers; crust, mantle, core ⟩。

4 实实实验验验设设设计计计

4.1 数数数据据据集集集和和和评评评价价价指指指标标标

本文的方法在TREC-DL-2019和TREC-DL-2020这两个广泛使用的公共数据集上进行了系
统性实验，以评估其在实际信息检索任务中的有效性和稳定性。TREC-DL-2019和TREC-DL-
2020数据集基于MS MARCO语料库构建，涵盖了新闻文章、博客和网页内容等多种类型。数
据集由专业评审员进行高质量相关性标注，广泛用于评估深度学习检索模型的性能。表 3统计
了这两个数据集的查询(queries)数量、查询平均长度(len(q)，以单词为单位)、文档(docs)数量
和查询相关性判断(qrels)数量信息。

Dataset queries len(q) docs qrels

TREC-DL19 43 5 8.8M 9.3K
TREC-DL20 54 6 8.8M 11K

表 3. 数据集统计信息

关于评价指标，本文实验中，我们主要关注MAP、nDCG@10、Recall@1k，从多维度
来衡量模型的排序性能。MAP：计算所有查询的平均精度，反映整体检索系统的精度表
现。nDCG@10：衡量检索结果的排序质量，考虑相关性和位置权重，@10表示关注前 10个结
果。Recall@1k：衡量前 1000个返回文档中包含的相关文档比例，侧重于召回能力。

4.2 基基基线线线模模模型型型

为了全面评估我们所提出方法的有效性，我们选择了多种具有代表性的基线模型进行对
比，以确保对比的全面性和权威性。具体而言，我们采用以下几类基线方法：

（1）传统的查询扩展方法：Bo1、KL、RM3。

（2）基于大语言的查询扩展方法：Query2Term、Query2Term-FS（Query2Term的少样
本版本）、Query2Term-PRF（PRF文档增强Query2Term）、Query2Doc 、Query2Doc-FS
、Query2Doc-PRF 、CoT(Jagerman et al., 2023) 、CoT-PRF 、MILL。
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TREC-DL19 TREC-DL20

MAP nDCG@10 Recall@1k MAP nDCG@10 Recall@1k

BM25 37.00 49.75 73.62 35.87 49.36 75.12

传传传统统统的的的查查查询询询扩扩扩展展展方方方法法法

Bo1 39.99 50.86 75.11 39.67 49.47 79.48
KL 39.77 50.57 74.66 39.53 49.27 79.39
RM3 40.45 51.56 75.43 40.22 50.43 79.94

基基基于于于大大大语语语言言言模模模型型型的的的查查查询询询扩扩扩展展展方方方法法法

Query2Term 29.91 44.17 68.81 38.49 50.12 79.07
Query2Term-FS 37.51 50.38 76.13 35.59 47.80 78.76
Query2Term-PRF 37.18 48.56 70.20 33.70 47.76 76.68
Query2Doc 49.04 62.77 84.21 47.03 61.22 83.38
Query2Doc-FS 49.65 63.83 83.75 45.27 61.45 82.57
Query2Doc-PRF 44.56 59.00 82.12 43.49 55.28 82.57
CoT 45.67 63.44 83.43 42.34 58.39 80.11
CoT-PRF 44.73 61.63 80.37 44.04 60.81 80.49
MILL 53.11 63.80 85.92 48.17 61.79 85.27

LKQE(ours) 50.88 66.23 86.27 49.15 64.27 84.61

表 4. LKQE在TREC数据集上的表现

4.3 超超超参参参数数数设设设置置置

本文的实验均使用PyTerrier框架完成。对于检索模块，我们使用BM25检索模型并默认
参数，词项频率饱和度参数 k1 = 1.3，文档长度归一化参数 b = 0.75。对于大语言模型，我们
使用OpenAI的API接口实现对GPT-3.5-turbo模型的调用，随机度参数 temperature = 0.7，
核采样参数 top p = 0.9，最大生成长度参数max takens = Infinite，以确保模型输出的完整
性。对于实验过程中部分超参数，我们设置如下：检索模块中检索 top k个文档，k设置为 8；
查询扩展模块生成的扩展文本长度 len限制为原始查询的 15倍。

5 实实实验验验结结结果果果及及及分分分析析析

5.1 整整整体体体性性性能能能分分分析析析

表 4展示了多种查询扩展方法在TREC-DL19与TREC-DL20两个数据集上的性能表现，
涵盖传统方法、基于大语言模型的方法以及我们提出的LKQE方法。从整体结果来看，我们的
方法在各项指标上均表现优异。

在TREC-DL19上，LKQE方法在 nDCG@10和Recall@1k上分别达到了66.23%和86.27%，
在所有方法中排名第一，仅在MAP上低于MILL。值得注意的是，尽管MILL在MAP上领
先，但LKQE在 nDCG@10和Recall@1k上具有明显优势，表明其在实际检索中能够更有效地
提升前排结果的相关性与整体覆盖率。在TREC-DL20上，LKQE在MAP和 nDCG@10上取得
了 49.15%和 64.27%的最高成绩，同时Recall@1k达到 84.61%，仅次于MILL的 85.27%，显示
出强大的通用性与稳定性。

相较于传统查询扩展方法（如Bo1、KL、RM3），LKQE在所有指标上均有显著提升，这
表明大语言模型和知识图谱协同能够有效地补充原始查询的语义信息。同时，相比于其他基于
大语言模型的扩展方法（如Query2Doc、CoT、MILL 等），LKQE 在保持良好召回率的同时
进一步提升了排序质量和MAP，展现出更强的综合检索能力。

综上所述，LKQE方法在两个评测数据集上均取得了最优或次优的性能，验证了我们的方
法在查询扩展任务中的有效性与稳定性。
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TREC-DL19 TREC-DL20

MAP nDCG@10 Recall@1k MAP nDCG@10 Recall@1k

LKQE 50.88 66.23 86.27 49.15 64.27 84.61
w/o M4 48.36 63.19 84.58 47.68 62.71 82.50
w/o M4&M3 47.12 62.41 82.74 46.13 61.09 81.58

表 5. 消融实验结果

5.2 消消消融融融实实实验验验

在本实验中，我们分析方法中各个模块对最终查询扩展效果的贡献，验证大语言模型协同
知识图谱是否提升了查询扩展的质量。为了评估各模块的作用，我们设计了以下消融实验：
（1）完整模型（LKQE）：包括检索模块M1、关键句提取模块M2、三元组抽取模块M3、知
识图谱扩展模块M4、查询扩展模块M5。（2）去除知识图谱扩展模块（w/o M4）：直接用抽
取的三元组作为上下文进行查询扩展，不进行知识图谱扩展。（3）去除知识图谱扩展模块和三
元组抽取模块（w/o M4&M3）：直接用关键句子作为上下文进行扩展。
根据实验结果表 5我们可以得到以下结果：（1）LKQE的核心模块对的查询扩展质量的提

升都有贡献。（2）去除知识图谱扩展模块，三个指标都明显下降。说明知识图谱扩展模块能够
为原始查询扩展了大量关键实体信息与关系信息，知识图谱提供的结构化信息有助于大语言模
型生成更流畅、信息更丰富的扩展查询。（3）去除知识图谱扩展模块和三元组抽取模块，三个
指标进一步下降。说明三元组抽取模块抽取的三元组与关键句子相比，能够更好的表达信息之
间的语义关系。（4）w/o M4要比w/o M4&M3下降幅度大，说明知识图谱扩展模块补充了丰
富的三元组信息，为查询扩展模块提供了详细的指导。

5.3 不不不同同同检检检索索索文文文档档档数数数量量量实实实验验验对对对比比比分分分析析析

我们设定初次检索文档数量为从 1到 10个文档，并分析其对检索效果的影响。我们使
用nDCG@10和Recall@1k作为评测指标来评估不同检索文档数量对检索效果的影响，下图展
示了在DL19上不同检索文档数量对检索效果的影响。（1）召回率（Recall@1k）：随着初次
检索文档数量的增加，召回率逐渐提高。例如，N=8时，召回率达到了 86.27%，比N=1时
的 80.11% 提高了 6.16%。这表明，增加初始检索的文档数量能够提供大量的与原始查询相关的
上下文信息，进而提升召回能力。（2）排序质量（nDCG@10）：nDCG@10也随着初次检索
文档数量的增加而提高。例如，N=8时，nDCG@10为 66.23%，远高于N=1时的 61.46%。增
加初次检索的文档数量帮助系统在扩展查询时更好地排序相关文档，提高了检索的质量。
因此，我们可以得出，初次检索文档数量对召回率和排序质量有显著影响。随着初始检索

文档数量的增加，召回率和排序质量逐渐提高，尤其在N=8时效果最为显著。

(a) 不同检索文档数量N对Recall@1k的影响 (b) 不同检索文档数量N对 nDCG@10的影响

5.4 不不不同同同查查查询询询扩扩扩展展展长长长度度度实实实验验验对对对比比比分分分析析析

我们通过将查询扩展的文本长度设置为原始查询的K倍，分析不同扩展长度对检索效果
的影响。具体而言，我们设定以下实验设置：设置K = 2, 4, 6, 8 ,10, 12, 14 ,16, 18。同样使
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用 nDCG@10和Recall@1k作为评测指标进行评估。下图展示了不同查询扩展长度在DL19上
的检索效果差异，通过分析实验数据，我们可以得到以下结果：（1）召回率（Recall@1k）：
随着扩展长度的增加（K倍从 2到 14），召回率逐步提高。这表明，增加扩展查询的长度
可以覆盖更多可能相关的信息，尤其在查询本身信息有限的情况下，扩展能够帮助系统召
回更多相关结果。具体来说，K=14的扩展查询召回了最多的相关文档（86.27%），相比
于K=2时的 78.31%，提升了 7.96%。（2）排序质量（nDCG@10）：排序质量也随着扩展长
度增加而提高，表明扩展查询不仅召回更多文档，而且排序结果更符合用户需求。特别
是K=14时，nDCG@10达到 66.23%，远高于K=2时的 59.75%，这意味着更长的查询扩展能
有效提升排序质量，帮助检索系统更准确地排列相关文档。（3）扩展查询长度（K倍）与检索
效果呈正相关，增加查询长度可以显著提高召回率和排序质量，尤其在查询信息不足时，查询
扩展能显著提升检索系统的性能。过长的查询扩展（K倍较大）可能带来冗余信息，虽然性能
提升但边际效益逐渐减小，在某些情况下，扩展查询的长度并不是越长越好。

从实验结果来看，K=14的扩展长度是召回率、排序质量、扩展质量等方面的最佳平衡
点。此时，查询扩展能够有效提升检索系统的性能，同时避免过长查询带来的冗余信息。

(a) 不同查询扩展长度K对Recall@1k的影响 (b) 不同查询扩展长度K对 nDCG@10的影响

5.5 不不不同同同模模模型型型效效效果果果对对对比比比

TREC-DL19 TREC-DL20

MAP nDCG@10 Recall@1k MAP nDCG@10 Recall@1k

GPT-3.5-turbo 50.88 66.23 86.27 49.15 64.27 84.61
DeepSeek-R1-8B 51.42 65.96 86.19 49.64 65.28 84.17
Llama-3-8B-Instruct-fp16 48.81 63.73 83.45 47.21 62.82 82.33

表 6. 不同模型效果对比

在表 6中，我们比较了三种主流语言模型在DL19与DL20数据集上的检索性能。整体来
看，GPT-3.5-turbo在Recall@1k上表现最优，分别达到 86.27%（DL19）和 84.61%（DL20），
显示出其在提升召回方面的优势。DeepSeek-R1-8B在MAP和nDCG@10 上表现稳定，分别
在两个数据集中取得了最高或次高分，说明其对高质量文档排序具有较强能力。相比之
下，Llama-3-8B-Instruct-fp16在各项指标上略低，但仍维持较为合理的性能水平，体现出开源
模型在特定场景下的实用潜力。

6 结结结语语语

本文针对伪相关反馈文档在大语言模型查询扩展中的语义不连贯与噪声干扰问题，提出了
一种大语言模型和知识图谱协同的查询扩展方法（LKQE）。该方法通过引入结构化的实体关
系信息，有效提升了扩展文本的语义准确性和相关性。实验结果表明，LKQE在公开检索数据
集DL19和DL20上均取得了优于现有主流方法的效果，验证了其在复杂信息检索场景下的有效
性和通用性。未来工作中，我们将进一步探索将知识图谱与大语言模型的推理能力相结合，提
升模型在复杂语义理解和深层关系推断场景下的泛化能力。
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附附附录录录A 提提提示示示词词词设设设计计计

子模块 Prompt

关键句提取模块

Given a query and the retrieved documents, extract only the sentences
that directly answer, address, or provide relevant information for the
query. Remove any unrelated or less relevant content. Maintain the
original meaning while ensuring the extracted sentences are concise
and informative.
Query: {query}
Documents: { documents}
Sentences: { }

三元组抽取模块

You are a knowledge graph constructor specializing in extracting struc-
tured information from text. Given a document, identify and ex-
tract knowledge triples in the format <head entity; relation; tail en-
tity>：1.Each triple represents a specific relation or event between en-
tities. 2.The head entity and tail entity must be relevant phrases from
the text. 3.If multiple tail entities share a relation with a head entity,
aggregate them with commas.
Document: { document}
Knowledge Triples: { }

知识图谱扩展模块

You are an expert in knowledge graph construction. Your task is to
analyze the semantic relationship between a given query and existing
knowledge triples, expand the knowledge triples with relevant entities
and relationships to improve the knowledge graph.
Query: {query}
Existing Knowledge Triples: {existing knowledge triples}
Output KG Triples: { }
Example:
Query: which numbers are the account number on the check?
Existing Knowledge Triples:
⟨check; location; middle of the bottom⟩ ⟨account number; representa-
tion; long string of numbers⟩ ⟨account number; description; bank ac-
count number⟩ ⟨bank account number; determination; longer number⟩
⟨bank account number; extraction; from check⟩
Output KG Triples:
⟨check; contains; account number⟩ ⟨account number; location; bottom
of the check⟩ ⟨routing number; followed by; account number⟩ ⟨account
number; uniqueness; unique identifier for specific bank account⟩
⟨account number; purpose; setting up direct deposits, making elec-
tronic payments, verifying account information⟩ ⟨check number; differ-
ence from; account number⟩ ⟨check number; location; top right corner
of the check⟩ ⟨account number; sensitivity; sensitive information that
should be kept confidential⟩

查询扩展模块

Given a query and some knowledge triples, please write a passage based
on them to answer the query.
Query: {query}
Knowledge Triples: {kg triples}
Passage: { }

表 7: 子模块提示词设计
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