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Abstract

In recent years, non-autoregressive image captioning has gained significant attention
due to its capabilities in bidirectional propagation and parallel word generation. Mean-
while, considerable progress has been made in research on discrete diffusion-based
approaches. However, during the processes of discrete noise addition and denoising,
existing methods still face critical challenges such as weak image-text relevance, object
omission, inaccurate descriptions, and word repetition. To address these issues, we
propose a semantic-aware discrete diffusion model. This model incorporates a learn-
able query mechanism to construct a semantic perception module, which captures
latent correlations with object-level semantic features in images, thereby improving
caption generation. Building upon this foundational model, we further introduce a
self-prompting optimization framework that leverages large language models to gener-
ate richer descriptions that better align with image details. Comprehensive experiments
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on the COCO dataset demonstrate that our method achieves notable improvements in
image captioning tasks and outperforms existing relevant approaches

Keywords: Image Captioning , Discrete Diffusion Model , Large Language Model ,
Self-Prompting

1 5§

B A ERE N — I E EZ B SES, B HshERS BBRNAEE L —R B Esh e
AT A o H BT T EZ R miSEs- b asaste . LLE EE7H0#172>] (Cornia et al.,
2020; Li et al., 2022; Yao et al., 2018; Herdade et al., 2019), FiFMERAAESA - BBV %
AR AR P (AR M RGBS E /IR - A, SRR E T RIRRIEF BT
% (Guo et al., 2021; Yan et al., 2021; Yu et al., 2023), %5 SR NA XXARE BAZ 35 HAT1H
B R, HRTERZXSORFESE BRRI, 3F B mE77 A7 EiRZ ME e bs_E R R I
AT 5EIFTE-

BEEY HEUZAY (Ho et al., 2020; Song et al., 2021)7E 34 A EUS B & AT, MR A
T8 S 1] B B A2 S B T T IR R AR, MY R T AE B EAE B TTIERIR A - Austinds
A (Austin et al., 2021)% H 7E B BCIR AR 2 B SEEN A TG AR 75 VR N 5 5 R 2 - FE B ALY AK
RIS F Y BOS Bl R R R P IR IR S | RF SR IG SCAR AL N TR LAY [MASK]” B3
0 R RENZ S N4 MASK] RS E AR o 5O R AR R RBEBOT R, X
— B SOR SIS T — € IR - He® A (He et al., 2023b)[FIFEET B ELY BUSR L 12 HY
T DiffusionBERT - RUEH A T TIIGRETI TS, (BB RURA A4 USRS 5 HME DU 32
BRI R - JAh, BT IR RE TR LR MASK] FRIC, XG0 T 42 B SRR
MERE, FTRESEER T ERNESEIBRITX -

REEEHEA (LLMs) £35S AN TR BB BARRERRIEEEEEH - BFUIREN,
W WInstructGPT (Ouyang et al., 2022)F1LLaVA (Liu et al., 2023)% KAY1E F AV ET RN H &
R RRE S - SBIRBETRE OO RES T ETR N, XELLMsRER A ST o35 B g
HERAEN B IS - ORT, & BT A TR AR R TR G S 14 R, T RETI%
FEOMREIRIELER, EEFTRSELIENEE R -

N AR, TR T — MR T UG B B R R R A iR T o AT 8
S SRR I M R L R S B, R R R, 3 X
i Y RIPRC S SOR R R FHATRL G - SXPST (T AR 5 A B RERS B A ROt B R R 5 SO
MBS CHR, IIMAERGE L —E BT FE /L . £—ERE LRy SudETiE UER
R R ERAR T S5 (w] o

SRRy, T EAR HAEMERL, BTt — D T BRI RESR « @i R A
BRORES BN RFIEES, HHRIESEIIE AR A RN, AR EE & G
FRIER . TP XLEREREVIRERIERENE AR, GEHRESHREH—PF
B BGOURA - ZESGEE BIRRERTE, FMRARKESHRAEREEEN T EE S FEEMT
FRMERRR, AR ERET A AT A o XM IR AR TR N AR IO,
B AR I A BRI T B A -

ARICHFEZE DT R UGN R LA = A J5 -

o R T —MERE BB B BURTY, 8 0 3R B A RO AR A SO PRI IR SR
HRPE, SRAR T MR B I SO S PR AR DR R 258 P L«

o BT T TH M E R A AR B BSRIER, A E SR A REE S, BRI
HE T RN AT S FEEE -

o ERTFARMBEIEECOCO L, R i BT S A HEZR 5 IR STtk 5 YA 47X HL Sk
1o GERRM, TieREMER SRR R, HAERRERE BE R -
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2 HXRIAE

FREGHRER T EEERARMER. BEASEARE . BHARGRHER T ES
HET HEJF%E#E (Anderson et al., 2018; Karpathy and Fei-Fei, 2015), % & a1 7 =
HEROCRRR - BRI S, RN B, X LET7 kR B A B R EHIE S © A4 B SO SE
T J5 223A1E - [ & TransformerfE IR B 2% > AU EUG T B K AIALT), AoANet (Huang et al.,
2019)FIM2Transformer (Cornia et al., 2020) 555281 138 3t (i FHIF & A WL LI E R 5 SR E) 5
B H -

3E H [ AT 2 — AR © A4 BOPRIC R TIN5 51 0 A AR Y - 2R B RE 6 SE RS AR B
Frign M AENL 2R I - EIRRA A B 2 DM AUSRILH E RV ), HHRJTIEWIMNIC (Gao et
al., 2019) ~ MIR (Lee et al., 2018)FISATIC (Zhou et al., 2021)Z& KRG ZFE . R, HT
B = 3 A BT A BRI ¢ R AR, B SR AR AR AR SRR AS R A AR -

BEE FONGRETY A& f, 3F B B3 75 TR SOR A At — PG B e - MR e
BEFUN SRR 5 4 B E T4 ML S (Su et al., 2021) . HAN, BEEY BUEAEIA A BUES 1
BRI, BFRE WA BIRR R BUSEIE RN IR B B3SO A BUERL RN -

Bl BTV R SIRERTE S THRRN B, FEA S AMNE . F—RETES
P BRI (Chen et al., 2023; He et al., 2023a), HBJEESY BUIRE, KU AELL R B
TR A (RS S 0 R A AT RO - ORI, TR LA B E NERS L TRICR
B, BEEARECRFE LRMEEE AR S EB0E L E R SAEEE M- - o, RIERERE
EMEROR R, AR DEEIRIES R IRTRIE A —EUE (He et al., 2023a) -

BORETHERY BURE, 538 BUREURNE, HEEEEICH a2 i 7 E
NS ZBx, MEAEMER TR &2 6] o MR B RS  [MASK]" ARic, 25 Mo FE IR 4
PRE X HpTAE - (R M7 15 B FEDiffusionBERT (He et al., 2023b) - Diffusion-NAT (Zhou et
al., 2024)FIDDCAP (Zhu et al., 2022) « VCC-DiffNet(Cheng et al., 2024) ~ SD3(Zhao et al.,
2024)%F o B BUAE BCREE SCRAATE AT AR, 456 T0ISRE SR8 r ol A2 s e B8 A) 1 - EAER
BHRORES T, BEMRERNS 2RI RN FERNEANER - BIRGER - R AR LR
BEE SR

KB E R F B IAES T RN AR CBS —E g . FRTEFEE SRR TET
S KIE SR A R B AEHIHGER (W et al., 2023), {HIX R IEFEEL G RERENLETR « 7]
EHANRERRME . WA, KESREAGELER S EBEEGREAT, NSS4 nERE
R

FEAL B A EESSH, HuZE A (Hu et al., 2023)# H ) A= AR 2o 56 i i R KiE 51
B ARERE R - B &, ARBFFT A ORE S A F L0 ) 2 RE SR LR BT B B
BRI EZREVIRERNER GRS S, KBRS SCRE G, BRSOt T A
R BER M S T SRR
3 &

ATHEH T —FH T B GR I AR A B TE SUBHI S B B (SeDDM) - WK 1P7R, %
R A & = DM OAE M 8 USRS « 18 RS R DL B T Transformer 3 BUB Y
2. TEMLER b, FATHE—PWET — D RIESEAR I BRRICAESE - B 4FR, %
NEZEE R BRI IAME S TR M NS LR B TE, AR KB SR A RE SUHERE RS ) R
SECHEIAR A AR BT & -

3.1 EIBFHERE

M ANEIRT, BA1BINCLIPE G453 (Radford et al., 2021)F1Faster R-CNN (Ren
et al., 2017) FHEE XM B FHE - MCLIP B G i 25 1K B SRR AE fo RERp S 1t 5 R 5 Y
FEIE KT, M Faster R-CNNFRBUR) X HHE £ rT IR RRUE R, X0 A BR A
TANRZRREZE . TAEARFIF BRI X A TG 5
3.2 B SUBAEIR

FATRE SC—H AT 2 S BRI Py 1E 918 SRR R « 12 HH ATE ORISR 5 AR 1R
TR ER, HEMNE 2frR « @R, WA S BRI B A AR

TR EEE SRS SE, FAMT-H44TT, B, TE, 202548 H11HE14H.
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round truth caption cross-entropy loss
£ ’ 1 Py FFRRIOARKEEN

[The dog is playing with his toy in the grass. ]

]

[M] [M] ees [M]

Im_head ) ( )
[
| FEk oo @
T — Jde oy 1 [M] Ml Xp, =
a8 2
| e =f
Cross Attention o F}E
/ | LEl N
‘ Self Attention i | %
‘  — %l -
wf@ (%[5 | E sl x
|- ) (Do-00] (0E-ma) x =
=0 g |0 t
51%' o % o ( EXMAEE o, s 17 x
=0 «, | (O é) ( )
Xy ——> X, [ The [M] [M] playing [M] his [M] in [M] e [M]] i 1 5 7 X,

L B SRS R BUR B LSt 4T

iEER, HSEIE I RINTT, ERERE LAPREERR -
BAATE, BN ERP,. #17 BEE TR AT N H TR I 2% 10
KA, g XIS RHE fr 5 R 22> B Z R ZE XER ML, 3K15 BUEN FFRIFRIC
For, A2 PRC RS N EHRFHE R A3 IE B B o AR N, ERE SURAIT &, i
A EMAE TR 40Ty, RABRIRIEX, = PN: o %8 UBGRER T B a2

1R -
P,' = LN(P! + MHA(P!, P!, P}))

§Y7 8)" 8

Pt = FEN(LN(P! + MHA(P!, fg, fr)))

H, INRREFE -, MHAREZZ LER IULH, FENTERI M Z - 0 =
{0,1,.., Ns — 1}, P?=P;-

3.3 ENEAER
B SRl AR 5 5 S0 B B B Transformer Wb [A] TAE - 7 B EU RO AL A0 35 [0 13 RE

BRITENEGH KEBEIMCFFNRINIKE SR . HT AR SERENBEIMESEE 2
ERXER, RMERIE LT L ZRIMBRUKLS E R EZ BRI - 38 LA T L
FFH EGE SUBRSN RS2 B AR L 0 18 U B AL, HHSME M SURHATEREME S, DL
FRAGTE MOMR MRS R « AT R E T — A A R A ST, DR BOE SO EE B R
Fon o ERIREMEDIRAT, FATRE BRI PR H X, S8E SCURIRAX, #1T P, 15
X7 O = [X,, X, - WSS, BTN, ZHE LEA RO S IR AR OR - %8 LAY
AR A 2f7R:

(1)

X+ = FRNLN(XY + MHA (XY, X0 x10))) (2)

Her i ={0,1,.., Ny — 1}
Bl PR X (V) RS BT B AR B X, T A R i

3.4 BEEYEIER
BB BUR X, = {w1, we, w3, ..., wp, } FEIEMAMNEEK MR EEEIEE, H
K FoRiLER RN - Bl R aT A = SPRi#F T E R -

q(x¢|x¢—1) = Cat(xs;p = x-1Qx) (3)

BV E T EE S RS EE, 4345447, BrEE, FE, 20255E8 H11HE14H.,
(c) 2025 FEFLEFEEESUHEIBES L WENS 437



FEITRIESYRZ

==R=]=)
4 i ,
% Feed Forward . -R
& | - (ERXESE) 1
:Eg Cross Tttention . OO0 00 0
H:J'E Self Attention i' ( E >£';‘%:‘ jj Eﬁj Hj ) v

(BERNEEL)

|
g (O O~ 0 O]

+
B TEIERRE

2: VB BN R AL

Hep, Cat() RRFIRNM - Qp B—MEREFERE, ZFEFEGAM S MR T 751 &R
e B, [Qdij = gl = jlo—r = )& LT MR EPIRA VR -

FE I RTIGRE SRTRIEE ST, R FERELHI X, & A B TR A3 - A2
Weid AR, AR IERFF A, E A IE N LIRS E LR PO 9 IMASK] " PRic « H AR RgHE
WA 4F7R:

1 if i=j=[M],
[Qt]i,j = {ﬂt if j= [M],Z 7 [M]7 (4)
1=p if i=j#[M]

BT S, ERimgdEed, & RPREMRAE DR — 1" MASK FRid, NZ IR
AB B RFF I MASK” IR 91 o %A B P — 1S MASK R, WIAE D IR i,
PAB IR 2R " MASK " Pric, BiPAL — B ROMERRFF AL « LT BINhE . B SURFIIRG
WO 2L FS -

PR A0 g (x}|x)) AT LUR S — R BRI E S E], A= 5 s

Qi ifx; = xg,

a0ocifxb) = {1 —a@ ifxi = [M],

B, =T (1 - ). Xi FoRdt SR OURRFI R RIS PR -
= 5 WE f —\] Diffusion Decoder
= |0 - o ¢
= 5
2 @™ O = s T
% O g E O ‘E P L ™ 7 %
==:l> E_E_.— z —2 z — % 2 & —(
5 (O i & (o =2 YR TR Y 3 —
o § 3 |o 7 5 =
@ | %z =
O O
(m) ) XNy

P 3: ¥ SR R S P B S8

7R SCR R B Transformer [ 45 7 17 S T o 4008 4B - 7E58 LR AR, RS #E
I fo (ENTEAR, NS CHRIIX, $HE1 S« 15t BT E B BRI - Sa,
= X, BRI AT 611 F -

TR EEE SRS SE, FAMT-H44TT, B, TE, 202548 H11HE14H.
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zj = 2, + MHA (LN (2{) ,LN (2{) ,LN (2}))
2 = zi + MHA (LN (2}) , Ve, Vo) (6)
zth =2 + FFN (LN (%))

YRR B, FX, TR MASK] PRCRE 9 JRI6 SUARTE S, R A 20 SR K 1R
BONGRERIRER - FEAETEBERN BY, B EBRETX, PP RIS RX,, BEJa b &= 4
Xy SEIEHUT DA AR, RIS BRI X o T T RO R AP SRR A
A7

T
Pg(ﬂ;‘o) = Hp@(mt—l‘mt,fR,fG,t) (7)
t=1
3.5 HiIErREGRERMLA
|
TR o
BN A AR E!
What objects does this
TN picture have? l

What do these objective look

like? basic caption:A man wearing a

...... very large hat with bananas on

his head.
o an +ER
ivEE s +ER

A man wearing a festive 1ETE )
costume with a headpiece \ E2 ELs
made of bananas is
standing in front of a ‘. LA AIE= 1R
crowd, likely at a party or BB
event. The man appears ’
to be happy and joyful, S H l
possibly entertaining the $IED
guests or participating in Answerl:Bananas,man,hat, polishing this sentence based on
a themed celebration. The costume,flowers. following rules. sentence: "

bananas on his head add X X basic caption ". All the rules

A Answer2:The man is wering : :
a playful and whimsical h a headpi + must be used to polish this
touch to his outfit, making a costume wiih a heaapiece sentence and make it coherence
him stand out and draw and a necklace. and contain more details.
attention. L rules:" answers "

K 4 BT ZHEERESHEER B I2m B G#EAEIER

FAMAFENFHLA SK I A R SS, AR T —F B ILESR, Bl 2K
RIE S A SURFI B B BUEAL (SeDDM) A SR #IIR A FATIREE AT 50040 . T
AEHER - EEE RGO - %I IER R ARSI A 4R

* 1 TR R B
What objects does this picture have?
What do these objects look like?

What is the background of this picture?

What feelings do the background and objects show?

TEEGHR R SRS T, EEN RENEFRR S RIEM B OER . AEZET Z AKX
BEEAFEIAE S, WA SHE - RS BB RIS S S B AT R AR AT - 3R
TR R IR 55 80 R 2 T AT HRAE R F1R18, 38 3 0] SR R A BB ) AL JBE AU it IR AR
EREIAE ARG R A T & - BRI F RSO IE 1R -

WM AF7R, AHEZRRAH—FRET MBI 2 SRR K TSR . B — B, %
i NG 5 —E ARG OB T3 7R U ALLaVA-1.5(Liu et al., 2024b)Z A& A 1E 5 H# A

TR EEE SRS SE, FAMT-H44TT, B, TE, 202548 H11HE14H.
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(MLLM) - HE, EBIENIGERBMAZIZEERESEIE S, mrRRE—N 5] ST
RERMG A R E T LN E - XM T 30, R A RS W6 N 2 e B SR G T LIS
B, HEZRBEGRTRRBITER, GFENS . BRAHTASHBRERS . £ Mk, FH
— M BR G B8 RN E 2R 5 SeDDMAE I EL AR Dbase A TRl G, HEL & TR TE TR
FHREIAMLLM, USRI SORAREE S« add X — 77z, B ARG AR sl 17 S N & HLE G
SEBAERENR, WM& B GRHAR bR . HERFESESUE LT
polishing this sentence based on following rules.
sentence: ” basic caption ”.

All the rules must be used to polish this sentence and make it coherence and contain more
details.
rules:” answers ”

HA1 basic caption1SeDDM4A A& M#IA, answers WMLLMZE T &7~ Al @A AL
AR
4 5
4.1 BHEHESIFNIEDR

COCOHE Ay = Fi R InNA £ pl Ssi A ) 12 fE OB EROR S . B1582,7835K 1114k K]
18 ~ 40,5045K %% UE B B A140, 7755k MR R, Bk B BITBECH bR N TANERGA SR - AHFFR
FiKarpathy®]4 7 % (Karpathy and Fei-Fei, 2015), 55,0005k B 1§ 1ERIRIEEE, 5,0005K1E
HiisE, HRHTERENS -

B B E OB B ELY RO Y (SeDDM)  HUMEREVEALE, FRATRA LA FE KRB TE
¥r: BLEUQN (Papineni et al., 2002) - METEOR (Banerjee and Lavie, 2005) ~ ROUGE (Lin,
2004) ~ CIDEr (Vedantam et al., 2015) L X SPICE (Anderson et al., 2016) -

T BRNCEZRA AL, BT SORBRZIRES %, ERIEVEAT AP 15 20
T, %Ning(Ning et al., 2023)% ANF&, FMNGIAKIEEEA Llama3 (Huang et al., 2024)F
FIET Mg, WD EEHTIES: 1) FEE FoXEe-1) ; 2) @FE (DT HEIT
53) o BAN, AL A IS FEFRCLIPScore(Hessel et al., 202111 B BG5S SCA Z 1A FIAH
B, HEZEETKERFSAERETCLIPHG, Hit B B RIZAALUE BN BT
FTEEVEMT LR o« TSR AT IR A AR 8:

CLIPScore(c, v) = max(cos(c,v),0) (8)

HA, RRCLIPIURA R, oRREGRIRARE . toh, FlTht 1T 7 ALy L

4.2 SEERHT

AHFF R F VIT-B /162854 7)1 85 CLIP#E ! (Dosovitskiy et al., 2021)F1Faster-RCNN{EH
FHEREGES - TESHECEWT: I BB ENE0EN20, 7B BRAMEREE (Ns = 6),
B A BRIRE (N, = 3). BE BUREIE TDDCap Y28 (Zhu et al., 2022)3EHL, 4L
bagE FHHAdamW (Ilya Loshchilov, 2019), 5KERECHAE R, 2> FRIXE H2e-5. KITEH
HINVIDIA 3090 GPU_LSERL, HL&E K/ Ae4, I EIA N30 IK . BERSRERFHZES
KIE F R R FHLLAVA-1.5-7B (Liu et al., 2024b), &AL A S RGBS B E BUR
74SeDDM -

4.3 EREREHH

AR H VB BT B HUR A (SeDDM) #ECOCO Karpathyllis 8 FEUE T BA %
FNHMERERIL, BARGERIE 25K

VER—FRE BEIATTEE, ARBARRT B EET E RIS @Rt Es - K, oA
PRI — ERR T L8 T 2 5edE B BT VERIEREG, ZERRS RS LA T 5 VIT CapBZUAH 24 /Y
sEE,

MR TWEIEEEEFTE, RERAEHERIEMEFER LR BT EGRRTT -
ZEMETEOR -~ CIDErfISPICE#E%5 I, #DiffCap - Bit Diffusion~ DDCapZs H i # R 1Y

TR EEE SRS SE, FAMT-H44TT, B, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 440



FEITRIESYRZ

HRFENGE, RWATEAE SOEWRY . R FEEEMG REMERE T mEEHEMmS,
REBAERENSEENE . ERIESZHEENERERIL - FR, SeDDMAIX ZWfE1R L
73 AR BSCD-net740.6 « 1.5700.6 1 7., R MARAAEWG E R EFE - HHER B G
e [EEERIZE, SCD-net X & TR A REE, Rk 2R 2] 1 B B 1 o J6 5 0 iR R
BRI AR . IR OTEME S T ERRMSE T — M EGWERH UIESER, 5IRSCD-
net/EBQ4MROUGETE R LIS HR , (HARMAERMIER LIRS ERSR, XhNE T
TR IR RENS AT MR SO SRR 5 IR RAR S, AT A2 BB 5 ) R AR

F 2 AR E YRS E EIUE K 3E BBV A IEAECOCO Karpathy a8 xS Huas 5

R |  B@4p METEOR? ROUGE? CIDErt SPICEt
B 7 v |

RFNet (Jiang et al., 2018) 35.8 27.4 56.5 112.5 20.5
Up-Down (Anderson et al., 2018) 36.2 27.0 56.4 113.5 20.3
GCN-LSTM (Yao et al., 2018) 36.8 279 57.0 116.3 20.9
Transformer (Sharma et al., 2018) 34.0 27.6 56.2 113.3 21.0
AoANet (Huang et al., 2019) 37.2 284 57.5 119.8 21.3
VitCap (Fang et al., 2022) 35.7 28.8 57.6 121.8 22.1
T B T |

MIR (Lee et al., 2018) 32.5 27.2 - 109.5 20.6
MNIC (Gao et al., 2019) 30.9 27.5 55.6 108.1 21.0
SATIC (Zhou et al., 2021) 32.9 27.0 - 110.0 20.6
Bit Diffusion (Chen et al., 2023) 34.7 - 58.0 115.0 -
DDCap (Zhu et al., 2022) 34.4 28.1 57.1 117.9 21.6
DiffCap (He et al., 2023a) 31.6 26.5 57.0 104.3 19.6
SCD-Net (Luo et al., 2023) 37.3 28.1 58.0 118.0 21.6
Prefixdiffusion (Liu et al., 2024a) 31.8 26.6 56.1 109.3 20.4
SeDDM (Ours) ‘ 35.2 28.7 57.7 119.5 22.2

X RIE S A BRI ICE BRI R RS T RERE, RS T =M% (1)
BT SeDDMA SRR EL T ¥, (2) EEMEAMLLM#TR#EARLA,;  (3) RABRRL
1t (self-prompt) HEZRAG T« B FAMLLMIFEEAT R AL TA TR DUR #2R e i A AL A
1§ A <polishing this sentence.sentence: ” ”. make it coherence and contain more details.)
SEGLERANR 3P, EEITETEITE TR B0 BR, X FEER T R AR A AR A
e MHHZT, BEEHARESERE AR @& WFER R 158 - ZECLIPScore F3&/F T1.2,
MR 131, FEEEINT0.24. 1 HIRERRAAEZENZERT G IFAN4EE FBUS LS 3
FECLIPScore ~ AT EAIEE LB N1.6 + 4.6F10.37. LI LEEASEIRER , IZMESRAERGR
FEEWMMTE S ERIEH, ReERE W - MBI EIGRS - FE, 7EEGSUR MR MTE
FRCLIPScore M HH — & BIFe /T o« iX L REZG UL T H & R J7 1E18 A FHMLLM H) 95 # HE
B EGHRESRAL T FE MR ERSMRAR, NMiEm T MLLMAEREES, HEIE
BRG] —E RS -

4.4 AR

BRI R RACR, BATER 5P SR T UM EEAR RIS X HUAE R - SRRRE, A
RENS RAG I Ik B RNV B AL R B RDUARNA - BT S ES —IRE G HERE R “in
the air” B &2 IR RIHIA « 7E5 TUIE B G HIHTE “a pink shirt " # GK 12 FLHTIRFL -

# 3: [HH BIfHESRAT LRSS R
‘CLIPScoreT MyiEr FEET

SeDDM 30.8 3.6 0.31
MLLM w/o. self-prompt 32.0 6.7 0.55
MLLM w/. self-prompt 32.4 8.2 0.68
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7E g KNG IEWIR A “watching a projection screen” ME %5 Bt 5 BT WG Bl » X Le4h SAIE
B, SeDDMFAEWHE IR ENUG T HNREE LEE., MR 2 5 m PSR A -

DDCap : A dog is jumping up to catch
a frisbee.

ours : A group of people watching a
dog play frisbee.

DDCap : A man doing a trick on a
motor bike.

ours : A person on a motorcycle doing
a trick in the air.

GT :A dog and its trainer doing Frisbee
tricks for a crowd.

GT : A person up in the air with a
motor bike.

DDCap : A man walking across a
street under a traffic light.

ours : A man walking across a rain
soaked street holding an umbrella.

DDCap : A train is going over a
bridge over a river.

ours : A train traveling across a bridge
over a river.

GT : A train traveling on top of a

. . . GT : A person walking across a street
bridge spanning a river.

in the rain.

DDCap : A small dog sitting on a bed
near a window.

DDCap : A woman holding a box of
pizza in a box.

ours : A dog sitting on a cushion
looking out a window.

GT : A dog that is looking out of a
window.

ours : A woman in a pink shirt holding
a box of pizza.

GT : A woman is holding a box of
pizza.

DDCap : A group of people sitting H
around a table. \ A -
-m

ours : A group of people sitting

DDCap : A teddy bear is wrapped up
in a bed.

—— rs: At r laying in
around a table watching a projection W. = oy &y gvl;ths . blaﬁl(igz bear laying in a bed
screen. &7/ .

GT : A group of people at long tables ol GT : A teddy bear tucked into bed
are looking at a big screen. ) s under a blanket.

&l 5: SeDDM 5 HHIE TAEDD Cap A A4S F rTIALRT L

6N T IR RICICHEZE B A s SR AT AL AT - IR a5 SRR B, ZHEZE 7R 40N I
BT T R, AR SR R 2 B SRR B AL (MLLM) P A iR (w2 - B
e, E5 ARFIF, MLLMA A “the top of the hydrant”iX—3&iA 5 F§ 4 K4 4 K& H
DEERAAEmE; HLZ S, RERAESMHARETYRICEAE (W “illuminated by a
light”) , #5765 FL5 R A2 (8] 58 Rk - [FIRT, IZHEZR ARG A R ROE S AU L H)
FRMERA o FIANAESE BRI, MLLMARH “a group of people are enjoying a kite-flying
session” 5 Z MO UEYE SCFF, JB T HMAREIRNS; MANEZRNERfAR T 2= IR NE KH
A EE - L, ARSCEr$E B B IR EZR GRS IGE | MLLM YRR 4> BREE, 2SO 67
R H BRI B8R -

4.5 THELSEE

N T ISUETE U B B RO A A AR E R, RFRAECOCORURE Hi#f T T RS
HITERLSESS o« GERME 4AFs o SERSR A = ARCE TR . Bl BasedE B2 UH A bR
P HI TransformerZ8+4 B 1T B R BUE M G A A AL Baselil_ESFRIRAEEMIZEM £
BT B R AR, B 2 R R AR DX AR I B S 3] SR 2 [ 4 AT R AR R A S 3R AT
BB R R A A UG SUAR R Basefil ESFAISPIIEEA T 15 SRl A S SUBAIBEER
TR EEE R ISeDDMAEAY o SLASLE RFKRH, SR AE SRl A SR 1 B B B Y AR s R 7
AEFEIR LIRS T — e/, XEZIFETIZERGEV A B X S E T RHMER S, BET
B2 SR SIRZ B R R, HURRRAFERR . Mz, RN SER80E USRS
SCRA R A SE R A TR B VEAG TR AR LRI B . XS5 RIS IR T i UGN
RAEEEREIR LRSS T R RBIER, R T W5 5 SCRFHERIN TR, 1B 2
M AR A RGE . T EBR S SR Z A B8 SRR, T R IR T A AR I8 SRR IRl

R -
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MLLM(LLAVA)

MLLM with self-prompt

A large white dog is standing next to two
people on a bench, one of whom is
wearing a blue shirt. The dog appears to
be sitting on the bench, and the people
are sitting nearby.

A large white dog is sitting on a
bench next to two people, who
are

A yellow fire hydrant is situated next to
a building at night, with a blue light
streak coming from it. The hydrant is
located on the sidewalk, and the blue
light appears to be emanating from the
top of the hydrant.

. In the background,
there is a ,
creating a
A yellow and fire hydrant

stands next to a building at night,
. The scene is
by a light,

ste

A herd of sheep grazing on a lush green
field, with some standing in the
foreground and others scattered
throughout the scene.

A herd of sheep grazing on a lush
green field,

vater, . The sheep are
peacefully enjoying the serene
natural environment,

A young boy is standing behind a
stuffed animal, which is sitting on a
counter. The boy appears to be smiling,
and the stuffed animal is wearing a name
tag.

A young boy is
, while a stuffed

animal cat with
sits on a
counter. The scene is playful and

happy,

On a sunny day at the beach, a group of
people are enjoying a kite-flying session.
There are at least five kites soaring in the
sky, each with different colors and
designs. The kites are spread out across
the sky, with some flying higher and
others closer to the ground. The scene is
lively and full of excitement as the kites
dance in the wind, creating a vibrant and
memorable experience for everyone
present.

The sky is a beautiful shade of
blue, and are flying
gracefully in the air

. The kites come in various
shapes and sizes, adding a lively
and colorful touch to the scene.
The atmosphere is calm and
serene,

6: RER T HIRRIUWESRE R A ESS FRIERMSE R - H, L BIMER R FERR
WA N, 2F OPRC MRS R I SR B3 B A SR

BV E T EE S RS EE, 4345447, BrEE, FE, 20255E8 H11HE14H.,
(c) 2025 FEFLEFEEESUHEIBES L WENS 443



FEITRIESYRZ

F 4: FECOCOEIESE FHATIHRISEIR S5, " Base” Ry B Transformer, 7 SF” MK E Sl
R, 7 SPMI{RFRTE SUBIEER -

Base SF SP | B@4t METEOR? ROUGE? CIDErt SPICEt
v 34.5 28.4 57.6 118.1 21.8
v v 34.9 28.5 57.5 118.9 21.9
v v v 35.2 28.7 57.7 119.5 22.2

# 5 NTIHEEER%

£ =7 MLLM  self-prompt MLLM
Ml ke 41.2% 58.8%
ZFEMEL 35% 65.0%
ET M 39.6% 60.4%
BSCAE Y 43.4% 56.6%

KT B IRSERKE SRR PR, MRTERMLMALIE, KA BRRLIE
ZRCLIPScoref® 1 1 0.4, AT SR 1.5, FEEEEM 1013 XRUGEH T BRI TTIE
RESAE IR A Z SR S EA A L, #d B A S PR E BRI, o — R AR
BIRESS LRI REE

4.6 ANTLiFth

TS RIE SR E RIS RGOS BN, SRR T AT - BAPRE S
FAN: FATN R R 005K FBIEA, BB PPk A5 0 Al SRS A 0E F A
(MLLM) ERMAERS R B3R A G BITER 45 R AT 0 Uil o 3P A5 P 2
Eiﬁﬁﬁ%%\ﬁﬁ%ﬁT\E%ﬁﬁﬁuﬁgiﬁwﬁ,%%&%M%@ﬁ%%ﬁ?%%
LA -

RIER 5 PRl RINRADT, B IR UCEZRER G R 1 I R 58 8% I [RIES 1E
RS HRIR L, KI5 765.0%HIIF R - [RIERLE S B 10 B SO U 3 51 R A5
160.4% ~ 56.6% « X UEM TG VAREA ROBUA RBL ) A SCRIARETT - RIRARIESE & PG 45 R 8
REIER, MERTERAMMLLMERIEGEM T, A5 BRI EZREER Sl iR Tt
KRR E, £IF58RE . NEEEEFZ D REHIE L&D . 245875 HahiPh4it
%ﬁ,ﬁ~ﬁ%%7E%ﬁ%%@%%ﬁﬁ%%ﬁ%ﬁﬁﬁi,E%ﬁﬁ%%?ﬁ%%ﬁﬁ%
B A -

5 BESRE

AR T —ME GIRE T A S SR, i 5] AT U & SRR T 75 3L
AP BUEEL (SeDDM) |, ZRBIE KRBT RE R RER T T BIOUH R R ST REST
AR T RGIE R RUERAER B B RHA S5 A BRI O RIRE, DT A Al SR A ) P AR 1
e BT ZRERESEARIH B Rt — P TERSER, BERATESEE
JEE - WLSEAN TR E SO T - FECOCORE SR LSRG SKIRRIE T %7 AR R ALk
Mo UEM T IR B SRS PRI T, R R Tl B 3R SRS SE I 2 A
RIEE BT AR HROER -

SR, BCOCOXREIREWIMELIRHBAMARBAL, EHHZHEERNEFE
R A SRV RN, LIRS PRI ME LR R SO B MR A Z IR R, W —E
R LH2) TR A R BERERGE S - MAESEEAETFZ ZESESH EERIAH LR
WtERE, B — PRI E . RARMBFR B T I A B o et e, ar i
KA IENLA « BAEREA AT B E R F B SRS E S RALRE B SR B M B
P PRI R GRS SRS R, EERBEREMEE  ERME SISO

iR o
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